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Preface

Widespread digital transformation in industry and services is strongly enabled by the
results achieved through more than two decades of research and development in the
inter-disciplinary Collaborative Networks (CNs) paradigm. The PRO-VE series of
conferences, now in its 22nd edition, has been a successful vessel for presenting
innovative concepts and tools as well as providing a proper sand box to investigate and
intersect new models and approaches that address the challenges raised. As such, this
annual conference gives a bird’s-eye view of the CN area and its achieved milestones,
identifies forthcoming open challenges, and proposes research directions that require
developing novel and/or disruptive solutions.

In the very last edition of the PRO-VE conference series, in 2020, the highlights
of the past achievements in Collaborative Networks were structured as CN 1.0, CN 2.0,
and CN 3.0. It further addressed the new emerging challenges in this area, e.g., the
exponential increase in the availability of both data and intelligence, the vast progress
in digitalization, and the proper positioning of humans in highly collaborative,
dynamic, and resilient networks. The academic world was then invited to focus on
addressing its newly introduced notion of Collaborative Networks 4.0, as the next
generation of collaborative networks, in the era of applied artificial intelligence and
digital transformation. By then, the following items were identified as the main chal-
lenges on which to focus: hybridization in CN structure, where network entities con-
stitute organizations, people, intelligent systems, and machines; formation of
distributed cognitive systems; collaborative decision making among humans and
intelligent autonomous systems; managing big data; mass collaboration and collabo-
rative creativity; and modeling and formalizing rights and liabilities, monetization,
accountability, ethics, trust, and risk/disruption management. With this, the conference
directed the community to focus on understanding and creating new collaboration
culture and business models, with the purpose of addressing sustainable collaborative
value creation.

Meanwhile, since last year, the world has encountered major health and economic
crises caused by the COVID-19 pandemic, which emphasized that disruptive situations,
at different scales, tend to be increasingly frequent and have strong impacts on society.
As predicted by PRO-VE, smart and digital technologies supporting agility, scalability,
resilience, and adaptability, which characterize CN 4.0, have nowadays become the
critical features for most sectors of our modern societies, including the manufacturing
industry and services sectors. Many properties of CN 4.0 can contribute to building a
more resilient and sustainable world, providing that the socio-economic actors can
implement efficient learning mechanisms, applying the lessons learned from recent
crises. The crucial importance of Collaborative Networks in the current situation has
led us to highlight the theme of the 2021 conference, targeting “Smart and Sustainable
Collaborative Networks 4.0”. Agile and sustainable systems and business models,
based on open collaborative processes, are not only the answer to the increasing need



for customization but also provide higher resilience, i.e., through joint reconfiguration
of market-offers, production processes, and consumption patterns, among others.
Digitalization of both products and services enable a transition towards a larger vision
of value creation. Furthermore, digitalization strengthens research trends on societal
impacts, and makes it possible to focus progressively on the more ecological value
chains, based on circular and collaborative economy.

Combined with the current boom of applied artificial intelligence including machine
learning, the Collaborative Networks facilitate high potentials to boost Industry 4.0.
The PRO-VE Working Conference sheds light on many applications within the
industrial economy, at different levels of organization, spanning from human/robot
collaboration at the detail process level to the high-level management of a manufac-
turing system’s lifecycle, design and management of supply/value networks, and
running the business ecosystems. However, the digital transition similarly affects all
sectors of the economy, as strongly as each industry itself. Many other activity sectors
are also concerned, where agility, resilience, and sustainability are the key challenges,
e.g., Health 4.0, Agriculture 4.0, Cities 4.0, Transportation 4.0, Logistics 4.0, Educa-
tion 4.0, and even Tourism 4.0. With an eye on these diverse application fields,
PRO-VE 2021 provided a forum for sharing experiences, discussing trends, and
identifying new opportunities, thus introducing innovative solutions for the new gen-
eration of Smart and Sustainable Collaborative Networks 4.0. Today more than ever,
everyone realizes the need to network and boost collaboration at all levels of our
modern societies, and to interlink different types of organizations, including private
companies, public institutions, business, and non-profit organizations, down to the
level of their industrial- and service-oriented processes. Therefore, the resilience and
efficiency of our modern societies as a whole appear to be based on collaborative
networking.

To better tackle the multidimensional complexity of Collaborative Networks,
PRO-VE 2021 aimed to put forth a multidisciplinary forum, with conference contri-
butions coming from both the engineering/computer science and the
managerial/socio-human communities, including industrial and electrical engineering,
computer science, manufacturing, organization science, logistics, managerial, and
social sciences. These multiple points of view fuel both the interdisciplinary nature
of the research and development on Collaborative Networks, as well as the multidis-
ciplinary networking spirit of the PRO-VE Working Conferences.

PRO-VE 2021 was the 22nd event in a series of successful conferences, which
included PRO-VE 1999 (Porto, Portugal), PRO-VE 2000 (Florianopolis, Brazil),
PRO-VE 2002 (Sesimbra, Portugal), PRO-VE 2003 (Lugano, Switzerland), PRO-VE
2004 (Toulouse, France), PRO-VE 2005 (Valencia, Spain), PRO-VE 2006 (Helsinki,
Finland), PRO-VE 2007 (Guimaräes, Portugal), PRO-VE 2008 (Poznan, Poland),
PRO-VE 2009 (Thessaloniki, Greece), PRO-VE 2010 (St. Etienne, France), PRO-VE
2011 (Säo Paulo, Brazil), PRO-VE 2012 (Bournemouth, UK), PRO-VE 2013
(Dresden, Germany) , PROVE 2014 (Amsterdam, The Netherlands), PRO-VE 2015
(Albi, France), PRO-VE 2016 (Porto, Portugal), PRO-VE 2017 (Vicenza, Italy),
PRO-VE 2018 (Cardiff, UK), PRO-VE 2019 (Torino, Italy), and PRO-VE 2020
(Valencia, Spain).
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This proceedings includes selected papers from the PRO-VE 2021 conference
submissions. It provides a comprehensive overview of major challenges that are being
currently addressed related to sustainability and resilience and, specifically, recent
advances in various domains related to Collaborative Networks and their applications.
In this direction, the following five key areas are highlighted in these proceedings:

• Resilience and sustainability of Collaborative Networks and their ecosystems
• Collaboration management, spanning from operational life-cycle management to

value creation boosting
• Digitalization of Collaborative Networks, embracing the definition of digital

strategies and the multiple applications of ontologies, IoT, and CPS
• Multiple dimensions of the Factory of the Future
• Advanced collaborative learning environments, contributing to the deployment of

an eco-systemic culture on CN 4.0

At a more detailed level, the 2021 conference papers are organized around the
following subject headings:

– Sustainable Collaborative Networks
– Sustainability via Digitalization
– Analysis and Assessment of Business Ecosystems
– Human Factors in Collaboration 4.0
– Maintenance and Life-Cycle Management
– Policies and New Digital Services
– Safety and Collaboration Management
– Simulation and Optimization
– Complex Collaborative Systems and Ontologies
– Value Co-creation in Digitally Enabled Ecosystems
– Digitalization Strategy in Collaborative Enterprises’ Networks
– Pathways and Tools for Digital Innovation Hubs
– Socio-technical Perspectives on Smart Product-Service Systems
– Knowledge Transfer and Accelerated Innovation in Factories of the Future
– Interoperability of IoT and CPS for Industrial CNs
– Sentient Immersive Response Network
– Digital Tools and Applications for Collaborative Healthcare
– Collaborative Networks and Open Innovation in Education 4.0
– Collaborative Learning Networks with Industry and Academia
– Industrial Workshop

We would like to express our thanks to all the authors from academia, research, and
industry for their contributions. Continuing with the tradition of the PRO-VE confer-
ences, we hope this collection of papers represents both a valuable tool for those
interested in research advances and emerging applications in Collaborative Networks,
and in identifying future open challenges for research and development in this area. We
also very much appreciate the dedicated time and effort spent by the members of the
PRO-VE International Program Committee, who supported us with the selection of
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articles for the conference and provided valuable and constructive comments to help
authors with improving the quality of their papers.

November 2021 Luis M. Camarinha-Matos
Xavier Boucher

Hamideh Afsarmanesh
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Abstract. The manufacturing sector is experiencing a profound transformation
as reflected in the Industry 4.0 movement, combined with the growing societal
concerns for sustainability. This trend has led to the notion of sustainable manu-
facturing.On the other hand, the increasing interconnectivity amongorganisations,
people, and physical systems, supported by recent developments in communica-
tion technologies, points to the important role that collaborative networks have
in the ongoing digital transformation processes. As such, this paper analyses the
synergies between sustainable manufacturing and collaborative networks. More
specifically, the goal is to analyse how the responsibility for the various facets
of sustainability can be distributed among the multiple entities involved in man-
ufacturing. This study is based on both literature survey and our experience in
various research projects in the area and is organised according to the typical six
dimensions of Industry 4.0. The work is complemented with a brief summary of
proposed indicators to measure sustainability under this networkedmanufacturing
perspective.

Keywords: Collaborative networks · Sustainability · Sustainable
manufacturing · Industry 4.0 · Digital transformation · Sustainability indicators

1 Introduction

The manufacturing sector has experienced considerable evolution in the last decade as
reflected in the Industry 4.0 and digital transformation “movement”. The convergence
of multiple new technologies and the political support to this “industrial revolution” led
to the emergence of new organisational and managerial forms, new processes, extended
notion of product-service, and new business models.

In parallel, themanufacturingworld also faces the challenge of copingwith a growing
societal claim for sustainability. This is reflected, for instance, in the UN Agenda 2030
[1], which establishes 17 goals for sustainable development. Manufacturing has a cru-
cial role in this context, as addressed in the various sub-items of Goal 9, “Build resilient
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infrastructure, promote inclusive and sustainable industrialisation and foster innova-
tion”. But other (indirect) links to manufacturing can also be found in other goals of the
Agenda, e.g., “double the global rate of improvement in energy efficiency”, “achieve
higher levels of economic productivity through diversification, technological upgrading
and innovation”, “promote development-oriented policies that support productive activ-
ities, decent job creation, entrepreneurship, creativity and innovation, and encourage the
formalisation and growth of micro-, small- and medium-sized enterprises”, etc. As such,
in recent years the term “sustainable manufacturing” [2] is becoming more relevant.

As identified in [3], there is a great potential for mutual beneficial synergies between
the fields of collaborative networks and sustainability science. This was one of the
earliest works arguing that sustainability requires a wide collaboration among multiple
stakeholders, not being possible to achieve by individual entities. On the other hand,
collaborative networks have also been pointed out as a core enabler for Industry 4.0 and
digital transformation [4, 5]. Given this context, this work is guided by the following
general research question: What is the role of collaborative networks in sustainable
manufacturing?More specifically, we are interested in analysing how the responsibility
for the various facets of sustainability can be distributed among the multiple entities
involved in networked manufacturing systems.

As this research is ongoing work, this paper mainly tries to identify and categorise
relevant examples and trends to help understand the synergies among these three areas:
collaborative networks, manufacturing, and sustainability.

2 Base Concepts and Research Method

In this section, some base concepts are briefly revisited in order to provide a context for
the following discussion.

The notion of sustainability is typically analysed under three perspectives: environ-
mental, economic, and social [3]. Such a notion involves considerable complexity, not
only because of this multi-dimensional nature, but also because it calls for a difficult
balance among objectives that are often conflicting and involving multiple stakehold-
ers. When it comes to manufacturing, various related terms are often used, including
sustainable manufacturing, industrial symbiosis, and circular economy.

Sustainable manufacturing has emerged in recent years as the “integration of pro-
cesses and systems capable to produce high quality products and services using less
and more sustainable resources (energy and materials), being safer for employees, cus-
tomers and communities surrounding, and being able to mitigate environmental and
social impacts throughout its whole life cycle” [6]. A similar definition is provided in
[i], which further refers the need to be “economically sound”.

Industrial symbiosis can be seen as one specific implementation of sustainable
manufacturing representing a “process by which the wastes or by-products of an industry
or industrial process become the raw materials for another” [7]. This notion implies
a collective endeavour through which a group of separate industries form a kind of
collaborative business ecosystem to exchange materials, energy, water and by-products
[8]. It implies moving from a linear model of “take-make-dispose” to a circular model
in which waste is valorised as a resource.
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Circular economy is a more general concept, which focuses on “higher resource
utilisation by recollecting and reusing components of products after their use is over”
[9]. In other words, it “enables the reintegration of materials into production processes
through their reuse, recycling, and recovery” [10]. From a traditional point of view,while
circular economy focuses on the entire economy, sustainable manufacturing appears
focused solely on the manufacturing phase [11]. However, when we take the Industry
4.0 view, and the notion of extended smart product and the need of considering the whole
life cycle of the product, the notions of sustainable manufacturing and circular economy
get a bigger overlapping.

The effectivematerialisation of all the above notions implies some form of collabora-
tion amongmultiple stakeholders, and thus, the role of collaborative networks in support
of sustainable manufacturing deserves attention. In fact, the common notion of collabo-
rative network as “composed of a variety of entities – organisations people and even
smart machines – which are largely autonomous, geographically distributed, and het-
erogeneous in terms of their operating environment, culture, social capital and goals…
that collaborate to (better) achieve common or compatible goals” [12] provides a com-
prehensive view of the interactions and inter-dependencies among the multiple entities
involved in a manufacturing system. The notion of community or business ecosystem, as
implicit inVirtual organisationBreedingEnvironments, helps to build a better perception
of co-responsibility of all involved actors regarding the sustainability challenges [3].

In this work, as a preliminary stage to understand the synergies among sustainability,
manufacturing, and collaborative networks, we adopted a mixed method, combining a
systematic mapping study based on literature with case studies/acquired experiences
from various research projects. On the other hand, the study of such synergies is also
expected to contribute to a better understanding of the next generation of collaborative
networks. In fact, a business ecosystem or any other form of a collaborative network not
only involves collaboration but rather a complex and dynamic mix of collaboration and
competition. In such business communities, there is some form of “survival instinct” and
shared vision that can lead members to align their commitments and to find mutually
supportive roles. By further expanding these ideas, we hope to acquire new insights
on better organisational and governance principles that will likely contribute to more
sustainable business ecosystems.

3 A Collaborative Networks View of Manufacturing Systems

Various recent works have presented collaborative networks as one of the core enablers
for Industry 4.0 and the ongoing digital transformation process [4, 5, 13, 14]. In fact,
considering the typical dimensions of the current industrial revolution, including both the
manufacturing system and product/service perspectives, it becomes clear that we need
to deal with, at all levels, networks involving multiple actors, being them organisations,
people, smart machines, and smart systems, with varying degrees of autonomy and
heterogeneity. The highlights of such a trend are illustrated in Fig. 1, which go far
beyond the traditional view of networks applied to value chains and rather influence all
dimensions of Industry 4.0.
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Fig. 1. Dimensions of Industry 4.0 and role of collaborative networks

This view of a manufacturing system as composed of multiple networks of
autonomous or partially autonomous entities implies a distribution of responsibilities
among these entities. As such, also the issue of sustainability needs to be analysed under
a collaborative networks perspective in the sense that multiple entities/sub-systems are
co-responsible for the sustainability level of the manufacturing system.

The role of CNs in sustainability has been addressed in relation to the horizontal
integration dimension, namely in terms of circular economy and industrial symbio-
sis, or in relation to new business models, such as some cases of hybrid value chains
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[8, 10]. However, the issue has been less studied in the case of the other dimensions,
which justifies an effort to analyse existing trends and relevant examples in order to
characterise research gaps.

4 Trends and Examples

The latest developments associated with Industry 4.0 have focused on developing solu-
tions aimed at introducing more sustainable manufacturing practices, not only from the
point of viewof costs and profit but also considering the other two pillars of sustainability,
related to social and environmental aspects.Although this trend towardsmore sustainable
ecosystems can be noticed, an assessment is not usually made of how the collaboration
aspects are directly or indirectly related to improving these complex ecosystems. These
distributed and complex systems imply constant communication between the players to
optimise the systems, whether from an economic, social and/or environmental points of
view.

The association of the collaborative perspective with these systems is usually not
much explicit in the manufacturing literature, besides the obvious case of the horizon-
tal dimension. However, in many studies, it is possible to identify that collaboration
is an essential aspect in the design and operation of these complex environments. For
example, it is possible to find shopfloors’ implementation where machines collaborate
with each other and/or with the operators. Another case widely observed in the litera-
ture is the optimisation of distributed manufacturing systems where different factories,
suppliers, and transportation systems work together to optimise themselves as a whole.
Products are also beginning to emergewith new features such as connectivity to the cloud
that allows data extraction from products and changing their functionality remotely by
manufacturers. This aspect also contributes to the product design being done collabo-
ratively between the company’s different departments, including the customer and the
product itself in this process. This new reality is becoming clear with the introduction
of new emerging technologies such as Additive Manufacturing, Artificial Intelligence
or Cyber-Physical Systems that will force companies to apply new business models.

A summary of studies focusing on developing sustainable manufacturing systems
in which collaborative aspects are presented is shown in Table 1. This table covers the
infrastructure perspective and presents examples aiming to increase the sustainability of
manufacturing systems through collaboration.

Similar to Table 1, Table 2 presents the elements of collaboration and added value
regarding sustainability that are found in studies related to the dimensions of End-to-End
Engineering, Smart Products, and the creation of new business models.

It is possible to verify by the results summarised in Table 1 and Table 2 that some
work has already been done in order to develop more sustainable systems using as a base
the combination of practices of Industry 4.0 and collaborative networks. In most of the
studied works, the collaboration aspects are not usually highlighted; nevertheless, the
synergy between sustainable manufacturing and collaborative networks can be inferred.
For instance, a research project in sustainablemanufacturing inwhich our research centre
participated is illustrated in Fig. 2, where it is possible to identify the role of collaborative
aspects at different levels.
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Table 1. Examples of sustainability aspects in the manufacturing infrastructure dimensions.

Economic Social Environmental

Vertical
integration

• Collaboration between
machines to reduce costs
and increase
productivity. [15, 16]

• Increase productivity
using human-robot
collaboration [17, 18]

• Share factories to
increase efficiency [19]

• Human-robot
collaboration (Improve
working conditions,
reduce health problems)
[17, 18, 20–22]

• Implementation of
shared factories to reduce
energy and natural
resources consumption
[19]

• Human robot
collaboration in order to
improve recycling
process, reducing waste
[21, 22]

Horizontal
integration

• Collaborative resource
allocation. [16, 23]

• Increase efficiency
sharing spaces and
machines [24]

• Shared logistics for cost
reduction [25]

• Collaborative strategies
for pickup and delivery
network of eco-packages
through resource sharing
[26]

• Contributions of
environmental
collaboration to firm
performance [27]

• Auction-based logistics
for social welfare [25]

• Collaborative platforms
to ensure human rights
protection, patient
confidentially and
welfare. [23]

• Role of green supply
chain to improve brands
and customer value [28]

• Sustainable collaborative
governance of supply
chains [29]

• Reduce resources’ waste
sharing spaces and
machines [24]

• Reduce carbon footprint
and energy consumption
through trustable
collaborative supply
chain [23, 30, 31]

• Various methods to select
suppliers for sustainable
supply chains using the 3
dimensions of
sustainability [32–34]

Acceleration of
manufacturing

• CPS systems for
allowing interoperability
among factory resources
[15]

• Digital Twins to design
products by different
teams and in different
stages [35]

• Digital Twins to optimise
shared resources’
allocation [24]

• Self-organised
approaches to optimise
network of resources [19]

• Blockchain to increase
trustability among
suppliers [23]

• Additive manufacturing
and 3D printing as part of
circular production and
consumption. [36, 37]

• Digital Twins to increase
the collaboration
between human and
robots [17]

• Blockchain to ensure
social aspects in a
collaborative distributed
ecosystem [23]

• Distributed
manufacturing of 3D
printed products to
reduce energy and
material consumption
[38]

• Overall reduction of
energy and material
consumption using
Digital Twins [24, 30]

• Blockchain technology
to allow a trustable waste
and resources
consumption reduction in
collaborative supply
chains [23]
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Table 2. Examples of sustainability aspects in the product/service dimensions.

Economic Social Environmental

End-to-end
engineering

• Co-creation and user
innovation [37, 39, 40]

• Shorten design cycles
and reduce costs using
the data collected from
products and
customers. [35, 41]

• (Re)design products
according to customer
needs and desires based
on product data [39]

• Guarantee product
quality through remote
product analysis during
execution [42]

• Value co-creation
network [40]

• Utilisation of the
collected data from the
product to design more
ecofriendly transport
conditions [43]

Smart
products/digitalisation

• Product data extraction
to (re)design better
products [39]

• Extract and analyse
products’ data along
the supply chain to
reduce costs [39]

• Symbiosis network
[40]

• Extract data to assess
product quality and
execution [42]

• Extract and analyse
data from the product
to reduce delivering
time [39]

• Constant assessment of
products’ conditions
during transportation
[43]

• Extract and analyse
products’ data along
the supply chain to
reduce environmental
impact [39]

• Smart products
contribution to circular
economy [44]

New business models • Sharing economy to
increase
competitiveness [19,
24]

• Application of
industrial symbiosis
[31, 45]

• Increase customer
involvement [36, 37]

• Stigmergic Mass
customization,
co-creation, co-design
[46]

• Hybrid value chains
and social innovation
[47, 48]

• Circular
economy-based model
[21, 36]

• Distributed
manufacturing model
[38, 49]

• Sharing economy to
reduce wastes and
consumptions [19, 24]

• Application of
industrial symbiosis
[31, 45]

• Global business
sustainability [50]

From the analysed examples, as summarised in the tables above, it is possible to
verify that the collaborative aspects are already present in various cases of applying the
Industry 4.0 concepts to achieve sustainability. It can also be noticed that these aspects
appear more frequently in terms of the vertical and horizontal integration dimensions.
Another interesting point is that emerging technologies, included under the acceleration
ofmanufacturing, are particularly relevant in the efficient application of the collaborative
aspects. However, it is important to underline that the combination of manufacturing,
sustainability and collaborative networks are not always explicitly presented in the stud-
ied literature, but it is possible to infer their importance, as summarised in Table 1 and
Table 2.
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Fig. 2. GO0DMAN High-Level Architecture and Collaborative Aspects (adapted from [51])

5 Measuring Sustainability

Although it is widely agreed that sustainability is one of the main concerns for manufac-
turing, to be more effective, sustainability must be measured and proper sustainability-
related performance indicators established. As summarised in Table 3 and Table 4, some
examples of efforts on measuring sustainability under a collaborative perspective and
addressing the economic, social, and environmental concerns can already be found in
the literature.

The examples in Table 3, addressing the manufacturing infrastructure perspective,
propose mainly metrics and indicators to evaluate sustainability performance, borrowed
from traditionalmanufacturing and supply chains. Concerning the collaboration perspec-
tive, some attempts can be found, underlining the importance of collaboration between
the various players towards better sustainability.
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Table 3. Examples of sustainability metrics/indicators in the manufacturing infrastructure
dimensions.

Economic Social Environmental

Vertical
integration

• Metrics for evaluation of
manufacturing
sustainability
performance at the
production line level [52]

• Framework to map and
analyse the
interconnections between
technical and economic
performance metrics at
the operation [53]

• Metrics for evaluation of
manufacturing
sustainability
performance at the
production line/plant
level [52]

• Framework to map and
analyse the
interconnections between
technical and social
performance metrics at
the operation [53]

• Metrics for evaluation of
manufacturing
sustainability
performance at the
production line/plant
level [52]

• Framework to map and
analyse the
interconnections between
technical and
environmental
performance metrics at
the operation [53]

Horizontal
integration

• Dashboard of KPIs of a
Virtual Factory processes
[54]

• Framework to develop
metrics for evaluating
system effectiveness to
improve sustainability
[55]

• Proposal for a
sustainability index to
show performance at
manufacturer and supply
chain level [56]

• Measurement of
sustainability
performance in products
and processes for
manufacturing
companies [57]

• Framework to develop
metrics for evaluating
system effectiveness to
improve sustainability
[55]

• Proposal for a
sustainability index to
show performance at
manufacturer and supply
chain level [56]

• Social responsibility
metrics to evaluate and
select sustainable
suppliers [32]

• Measurement of
sustainability
performance in products
and processes for
manufacturing
companies [57]

• Sustainability
performance indicators
for an Industry 4.0
virtual learning
environment [58]

• Dashboard of KPIs of a
Virtual Factory processes
[54]

• Framework to develop
metrics for evaluating
system effectiveness to
improve sustainability
[55]

• Proposal for a
sustainability index to
show performance at
manufacturer and supply
chain level [56]

• Environmental metrics to
evaluate & select
sustainable suppliers [32]

• Measurement of
sustainability
performance in products
and processes for
manufacturing
companies [57]

• Sustainability
performance indicators
for an Industry 4.0
virtual learning
environment [58]

• Model for the assessment
of the performance of a
supply chain, based the
perspectives used in the
balanced scorecard e[59]

(continued)
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Table 3. (continued)

Economic Social Environmental

Acceleration of
manufacturing

• Indicators/practices to
optimise economic
returns [60]

• Metrics to evaluate the
influence of Industry 4.0
on sustainable
manufacturing [11]

• Study to integrate the
sustainable smart
manufacturing
performance by
incorporating sustainable
manufacturing measures
[61]

• Metrics framework for
assessing sustainability
benefits in cyber
manufacturing systems
[62]

• Indicators/practices to
optimise social returns
[60]

• Measures for talent
attractiveness in SMEs to
achieve social
sustainability in the cities
of the future [63]

• Metrics to evaluate the
influence of Industry 4.0
on sustainable
manufacturing [11]

• Study to integrate the
sustainable smart
manufacturing
performance by
incorporating sustainable
manufacturing measures
[61]

• Metrics framework for
assessing sustainability
benefits in cyber
manufacturing systems
[62]

• Indicators/practices to
optimise environmental
returns [60]

• Metrics to evaluate the
influence of Industry 4.0
on sustainable
manufacturing [11]

• Study to integrate the
sustainable smart
manufacturing
performance by
incorporating sustainable
manufacturing measures
[61]

• Metrics framework for
assessing sustainability
benefits in cyber
manufacturing systems
[62]

Table 4 presents examples related to sustainability metrics and indicators focused
on smart products, digitalisation and new business models. Under this perspective, the
identified attempts are preliminary approaches to measurement models, identification
of benefits, and insights on the influence of these products and services on sustainable
performance. At this level, the collaboration that is more worth highlighting is between
human-machine.

This study only presents some examples and not an exhaustive list of cases. Nev-
ertheless, and despite some valuable attempts, there is still a lack of concrete perfor-
mance indicators to assess the benefits of collaboration towards a better manufacturing
sustainability performance.
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Table 4. Examples of sustainability metrics/indicators in the product/service dimensions.

Economic Social Environmental

End-to-end
engineering

• Preliminary approach
towards a measurement
model for value
co-creation in service
design [64]

• Identification of
benefits for customers
from co-creation [65]

Smart
products/digitalisation

• Smart targets to smart
energy systems
transition with
economic impact [66]

• Smart targets to smart
energy systems
transition with social
impact [66]

• Smart targets to smart
energy systems
transition with
environmental impact
[66]

New business models • Insights that
servitisation and lean
bundles have
complementarity
effects on sustainable
performance [67]

• Index to assess the
sustainability and the
circularity of
manufacturing
companies [10]

• Framework based on
concepts of circular
economy to assess
sustainability
performance of
manufacturing
companies [60]

• Quantitative framework
for Industry 4.0 enabled
circular economy [68]

• Index to assess the
sustainability and the
circularity of
manufacturing
companies [10]

• Framework based on
concepts of circular
economy to assess
sustainability
performance of
manufacturing
companies [60]

• Insights that
servitisation and lean
bundles have
complementarity
effects on sustainable
performance [67]

• Index to assess the
sustainability and the
circularity of
manufacturing
companies [10]

• Framework based on
concepts of circular
economy to assess the
sustainability
performance of
manufacturing
companies [60]

• Quantitative framework
for Industry 4.0 enabled
circular economy [68]

6 Conclusions

Sustainability is a major challenge for modern manufacturing systems. Although the
manufacturing sector has received a renewed attention in the last years, as reflected in
the multiplication of initiatives around Industry 4.0 and digital transformation, making
such systems more sustainable remains a crucial challenge.

On the other hand, as manufacturing systems become increasingly smart,
autonomous, and interconnected, reflecting a kind of distributed intelligence, the issues
of sustainability need to be analysed under a distributed and collaborative perspective. To
this aim, the synergies between collaborative networks and sustainable manufacturing
need to be further explored.

This study reveals a good number of steps in this direction, both at the manufacturing
infrastructure level and at the product/service/business model level. However, the col-
laboration aspects among all the entities present in these ecosystems are still not usually
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considered and analysed. But it is clear that despite the identified positive examples,
there is a need to substantially pursue the exploitation of synergies among the areas
of sustainability, manufacturing, and collaborative networks and develop corresponding
assessment methodologies and indicators.

Acknowledgments. This work was funded in part by Fundação para a Ciência e Tecnologia
through the program UIDB/00066/2020 and Center of Technology and Systems (CTS).

References

1. UnitedNations. Transforming ourworld: the 2030 agenda for sustainable development depart-
ment of economic and social affairs (2015). https://sdgs.un.org/2030agenda. Accessed 6 Apr
2021

2. OCDE: The OECD sustainable manufacturing toolkit (2021). https://www.oecd.org/innova
tion/green/toolkit/48704993.pdf. Accessed 6 Apr 2021

3. Camarinha-Matos, L.M., Afsarmanesh, H., Boucher, X.: The role of collaborative networks
in sustainability. In: Camarinha-Matos, L.M., Boucher, X., Afsarmanesh, H. (eds.) PRO-VE
2010. IAICT, vol. 336, pp. 1–16. Springer, Heidelberg (2010). https://doi.org/10.1007/978-
3-642-15961-9_1

4. Camarinha-Matos, L.M., Fornasiero, R., Afsarmanesh, H.: Collaborative networks as a core
enabler of Industry 4.0. In: Camarinha-Matos, L.M., Afsarmanesh, H., Fornasiero, R. (eds.)
PRO-VE 2017. IAICT, vol. 506, pp. 3–17. Springer, Cham (2017). https://doi.org/10.1007/
978-3-319-65151-4_1

5. Camarinha-Matos, L.M., Fornasiero, R., Ramezani, J., Ferrada, F.: Collaborative networks:
a pillar of digital transformation. Appl. Sci. 9(24), 5431 (2019). https://doi.org/10.3390/app
9245431

6. Gonçalves Machado, C., Winroth, M.P., Hans Dener Ribeiro da Silva, E.: Sustainable man-
ufacturing in Industry 4.0: an emerging research agenda. Int. J. Prod. Res. 58(5), 1462–1484
(2020)https://doi.org/10.1080/00207543.2019.1652777

7. EGC (2018). https://ec.europa.eu/environment/europeangreencapital/wp-content/uploads/
2018/05/Industrial_Symbiosis.pdf. Accessed 2 Apr 2021

8. Baldassarre, B., Schepers,M., Bocken,N., Cuppen, E., Korevaar, G., Calabretta, G.: Industrial
symbiosis: towards a designprocess for eco-industrial clusters by integrating circular economy
and industrial ecology perspectives. J. Clean. Prod. 216, 446–460 (2019). https://doi.org/10.
1016/j.jclepro.2019.01.091

9. Pomponi, F., Moncaster, A.: Circular economy for the built environment: a research
framework. J. Clean. Prod. 143, 710–718 (2017). https://doi.org/10.1016/j.jclepro.2016.
12.055

10. Azevedo, S., Godina, R.,Matias, J.: Proposal of a sustainable circular index formanufacturing
companies. Resources 6(4), 63 (2017). https://doi.org/10.3390/resources6040063

11. Enyoghasi, C., Badurdeen, F.: Industry 4.0 for sustainable manufacturing: opportunities at the
product, process, and system levels. Resour. Conserv. Recycl. 166, 105362 (2021). https://
doi.org/10.1016/j.resconrec.2020.105362

12. Camarinha-Matos, L.M., Afsarmanesh, H., Galeano, N.,Molina, A.: Collaborative networked
organisations - concepts and practice in manufacturing enterprises. Comput. Ind. Eng. 57(1),
46–60 (2009). https://doi.org/10.1016/j.cie.2008.11.024

13. Santos, L.M.A.L.D., et al.: Industry 4.0 collaborative networks for industrial performance. J.
Manuf. Technol. Manage. 32(2), 245–265 (2020). https://doi.org/10.1108/JMTM-04-2020-
0156

https://sdgs.un.org/2030agenda
https://www.oecd.org/innovation/green/toolkit/48704993.pdf
https://doi.org/10.1007/978-3-642-15961-9_1
https://doi.org/10.1007/978-3-319-65151-4_1
https://doi.org/10.3390/app9245431
https://doi.org/10.1080/00207543.2019.1652777
https://ec.europa.eu/environment/europeangreencapital/wp-content/uploads/2018/05/Industrial_Symbiosis.pdf
https://doi.org/10.1016/j.jclepro.2019.01.091
https://doi.org/10.1016/j.jclepro.2016.12.055
https://doi.org/10.3390/resources6040063
https://doi.org/10.1016/j.resconrec.2020.105362
https://doi.org/10.1016/j.cie.2008.11.024
https://doi.org/10.1108/JMTM-04-2020-0156


Brief Overview of Collaborative Approaches 15

14. Torn, I.A.R., Vaneker, T.H.J.: Mass personalization with Industry 4.0 by SMEs: a concept
for collaborative networks. Procedia Manuf. 28, 135–141 (2019). https://doi.org/10.1016/j.
promfg.2018.12.022

15. Adamson, G., Wang, L., Moore, P.: Feature-based control and information framework for
adaptive and distributedmanufacturing in cyber physical systems. J.Manuf. Syst. 43, 305–315
(Apr 2017). https://doi.org/10.1016/j.jmsy.2016.12.003

16. Li, K., Zhou, T., Liu, B.-H., Li, H.:Amulti-agent system for sharing distributedmanufacturing
resources. Expert Syst. Appl. 99, 32–43 (2018). https://doi.org/10.1016/j.eswa.2018.01.027

17. Lv,Q., Zhang,R., Sun,X.,Yuqian,L.,Bao, J.:Adigital twin-drivenhuman-robot collaborative
assembly approach in the wake of covid-19. J. Manuf. Syst. (Feb 2021). https://doi.org/10.
1016/j.jmsy.2021.02.011

18. Gualtieri, L., Palomba, I., Merati, F.A., Rauch, E., Vidoni, R.: Design of Human-centered
collaborative assembly workstations for the improvement of operators’ physical ergonomics
and production efficiency: a case study. Sustainability 12(9), 3606 (2020)

19. Li, P., Jiang, P.: Enhanced agents in shared factory: enabling high-efficiency self-organisation
and sustainability of the shared manufacturing resources. J. Clean. Prod. 292, 126020 (2021).
https://doi.org/10.1016/j.jclepro.2021.126020

20. Ansari, F., Hold, P., Khobreh, M.: A knowledge-based approach for representing jobholder
profile toward optimal human–machine collaboration in cyber physical production systems.
CIRP J. Manuf. Sci. Technol. 28, 87–106 (2020). https://doi.org/10.1016/j.cirpj.2019.11.005

21. Renteria, A., Alvarez-de-los-Mozos, E.: Human-robot collaboration as a new paradigm in
circular economy for WEEE management. Procedia Manuf. 38, 375–382 (2019). https://doi.
org/10.1016/j.promfg.2020.01.048

22. Poschmann, H., Brüggemann, H., Goldmann, D.: Fostering end-of-life utilization by
information-driven robotic disassembly. Procedia CIRP 98, 282–287 (2021). https://doi.org/
10.1016/j.procir.2021.01.104

23. Upadhyay, A., Mukhuty, S., Kumar, V., Kazancoglu, Y.: Blockchain technology and the
circular economy: Implications for sustainability and social responsibility. J. Clean. Prod.
293, 126130 (2021)

24. Wang, G., Zhang, G., Guo, X., Zhang, Y.: Digital twin-driven service model and optimal
allocation of manufacturing resources in shared manufacturing. J. Manuf. Syst. 59, 165–179
(2021). https://doi.org/10.1016/j.jmsy.2021.02.008

25. Kang, K., Zhong, R.Y., SuXiu, X., Tan, B.Q.,Wang, L., Peng, T.: Auction-based cloud service
allocation and sharing for logistics product service system. J. Clean. Prod. 278, 123881 (2021).
https://doi.org/10.1016/j.jclepro.2020.123881

26. Wang, Y., et al.: Collaborative logistics pickup and delivery problemwith eco-packages based
on time–space network. Expert Syst. Appl. 170, 114561 (2021). https://doi.org/10.1016/j.
eswa.2021.114561

27. Grekova, K., Calantone, R.J., Bremmers, H.J., Trienekens, J.H., Omta, S.W.F.: How envi-
ronmental collaboration with suppliers and customers influences firm performance: evidence
from dutch food and beverage processors. J. Clean. Prod. 112, 1861–1871 (2016). https://doi.
org/10.1016/j.jclepro.2015.03.022

28. Lintukangas, K., Kähkönen, A.-K., Ritala, P.: Supply risks as drivers of green supply man-
agement adoption. J. Clean. Prod. 112, 1901–1909 (2016). https://doi.org/10.1016/j.jclepro.
2014.10.089

29. Wang, J., Ran, B.: Sustainable collaborative governance in supply chain. Sustainability 10(2),
171 (2018). https://doi.org/10.3390/su10010171

30. Glatt, M., Kölsch, P., Siedler, C., Langlotz, P., Ehmsen, S., Aurich, J.C.: Edge-based digital
twin to trace and ensure sustainability in cross-company production networks. Procedia CIRP
98, 276–281 (2021). https://doi.org/10.1016/j.procir.2021.01.103

https://doi.org/10.1016/j.promfg.2018.12.022
https://doi.org/10.1016/j.jmsy.2016.12.003
https://doi.org/10.1016/j.eswa.2018.01.027
https://doi.org/10.1016/j.jmsy.2021.02.011
https://doi.org/10.1016/j.jclepro.2021.126020
https://doi.org/10.1016/j.cirpj.2019.11.005
https://doi.org/10.1016/j.promfg.2020.01.048
https://doi.org/10.1016/j.procir.2021.01.104
https://doi.org/10.1016/j.jmsy.2021.02.008
https://doi.org/10.1016/j.jclepro.2020.123881
https://doi.org/10.1016/j.eswa.2021.114561
https://doi.org/10.1016/j.jclepro.2015.03.022
https://doi.org/10.1016/j.jclepro.2014.10.089
https://doi.org/10.3390/su10010171
https://doi.org/10.1016/j.procir.2021.01.103


16 L. M. Camarinha-Matos et al.

31. Chen, P.-C., Liu, K.-H.: Development of an interactive industrial symbiosis query systemwith
structured industrial waste database in taiwan. J. Clean. Prod. 297, 126673 (2021). https://
doi.org/10.1016/j.jclepro.2021.126673

32. Sarkis, J., Dhavale, D.G.: Supplier selection for sustainable operations: a triple-bottom-line
approach using a bayesian framework. Int. J. Prod. Econ. 166, 177–191 (2015). https://doi.
org/10.1016/j.ijpe.2014.11.007

33. Trapp, A.C., Sarkis, J.: Identifying robust portfolios of suppliers: a sustainability selection and
development perspective. J. Clean. Prod. 112, 2088–2100 (2016). https://doi.org/10.1016/j.
jclepro.2014.09.062

34. Chong, W., Barnes, D.: An integrated model for green partner selection and supply chain
construction. J. Clean. Prod. 112, 2114–2132 (2016). https://doi.org/10.1016/j.jclepro.2015.
02.023

35. Tao, F., et al.: Digital twin-driven product design framework. Int. J. Prod. Res. 57(12), 3935–
3953 (2019). https://doi.org/10.1080/00207543.2018.1443229

36. Turner, C., et al.: Sustainable production in a circular economy: A business model for re-
distributed manufacturing. Sustainability 11(16), 4291 (2019). https://doi.org/10.3390/su1
1164291

37. Rayna, T., Striukova, L., Darlington, J.: Co-creation and user innovation: the role of online
3D printing platforms. J. Eng. Tech. Manage. 37, 90–102 (2015). https://doi.org/10.1016/j.
jengtecman.2015.07.002

38. Cerdas, F., Juraschek, M., Thiede, S., Herrmann, C.: Life cycle assessment of 3D printed
products in a distributed manufacturing system. J. Ind. Ecol. 21(S1), S80–S93 (2017). https://
doi.org/10.1111/jiec.12618

39. Zheng, P., Lin, T.-J., Chen, C.-H., Xun, X.: A systematic design approach for service innova-
tion of smart product-service systems. J. Clean. Prod. 201, 657–667 (Nov 2018). https://doi.
org/10.1016/j.jclepro.2018.08.101

40. Yin, D., Ming, X., Zhang, X.: Sustainable and smart product innovation ecosystem: an inte-
grative status review and future perspectives. J. Clean. Prod. 274, 123005 (2020). https://doi.
org/10.1016/j.jclepro.2020.123005

41. Verhagen,W.J.C., de Vrught, B., Schut, J., Curran, R.: Amethod for identification of automa-
tion potential through modelling of engineering processes and quantification of information
waste. Adv. Eng. Inform. 29(3), 307–321 (2015). https://doi.org/10.1016/j.aei.2015.03.003

42. Maleki, E., et al.: Ontology-based framework enabling smart product-service systems: appli-
cation of sensing systems for machine health monitoring. IEEE Internet Things J. 5(6),
4496–4505 (2018). https://doi.org/10.1109/JIOT.2018.2831279

43. Inés Cabot, M., Luque, A., De Las Heras, A., Aguayo,F.: Aspects of sustainability and design
engineering for the production of interconnected smart food packaging. PloS ONE 14(5),
e0216555 (2019)https://doi.org/10.1371/journal.pone.0216555

44. Alcayaga, A., Hansen, E.G.: Smart products as enabler for circular business models: the case
of B2B textilewashing services. In: 3rd PLATE2019Conference, Berlin, Germany, pp. 18–20
(2019)

45. Gao, N., Li, Y., Mai, Y., Xu, H.: Optimisation of multiple products transportation under
the background of industrial symbiosis network. In: 2020 IEEE International Conference on
Industrial Engineering and EngineeringManagement (IEEM), pp. 1281–1285 (2020). https://
doi.org/10.1109/IEEM45057.2020.9309810

46. Ogunsakin, R.,Marin, C.A.,Mehandjiev, N.: Towards engineeringmanufacturing systems for
mass personalisation: a stigmergic approach. Int. J. Comput. Integr. Manuf. 34(4), 341–369
(2021). https://doi.org/10.1080/0951192X.2020.1858508

47. Budinich, V., Manno Reott, K., Schmidt, S.: Hybrid value chains: social innovations and the
development of the small farmer irrigation market in Mexico. SSRN 981223 (2007)

https://doi.org/10.1016/j.jclepro.2021.126673
https://doi.org/10.1016/j.ijpe.2014.11.007
https://doi.org/10.1016/j.jclepro.2014.09.062
https://doi.org/10.1016/j.jclepro.2015.02.023
https://doi.org/10.1080/00207543.2018.1443229
https://doi.org/10.3390/su11164291
https://doi.org/10.1016/j.jengtecman.2015.07.002
https://doi.org/10.1111/jiec.12618
https://doi.org/10.1016/j.jclepro.2018.08.101
https://doi.org/10.1016/j.jclepro.2020.123005
https://doi.org/10.1016/j.aei.2015.03.003
https://doi.org/10.1109/JIOT.2018.2831279
https://doi.org/10.1371/journal.pone.0216555
https://doi.org/10.1109/IEEM45057.2020.9309810
https://doi.org/10.1080/0951192X.2020.1858508


Brief Overview of Collaborative Approaches 17

48. Doherty, B., Kittipanya-Ngam, P.: The role of social enterprise hybrid business models in
inclusive value chain development. Sustainability 13(2), 499 (2021)

49. Gupta, H., Lawal, J.N., Orji, I.J., Kusi-Sarpong, S.: Closing the gap: the role of distributed
manufacturing systems for overcoming the barriers to manufacturing sustainability. IEEE
Trans. Eng. Manage. 1–20 (2021) https://doi.org/10.1109/TEM.2021.3059231

50. Svensson, G., Padin, C., Eriksson, D.: Glocal business sustainability - performance beyond
zero! Int. J. ProcurementManage. 9(1), 15–26 (Jan 2016). https://doi.org/10.1504/IJPM.2016.
073385

51. Angione, G., Cristalli, C., Barbosa, J., Leitão, P.: Integration challenges for the deployment
of a multi-stage zero-defect manufacturing architecture. In: 2019 IEEE 17th International
Conference on Industrial Informatics (INDIN), vol. 1, pp. 1615–1620 (2019). https://doi.org/
10.1109/INDIN41052.2019.8972259

52. Huang, A., Badurdeen, F.: Metrics-based approach to evaluate sustainable manufacturing
performance at the production line and plant levels. J. Clean. Prod. 192, 462–476 (Aug 2018).
https://doi.org/10.1016/j.jclepro.2018.04.234

53. Zhang, H., Veltri, A., Calvo-Amodio, J., Haapala, K.R.: Making the business case for sustain-
able manufacturing in small andmedium-sizedmanufacturing enterprises: a systems decision
making approach. J. Clean. Prod. 287, 125038 (2021). https://doi.org/10.1016/j.jclepro.2020.
125038

54. Hao, Y., Helo, P., Shamsuzzoha, A.: Virtual factory system design and implementation: inte-
grated sustainable manufacturing. Int. J. Syst. Sci. Oper. Logistics 5(2), 116–132 (2018).
https://doi.org/10.1080/23302674.2016.1242819

55. Koren, Y., Gu, X., Badurdeen, F., Jawahir, I.S.: Sustainable living factories for next gen-
eration manufacturing. Procedia Manuf. 21, 26–36 (2018)https://doi.org/10.1016/j.promfg.
2018.02.091

56. Salvado, M., Azevedo, S., Matias, J., Ferreira, L.: Proposal of a sustainability index for
the automotive industry. Sustainability 7(2), 2113–2144 (2015). https://doi.org/10.3390/su7
022113

57. Feng, S.C., Joung, C.-B., Li, G.: Development overview of sustainablemanufacturingmetrics.
In: Proceedings of the 17th CIRP International Conference on Life Cycle Engineering, vol.
6, p. l2. Citeseer (2010)

58. Chaim, O., Muschard, B., Cazarini, E., Rozenfeld, H.: Insertion of sustainability performance
indicators in an Industry 4.0 virtual learning environment. Procedia Manuf. 21, 446–453
(2018). https://doi.org/10.1016/j.promfg.2018.02.143

59. Luís, M.D., Ferreira, F., Silva, C., Azevedo, S.G.: An environmental balanced scorecard
for supply chain performance measurement (env_bsc_4_scpm). Benchmarking Int. J. 23(6),
1398–1422 (2016). https://doi.org/10.1108/BIJ-08-2013-0087

60. Gupta, H., Kumar, A., Wasan, P.: Industry 4.0, cleaner production and circular economy: an
integrative framework for evaluating ethical and sustainable business performance of man-
ufacturing organizations. J. Cleaner Prod. 295, 126253 (2021). https://doi.org/10.1016/j.jcl
epro.2021.126253

61. Abubakr, M., Abbas, A.T., Tomaz, I., Soliman, M.S., Luqman, M., Hegab, H.: Sustainable
and smart manufacturing: an integrated approach. Sustainability 12(6), 2280 (2020). https://
doi.org/10.3390/su12062280

62. Song, Z., Moon, Y.: Assessing sustainability benefits of cybermanufacturing systems. Int.
J. Adv. Manuf. Technol. 90(5–8), 1365–1382 (2016). https://doi.org/10.1007/s00170-016-
9428-0

63. Matt, D.T., Orzes, G., Rauch, E., Dallasega, P.: Urban production – a socially sustainable
factory concept to overcome shortcomings of qualified workers in smart smes. Comput. Ind.
Eng. 139, 105384 (2020). https://doi.org/10.1016/j.cie.2018.08.035

https://doi.org/10.1109/TEM.2021.3059231
https://doi.org/10.1504/IJPM.2016.073385
https://doi.org/10.1109/INDIN41052.2019.8972259
https://doi.org/10.1016/j.jclepro.2018.04.234
https://doi.org/10.1016/j.jclepro.2020.125038
https://doi.org/10.1080/23302674.2016.1242819
https://doi.org/10.1016/j.promfg.2018.02.091
https://doi.org/10.3390/su7022113
https://doi.org/10.1016/j.promfg.2018.02.143
https://doi.org/10.1108/BIJ-08-2013-0087
https://doi.org/10.1016/j.jclepro.2021.126253
https://doi.org/10.3390/su12062280
https://doi.org/10.1007/s00170-016-9428-0
https://doi.org/10.1016/j.cie.2018.08.035


18 L. M. Camarinha-Matos et al.

64. Botti, A., Grimaldi, M., Vesci, M.: Customer value co-creation in a service-dominant logic
perspective: some steps toward the development of a measurement scale. In: Barile, S., Pel-
licano, M., Polese, F. (eds.) Social Dynamics in a Systems Perspective. NEW, pp. 137–157.
Springer, Cham (2018). https://doi.org/10.1007/978-3-319-61967-5_8

65. Lee, A.R., Kim, K.K.: Customer benefits and value co-creation activities in corporate social
networking services. Behav. Inf. Technol. 37(7), 675–692 (2018). https://doi.org/10.1080/014
4929X.2018.1474252

66. Dincer, I., Acar, C.: Smart energy systems for a sustainable future. Appl. Energy 194, 225–235
(May 2017). https://doi.org/10.1016/j.apenergy.2016.12.058

67. Hao, Z., Liu, C., Goh, M.: Determining the effects of lean production and servitisation of
manufacturing on sustainable performance. Sustain. Prod. Consump. 25, 374–389 (2021).
https://doi.org/10.1016/j.spc.2020.11.018

68. Spaltini, M., Poletti, A., Acerbi, F., Taisch, M.: A quantitative framework for industry 4.0
enabled circular economy. Procedia CIRP 98, 115–120 (2021). https://doi.org/10.1016/j.pro
cir.2021.01.015

https://doi.org/10.1007/978-3-319-61967-5_8
https://doi.org/10.1080/0144929X.2018.1474252
https://doi.org/10.1016/j.apenergy.2016.12.058
https://doi.org/10.1016/j.spc.2020.11.018
https://doi.org/10.1016/j.procir.2021.01.015


A Systematic Review of Sustainable Supply
Chain Management Practices in Food Industry

Federica Minardi1, Valérie Botta-Genoulaz1(B), and Giulio Mangano2

1 Univ Lyon, INSA Lyon, Université Claude Bernard Lyon 1, Univ Lumière Lyon 2, DISP,
EA4570, 69621 Villeurbanne, France

{federica.minardi,valerie.botta}@insa-lyon.fr
2 Department of Management and Production Engineering, Politecnico di Torino,

10129 Turin, Italy
giulio.mangano@polito.it

Abstract. The food industry is central to human beings and heavily impacts the
lives of the entire society. Nowadays, the sustainable development goal and the
introduction of new information and communication technologies has led food
companies to deal with this new paradigm. They require sustainable practices that
have the dual objective of improving the overall performance of the company itself
and fulfilling the sustainability requirement. Researchworks on sustainable supply
chain management practices in the food industry is quite fragmented, as it often
considers just a part of the chain. Therefore, through a systematic literature review,
this paper aims to provide an up-to-date analysis of supply chain management
practices within the scope of sustainability, studying the findings of 224 reviewed
papers. The implications of this work are relevant for academic research as they
enlarge the body of knowledge and highlight key points where there is the need to
investigate further. From a practical point of view this study proposes an overview
of the most common and adopted practices that can be implemented in order to
achieve sustainable development in the food industry.

Keywords: Systematic literature review · Supply chain management ·
Sustainable development · Food industry

1 Introduction

FoodSupplyChain (FSC) refers to the set of processes that describe how food froma farm
ends up on the table. Several dimensions are particularly critical in a FSC namely qual-
ity, safety, sustainability, and logistic efficiency [1, 2]. Moreover, “internationalization,
along with the need to keep up with sustainable development goals, has increased the
level of global competition among companies, with conventional business models strug-
gling to find adequate solutions” [3]. In order to achieve a competitive advantage in the
market, firms are called to integrate the concept of sustainability in their supply chain
operations [4]. Sustainability or Sustainable Development (SD) is defined as “the devel-
opment that meets the needs of the present without compromising the ability of future
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generations to meet their own needs” [5]. SD concept applied to operations is introduced
byElkington [6], whilst also conceptualized the Triple-BottomLine (TBL) approach i.e.,
the Economic-Social-Environmental impacts that businesses should be accountable for
[7]. In addition, for facing unsustainable trajectories of the existing business model, the
Circular Economy principle is widely considered as a paradigm to achieve SD [3]. The
Circular Economy concept underlines the issue of transforming products by applying the
4R principles: reduce, recycle, reuse and recover at the individual company, industrial
park and regional level, thus reducing the need for new inputs into production system [8,
9]. As a matter of fact, Circular Economy is “expected to promote economic growth by
creating new businesses and job opportunities, saving materials’ cost, dampening price
volatility, improving security of supply while at the same time reducing environmental
pressures and social impacts” [10] thereby addressing all the three dimensions of the
TBL.

In general terms, a supply chain (SC) is designed to meet consumers’ demands as
efficiently and profitability as possible. The efficiency of planning, manufacturing and
distributing a product in a network determines the success of a company [11]. Aiming at
achieving the sustainability goal, different terms used to describe several types of SC can
be identified: sustainable, closed-loop, lean [12] and short SC. The alignment of supply
chain management (SCM) to the three issues of the TBL makes up the core concepts
of Sustainable Supply Chain Management (SSCM) [12]. A Closed-Loop SC describes
both forward distribution operations and reverse flows. The forward SC includes the
activities of procurement, design, manufacturing and distribution to consumer. On the
contrary, reverse SC is related to the handling, storage, and transport of reusable products,
components, waste or packaging [2]. Therefore, a Closed-Loop SC is referred to as
‘product-recovery management’ [13] or ‘reverse SCM’ [8], a concept closed to circular
industry. Besides, adopting Lean paradigm in SCMhelps to focus onwaste reduction that
are processes or resources that have no value added for the end consumers, enhancing
the importance of the workforce commitment [14]. Nowadays, a continuous increase
of consumers’ demand on safety, product diversity, local, organic and seasonal food,
higher packaging and quality of services determines the adoption of shortest ways of
delivering food, directly from producers to final consumers [15]. A Short FSC is defined
as “a limited number of economic operators, committed to co-operation, local economic
development, and close geographical and social relations between producers, processors
and consumers” [16]. Short FoodSupply chains are identified as an economicopportunity
for agriculture, as well as a driver for a more sustainable farming system [17].

The increasing attention paid to SD and SSCM concepts and the most recent scien-
tific papers allow to figure out the well-known or best practices that companies should
pursue to "green" their operations. However, studies across these topics frequently fail
in taking into consideration the whole FSC. A best practice is defined as: “Any practice
or experience which has proved its value or which is used in an efficient way in an
organization, and can be applied in other organizations”1. A best practice has three
characteristics: it is formalized, reusable and effective [12]. The third criteria include
the relevance, coherence, effectiveness, efficiency, robustness and sustainability of the
value created by the implementation of a practice.

1 American Productivity and Quality Council (APQC). Available on http://www.apqc.org.

http://www.apqc.org
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This literature review allows to identify current trends and recent developments
in this specific research direction. After a description of the research methodology, in
Sect. 2, the analysis of the literature review is presented in Sect. 3. Section 4 provides the
major SSCM practices. Finally, conclusions and future research directions are proposed
in Sect. 5.

2 Research Methodology

The systematic literature review methodology is adopted as it is an approach of making
sense of large bodies of information in a systematic way in order to provide coherent
and robust evidence to address some compelling issues [18]. In this research, the main
objective is to identify the present status of the literature in the area of SSCM in the food
industry, in order to assess which are the practices that a company should implement
in order to achieve the SD goal. To this end, the terms “Sustainable AND Supply AND
Chain AND Management” and “Food AND Supply AND Chain” are applied to the
titles, abstracts and keywords of research journal articles or review articles to sample
the open access documents published in Scopus and ScienceDirect databases as they
are internationally recognized and relevant scientific databases. Some filters are adopted
by considering the subject are of the documents, such as “chemical engineering”, “im-
munology”, “biology”, “veterinary”, “neuroscience”, “nursing”. This allows to exclude
not relevant contributions. Finally, a total of 324 relevant articles are identified (11 are
found in the two databases at issue). Abstracts and conclusions of the selected papers are
then read and analyzed. The documents dealing with Food-Energy-Water nexus, food
rescue, Hotel, Restaurant and Catering SC are out of the boundaries of SSCM practices
field and so not examined further. For the same reasons, some papers are excluded after
the analysis of the full text. In the end, the selected articles cover two main topics:
sustainable food SCM and the role of Information and Communication Technology in
the food industry. This made up the initial corpus of papers. Furthermore, a forward
and backward snowballing procedure have been carried out to ensure that all valuable
knowledge has been identified [19] also from the studies not identified through the ini-
tial search process [20]. In the end, 224 articles are considered relevant for the further
analysis.

3 Results and Discussion

By considering the year-wise distribution of the papers, this topic appears to be little
discussed in the literature from 2008 (first year found through the query) to 2010 (2 out
of 224). Then, the papers fluctuate slightly from 2012 to 2014 (22 out of 224). Another
change of emphasis in research can be observed from 2015 to 2017 (62 out of 224).
More recently, there is a considerable increase of research related to this topic (138
papers published between 2018 and 2020). This points out that the sustainability in the
food industry is a recent field of study and that the general interests on this subject might
be expected to increase in the future. Moreover, it is worth noticing that papers included
after the forward analysis are twice with respect to the backward one. One of the most
influential factors requiring food industries to move towards a more sustainable future
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is represented by the “2030 Agenda” dealing with the Sustainable Development Goals,
agreed in 2015 by the United Nations General Assembly.

Most of the reviewed papers are coming from leading international journals such
as Sustainability, Journal of Cleaner Production and International Journal of Production
Economics. The contributionof these three ones represents exactly 50%of the documents
set, the remaining 50% is made up by 79 different journals with a frequency of less than
5 articles per journal. Therefore, sustainability in the food industry is a granular and
horizontal topic, discussed from the point of view of different journals.

The articles are classified in case-studies (43%), empirical research (39%) and liter-
ature reviews (18%). Case-studies answer to both “why” and “how” questions in relation
to a dynamic presented within the situation analyzed. Empirical research aims at answer-
ing empirical question through observation and documentation. Literature reviews are
intended to evaluate and interpret the results obtained from previous academic find-
ings. Six research methodologies are differentiated based on the way in which data are
analyzed (cf. Fig. 1).
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Fig. 1. Classification based on paper type and methodology.

Most of the works are developed by analyzing a set of both primary and/or secondary
data that according to [21] are information that are collected for the specific research
problem. These studies are grouped under the Empirical Analysis label. Surveys (semi-
structured interviews, direct or online interviews, field observation,workshops or surveys
itself) are mostly carried out to evaluate the level of satisfaction of several individuals
(Ex-post survey). In fact, only the 14% of these are intended to appraise the potential
interest concerning the selected topic (Ex-ante survey). Statistical analyses are generally
conducted to test hypotheses and uncover trends. Conversely, simulations are performed
to optimize a given situation. With the intent to assess and predict possible outcomes,
these are mostly adopted in Ex-ante evaluation. Multicriteria decision making analysis
is a widespread methodology that deals with the economic, environmental and social
impacts i.e., the three recognized dimensions of sustainability, that are perceived in the
food chain. The multicriteria decision making methodologies used are for example the
life cycle thinking approach or the Analytical Hierarchy Problem technique. These ones
are intended to capture the real time situation and support decision makers by providing
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alternative strategies. Even if the life cycle thinking seems to be widely applied, the
adoption of this approach to deal with sustainability issue is critically questioned in the
literature. In the end, mathematical modelling includes Multi Integer Linear Program-
ming orMulti Objectives Linear Programming problems, InventoryRouting Problems or
it simply refers tomathematical models.When it comes to delivering general judgements
on sustainability, models that rely only on quantitative data struggle with the quantifi-
cation of intangible benefits that mostly compose the social aspect. Thus, some authors
perform both qualitative and quantitative analysis. In fact, the approach of the reviewed
studies is mainly qualitative (56%) rather than quantitative (34%) or both (10%).

Since this literature review is intended to look at the SC operations, it is worth
noticing inwhich part of the network the reviewed studies are focused on. The framework
selected is the generic FSC model proposed by Gustavsson et al. [22]. Moreover, the
End-of-life stage is added to this model in order to count for papers that deal with
the recycling, reuse, recovery and disposal of materials. With reference to the obtained
results (cf. Fig. 2), papers generally consider more than one stage. It is worth noticing
that 57 over 224 studies are not focused specifically on one or more stages of the SC.
Agricultural production, that includes also breeding and fisheries activities, processing
and distribution stages are equally addressed. So that, dealing with sustainability in
the food industry, primary production activities have to be analyzed with the same
importance as all the other more industry-related steps. Surprisingly, the end-of-life
stage appears to be less addressed in the scholarly papers despite the importance of
Circular Economy paradigm and the creation of Closed-Loop SC for achieving SD.

Fig. 2. Generic FSC model.

This shows that even if the sustainability challenge of the food sector is increasingly
studied, the research papers are mostly conducted for quantifying the impacts instead
for finding solutions. In line with this, Ex-post works i.e., the analysis is performed by
looking at the result of an event, account for 73% of the total while Ex-ante studies
account for 27% of the total.

Articles vary in terms of geographical positioning: most of the articles are focused
on European countries or developed nations in general. This is in line with the con-
clusions traced by Rehman Khan et al. [4] that emphasize the strong acceptability of
sustainability ideas in developed nations, while developing countries are beginning to
realize the importance and benefits of sustainable practices. The six leading European
countries in terms of both number of authors and number of studies are the UK, Italy,
Spain, France, The Netherlands and Germany. The same countries are the largest EU
food and drink producers by turnover with reference to the 2020 report provided by
the FoodDrink Europe organization [23]. Papers are focused more on unprocessed or
minimally processed foodstuffs (78%), rather than processed products (17%) or culinary
ingredients (5%) according to the classification provided by Monteiro [24].
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Finally, the integration of TBL axes is considered (cf. Fig. 3). As a result, while the
economic and environmental aspects are generally included in the studies, the social
aspect remains slightly less analyzed. Economically, cost remains the key factor. By
considering the environmental dimension, the focus is on lowering the environmental
burden that derives from human production and consumption. The social aspect refers
to the development of the community and the image of the firm and their goods from
the point of view of various stakeholders.

Fig. 3. TBL papers distribution.

4 Overview of SSCM Practices

This section investigates the way a food company accomplishes the need to achieve
SD i.e., the most common practices that can be implemented to reach this goal. A
proper balancing between social responsibility, environmental preservation, economic
prosperity and technological revolution plays themost prominent role [9, 13]. Themodel
proposed by Zimon et al. [25] is used as a starting point to classify sustainable practices
and it has been enlarged according to the findings of the literature review performed (cf.
Fig. 4). In Fig. 4, the modifications are highlighted with *. The proposed framework is
based on three main dimensions (upstream, focal company or downstream) while some
other practices overlap with multiple dimensions (transverse). In addition, the waste
management issue, introduced by Papargyropoulou et al. [26] is considered. Prevention
(10.4%) anddisposal (1.0%)practices are investigated togetherwithmaterial andproduct
recycling (P4) and product recovery and remanufacturing (P9). Prevention is the most
desirable form of practices. On the contrary, disposal practices are the last ones that
should be addressed. Percentages in brackets (cf. Fig. 4) refer to the relative attention
the literature gives to each practice, by considering 1360 practices for a total of 224
papers. Differences from the original model are highlighted.

4.1 Sustainable Supplier Management (Upstream)

Sustainable Supplier Management, upstream the focal firm, includes sustainable sourc-
ing and green purchasing. The former refers to suppliers’ assessment (P1) and col-
laboration with suppliers (P2) [27], while green purchasing (P3), refers to consider
environmental concerns along with other traditional factors in purchasing a product
from the suppliers [28]. The terms green purchasing and green procurement are used
interchangeably [29]. With reference to the attention paid to the practices included in
this category from the point of view of both the number and the year-wise distribution
of the works performed so far (cf. Appendix), it can be stated that these practices are
well-established as their importance have been long discussed in literature as support in
achieving SSCM.
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Fig. 4. Sustainable supply chain management practices, based on [25].

4.2 Sustainable Operations and Risk Management (Focal Company)

From the focal company’s point of view, the main practices implemented to achieve SD
aregreen design (P5),green packaging (P6),green production (P7),greenmanufacturing
(P8) and integration of environmental management systems (P10). Their final aim is to
reduce the environmental burden of products and/or processes, preserve the external
environment and increase the operational efficiency of the company. The focus is on
energy, water and soil conservation and management and animal welfare. All these
green operations are supported by the deployment of green technologies [30]. Moreover,
establishing key performance indicators helps to achieve a sustainable system [31],
as well as the development of lean manufacturing solutions [2]. In addition, the life
cycle thinking approach is used in order to quantify the impacts on the three axes of
sustainability and it helps to analyze where resources are used. It is worth noticing that
green production andmanufacturing practices have gainedmore attention in recent years
with respect to the others.

4.3 Pressure and Incentives Management (Downstream)

Pressures and incentives, downstream the focal firm, include inventory management
(P11), green warehouse (P12), green shipping and distribution (P13), reverse logistics
(P14) and corporate green image management (P15). The first four practices can be
conceptualized under the term eco- or green- logistics i.e., “plan the purchasing and
consolidation of raw materials by the strategic and operative prospective, distribution
towards final consumers/customers, reverse flow of packages due to post life treatments
in agreement with shelf-life constraints, taking into consideration the impact on the
environment in addition to the costs” [2]. P14 could lead to the creation of Closed-
Loop SC [32]. Nowadays, it is essential for firms to implement green practices in their
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operations to sustain the competition in the market. The deployment of green activities
of a firm from the point of view of various stakeholders makes up the concept of green
image [29].

4.4 Transversal Practices

Practices involving the entire SC consist of green product innovation and design (P16)
i.e., any activities that results in new ideas or improvement addressing some specific sus-
tainability targets [33], Corporate Social Responsibility programs (P17), green human
resource management (P18), adoption of standard and certifications (P19), a set of three
collaborative practices (P20-P22) and the exploitationof informationand communication
technologies (P23).

By observing the yearly papers distribution, not surprisingly P17 appear to be one of
the first discussed in the literature. Corporate Social Responsibility concept describes the
set of voluntary initiatives carried out by a company to address social or environmental
challenges in their own operations or in neighboring communities [34]. In fact, an initial
step toward achieving holistic sustainability objectives lies in a corporation’s orientation
toward SD. Furthermore, within a company, P18 seeks to spread green values within a
company, and it is amechanism that can be employed by a firm to enhance its sustainabil-
ity commitment [35]. In addition, a company specifies its engagement toward the SD by
setting up standards (P19) which commonly comprise statements and policies to comply
with legal requirements, by including also aspects that exceed regulatory concerns [36].
Any party within the SC that does not comply with them might jeopardize the image
of a firm. P19 is a key point across the whole SC as it is used as a demonstration that
products or processes respect environmental and social criteria.

Collaboration is a common way for companies throughout the SC to share informa-
tion, make strategic alliances, and reduce overall costs, also in terms of sustainability
[37]. In addition, collaboration is a practice historically adopted by farmers. The for-
malization of their collaboration is achieved by establishing agricultural cooperatives
[38]. Thus, collaborative practices involve but it is not limited to collaborative supply
chain planning (P20), strategic supply collaboration (P21) and supply chain integration
system (P22).

Also, the adoption of Information and Communication Technologies (P23) has a
significant impact on SSCM and appear to be a very recent field of study in the food
industry. Economically, P23 allows to reduce costs and increase productivity. The pos-
itive impacts related to the environmental dimension can be ascribed to lower the con-
sumption of resources, to reduce emissions and food losses and waste. Concerning the
social aspect, P23 improves traceability, food safety, transparency, communication and
coordination among actors [39]. Furthermore, the importance of e-commerce is often
mentioned. Especially for Small and Medium Enterprises it might be an opportunity for
supporting their business, reducing the cost and enhancing the demand [40]. In addition,
it is recognized as one of best practices in gaining access to the market, also considering
the restrictions due to COVID-19 pandemic [41].
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5 Conclusion and Future Research Directions

The key objective of this research is to provide an overview of the recent developments
in SSCM and related practices in the food industry via a systematic literature review.
To date, the food industry industry has not yet been analyzed in depth compared to
other sectors. In fact, the first study found through the queries is dated 2008. Moreover,
during the pandemic, along with the drug industry, the food industry gained crucial
importance worldwide. Thus, it deserves specific studies and analysis. Therefore, 224
relevant research papers are analyzed from Scopus and ScienceDirect databases. Based
on the description of the theories underpinning the Sustainable Development concept,
the findings reveal an increasing interest of research. The implications of this work
are relevant for academics as they enlarge the body of knowledge on the adoption of
sustainability practice in the food industry. From a practical point of view this study
proposes anoverviewof themost commonandadoptedpractices that canbe implemented
in order to achieve Sustainable Development in the food industry. In this sense, this
work might be used as a framework for companies that are willing to assess their level
of sustainability practices implementation. It provides a novel SCM practices model
obtained via a systematic literature review as a precise approach methodology able to
identify the most important research trends. This paper it is also a first attempt to assess
the best practices that companies might implement to be aligned with the sustainability
requirements. The framework can be comparedwith the industrial world as a preliminary
standard by considering operational perspectives implications (Fig. 4).
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Abstract. Rapid technology changes and the transition to digitalised production
and education pose significant challenges to engineering education. Hands-on
experimentation requires access to new technologies, often in a lab setting. Cross-
organisational collaboration and resource sharing can reduce costs and increase
utilisation. Success depends on trust, practical resource management, smooth ser-
vice delivery, and performance. This paper presents an initial evaluation of a
resource management approach using an online lab booking process, considering
stakeholders’ various roles and needs. In addition, we gathered external inputs
through two surveys targeting industry and students as potential customers and
interviews with professionals working in collaborative working environments to
assess drivers and barriers to network success using SCOR metrics. These find-
ings are essential inputs for lower-level design decisions, such as designing the
underlying business models, the relationship between education and research for
the labs, the rules of use, and how to motivate collaborators.

Keywords: Collaborative network · Trust · Sustainability · Digital laboratories ·
Shared resources · Adaptability

1 Introduction

Sharing economies have a strong traditional practice on the one hand side; on the other
hand, we see several new digitalised shared economies that would not work without
technological advances [1, 2]. The concept of a sharing economy can also be applied to
digital laboratories (lab). Digital labs outline a solution and describe virtual and remote
labs, where personal presence in the lab is not required but accessible via the internet.
This reduces entry barriers, allowsworldwide access, and enables the application towards
sharing economy. Advantages of virtual labs can be safety, scalability, remote access,
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higher utilisation, and cost-efficiency. A more detailed explanation of how labs get
digitalised and the different variations like access to the resource (local/remote), nature of
lab (real/virtual), or involved organisations (one/multiple) can be found in [3]. However,
virtual labs cannot fully replace real/physical lab environments, as different knowledge
is required and encouraged when manipulating real hardware [4].

One of the biggest challenges for the growth of a sharing economy is establishing trust
[2, 5, 6], including the different stakeholders’ understanding of trust [5, 7–9]. In the scope
of a sharing economy, the actors need to know and trust on: "(1) states (conditions) of
shareable assets regarding the capacity, presence and (idle time), capability; (2) previous
experience in the sharing of the same resource; (3) restrictions and compensation; (4)
level of behavioural congruence of actors participating in the sharing; (5) regulatory
issues and dispute resolution" [10]. Furthermore, the relevance and what is considered
relevant vary in the literature, both depending on the field of application and the phase
of the networked organisation. For shared lab environment, factors related to elements
of virtual enterprises [7], role-based trust, interpersonal and inter-organisational trust,
institutional-based trust [11], static and dynamic trust factors [9], and the elements of
service relationships incl. personal trust [6, 12] apply [10]. Trust problems are gathered
by Daudi [13] and are the complexity of the sharing network structure, uncertainties of
the logistics processes, and behaviour of the partners.

Fig. 1. From virtual organisations to long-term collaboration

The success of operating shared resources in a collaborative network over a longer
time depends not only on the trust but also on the business considerations and the needs
of all stakeholders. Figure 1 above illustrates how a virtual organisation’s setup and
evolution operates over time. The stakeholders go through the phases of preparation
in which the relationships between stakeholders are formed, operation in which the
evolution of the virtual organisation takes place, and decomposition in which the virtual
organisation dissolves.Many research projects can be seen as virtual organisationswhere
the typical customer is the funding organisation. The common goal and vision are stated
in the project proposal and work description [14]. These have a temporary character
ending when the funding ends. If such collaboration continues to exist after a funding
period (which would be an evolutionary step in the figure above), mutual interest and
a business model fitting the different stakeholders’ needs and preferences need to be
developed. Each stakeholder gets an added value higher than what each organisation can
achieve alone, both in the medium and long term. Based on these considerations, we
have identified three research questions:
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1. Do the identified metrics match people’s experience having years of experience
working both in collaborative research projects and establishing long-term collabo-
rations after the project ended? For this purpose, we have interviewed experienced
people, and currently, the analysis of 4 of these are included here.

2. Related to existing stakeholders in the collaboration (i.e., the virtual, temporary
one)- to what extent do they feel that the developed process model fits their needs
and requirements. For this, each stakeholder was asked to fill in a feedback template.

3. The current business model foresees that the consortium gets funding and thus, at the
moment, does not need to look into the return-on-investments. However, this funding
will not last for long, and a stable and solid long-term collaboration regarding shared
resources needs to generate income at least matching their costs. For investigating
this, two online surveys have been designed and distributed to two potential user
groups: a) students b) companies that could be interested in using the educational
offer for the life-long training of their employees.

The rest of the paper is structured as follows: Sect. 2 describes the research method-
ology, while Sect. 3 outlines the current setup and the intended future structure of the
network. Section 4 presents the interviews, the feedback forms, and the online sur-
veys, while Sect. 5 discusses the findings and the contribution to the research questions.
Section 6 concludes the paper and outlines further research steps.

2 Research Methodology

This paper investigates factors that contribute to a successful transition from a project-
based collaboration as a virtual organisation towards a long-term partnership in a collab-
orative network. To address related questions, we have used a blended research method
consisting of:

• Two semi-structured online surveys (open & closed questions) to gather requirements
and demands for the shared laboratory network. One online survey to understand the
purpose of the students and one for understanding the industry by surveying Italian
companies. The survey for students contained 25 questions, while the survey for
companies included 23 questions.

• Expert Interviewswere used for investigating the operationalisation factors of the cog-
nitive trustmodel.Weused semi-structured interviewswith four pre-definedquestions.
The interview time varied between 45 min and three h. Currently, we have analysed
the results of four interviews.

• A feedback survey with participants representing all stakeholder types currently
involved. These have validated the process flow of future collaborative services.

3 Collaborative Network of Shared Laboratories

The public-funded cross-institutional research project DigiLab4U intends to provide a
digitalised lab environment that enables a learning marketplace for digital lab facilities
[3]. The goal is to develop an integrated, hybrid learning and research environment
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consisting of a variety of lab technologies for a digital offering that can be used by any
student, from undergraduate to graduate, anywhere. The research consortium consists
of four German and one Italian academic institution working on digitalising and sharing
their education, training and research labs. TheDigiLab4U learningmarketplace consists
of digital labs from various providers on the one hand and users accessing the labs on the
other. The cooperation between universities, research institutions, and industry makes it
possible to bundle the providers’ resources so that users, such as learners and researchers,
have access to a greater variety of digital courses based on different labs. A critical step in
the project is to increase the number of participants on both sides (providers and buyers)
to increase the platform’s value, the so-called network effect [15, 16]. An important
starting point for sustainable development prospects of the marketplace is to strengthen
the trust of suppliers, users, and marketplace providers [16, 17].

To ensure sustainability after research funding ends, a multi-sided platform is to
be used as a business and collaboration model for sharing these labs. The multi-sided
platform is a hub or intermediary for exchanging value between interested parties and
providers from two or more markets [16]. In the case of a digital lab network, the
interested party includes students, professors/lecturers/teachers, researchers, industry
companies, and research institutes (collectively referred to as buyers). The suppliers
are universities, research institutes, and industry companies (or vendors, collectively
referred to as suppliers), as shown in Fig. 2. The marketplace aims to bring together
the supplier of the labs with the buyer [16]. The challenges of a multi-sided platform,
according to Henseling et al. [17], are: (1) building user trust, (2) further developing
marketplace offerings, and (3) attracting new user groups.

Fig. 2. Stakeholders of the digital lab marketplace

As the temporary collaborative lab network is to be transformed into a sustain-
able long-term collaboration, the stakeholders’ goals might change from collaboratively
ensure the fulfilment of the funder’s requirement towards goals that fits into the long-
term company strategy. In some cases, it will hardly be any changes in the goals. In some
cases, partners will have such different purposes that they will leave the collaboration.
However, the corresponding business model will change since the revenue streams will
change as the stakeholder Funding Institution has to be replaced with another type of
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customer. To address how different factors influence the transition of the collaboration
and the need to identify new revenue streams, the next section will present the expert
interviews and surveys results.

4 Evaluation Results

For evaluation purposes, four streams have been followed. Two online surveys in Febru-
ary through April 2021 have been conducted concerning the service’s customer side,
including students and industrial companies. Another survey addressed the processes for
resource booking among the current members of the virtual labs’ network. Finally, semi-
structured interviews with external experts have been conducted to verify the metrics
and key performance indicators for success.

4.1 Understanding Potential Customers: Student and Company Survey

93 students participated in the survey (43% female). The majority of students were
already aware of digital labs before our survey, and 12% used digital labs in their aca-
demic curriculum/practice. The experienced students are under the explicit conditions
of adding value to the learning experience. Participants who had no prior experience
expect digital labs to provide valuable content (70%), ease of use (67%), affordability
(48%), otherwise inaccessible materials and equipment (59%), and customer support
(39%). And what would keep them from using the digital labs are technology (65%)
(effectiveness of the service), organisation (55%) (management of the service), and
safety or security (26%). The feedback on the willingness to pay and thus the finan-
cial maintenance of digital labs is controversial. The majority expect universities to pay
(54%), followed by government (35%), students (6%), and the rest from a mixture.
Finally, students expect a clear added value from the marketplace compared to regular
classes at the university. Twenty-one entrepreneurs and practitioners (18 managers or
heads of technical departments) from the Northern Italy area participated in the survey
to better understand industrial customers’ interest in the supply and demand side of the
multi-sided platform. The results show that industry customers have a strong interest in
using digital labs as customers; examples given were solutions for mechanics, electrics,
and electronics. None of the participants has yet used a digital lab. Nevertheless, 67%
say they see digital labs as applicable for continuously improving business practices or
the portfolio of offerings to customers. Limitations are found in the cost-benefit ratio,
unique value proposition, data security, and the risk of losing intellectual property. Espe-
cially for small and medium-sized companies, digital labs represent an economical and
flexible alternative to direct experimentation possibilities. Another possible motivator
mentioned the current travel restrictions, with digital labs enabling remote testing and
experimentation. Regarding the financial sustainability of digital labs and marketplaces,
67% of respondents believe they can be considered fee-based service offerings.

4.2 Cognitive Model of Trust, Expert Interviews

Four expert interviews have been carried out and analysed to assess the operational-
isation of the cognitive trust model. A semi-structured interview approach was used,
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where the questions were defined in advance. The main supporting factors for success-
ful collaboration are around open communication. Interviewees said that knowing each
other from previous projects helps and being open-minded, talking the same language
(in terms of professional jargon), transparency, and visibility. Monetary and resource-
based aspects do complicate collaboration. Delays caused by not following the defined
procedures and processes and not communicating them, and/or following an own hid-
den agenda are critical for the success of the collaboration. Another inhibiting factor
is territorial behaviour. The common goals and a clear vision need to be in place. A
common understanding of how the results are exploited after the project-based collab-
oration ends needs to be defined before the long-term collaboration starts. The critical
success factors for the long-term sustainability of collaboration are ROI (Return on
Investment), market opportunities, reliability, responsiveness, balanced relationships,
and resource provision. Concerning the SCOR Level 1 Metrics, all interviewees agree
that Perfect Order Fulfilment is most important in both respects, internal (within the
collaboration) and external (towards the customer of the collaboration). Other important
metrics include Order Fulfilment Cycle Time, Upside Supply Chain Flexibility, Upside
Supply Chain Adaptability, and Downside Supply Chain Adaptability. Cost and related
financial metrics are considered not particularly important.

4.3 Stakeholders’ Feedback on Booking Process Model

The evaluation of the resource usage process is based on the (TO-BE) digital lab booking
process model developed in an earlier phase of the project. Five different groups of
potential users, depending on their role in the partner organisation lab facilities, have
been identified and surveyed: Professors, Lab Managers, Lab Operators, Researchers,
and Students (as Learners). The evaluation process consisted of presenting a process
model involving their role followed by a simple questionnaire. A total of 32 responses
have been collected, of which three are from professors, two from lab managers, six
from lab operators, seven from researchers, and 14 from students.

Out of 32 responses, 29 respondents agreed that their roles are reflected in the pro-
posed processmodel, two disagreed, and another did not respond. One participant argues
that the “Student” role and the “Researcher” role do not differ in the process. Unless
additional features are included or excluded from one of these roles, combining them
into one “Lab User” role is more meaningful. The other participant wants to have access
to things that are more aligned with their research interest. 15 participants want to see
possible changes in the system. 16 participants found the process model adequate, and
one did not respond. The critical feedback of the third question includes: Users want to
have an option to do a test of the lab setup or a chance to apply for an examination of the
lab setup before the teaching start. We see that 88% of the participants from different
action roles find that their role is positively reflected in the process model. 81% of the
participants think that the processes necessary to their specific function are addressed
in the process model. And finally, 50% of the participants do not want to change the
process model presented to them; 47% want to have changed in the system from the
other half. This shows that the process model can cater to the role-specific needs of users
even though there is room for improvement.
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5 Discussion

For sustainable participation in a digital lab marketplace by industrial companies, a
cost-benefit ratio, a unique selling proposition of the solutions, data security, and intel-
lectual property protection is essential. From the perspective of these, fee-based service
offerings for digital labs are conceivable as financial sustainability, relying on market
regulation. In contrast, students expect valuable content, ease of use, affordability, other-
wise inaccessible materials and equipment, and customer support. A problematic issue is
the willingness to pay; traditionally, education in Europe is free. Students accept that the
effort of a digital lab has to be paid for, but there is a significant dispute whether the state
should pay this, the university or the student himself. The cost-benefit discussion is also
reflected in the trust model: the cognitive model of trust shows that trust-related factors
dominate collaboration success. This includes a common understanding of objectives
and processes and appropriate and collaborative behaviour among partners. Therefore,
it is not astonishing that Perfect Order Fulfilment is the central metric to measure a
collaboration’s success combined with metrics addressing flexibility and adaptability. A
majority of the participants from the evaluation survey of the booking process provide
a positive response to the presented process model. Those participants think that these
processes are essential and that their specific role is addressed in the model. Half of the
participants do not want to change the process model presented to them; the other half
requested changes to the system. This shows that there is room for improvement.

Returning to the research questions, we can conclude that the identified metrics
match people’s experience having years of experience working both in collaborative
research projects and establishing long-term collaborations. Existing stakeholders in the
collaboration feel that the developed process model fits their needs and requirements
despite identifying improvement needs. Future users are willing to pay, but there is no
common sense of who should do it.

6 Conclusion and Outlook

This paper has investigated different factors that influence the transformation from a
temporarily (virtual) organisation towards a long-term networked collaboration as well
as the possibility to replace one type of customer (funding organisation) with a different
kind (students and companies willing to use shared labs). The expert interviews show
that long-term collaboration depends verymuch on trust factors like reliability, order ful-
filment, and response time. Variations are depending on whether the organisations have
common previous experience and not. The two surveys conclude that these respondents
assess the access to shared laboratory resources as positive, even if quite a few have
experience in using remote and virtual labs. In the next step, we will need to improve
the booking process and investigate if this collaboration can be seen as a product-service
system and then explore what services will contribute to a sustainable collaboration that
can act smart in a dynamic field.
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Abstract. This paper addresses the problem of designing a collaborative 4.0 dis-
tribution network using blockchain to ensure coordination between partners and
the secure transfer of transactions. In this study, we compare the performance of
horizontal collaboration and that of non-collaboration in terms of sustainability.
The economic level is considered by the reduction of the logistics costs, while the
environmental level is evaluated by the reduction of CO2 emissions from vehi-
cles through their use and depreciation as well as those from the hubs’ operation
and construction. The social level is addressed by maximizing the created job
opportunities and by reducing the accident risk and the noise level. Both mono
and multi-objective optimization approaches are proposed to solve the problem of
exact and meta-heuristic optimization using the Genetic Algorithm (GA) and the
Non-dominated Sorting Genetic Algorithm-II (NSGA-II). The obtained results
show that horizontal collaboration is more efficient and promising at all levels.

Keywords: Horizontal collaboration · Blockchain · Distribution network design
problem · Multi-objective optimization

1 Introduction

The consideration of sustainability in the distribution network design problem is becom-
ing a necessity for companies to participate in the social life and the preservation of
a habitable planet. In economic terms, distribution costs and customer demands are
increasingly high. On the other hand, in environmental terms, companies are becom-
ing obliged to participate in the protection of the environment, particularly by reducing
the greenhouse gas emissions generated by their distribution activities. Indeed, a car-
bon report may be required for some companies, which affects their brand image. In
social terms, the distribution of goods, particularly by road, produces significant noise
pollution and results in a large number of road accidents. Companies cannot overcome
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these challenges alone, hence the importance of collaboration. In the literature, there
are two main types of collaboration, namely Vertical Collaboration (VC) and Horizontal
Collaboration (HC). The first type is between partners of the same supply chain and is
mainly limited to the information sharing. However, the second type takes place between
partners of different supply chains [1]. The majority of studies focused on vertical col-
laboration whose performance can be further improved with HC [2]. The horizontal
collaboration, also called “pooling”, consists in sharing means and resources. It not only
reduces costs, but also helps to find a trade-off between sustainability considerations and
competitive priorities. In this paper, we focus on the collaborative distribution network
design problem under sustainability consideration.

The rest of this paper presents the literature review, in Sect. 2. Section 3 contains
the problem description, while Sect. 4 presents the resolution approaches. Section 5
provides a brief conclusion and some perspectives.

2 Literature Review

Collaborative distribution network design problem aims at reorganizing or modelling
a pooled network by sharing means and resources between partners. It is one of the
decision-making strategies that concerns the general direction of the company and
involves long-term decisions. Its main objective is to consolidate the logistics flows
of different supply chains. Despite its importance, collaborative network has been rarely
studied in the literature [1, 2].

The collaborative distribution network design problem aims at finding the optimal
locations of hubs, assigning nodes to hubs, determining the links between hubs and
routing flows through the network. Verdonck [3] considered the two-echelon distribu-
tion network that includes depots, distribution centers and customers. The problem was
modelled in mixed integer linear programming (MILP). It consists in opening a subset of
the distribution centers (DCs) associated with the cooperating partners and determining
the optimal assignments between the different nodes. This was achieved by minimizing
the costs of transport and operations in the DCs. In addition, Tang et al. [4] examined the
same problem over a multi-period horizon. The authors proposed a MILP to minimize
the costs of transporting goods and handling regional DCs. They demonstrated that as
the number of facilities increased, the transportation cost decreased. This conclusion
is not valid when installation costs are considered. Furthermore, Hacardiaux et al. [5]
introduced a mixed integer conic quadratic programming (MICQP) to examine the col-
laborative location inventory problem (LIP). The model aims at determining the number
and locations of the sharedDCs, assigning nodes and specifying the size of shipments and
inventory levels. These objectives were achieved by minimizing the costs of transport,
storage, ordering and installation of DCs as well as by reducing CO2 emissions from
transport. Moreover, Fernández and Sgalambro [6] addressed the collaborative location
routing problem (LRP) by proposing a MILP to minimize the freight distribution costs.
The obtained results showed that more significant savings can be achieved, compared
to the traditional non-cooperative strategies. In the same context, Ouhader and El kyal
[7] considered the 2E-LRP in a collaborative context by minimizing the costs and CO2
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emissions of freight transport. Furthermore, Mrabti et al. [8] studied the design of a two-
echelon distribution network by evaluating logistic costs, CO2 emissions, accident risk
and noise level. Recently, Aloui et al. [9] investigated the collaborative location inven-
tory routing problem (LIRP) by developing a MILP to reduce costs and CO2 emissions
in a two-echelon distribution network.

In summary, most studies have focused on the economic dimension through the
reduction of logistics costs, especially those generated by freight transport. Recent stud-
ies have started to take into consideration the environmental level by reducing CO2
emissions due to transportation. Unlike recent studies, this paper focuses on the col-
laborative distribution network design problem by considering the three dimensions of
sustainability. The economic sustainability is performed by the reduction of logistic costs
caused by transportation, storage, hubs opening, handling and penalty due to delivery
delay. At the environmental level, we do not limit ourselves to the reduction of CO2
emissions due to transport, but we also minimize the CO2 emissions due to the depreci-
ation of vehicles and those due to the operation and construction of hubs. At the social
level, the distribution of goods has a positive impact on the creation of new jobs. There-
fore, we maximize the created job opportunities. In addition, we minimize the negative
effects on the inhabitants, especially the accident risk and the noise level.

3 Problem Description

In this section, we describe the model objectives, the importance of using blockchain,
the discussed scenarios and the evaluated indicators.

3.1 Objectives of Mathematical Models

The envisaged distribution network consists of suppliers who collaborate to deliver
their products to retailers through shared hubs: warehouses and distribution centers. The
objectives are to determine the number, locations and capacities of hubs as well as to
establish the links between the distribution network nodes. The developed models help
also determining the quantities delivered in each period in the three parts (upstream,
midstream and downstream), the inventory levels in the warehouses, the delayed quanti-
ties as well as the number and type of the used vehicles. In this paper, the performance of
a collaborative scenario (see Fig. 1) is compared to that of a non-collaborative scenario
where each supplier is independent of the other in transportation and storage.

To ensure economy of scale, delivery is performed by a heterogeneous fleet of vehi-
cles. This is consistentwith the same approach used in [10].On the other hand, this choice
is beneficial for both scenarios because it helps choosing the appropriate type of vehicle
for each shipment, which allows improving the fill rate and consequently reducing the
total travelled distance. Furthermore, we assume that the retailers’ demands are planned
over a time horizon (weeks) because several researchers demonstrated the relevance of
multi-period planning over static planning [11].
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Fig. 1. Examined collaborative scenarios.

3.2 Importance of Using Blockchain

One of the main obstacles that prevents the success of the horizontal collaboration is the
coordination between competing partners, especially information sharing. Typically,
the partners use electronic data interchange (EDI) systems to exchange information.
However, this data is frequently transmitted in batches rather than in real time. It is
therefore likely that a shipment may disappear or not be updated. It is also possible
that some collaboration partners may not receive this information till the release of the
next EDI package. The use of the blockchain helps overcoming this problem as the
information will be updated regularly and can be quickly distributed to all the involved
entities.

The blockchain is a decentralized database which represents a powerful solution
for all members of the collaborative network to access in a secure and fast way. The
use of blockchain enables real-time traceability throughout the collaborative distribution
network. The blockchain ensures a secure exchange ofmonetary values and information,
leading to a new cooperation between supply chain entities along the delivery chain [12].
This represents a way to provide customers with additional information about products
and processes. Information transparency becomes a source of competitive advantage
that allows companies to differentiate themselves from their competitors and build a
responsible and trustworthy brand reputation [13].

Sustainability is becoming a key factor in efficiency and profitability. The use of
blockchain promotes sustainable practiceswithin distribution networks. At the economic
level, the use of blockchain allows trading while avoiding fraud or opportunistic behav-
ior [14]. Blockchain solves several problems such as: real-time communication, fast
payment with reduced product costs, and reduced delivery times. In addition, improved
transparency allows for better resourcemanagement byminimizingwaste and thus reduc-
ing distribution costs. Blockchain is a great way to manage inventory, accounting, asset
scheduling and customer transactions. At the environmental level, tracing products from
their origin to the end consumer reduces carbon footprints and unsustainable practices.
Indeed, it will be possible to identify in real time the vehicles that emit the highest
quantities of CO2 emissions, which facilitates the implementation of sudden measures.
In addition, driver behavior can cause adverse impacts on the environment. According
to [15], using token-based blockchain to reward eco-driving can encourage the driver to
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anticipate and protect the environment. Furthermore, drivers are usually only paid when
they travel specific distances, resulting in unsustainable practices caused by accelera-
tion. It is possible to combine blockchain with smart contracts to pay the driver in real
time, which motivates him to maintain his performance [15]. Blockchain also allows
for the control of dangerous waste, distributing responsibility to system participants. At
the social level, blockchain can help respect human rights. Indeed, the transparency of
blockchain is a way to control companies in violation of working hours limits, child
labor and inhumane working conditions. By combining IoT (Internet of Things) and
blockchain, it is possible to analyze data that relates to workplace health and safety,
namely lighting, temperature, humidity, noise and ventilation. This data can be used to
improve the working condition and comfort of workers.

Fig. 2. Implication of blockchain in the collaborative distribution network.

In this sense, we assume that information flows and financial flows are managed
by the blockchain (see Fig. 2). It allows the transition from the traditional distribution
network to the distribution network 4.0 by exchanging data and managing monetary
transactions.

3.3 Examined Scenarios

As noted above, in this study we examine two scenarios:

Non-collaborative Scenario (NCS): It refers to the initial situation, without collab-
oration between suppliers. In this scenario, each supplier delivers its goods to its own
retailer through a warehouse and a distribution center.

Collaborative Scenario (CS): In the collaborative scenario, suppliers deliver their
goods to the shared warehouses. Flows are massified in the warehouses and distribution
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centers, which makes it possible to optimize the vehicle fill rates by grouping goods.
In this scenario, we assume that each supplier and each retailer are assigned to a single
warehouse and a single distribution center, respectively. This assumption reduces the
shipping costs as it is less expensive to ship a larger quantity to a single hub than to
ship smaller ones to more than one hub. It also facilitates warehouse management. To
ensure the flow of all products throughout the distribution network, we assume that a
warehouse is assigned to several distribution centers and vice versa.

3.4 Sustainability Indicators

The sustainability is now among the top ten unresolved global concerns and still attracts
much attention. It was first described by the World Commission on Environment and
Development as the “development that meets the needs of the present without compro-
mising the ability to meet the needs of future generations”. Sustainability maintains a
balance between the economic, environmental and social objectives, which is also called
the triple bottom line of sustainability (People, Profit, Planet). Generally, the economic
level concerns the increase in traffic congestion leading to loss of time, transport ineffi-
ciencies, unreliable delivery to the recipient, resource use and logistics costs.On the other
hand, the environmental level is mainly related to CO2 emissions, use of non-renewable
resources, waste and loss of green space. However, the impact of freight distribution on
the social level can be positive (such as increasing created job opportunities) or nega-
tive (e.g. rising accident risk and noise level). Sustainability can be achieved only by
considering and combining all three dimensions.

In this sense, designing a collaborative distribution network with economic, envi-
ronmental and social sustainability is a critical and urgent issue. To this end, we used
the indicators presented in Table 1 to design a sustainable distribution network.

The following parameters are used to model the sustainable indicators
di,j: the travelled distance between nodes i and j.
Cov,Cqv: the unit costs of transport by an empty and fully loaded vehicle v,

respectively
Eqv,Eov: the unit CO2 emissions due to transport by an empty and fully loaded

vehicle v, respectively
Qv: the vehicle capacity v
qi,j,p,v,t : the quantity of product p transported between two nodes i and j by the

vehicle v in the period t
MEv: the CO2 emissions due to the manufacturing of the vehicle v
SLv: the service life of the vehicle v
Nm: the number of needed jobs to handle 100 pallets
TCi,j,v,t , TEi,j,v,t : the costs and CO2 emissions caused by transport between two

nodes i and j through a vehicle v in period t, respectively
JOm,t : the created job opportunities by the opening of hub m in period t
The economic level is ensured by reducing the costs of freight transport, storage,

handling, delivery delay and the establishment of the hubs.Minimizing the transportation
cost guarantees the massification of flows. Indeed, it allows choosing the type of vehicle
to be used aswell as the quantity of goods to be delivered in each period and assigning the
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non-hubs nodes to the hubs [8]. The transportation cost is given by Eq. (1) adapted from
[16]. It depends on the travelled distance di,j between nodes i and j, the unit transport
costs Cqv and Cov, the vehicle capacityQv, the quantity of transported goods qi,j,p,v,t and
the number of vehicles multiplied by two to consider the empty return. The reduction
in the storage cost allows not only minimizing the stock itself, but also decreasing the
storage risk, resource management and the operation of hubs. In addition, it means
frequent delivery of goods, which improves the service level.

Table 1. Evaluated sustainable indicators.

Economic level Environmental level Social level

- Transportation cost
- Storage cost
- Handling cost
- Penalty cost
- Establishment cost

- CO2 emissions dues to vehicles :
transportation and depreciation
- CO2 emissions due to hubs : operation
and construction

- Created job opportunities
- Accident risk
- Noise level

In fact, the fixed handling cost includes the costs related to sorting, loading and
unloading of goods. The penalty cost is imposed in case of delay in delivering the
requested quantity at the right time. The last evaluated cost is that of establishing hubs.
The reduction of this cost ensures not only the reduction in the number of hubs but also
the adjustment of the surface of each built hub.

Regarding the environmental level, we do not limit our study to CO2 emissions due
to the freight transport, unlike previous studies. But, we evaluate those generated by the
depreciation of vehicles, the operation and the construction of hubs. The CO2 emissions
due to transport is given by Eq. (2) that is similar to that of the transport cost by replacing
unit costs by unit emissions Eqv and Eov. The CO2 emissions caused by the depreciation
of vehicles are given by Eq. (3). They depend on the total travelled distance multiplied
by the emissions due to the manufacturing of the vehicleMEv and divided by its service
life SLv.

Socially sustainable goal is also an indispensable criterion that has received insuffi-
cient attention in previous studies. In this paper, it is attained by maximizing the created
job opportunities and reducing the accident risk and the noise level caused by the freight
distribution. Indeed, the automation of hubs affects negatively the created employment
opportunities. On the other hand, high unemployment can lead to social instability and
a negative multiplier influence. This indicator, given by Eq. (4), depends mainly on the
quantities of goods entering each hub and the number of needed jobs Nm to handle 100
pallets. This number depends, in turn, on the type of hub (automated, semi-automated
and fully automated). Indeed, the number of created jobs decreases with the increase in
the number of automated hubs. In addition, the distribution of goods has negative effects
on the human health and road safety that should be reduced.

TCi,j,v,t = di,j .

⎛
⎝Cqv − Cov

Qv
.
∑
p∈P

qi,j,p,v,t + 2 .Cov .

⌈∑
p∈P qi,j,p,v,t

Qv

⌉⎞
⎠ (1)
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TEi,j,v,t = di,j .

⎛
⎝Eqv − Eov

Qv
.
∑
p∈P

qi,j,p,v,t + 2 .Eov .

⌈∑
p∈P qi,j,p,v,t

Qv

⌉⎞
⎠ (2)

DEi,j,v,t = 2 . di,j .

⌈∑
p∈P qi,j,p,v,t

Qv

⌉
.
MEv

SLv
(3)

JOm,t = Nm.

∑
p∈P,v∈V ,i∈N qi,m,p,v,t

100
(4)

4 Optimization Approaches

The developed mathematical models were applied on a distribution network of France
and solved, in an exact way, for small size problems and, by metaheuristics, for large
size problems.

4.1 Exact Optimization

The exact optimization was performed by the CPLEX solver. First, the mono-objective
optimization was carried out by minimizing the logistic costs and the CO2 emissions as
well as by maximizing the created job opportunities. Second, to find a good compromise
between the three objectives, the ε-constraint method was used. It consists in optimizing
oneof these objectives byputting the others under constraints. In addition to its simplicity,
this method does not require imposing additional variables on the mathematical model.
Furthermore, it does not require a common scaling since it allows each objective function
to be represented by its own scale.

In our study, the economic level was considered as the objective, while the other two
levels were treated as constraints. This choice is justified by the fact that this level takes
into account more indicators than the other two levels. The accident risk and the noise
level were evaluated after the resolution of models.

The considered case study concerns a distribution network in France containing a list
of suppliers who collaborate to satisfy their customers through shared hubs. The Fig. 3
represents an example of a distribution network obtained by minimizing CO2 emissions.
This network includes 7 suppliers, 7 warehouses, 7 distribution centers and 13 retailers.

4.2 Meta-heuristic Optimization

Exact resolution is a critical issue when dealing with a large problem. For this reason,
both GA and NSGA-II were developed to perform mono-objective and multi-objective
model optimization.

Mono-objective Optimization. The choice of the genetic algorithm (GA) is justified
by the fact that it has shown excellent performance in solving various optimization
problems. This algorithm allows to obtain efficient solutions in terms of gap.
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Fig. 3. Example of a distribution network (minimization of CO2 emissions).

The GA imitates three genetic operations on a certain base population such as selec-
tion, mutation and crossover. The first operation plays an important role in determining
the quality of the new generations. The selection can be done by tournament, roulette
wheel or uniformly. The mutation operator allows the GA to better browse the search
space by inflicting a modification in a gene. The crossover operator aims to increase the
diversity of the population by manipulating the structure of the chromosomes.

The efficient implementation can be ensured and the enhancement of GA can be
achieved only by the well choosing the optimal parameters of this algorithm. For this
reason, this algorithm was run several times by varying its parameters. The best size
of population for this algorithm is 150 that gave the best results in terms of cost (see
Fig. 4). The results of the population size parameterization npop in the collaborative
scenarios were obtained for multi-point crossover and swap mutation probabilities equal
to pc = 0.85 and pm = 0.3, respectively. The results of the economic mono-objective
resolution are represented in Table 2. The latter shows that the horizontal collaboration
led to significant reduction in costs and CO2 emissions and an increase in created job
opportunities. The noise level and the accident risk are also improved compared to the
non-collaborative scenario.
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Fig. 4. Variation of costs according to the number of generated populations (CS).
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Table 2. Results by the mono-objective optimization.

Sustainable indicators NCS exact CS exact GA

Costs (106 e) 14.49 14.19 14.32

CO2 emissions (105 kg CO2) 34.00 31.80 32.40

Job opportunities created (JO) 792 889 881

Noise level (103 dB) 24.506 15.604 15.562

Accident risk reduction rate (%) 15.02% 20.03% 19.88%

Multi-objective Optimization. In multi-objective optimization, we applied the
NSGA-II algorithm proposed by Deb et al. [17]. This choice is motivated because this
algorithm has proven its efficiency in terms of the number of pareto optimal solutions.
It is a fast and elitist non-dominated sorting algorithm that manipulates a population of
individuals and uses an explicit diversity preservation mechanism.

Its objective is to randomly generate a population P0 of N solutions (or individuals)
and rank them according to the dominance principle. Figure 5 shows the multi-objective
results obtained in the collaborative scenario.As the result of the created jobopportunities
is comparable in the two scenarios, we presented, by a color scale, the results obtained
using NSGA-II to minimize logistic costs, CO2 emissions, noise level and accident risk.
Each point on the graph represents a solution to the multi-objective problem. However,
choosing a solution that offers a particular optimal trade-off is not a trivial task, and
interpreting a 3D Pareto front is very difficult. Nevertheless, the points in the middle of
the graph turn out to correspond to the optimal solutions that offer a good compromise
between the four objectives. On a practical level, decision makers can choose one of
these solutions by negotiating among themselves.

Fig. 5. 3D Trade-off solutions obtained by solving CS using NSGA-II.

5 Conclusion and Perspectives

In this study, we addressed the collaborative distribution network 4.0 design problem
under sustainability considerations. Based on a list of economic, environmental and
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social sustainability indicators, we compared the performance of collaborative scenario
to that of the non-collaborative scenario. Mono-objective solving was performed by
the CPLEX solver and the genetic algorithm, while multi-objective resolution was done
using the ε-constraint method and the NSGA-II algorithm for large problems. To address
the challenges of implementing collaboration, we assumed that information exchange
and monetary transactions are carried out through the blockchain. The obtained findings
showed that horizontal collaboration achieved notable results, compared to the non-
collaborative scenario. As a perspective, wewill present a framework on the involvement
of blockchain and IoT in collaborative distribution networks. We will also combine
multi-criteria analysis methods with metaheuristics to select solutions offering a good
compromise between different objectives.
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Abstract. Collaborative Networks (CN) are well-known by the literature, has a
mean to achievemultiple innovations, resulted from the collaboration with a broad
variety of partners to access different types of knowledge and skills.

Despite its establishment, even in academia and in the corporate world, its
implementation, constitutes a challenge, mainly when concerning to select the
suitable partners to promote sustainable CN that attends the three dimensions of
sustainability, regarding new product development’s (NPD) projects. The lack of
decision support frameworks, as well as the subjectivity around CN’s manager’s
perception concerning this issue, motivates the development of this work.

Thus, this paper presents a soft computing-based approach to support CN’s
managers on partner’s selection, regarding the NPD’s projects on CN’s context.
The robustness of the approach developed here, will be assessed and validated
through a case study, regarding the development of a green product.

Keywords: Sustainability · Collaborative networks · New product
development · Partner’s selection · Soft computing approaches

1 Introduction

Finding suitable partners regarding several knowledge areas, is essential to obtain success
with innovation in a collaborative environment [1]. In the last years, researchers have
mainly focused their research on social environment effects, over the innovation levels,
and regarding everyone [2, 3]. For example, someworks have highlighted the importance
of providing some autonomy to the SMEs employees, when forming a teamwork from
individuals with several competencies to achieve favorable work environments and high
innovation levels from SME’s employees [4]. Furthermore, the development of social
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networks in the SMEs, has provided their individuals with some sense of collectively, by
sharing information with other SMEs to develop specific skills or even some expertise
[5, 6].

Additionally, some studies found on literature (e.g. [7]), states that innovation,
achieved from collaborative networks (CN), can lead toward to an efficient allocation of
assets, improving at the same time the performance of an organization.

Several studies, with focus on partner selection methods for CN context, has been
performed, in order to support managers on coordination of their CN to increase their
innovative performance, with most of them, examining CN on behalf of different per-
spectives such as knowledge relevance (e.g. [8]), key CN positions (e.g. [9]), exter-
nal available resources (e.g. [10]), external cooperation by creating new knowledge or
competences on behalf of new product development context (e.g. [11]), among others.

Some studies use Social Networks (SN) to locate the required external
assets/resources for SMEs (e.g. [4]) while others, use SN to reach expert individuals
(e.g. [3, 10]).

All these studies highlight the importance of partner selection, as a purpose to support
managers on coordination of their CN to increase their innovative performance.

The latest developments, regarding information systems, have createdmany available
applications for professional use, with most of them, used by human resource (HR)
professionals to search adequate partners for team building [8].

However, and due to the increasing requirements within SMEs on behalf of sustain-
able development, such as social and environment responsibilities, there are a few limited
approaches to support managers on partner’s assessment-based criteria, on behalf of the
three dimensions of sustainability (Economic, Social and Environmental) [12].

Furthermore, the existence of some subjectivitywithinmanager’s perception, regard-
ing the assessment of different partners, based on a set of criteria pre-established, is
another issue to be accounted, since that the subjectivity increases with the number of
managers/decision-agents on CN to perform the same evaluation. The inclusion of fuzzy
logic-based methods, could also minimize such effects.

Thus, we intend to fill a gap on the literature, by presenting a model that inte-
grates all these issues into a single approach, to promote sustainable CN’s, through
partner’s selection and that answers to the following research question: what kind of soft
computing-based approach to support CN’s managers on partner’s selection, regarding
NPD’s projects is possible to be achieved on a CN context?

The robustness of the proposed model, will be evaluated through a case study, based
on a project developed on CN context, to create “green” energy to an industry. This case
study will highlight some benefits achieved from this method, and some limitations as
well, by pointing some future research to overcome them.

Therefore, this paper is organized as follows; Sect. 2, proposes the CN’s model
for assessing and choosing suitable partners, from a set of candidates to integrate the
same network. Section 3, pretends to present the case study used here to assess method’s
robustness and the discussion of results. ThenSect. 4, ends thisworkwith the conclusions
and some future research remarks.
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2 Research Method

2.1 Proposed Approach

Following what was referred before, a Collaborative Network (CN), normally arises to
conceive specific products/systems, by allocating different resources and competences,
froma set of partners, to reach high levels of innovation at a lower cost. However, the part-
ner’s selection for the same CN, arises multiple challenges, especially when it’s intended
to promote sustainability within the CN itself on developing such products/systems.

According to [12, 13], sustainable development actions, can be divided into three
main groups or dimensions; Economic, Social and Environmental.

From the literature, and regarding the criteria, normally used on partner’s selection
for CN, we have found a set of criteria, which we have categorized, according to the
three dimensions defined before, i.e.:

• Economic:Concerns all the criteria, thatmight impact theCN’s economic andfinancial
viability, which includes issues, mainly relatedwith the organization’s economicwell-
being [4, 6], namely; facility’s location, supply chain’s channels (distribution points,
transportation modes, etc.), scale (available) of operations, operation costs, financial
situation and credibility, capacity of facilities, reliability of feedstock supply, among
other criteria.

• Social: Concerns all the criteria, that might impact the CN’s social viability, which
can include issues mainly related with the organization’s social wellbeing with its
stakeholders [6, 13], as well as reputation and share of knowledge/information issues,
i.e.; social responsibility actions (e.g. employees’ family members, health insurance,
local population, etc.),work conditions, availability to share knowledge and infor-
mation, knowledge relevance, reputation, number of partnerships firmed with other
organizations, among other criteria.

• Environmental: Concerns all the criteria, that might impact the CN’s environmental
viability, which includes issues, mainly related with the organization’s environmental
responsibility [3, 5], namely; Self-energy Greenhouse Gas (GHG) emissions, soil and
water quality, circular economy policies, environment standards accreditation, among
other criteria.

Based on those criteria, it was performed a framework to evaluate each partner’s
potential, as a candidate to be integrate in a CN. Thus, on Fig. 1, it’s presented an
example of the same framework, considering a set of criteria, categorized according to
the dimensions of sustainability, referred before.

Thus, and based on criteria presented on Fig. 1, it can be defined an attribute x,
which belongs to an alternative (potential partner) i, regarding to a sub criteria j, which

is related to a dimension/criteria g, resulting therefore in
(
x
gj
ij

)
. For each criterion i,

related each one to a dimension of sustainability, corresponds to a set of sub criteria,
which is then applied to assess each candidate’s potential, by usingMulti Attribute Value
Theory (MAVT). Therefore, there is a dimension/criteria g, regarding to a specific sub
criteria j, used here (gj), which can be represented as follows; A – Economic, B-Social
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Fig. 1. Adopted criteria and pay-off table, used as a 1st approach to define the model

and C-Environmental. In general, each attribute x
gj
ij can be defined, i.e.:

xi = {
xi1 , xi2, xi3, .., xing

} ∧ ng = {nA, nB, nC} ∧ nA, nB, nC , i, j ∈ N (1)

gj ∈ {{
A1, A2, ..,Aj, ...AnA

} ∪ {
B1, B2, ..,Bj, ..,BnB

} ∪ {
C1, C2, ..,Cj, ..CnC

} }
(2)

Thus, each attribute
(
x
gj
ij

)
considered here, can be aggregated in just one pay-off table

(Table 2 a)). Since that each attribute
(
x
gj
ij

)
, works with different scales and units, the

correspondent attribute values, were then converted by usingMVAT, to its correspondent

value
(
v
gj
ij

(
x
gj
ij

))
, by using the “worst” and “better” results, obtained through a set of

alternatives, and related to each criteria gj, i.e.:

x
(gj)
ij −→

⎛
⎝

∣∣∣x(gj)
ij − x

(gj)
ij(worst)

∣∣∣
∣∣∣x(gj)

ij(better) − x
(gj)
ij(worst)

∣∣∣

⎞
⎠ −→ v

(gj)
ij (x

(gj)
ij ) (3)

The new values, referred to each v
(gj)
ij

(
x
(gj)
ij

)
, have originated a new pay-off table,

which is the result of the conversion of Table 2 a), to Table 2 b), by using (3) (Fig. 2).
Through the attributes previously defined, and by using fuzzy logic techniques, it

was achieved the correspondent value functionsVA
i

(
xAi

)
,VB

i

(
xBi

)
andVC

i

(
xCi

)
, regarding

each sustainability’s dimension. Then, and by using an additive model, based on MAVT
approach, it was achieved a unique expression to aggregate all dimensions, to assess
each alternative/potential partner. This function is then weighted by a weight factor

(
ωg

)
,

expressing thus, the relative importance given to the dimension of each sustainability,
resulting therefore in the final assessment function, i.e.:

Vi(Xi) = Vi

(
VA
i

(
xAi

)
,VB

i

(
xBi

)
,VC

i

(
xCi

))
= ωA.VA

i

(
xAi

)
+ ωB.VB

i

(
xBi

)
+ ωC .VC

i

(
xCi

)

(4)

With ωA, ωB, ωC , being achieved by using Analytical Hierarchical Process (AHP)
method, as it presented and described on following sections.
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Fig. 2. Pay-off table, used to define model’s criteria: (a) x
(gj)
ij ; (b) vij

(
x
(gj)
ij

)
.

2.2 Model’s Architecture, Fuzzy Modelling and Linguistic Variables

The proposed architecture, intends to integrate all the issues, referred before with fuzzy
inference systems, to support managers into the development of a product on behalf of
Collaborative Networks (CN) (Fig. 3). Additionally, the integration of Fuzzy Systems,
has the purpose of incorporating the ambiguity and subjectivity, related with human
perception on assessing each potential partner, according to a set of criteria previously
defined.

The proposed approach is presented on Fig. 3.

Fig. 3. Proposed model.
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Based on Fig. 3, each alternative/potential partner i, has a set of individual scores
vgjij (x

gj
ij ) , which are correspondent, each one, to a given criteria/dimension (g), related to

each sub criteria j, which is then used as an input regarding for each correspondent Fuzzy
System (related each one to a specific dimension/criteria). By using a fuzzy inference
mechanism, and through a set of inference rules, regarding a sentence from the type
of “If…And…Then”, it is obtained the overall score of each criterion, regarding each
alternative/potential partner i (Vg

i (xgi ) ).
Therefore, each Vg

i (xgi ) , regarding the dimensions considered here (A,B and C), are

achieved, by using a set of functions, based on the inputs vgjij (x
gj
ij ) , i.e.:

Vg
i

(
xgi

) = vg1i1 (xg1i1 ) ∩ vA2i2 (xg2i2 ) ∩ .... ∩ vgjij (x
gj
ij ) ∩ .... ∩ v

gng
ing

(x
gng
ing

) (5)

Thus, and through VA
i

(
xAi

)
, VB

i

(
xBi

)
and VC

i

(
xCi

)
, it is achieved an expression to

assess each alternative/potential partner i, i.e.:

Vi(xi) = Vi

(
VA
i

(
xAi

)
,VB

i

(
xBi

)
,VC

i

(
xCi

))
= ωA.VA

i

(
xAi

)
+ ωB.VB

i

(
xBi

)
+ ωC .VC

i

(
xCi

)

(6)

With ωA, ωB, ωC , be achieved by using Analytical Hierarchical Process (AHP)
method, and satisfying the following condition:

ωA + ωB + ωC = 1 (7)

2.3 Linguistic Variables

Concerning the linguistic variables and based on ([13, 15]) it is advised that the number
of linguistic levels should not surpass nine, given the eventuality of surpassing the
decision-agent’s perception’s limits, when it’s wanted to discriminate such values.

Thus, and based on Fuzzy Systems, presented on Figs. 3 and 4, it was defined 5
linguistic levels, as well as their correspondent pertinence functions (Tables 1), regarding
vgjij (x

gj
ij ) and vgji (xgji ) values. Each pertinence function, makes use of a triangular type

function, with the correspondent parameters γ , β and α.

Table 1. Linguistic Levels, regarding v
gj
ij (x

gj
ij ) and v

gj
i (x

gj
i ) values
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Thus, and based on the parameters presented on Table 1, it’s converted the linguistic
values into a numerical format, by establishing a set of intervals, to be further aggregated,
by using expression (8).

2.4 Fuzzy Deployment and Software’s Implementation

Based on Fig. 3, each Fuzzy System, was deployed by using Matlab® software (ver-
sion R2018a), which has included the membership functions and the inference rules
previously defined (Table 1).

As it stated before, and regarding each Fuzzy Systems defined here, it was adopted
triangular functions, with the correspondent parameters, being obtained from Table 1.
The inference rules, were deployed by using Mamdani’s inference mechanism (Fig. 4),
given its intuitive method, which is well-suited to the human inputs and its widely
acceptance on literature [15].

Fig. 4. Fuzzy Systems, regarding VA
i

(
xAi

)
, VB

i

(
xBi

)
and VC

i

(
xCi

)
values

Regarding the defuzzification method for each FS’s, it was adopted centroid
approach, mainly due its widely acceptance in other works existed on literature [15].

3 Case Study

For model’s validation, we have used a case study based on a CN, which was created to
develop a system, to produce green electric energy to an industry, with the purpose of
being CO2 free emissions, regarding its energy consumption.

This system allows to an industry to produce its own energy, by integrating photo-
voltaic, with hydrogen systems. The CN’s purpose, is to make this system an integrated
product, to be launched to the market, to be further deployed in industries, with an
installed power, with valued, ranged between 50–100 kW.

In a 1st stage, this system, was tested in a prototype version, by feeding a small
industry of 70 kW, to be self-sufficient from the electric public grid. The system itself is
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formed by a set of components, where besides the PV System, with its main components
(the converter and PV panels), its formed by the main components regarding hydrogen
systems (e.g., Fuel Cell, H2 and O2 tanks, and Electrolyze) and the other components,
needed to perform the supervision, control and data acquisition of the system. Each
part/component of the system, is developed/produced by a unique organization (partner),
or even a set of them. The organization can have several types, which means that it can
be public or even private (R&D, University, Company, etc.).

All the partners involved, contributes each one to the development part of a system,
by exchanging resources and competencies (as depicted in Fig. 5). In this case, the
Collaborative Network (CN) has 12 partners, which have different nature, and they
come from different sectors.

For the modelling of different resources and competencies exchanged on this CN,
between the different CN partners, we have used the framework proposed by [13], to
manage enterprises’ innovation in open innovation contexts (Fig. 5).

Fig. 5. CN regarding the developed system [13]

By following the same approach, and based on the network presented on Fig. 5,
we can systematize the resources and competencies exchanged between the partners
involved, by defined as a contribution from each partner to each process, which are
regarded to each system part under development, as well as the relationship between
each part/component of the system.

Such contribution can be better understood by presenting an example on Table 2,
where it can be observed some of the processes of the system under development,
followed by the description of partners/actors involved.
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Table 2. Some of the processes, used on behalf of the system under development.

To apply the model presented here, we have selected from Table 2, the process,
with Process Reference K01Pr6 (Human Machine Interface (HMI)), where the Chief
Technology Officer, as well as the CN’s board of managers, wants to select two more
partners to join to the existence one, already established (Partner P6). The purpose is
to increase the goal of innovation level regarding the HMI to be developed, which was
previously defined by the CN’s management.

Therefore, a group of managers, have made use of the model’s inputs, and based on
the three dimensions of sustainability, already defined.

They have contacted a group of potential partners, to be further assessed as can-
didates, to fulfill the two available places of partners to be added to the CN defined
here. By using the Fuzzy Systems approach, proposed on Figs. 3 and 4, as well as the
linguistic variables defined on Table 1, and according to a set of rules, we have achieved
the correspondent outputs, regarding each partner to be assessed (Table 3).

The weights, corresponding each one to a sustainability’s dimension, where then
defined by using the Analytical Hierarchical Process (AHP) method.

Table 3. Model’s inputs and the correspondent outputs

The results, presented onTable 3,were obtainedbyusing the fuzzy inference systems,
referred before (Fig. 3), where, and based on a set of linguistic values, it was then
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converted into quantitative ones, through the deployment of a series of intervals, in
order to achieve the score of each one of the 9 (potential/candidate) partners considered
here, regarding each one, to one of the three sustainability’s dimensions. Then, and by
applying the correspondent weights, previously achieved, it was achieved the overall
score, regarding each one of the 9 partners considered here (Table 4).

Table 4. Overall results, regarding each candidate (potential partner) to be selected.

After the score of each partner took place, it was re-ordered the candidates according
to its overall score (Table 4), to define the order of preference. Therefore, and according
to Table 4, the 2 candidates, needed for process K02Pr3 with more preference degree,
are the private company “D”, followed by the public university “E”.

We can also select the candidate with more score related to a specific dimension of
sustainability, which can be useful when we want to prioritize the candidates according
to a specific dimension. We can also consider the next candidates to fulfill the CN
needs, and in case of a contingency occur (e.g., private company “D” has quitted after
the negotiations took place), which allows to select the next candidate with the highest
score (in this case will be the private company “D”). Additionally, if we want to add
just one partner, the selected partner would be the partner with the highest rank i.e., the
private company “D”, or if we want to select three more partners (instead of two), the
candidates would be the first 3 (i.e., organizations “D”, “E” and “I”) and so on.

4 Conclusions of the Work

The approach presented here was developed to answer the proposed research ques-
tion, thus presenting a new soft model, that support CN’s management on partner’s
selection, regarding NPD and the three sustainable dimensions (Economic, Social and
Environmental) by assessing a set of potential partners, assessing and prioritizing them.

Besides by the assessment and prioritization of each candidate, according to its
attributes, it was also possible to perceive in which sustainability’s dimension, each can-
didate is more “stronger” (suitable), according to the CN’s objectives, which is defined
by the priorities, which are established by the CN’s managers, through AHP method.
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Furthermore, it is even possible to face eventual contingencies from one ormore part-
ners (e.g., unavailability of selected partner after negotiations takes place), by selecting
other partners with the next highest score.

The integration of Fuzzy Logic methods, also allows to reduce the ambiguity, related
with the subjectivity around CN’s manager perception on defining the attributes, needed
to preform each assessment.

However, the limitations foundwith thismodel, allows to establish some futurework,
which will be then used to perform some enhancements, such as the addition of neural
networks to predict CN’s manager priorities, regarding sustainability’s dimensions, or
even additional sub criteria, more related with social networks.
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Abstract. The building use stage offers the opportunity to provide valuable and
sustainable product-service systems (PSS) that enhance the buildings’ value for the
end-users. Many of them are delivered by networks of stakeholders that actively
involve small andmediumenterprises (SMEs).Wehave combined an existing liter-
ature reviewwith the multiple stakeholders’ feedback to identify several problems
and define the main hypothesis: diverse and presented in a structural way infor-
mation about PSS can contribute to a better understanding of the added value by
multiple stakeholders. We have co-created a list of criteria, which were formed
into the sustainability multi-criteria framework. The proposed framework also
supplements PSS-specific criteria, such as PSS type, PSS collaborative partner-
ship networks type, and PSS integration type. A list of findings related to the topic
was declared to help further develop the study, such as the correlations between
PSS-related and PSS sustainability-oriented criteria.

Keywords: Product-service system (PSS) · SMEs · Collaborative partnership
networks · Sustainability criteria · Building use stage

1 Introduction

Achieving sustainable competitive advantage based upon product-service systems (PSS)
provision is often claimed to be viable for businesses. There has, however, been little
evidence captured on the application of aspects of servitization in general and developing
well-functioning integrated solutions within real estate development in particular [1].
Integrated solutions refer to the PSS concept, as they are defined as bundles of physical
products, services, and information, seamlessly combined to providemore value than the
parts alone, that address customer’s needs concerning a specific function or task in their
business system [2]. However, PSS seems far to be methodically applied by real-estate
industry’s firms, especially small and medium enterprises (SMEs). SMEs represent 99%
of all non-financial businesses in the EU, providing two-thirds of the total private sector
employment [3].

© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
L. M. Camarinha-Matos et al. (Eds.): PRO-VE 2021, IFIP AICT 629, pp. 65–77, 2021.
https://doi.org/10.1007/978-3-030-85969-5_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85969-5_6&domain=pdf
https://doi.org/10.1007/978-3-030-85969-5_6


66 D. Gamba and E. Malakhatka

Literature has primarily concentrated efforts on large companies [4] even though
servitization occurs in all types of supply chains, including the ones that involve SMEs.
Literature has devoted few efforts about servitized collaborative partnerships that involve
SMEs [5, 6], concentrating on the manufacturing industry and neglecting the real estate.
This highlights a clear research gap. On the other hand, collaborative partnerships with
and between SMEs represent a strategic opportunity even for buildings owners that
can enhance the value of their assets during the operating use phase. In fact, recent
research [7] involving 340 international companies shows that partnerships with SMEs
are expected to impact their total revenues by up to 19% in the three years following
the start of the collaboration. While there are numerous collaborative partnerships and
alliances in the real estate sector between established players, many industry experts
highlight a need to include SMEs in their business ecosystems.

In this paper, we primarily focus on the use stage of the building – which is also
named as operation stage in many professional literatures – emphasizing on end-users
related PSS. Grounded on all the above, we concluded that the topic of PSS delivered by
SMEs through collaborative partnership to the building use stage is relevant and requires
profound and comprehensive research. This study is the first step towards understanding
this complex and interdisciplinary field developing a framework that attempts to bridge
through a sustainable perspective SMEs’ PSS collaborative partnerships networks imple-
mented to deliver value to stakeholders with the real one perceived from the latter. We
identified gaps from the overlap of literatures about real estate and building use stage, PSS
business model innovation, and role of SMEs in the business ecosystem. Hence, based
on the available general knowledge about PSS and qualitative data from the interviews
with actors representing building industry, SMEs, and end customers, we developed the
main hypothesis: more structured and diverse information about PSS can help to assess
its potential and contribute to the more sustainable implementation of PSS delivered by
SMEs for the building use stage. Built on the multi-actors’ feedbacks, we have created
a list of criteria, which were identified as necessary to a better understanding of the
added value of the PSS. These criteria were compared and supplemented by the criteria
already existing in academic practice and formed into the sustainability multi-criteria
framework. The proposed framework also supplements PSS-specific criteria, such as
PSS type, PSS partnership type and PSS integration type. This study is explorative and
has some limitations, which are listed in the final part.

2 Research Methodology

This research’s design follows the schema traced in Fig. 1. The first stage is the obser-
vation phase: the research object is interpreted, while gaps and research questions are
detected. In addition, we have added the experts’ feedback to align the process with
market knowledge. We identified the problem during the second phase, based on the
existing literature review and experts’ feedback collected. Last, the third phase – namely
theory building and tool development – was carried out to create a tool for evaluating
added value of PSS from the point of three dimensions of sustainability and general PSS
characteristics.
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Fig. 1. Research design and methodology.

The experts’ feedback is based on a mixed-method approach [8], that combines
semi-structured expert interviews and quantitative survey. We interviewed KTH Live-
in-Lab’s 12 key actors in in real estate innovation arena from Sweden, Germany, and
France1. The key issues in the interviews were an evaluation of general relationship with
PSS business model and different sustainability dimensions. Their potential and actual
courses of action and strategies towards using more PSS. We analysed the interviews
by applying a category system derived from network theory and frame analysis [21] to
identify the members of the network and their respective priorities for use of PSS in the
buildings. The list of experts and their roles are presented in Table 1.

Table 1. Participants of the feedback sessions.

Actor category Role Background

Property related Director
Property manager
Chief of Innovation
Facility manager
Main architect
Project manager
Head of Smart Home
Innovation manager

Large Scandinavian property
development firm
Large Scandinavian property
development firm
Large Scandinavian property
development firm
Building IT firm
Large European architecture bureau
Large European architecture bureau
Furniture producer
Home appliances firm

SME CEO
CTO
Founder
IT Chief

Last meter services
Smart water metering
Home energy management
Smart thermostats

End-user Tenant at student apartment
Tenant of newly built property
Tenant of retrofit

Age group 20–25
Age group 35–50
Age group 55+

1 See www.liveinlab.kth.se.

http://www.liveinlab.kth.se
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3 Theoretical Boundaries and Literature Highlights

The property development process is driven by the interrelationships among actors and
therefore requires an institutional research approach, which is supported by qualitative
analysis [9]. A further institutional approach know as structures of provision was devel-
oped by [10–12], suggesting that the production and consumption (i.e., provision) of
buildings is a physical and social process guided by economic interests [13].

In this study our focus will be on the building use stage (i.e., provision), as we see
that this stage is the least regulated and most dynamic in terms of innovation and rele-
vance from several points of view. First, during the use of the building, we directly deal
with the use of different kinds of resources, which creates an opportunity to influence
various consumers’ choices and create a prerequisite for changing the building use in
a more environmentally sustainable manner. Secondly, during the building use stage,
we touch on the topic of everyday life of the end-users and their wellbeing and health,
which can bring us the opportunity to increase overall social sustainability and can con-
tribute to the more sustainable future of the whole society. Thirdly, the use stage of
the building has the highest potential for implementing smart home solutions, more of
which are PSS. The latter indicates “marketable systems of products and services capa-
ble of fulfilling a user’s demand” [14] and a strong relationship with users enhances the
market competitiveness of a company. Smart home scenarios [15] suggests that service
elements are important for fulfilling user needs and offering values. As developing the
high technology for smart home providing various services are realized through part-
nership, synergies among stakeholders from diverse areas are required. In this context,
PSS development methodology can encourage cooperation among various stakehold-
ers. Constructing multi-dimensional collaborative partnership allows stakeholders to
take advantage of professional knowledge, advanced technology and high-quality prod-
ucts or services of other companies and lower system costs at the same time [16]. PSS
development tools or methods to analyze stakeholders’ needs and to help their com-
munication and involvement can contribute to PSS development involving a variety of
stakeholders.

It is a matter of fact that transition towards smarter home and more PSS applications
requires not only new design methodologies of the buildings and products that support
our everyday life, but also need to redesign business models towards through circular
and pro-environmental approaches. That is why the next theoretical pillar in PSS is a
new approach for an environmentally oriented business model.

This study is interdisciplinary and lies at the junction of three different fields (Fig. 2):
real estate (building use stage), business model innovation (PSS model), and business
ecosystem (collaborative partnership networks with and between SMEs). At the initial
stage of the study, it is important to prioritize which sub-divisions in the selected areas
may have practical knowledge. Based on the initial research of these fields, we decided
to create some theoretical boundaries within each major field. Considering the overall
complexity of the context (i.e., real estate business), we need to expand the business
ecosystemandbringnewplayers into the game. SMEsdemonstrated the ability to quickly
respond to different challenges and deliver value to the end-users through collaborative
networks, which makes us focus on them in this study. We will delve deeper into each
of these areas in the next chapter.
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Fig. 2. Research’s theoretical boundaries.

4 Problem Formulation

Based on theoretical gaps highlighted in the previous chapter from the literature review
and the first experts’ feedback sessions, Table 2 identified a few systematic problems
related to the PSS delivery to the end-user of the building by SMEs and the related
domain.

Table 2. Identified problem summary by multiple actors.

Identified problems Problem domain Problem owner

Lack of PSS integration mechanisms for SMEs ICT Infrastructure Property owner, SME

Lack of understanding of PSS delivery mechanism Tool and methods Property owner, SME

Lack of understanding of PSS added value Knowledge Property owner, SME,
end-user

All three problems are significant and deserve to be researched, but due to the specific
focus on the end-user perspective, wewill focus on the third one (i.e., lack of understand-
ing of general PSS added value). Following the problem formulation, we have designed
a working research question for this explorative study:Which criteria explain PSS added
value in the best possible way to each actor?

In addition, we have added two sub questions:
SRQ1: Which information about PSS would be relevant for each actor?
SRQ2: Which sustainability-oriented criteria could be relevant for each actor?
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5 PSS Multi-criteria Framework Development

A comprehensive literature review on the topic of sustainability and value assessment
in PSS development was done by [17–19]. In [17] authors distinguish five aspects –
clustered in two groups – that need to be considered when evaluating a PSS:

• Provider oriented: economic, environmental, societal.
• Customer oriented: acceptance, satisfaction.

In this study, we decided to include customers’ related criteria into social sustain-
ability as an individual level representation of social sustainability, even if we clearly
understand that customers’ related criteria relate to economic sustainability as well.

To align the general theories about PSS sustainability assessment with the context
of the built environment, we have interviewed multiple actors: building owners, SMEs
delivering PSS to the existing buildings, and residents of several buildings. Based on the
literature analysis, we compiled a list of 18 criteria (six criteria for each sustainability
dimension). Then, we provided this list in the form of a survey (google form) to our
experts to prioritize the criteria. Different actors gave preference to different criteria
according to their needs. Table 3 shows a generalized summary of criteria from different
actors’ perspectives and correlation of each criteria with sustainability dimension is
shown.

Table 3. PSS sustainability criteria identified by multiple actors.

Actor Prioritized criteria Sustainability
dimensions

Property owner Cost optimisation
Resource consumption
Innovation

Economic
Environmental
Economic

SME Market size
ROI
Customer satisfaction

Economic
Economic
Societal (individual
level)

End-user Price category
Overall experience
Environmental impact

Economic
Societal (individual
level)
Environmental

Based on this knowledge, we have created an overall PSS sustainabilitymulti-criteria
framework, which can help to pre-evaluate different PSS cases and understand how well
they are addressing their added values from different sustainability perspectives.

Environmental dimensionof sustainability is represented by resource efficiency crite-
ria, ecomaterials criteria and circularity criteria. Economical sustainability is represented
by market size criteria, cost optimisation criteria and ROI criteria. Social sustainability
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is represented by social wellbeing (societal level), needs fulfilment and overall experi-
ence (individual level). Due to the nature of the overall assessment and multivariate data
for each criterion we have decided to use a radar chart as a method for comprehensive
evaluation.

Because this exploratory study is addressed to the early decision-making stage, we
propose to carry out an assessment using a scale-based assessment method using three
main categories: low, medium, and high scores. Thus, we have a simplified system for
evaluating each criterion without having a large number of different types of data. Of
course, this approach is generalized and requires a subsequent more detailed qualitative
assessment as the next step. But at this stage, this approach is sufficient to have grounds
for further, more in-depth study of both the criteria themselves and the reasons why
specific criteria have a particular value.

Table 4. PSS sustainability multi criteria assessment guidance.

6 Market Cases Analysis

To apply newly generated knowledge into practice, we decided to select several market
cases and analyse them from the point of the proposed framework (Table 5). Due to the
scope of this paper, the analysis was made empirically. The main selection criteria of
SMEs for this case study were:

• representing different types of PSS.
• end-user oriented (B2C or B2B2C).
• EU based.

Data were collected from secondary sources.
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Table 5. Market SMEs’ PSS cases from building use stage (B2C/B2B2C).

Name Brief description Product component Service component

Sangalli
(Italy)

Sangalli Technologies
focuses on project
consultancy, technical
assistance and
maintenance for sound
systems, video, lighting
and digital signage

Sound systems, video,
lighting and digital
signage

Project consultancy,
technical assistance,
and maintenance

Standard Access
(Ireland)

Standard Access focuses
on building’s access
management through
Sonic Handshake, a
technology that allows
to eliminate keys and
cost associated with
locks changing

Smart access system
(e.g., door lock)

Digital platform for
access systems remote
set-up and
management

Olimpia Splendid
(Italy)

Olimpia Splendid is an
Italian company that
designs, produces and
sells products for
building air
conditioning, heating,
air treatment

Air conditioning
system

Product total care
business model

FM
Mattsson
(Sweden)

FM Mattsson is a
Swedish IoT-based
water mixer that
facilitates the operation
of water in the public
and private
environments

Water tap, integrated
smart water sensors

Water management
app

Tado°
(Germany)

Tado° is a technology
company and
manufacturer of home
thermostats and air
conditioning controls.
Besides reducing energy
consumption and
increasing savings the
thermostat also
considers the residents’
overall comfort

Smart thermostat,
Tado internet bridge

Tado app

(continued)
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Table 5. (continued)

Name Brief description Product component Service component

Tibber
(Sweden)

Tibber is a digital
platform, which buys the
cheapest available
electricity per hour and
also doing hourly
analytics of electricity
consumption on the
individual level (via
plugged-in smart
products)

Diverse smart home
devices ecosystem
(partnership)

Tibber electricity
management app

7 Results and Discussion

7.1 PSS Related Criteria

Selected market cases were associated with value constellations (i.e., collaborative part-
nership network) identified by [5], namely the configuration of firm’s direct network
relationships into distinct, specific, and integrated structures to create value. In addition,
the taxonomy used [20] to cluster PSS allow to classify them among product oriented
(PO) PSS, use oriented (UO) PSS, and result oriented (RO) PSS. PO PSS highlights ver-
tical integration partnerships, while UO vertical ones. On the other hand, RO PSS mixes
both horizontal and vertical integration types. Results from empirical cases analysis is
shown in Table 6.

Table 6. PSS related criteria summary.

Name PSS type Partnership type Service component

Sangalli Product-oriented (PO) System integration Vertical

Standard Access Use-oriented (UO) Specialist externality Horizontal

Olimpia Splendid Result-oriented (RO) Dual customer contact
partnership

Horizontal and vertical

FM Mattsson Product-oriented (PO) Competence
co-location

Vertical

Tado° Use-oriented (UO) Specialist externality Horizontal

Tibber Result-oriented (RO) System integration Vertical

The partnership network for each PSS case is presented on the Fig. 3. Based on
summary result presented in Table 6, we can find the following correlations. Product-
oriented PSS show mostly vertical integration of service components among involved
actors, rather than use-oriented and result-oriented ones. The latter are characterized by
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horizontal integration forms, which explain a smaller number of partners but with more
robust relationships. From the other side, the vertical integration opens opportunity for
many partners to join the collaboration network in an open and easy way. One of the
cases selected (i.e., Tibber) in a outlier due to its deservitization approach [22].

The next logical step is to analyse each case in amore profonde way by applying PSS
sustainability multi criteria assessment framework proposed in Sect. 5. It is important
to analyse each case from different dimensions to reach an objective vision of each case
performance. That is why we propose to examine each case from three sustainability
dimensions: economic, social, and environmental.

Fig. 3. Collaborative partnership network of each of six cases: Olimpia Splendid, Standard
Access, Sangalli, FM Mattsson, TADO, and Tibber.

8 PSS Sustainability Related Criteria

Based on the available data about each of six cases the proposed in Sect. 5 PSS sustain-
ability multi criteria assessment was organized. The results of the analysis are presented
in the form of radar charts, which are a useful way to display multivariate observa-
tions with an arbitrary number of variables (Fig. 4). For this stage of the study, we just
assume that all criteria will be considered equally important to reflect the general view
of each case study. We clearly understand that the proposed list of PSS sustainability
multi-criteria is just a first attempt to create an objective framework and have a lot of
limitations and assumptions, which will be discussed in the discussion part of this report.
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Fig. 4. PSS sustainability related criteria summary for each market cases.

9 Conclusions

In this section, we summarise findings, limitations, and further research opportunities
of this study highlighting the role of SMEs’ collaborative partnership networks.

This study explores the role of SMEs network for PSS delivery in the real estate
industry’s operations stage, which it has never been used to describe servitized SMEs in
literature to the best of our knowledge. We have developed a framework that attempts to
bridge through a sustainable perspective SMEs’ PSS collaborative partnerships networks
implemented to deliver value to stakeholders with the real one perceived from the latter.
This framework represents a tool for practitioners – both managers and entrepreneurs
from SMEs – that aims to properly design and understand the added value transfer to
end-users. Despite multi-actors have different priorities, KTH Live-in-Lab’s expert dis-
cussions and empirical cases preliminary analysis suggests correlations between PSS
related criteria and sustainability-oriented criteria. For instance, selected use-oriented
PSS cases are delivered through a specialist externalities collaborative partnership net-
work, which highlights the return on investment as a critical dimension for stakeholders.
Again, selected result-oriented PSS cases show that cost optimization dimension is an
important value perceived by stakeholders, arising from the fact that economic sustain-
ability is more prior for PSS SMEs then environmental sustainability, which can make
us conclude that it is not an easy task to balance a high performance of both.

This paper is not exhaustive, and it presents a set of limitations. Due to the unique-
ness of the field, the findings already mentioned cannot be fully generalized. In addition,
the framework is based on authors’ personal choices about both PSS related and sus-
tainability criteria. In fact, literature has defined different classifications for PSS, SMEs’
collaborative networks, and sustainability criteria. This means that the proposed frame-
work represents just a point of view over added values perceived by stakeholders: an
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objective understanding of the argument is partially achieved by the proposed frame-
work. The analyses relied on a small number of empirical cases based on secondary data
collected, as well as a small group of experts from the KTH Live-in-Lab involved in the
discussion that led to the identification of the sustainability criteria.

Based on findings and limitations described, this study opens a set of potential further
research. First, the number of empirical cases and experts involved should be selected
from different industries and increased to get more evidence regarding the correlation
among the different dimensions involved into the framework and its general application.
All the collaborative partnership networks identified by [5] should be analysed. Then,
cases should be based both on primary and secondary data. In addition, data should
be collected from all the actors involved in the collaborative network to take care of
stakeholders’ different interests. The application of the framework in other phases of the
building’s life cycle constitute a promising opportunity to validate the tool developed.
Once certified, the tool will benefit from ICT contributions for facilitating and spread-
ing data collection from stakeholders and related analysis. Another important area of
research is represented by the identification of the optimal business model that allows to
successfully manage both economic and environmental sustainability values along the
collaborative network. In this direction, a deeper understanding of SMEs’ unique sees
and network mechanisms is needed.
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Abstract. Sustainability of collaboration in a business ecosystem is a significant
concern for organizations to survive in an increasingly competitive marketplace.
This study addresses this concern contributing with a performance assessment and
influence mechanism to measure the performance and induce more sustainable
collaboration behaviours in a Collaborative Business Ecosystem. The level of
collaboration can be measured if the ecosystem’s manager adopts appropriate
performance indicators that, at the same time, can help influencing the behaviour of
the organisations as they try to improve their position according to the assessment
metrics. A simulation model is designed to evaluate the proposed approach, and
a simulation scenario discussed, showing some of the achieved results.

Keywords: Collaborative networks · Business ecosystem · Performance
indicators · Sustainable collaboration · Simulation

1 Introduction

Thepossibilities offered by new information and communication technologies are chang-
ing business strategies and innovation capabilities [1]. With increasing competition in
the market and the acute need for sustainability, it is crucial for organisations to build
long-term relationships with their “supply-chain” and other partners through sustainable
collaboration [2]. Participation in collaborative processes brings benefits to the involved
entities, including the opportunity of “survival capability” in the occurrence of market
turbulence and the possibility of better achieving common goals [3]. However, an impor-
tant challenge is to keepmembers of the collaborative network engaged, thus ensuring the
sustainability of collaboration in the long-term. This study addresses these concerns for
Collaborative Business Ecosystems (CBEs), under the assumption that the performance
indicators adopted to assess the ecosystem can have an influence on the behaviour of its
members and thus affect collaboration sustainability. As such, we present some founda-
tions and propose a set of performance indicators to assess collaboration performance.
Furthermore, a model of the influence of these performance indicators in the behaviour
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of the CBE’s organisations and the evolution of behaviour towards better performance
is described, thus contributing to the sustainability of the ecosystem.

The remaining sections of this paper are organised as follows: section two identi-
fies the benefits of collaboration, highlighting the most important ones for a CBE and
presenting the considered research questions; section three briefly explains the structure
of a CBE, the profile of organisations, the performance assessment to evaluate the level
and status of collaboration and the influence mechanism; section four presents the per-
formance assessment and adjustment model and discusses an example of a simulation
scenario; the last section concludes the work, identifying limitations of the study, and
ongoing and future work.

2 Collaboration Benefits in a CBE

It is widely accepted that collaboration brings benefits to the involved players, allowing
divergent thinking to develop new understandings, which can facilitate the design of
new products and services [4], and reduce or remove conflicts [5].

Moreover, multi-stakeholder collaboration optimises financial and human capital,
provides organisations with valuable information, access to markets and knowledge,
induces creativity due to the diversity of players’ backgrounds, helps prevent confronta-
tion, and shortens the time to achieve objectives [6]. Most literature on collaborative
networks offers long lists of potential benefits of collaboration. For instance, works
on benefits analysis [7] and value systems for sustainable collaboration [3] have high-
lighted several collaboration advantages: share and reduce costs, share risks, reduce the
level of dependence on third parties, increase innovation capacity, defend a position in
the market, increase flexibility, increase agility, increase specialisation, establish proper
regulations and share social responsibility.

Inspired by Moore’s [8] business ecosystem and by Camarinha-Matos and Afsar-
manesh’s collaborative networks developments [9, 10], the concept of Collaborative
Business Ecosystem was introduced in [11], representing a kind of long-term strategic
collaborative network that aims to help its members to be prepared to rapidly engage in
collaborative business opportunities.

Despite the identified and often mentioned collaboration benefits for collaborative
networks in general and CBEs in particular, there is not much concrete work on col-
laboration assessment and adequate performance indicators to assess these benefits.
Therefore, after the literature review, the motivation for the present work is led by the
research questions and hypotheses shown in Fig. 1.

3 Performance Indicators for a CBE and Influence Mechanism

Asmentioned, aCBE is a business environment of organisations that collaborate, creating
relationships. This CBE structure can be modelled as a network of weighted intercon-
nected nodes, whose links refer to the number of collaboration opportunities that the
organisations exchange when responding to market opportunities.

According to [12], network structures are described as social capital, for which, in
line with the inter-organisational view of [13], ties’ weight can mean, for instance, trust
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Fig. 1. Research questions and hypotheses to assess and influence a CBE expecting to improve
its performance and collaboration sustainability.

and power, and nodes’ centrality and network status are associated with their perfor-
mance. The strength of a tie may also be determined by the frequency of interactions
among organisations [14]. According to an inter-organisational network perspective,
more measurement efforts can be found in [15] and in complex networks [16]. Taking
into account such foundations and inspired by measures and indicators coming from the
areas of Social Networks Analysis (SNA) [17, 18] and Collaborative Networks (CNs)
[7, 19, 20], we propose a set of performance indicators tailored for CBEs as briefly
summarized in Fig. 2.

The choice of the performance indicators is mainly related to the network structure,
to assess the benefits that collaboration can bring to the individual organisations and the
CBE as a whole.

Considering the measurements at the level of organisations:

• Contribution Indicator (CIi): The number of collaboration links between organi-
sations, taking into account the links’ strength, gives a measure of the value created
by the organisations, considering as benefits, increased access to markets and knowl-
edge, increased creativity and capacity for innovation, increased flexibility, agility
and specialisation, optimised financial and human capital, shared social responsi-
bility, reduction of conflicts, and shorter time to achieve objectives [3–7, 13]. This
indicator is calculated by the weighted degree centrality;

• Prestige Indicator (PIi): The topology of the collaboration links, taking into account
the links’ strength, shows the most prominent/influential organisations signifying
power, performance and ability to generate social capital [13]. This indicator is
calculated by the weighted betweenness centrality;
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Fig. 2. Foundations and inspiration for a proposal of performance indicators for CBEs.
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• Innovation Indicator (IIi): The number of collaboration links between organisations
that involve innovation when creating products, patents or services, gives a measure
of the innovation capacity. This indicator is related to the CI and is calculated by the
ratio between the number of new products, patents or services by the organisations’
portfolio.

Considering the measurements at the level of the CBE:

• Contribution Indicator (CICBE) and Prestige Indicator (PICBE): These indicators
assess the equilibrium of collaboration in the CBE, measuring to what extent the
organisationswith the highest CIi and PIi are ahead of the others. The goal is to achieve
a more uniform collaboration to assure the sustainability of all the organisations in
the CBE;

• Innovation Indicator (IICBE): This indicator assesses the innovation capacity in the
CBE by correlating the IIi with collaboration.

It is expected that the propermeasurement of collaboration using performance indica-
tors will motivate organisations to evolve towards better performance, thus contributing
to the sustainability of the ecosystem. In other words, the choice of indicators and cor-
responding weights in an assessment framework can strongly influence the evolution of
behaviour of the CBE members.

Some authors have studied how inter-organisational relations influence organisa-
tional learning and innovation [14]. These relationships form structures capable of
influencing organisations’ behaviours, including organisational change, by promoting
or constraining their access to information, physical, financial, and social resources [14].
However, organisations manifest different collaborative behaviours in response to mar-
ket opportunities. As such, in Fig. 3, we propose a composition of classes of collaboration
willingness to characterize the organisations’ behaviours in terms of willingness to invite
others to collaborate (Contact rate), the readiness to accept invitations (Accept rate), and
the tendency to accept opportunities related to innovation (New products rate).

The ways social networks influence organisations to change, as found in [14], can
help understand the influence on the network structure of a CBE. On the other hand, the
micro-foundations andmicro-dynamics principles discussed in [21] also help understand
network evolution dynamics based on the different profiles of organisations.

Based on the assumption that the choice of indicators and corresponding weights can
influence the behaviour of CBE members, we propose an influence mechanism through
which the CBE manager may vary the weights attributed to each performance indicator
Fig. 4 in order to analyze behavioural changes. These weights are associated with the
attributes of the classes of collaboration willingness, i.e. theContact rate is related to the
CI, the Accept rate to the PI and New products rate to the II. As such, given a factor of
influence (%FI), the improvement in the organisations’ profile is calculated by adding
the calculated factor plus an exogenous/random positive or negative influence (±Fe).
This factor can be used in the simulation model, for example, to induce collaboration
into organisations that do not accept or invite others, or it can be used to decrease
collaboration in cases where it deteriorates and fails.
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Fig. 3. Organisations profile and foundations to explain the network influence and evolution.

As a result of the influence mechanism applying the formulas of Fig. 4, the Con-
tact rate, Accept rate and New products rate are recalculated, causing organisations to
self-adjust their behaviour in the direction of the evaluation criteria, the same way as
individuals, thus improving their profile and that of the CBE.
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Fig. 4. Proposal of an influence mechanism.

4 Performance Assessment and Adjustment Model

For the experimental evaluation of the proposed CBE model, we designed a Perfor-
mance Assessment and Adjustment Model (PAAM) using the AnyLogic tool [22], as
summarized in Fig. 5. Due to the lack of historical concrete collaboration data from
the organisations, PAAM is used for the establishment of several simulation scenarios
representing different cases of CBEs (simulation environment), populated with differ-
ent organisations of different classes (the agents), sending and receiving collaboration
opportunities (the links or ties) to accomplish business opportunities.

This study uses a simulation study parameterised using actual data to achieve more
realistic scenarios. These data represent one year of activity of IT industry organisations
operating in the same CBE, consisting of the number of human resources, number and
duration of market opportunities received, and number and duration of collaboration
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Fig. 5. A scenario of simulation using the performance assessment and adjustment model.

opportunities created and accepted. This latter data also makes it possible to establish
different classes of collaboration willingness.

Some results of the simulation scenarios are illustrated in Fig. 6 using a graphical
view [23]. The figures represent each organisation’s performance measures before and
after influencing the CBE by the CBE manager, varying the weights attributed to each
performance indicator. The achieved measures correspond to the contribution indicator
CI_in (accepted collaboration opportunities), CI_out (collaboration opportunities cre-
ated by inviting other organisations), and the prestige indicatorPI (prominence/influence
of organisation in the network).

The variation of the indicators’ weights increased the value of wCI (related to the
collaboration activity of the organisations) and decreased the value of wPI (related to
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Fig. 6. Results of a scenario of simulation presenting the measures CI_in, CI_out and PI, before
and after influencing the CBE by varying the weights of the performance indicators.

the prominence/influence of the organisations). As a result, there was a strengthening
(although not very marked) in the CI indicators and a relief in the PI.

The results presented in Fig. 6 illustrate a simulation scenario before and after influ-
encing the CBE by varying the weights of the performance indicators. The nodes’ size
is correlated with the indicators’ measures, and the links’ strength is correlated with the
number of collaboration opportunities exchanged by the organisations.

The results show that the CBEs’managersmight have a set of performance indicators
and corresponding weights that can help them measure collaboration and adopt those
that can lead to more sustainable ecosystems. Varying the weights, CBEs managers can
also analyse several simulation scenarios seeking the best configurations towards the
desired behaviour.

5 Conclusions

Sustainable collaboration in a business ecosystem is a significant concern to survive in
an increasingly competitive market context. Given the importance of this objective, this
study attempts to provide appropriate performance indicators, contributing not only to
measure but also to influence organizations towards more effective collaboration.

Due to the lack of actual collaboration data, a simulation model has to be used for
the evaluation of the proposed model. Nevertheless, the model can hold any number
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of agents whose behaviour can be shaped using actual data from organisations of dif-
ferent collaboration profiles. Furthermore, the links and links’ strength created by the
collaboration in the simulation environment allowmeasuring the CBE using the adopted
performance indicators by the CBE manager. These measures provide a picture of CBE
collaboration, showing the leading organisations in terms of collaboration opportunities
created, prominence in accepted invitations to collaborate and propensity for innova-
tion. Moreover, the measures at the CBE level show the homogeneity/heterogeneity of
collaboration in the network, which is desirable to be strong in all organisations so that
they thus contribute to a more sustainable ecosystem. As such, the CBE Manager can
use the PAAM to explore several scenarios and vary the weights of the adopted perfor-
mance indicators to influence the behaviour of the organisations in the direction of a
more sustainable CBE.

On one hand, some limitations can be found in this study.On the other hand, however,
a few can be considered for ongoing and future research:

• The PAAM simulation model used in this study was shaped using actual data from the
IT services industry. However, this context may not reflect the reality of other business
ecosystems. Moreover, the data were collected from three organisations during 2019
and was extrapolated to represent twenty organisations characterised into four classes
of collaboration willingness.

• Several other simulation scenarios must be analysed to understand the dynamics of a
CBE to improve the influence mechanism towards better collaboration performance
and sustainability.

• This study proposes a set of performance indicators for a CBE based on measures of
centrality inspired by SNA and measures of innovation correlated with collaboration.
For future research, other indicators based on metrics of density and clustering can
be considered to assess collaboration sustainability.

• In this study, the CBEmodel is considered a network of organisations (the nodes) con-
nected by relationships (the ties) that represent collaboration opportunities weighted
by the number of times they collaborate. Future research can support different value
types (economic, social, and environmental) with different weights.
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Abstract. Value creation is increasingly driven by digital or semi-digital business
models. Platforms offer the necessary backbone for such highly profitable business
models. Our research centers on the questions how platforms are created, which
drivers are behind this development and how platforms are successfully imple-
mented. We analyzed various business ecosystems and their underlying platforms
to understand the various roles companies can take in platform-based business
ecosystems. Based on our results we propose a framework to describe business
ecosystems as well as a canvas to analyze their underlying platforms, the acting
companies’ roles, and the applied business models. One case study illustrates this
tool. Our results will (1) help to understand why companies bet on platforms to
establish business ecosystems, (2) analyze the processes and methods behind suc-
cessful business ecosystems, and (3) reflect about the dominant and still growing
importance of platform-based business ecosystems.

Keywords: Business ecosystem · Platform ·Multi-sided platform ·
Platform-based business ecosystem · Ecosystem framework · Business model ·
Innovation · Two-sided market

1 Introduction

Value creation is increasingly driven by digital or semi-digital business models utilizing
network effects. Namely platforms have received increasing interest from scholars in
management research, particularly in general management [e.g. 1, 2], organizational
studies [e.g. 3, 4] and innovation management [e.g. 5, 6]. Besides, the topic also became
subject to multiple publications of practitioner-oriented periodicals [e.g. 7, 8] under-
lining the importance of platforms in management practice. However, even though the
body on platform literature is growing rapidly many aspects are still in need for better
specification. One of these aspects is the understanding how platform business models in
combinationwith an innovation ecosystemwork and get innovated [6, 9, 10].Multi-sided
platforms have ecosystems where participants are organized in lose networks [11] and
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innovation from outside a company gets attracted based on technological interfaces and
modularization [12]. This innovation activities occur in two different forms, as comple-
mentary co-innovation, whereby the focal firm can complement its offering, or in form
of an open innovation approach [13]. This is also reflected in their respective business
models, which describe interdependent activities of the focal firm and partners [14].
Moreover, the environment of platforms and their ecosystems is usually very volatile
due to the fast technological progress and the constant change of market conditions in
platform economies [15].

2 Platforms, Ecosystems, and Business Models

So far, platform business models have been explained in a mainly economic-driven
context of two-sided market platforms [e.g. 16, 17] and in terms of antecedents for a
successful platform business model [e.g. 18]. Nevertheless, research did not emphasize
how platforms, business ecosystems, and business models are linked. Hence, we address
this gap in our research in order to (a) strengthen the promising link between business
model and platform research and to (b) gain a better insight how the roles of companies
in platform-based ecosystems influence their business models.

In theory, despite a growing number of research especially on multi-sided platforms
[e.g. 19, 20, 13], the platform concept still lacks of a deeper theoretical foundation [cf. 6].
By combining the platform literature with the business model (innovation) stream, we
deliver new insights on the phenomenon and subsequently contribute to its rootedness
in the management literature.

2.1 Platforms

Building on the former, mainly engineering driven publications on platforms [e.g. 21], a
new platform notion emerged focusing on rather business-driven platform types, which
allow agents to connect and exchange in an efficient way and even create completely
new markets [e.g. 22, 23]. These platforms are built in a modular fashion with a sta-
ble technical core and periphery components, which can be innovated by independent,
external developers [1, 6, 12]. Each platform has a platform leader, platform users, and
independent innovators. These entities form the platform ecosystem [11, 24].

2.2 Business Ecosystems

Ecosystem as a management theory was originally introduced by Moore [25] stating
that the key success factor for generating sustainable, competitive advantages is to out-
innovate the existing industry competition. Using the analogy of a biological ecosystem,
the notion business ecosystem is presented as a collaborative network of companies that
co-evolve around innovation [25]. Despite the increasing significance of ecosystems in
the business practice, the term has been used with no unanimous definition or sound the-
oretical backing [26]. For the sake of this analysis Teece’s ecosystem definition is used:
“Organizations, institutions, and individuals that impact the fate of the focal firm and
its customers and suppliers, including complementors, suppliers, regulatory authorities,
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standard setting bodies, the judiciary, and educational and research institutions” [27]. In
a platform ecosystem, the platform leader takes a special role as important governance
functions are performed by this company [cf. 28]. Hence, decisions on the technological
core and interfaces as well as the platform business model have to be elaborated well.

2.3 Business Models

Our research centers on the questions howplatforms are linked to businessmodels,which
drivers are behind the ecosystem development and how platform-based ecosystems are
successfully implemented. The business model literature aims to answer the question
how companies create value. Despite the fast growing body of literature, there is still
a very vivid debate on the theoretical foundation and the conceptualization of business
models [e.g. 14]. Zott, Amit and Massa [29] argue that no theory fully describes the
value creation through business models, while different domains of the topic developed
independently, resulting in various concepts and definitions. Nevertheless, a basic agree-
ment amongst researches was achieved as the elements value creation, value delivery
and value capturing are widely regarded as describing parts of a business model [30, 31].
The business models need to be correspondingly and continuously innovated in order to
maintain competitive advantages.

3 Platform-Based Ecosystem Framework

We analyzed various business ecosystems and their underlying platforms to understand
the underlying business models and differentiate the various roles companies can take in
those ecosystems. Platform-based ecosystems are based on the mechanism of network
effects [32, 33]. Strong network effects are an important value driver for platforms as they
might create “winner-take-all” situations amongst competing platforms [6, 34]. Another
stream of research identifies the key strengths of managerial ecosystems as the poten-
tial to create synergy caused by complementary relationships. Jacobides, Cennamo and
Gawer [35] argue that ecosystems create non-generic complementary relationships both
on the production as well as on the consumer side and that there is no need of vertical
integration. The emphasis on complementarities of ecosystems leads to this description:
“An ecosystem is a set of actors with varying degrees of multilateral, non-generic com-
plementarities that are not fully hierarchically controlled” [35]. Even though the authors
still anticipate that an ecosystem consists of one orchestrator and multiple participants,
the power and control within an ecosystem is not centralized by the orchestrator. Par-
ticipants within an ecosystem keep residual control over the services or products they
offer to the customers via the ecosystem.

3.1 Roles in the Framework

A company that wants to enter ecosystems has several strategic positioning opportu-
nities as described in the following part leading to our proposed framework. Based on
our results we propose a framework to describe and analyze business ecosystems, their
underlying platforms and the applied business models. The ecosystem in the narrower
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sense consists of the platform leader, its partner(s), the users/customers, and its comple-
mentors. Adding politics/law, technology, competitors and culture leads to the ecosystem
in a wider sense (Fig. 1). The core ecosystem is therefore led by the platform leader, the
focal firm in the ecosystem, the orchestrating party [cf. 20]. According to Adner [36], the
key responsibility of an orchestrator is to determine the value proposition of the ecosys-
tem, to select suitable members and to secure the position among other ecosystems in
the future.

A platform leader can be supported by an ecosystem partner, who is responsible for
the ecosystem as well. The role of the partner is to support the platform leader, which can
be technological support like the provision of the platform, or strategic support such as
being themain shareholder. The orchestrator relies on complementors in the ecosystem to
deliver their contribution to the strategically defined product or service. Complementors
are bound together through an interdependency, e.g. by adhering to certain regulation or
governance principles [35].

Fig. 1. The Platform-based Ecosystem Framework (own illustration)

In order to realize the focal value proposition, product and service offerings are
contributed by the ecosystem complementors [25]. As mentioned by Teece [27] the
idea is using the core competencies of the complementors to enhance the overall value
proposition of an ecosystem. This requires a complementary relationship between the
platform leader and the complementor itself. The last actor within an ecosystem is the
user or customer. Ecosystems are designed from a customer-centric perspective, and the
core idea is to create a product or service system that responds to a fundamental need of
the customer [35].

3.2 Linking Ecosystem Framework and Business Models

According to Täuscher and Laudien, there is a need to understand holistically how
platform business models work and how their possible manifestations and approaches



96 C. H. Wecht et al.

can look like [37]. Business models can be described by answering four questions:
(1) Who is the target customer? (2) What is offered to the customer? (3) How is the
value proposition created? (4) Why does the business model generate profit? [38]. This
approach is combined with the Platform-based Ecosystem Framework to derive at the
canvas depicted in Fig. 2. This Platform-based Ecosystem Business Model Canvas is
used to evaluate and understand such platform business models by examining value
streams between the platform actors and analyzing their interrelationships. This helps
to understand how the actors interpret their role and benefit from the ecosystem.

Fig. 2. The Platform-based Ecosystem Business Model Canvas (own illustration)

The coordination of the ecosystem is possible on the basis of the rules and regulations
set [39]. Ecosystem rules can be strictly defined, especially in the case of technology-
based platforms, but can also be just a set of unexpressed expectations. The rules and
standards can govern various aspects, such as entry to the ecosystem, participation level
and behavior [35]. According to Pauli et al. [40] a platform firm’s success depends on
their “ability to leverage an ecosystem of actors who contribute to the platform in various
ways”.

4 Case Study MoneyPark

We applied this canvas to more than 20 ecosystems in the DACH region over the last
five years. MoneyPark is an example for a developing business ecosystem in the Swiss
real estate market. In 2012, MoneyPark created a platform for mortgage comparisons
thereby increasing product choice and price comparability for customers at the same
time. In combination with desk research, interviews with four different ecosystem actors
were conducted, analyzed and compared, namely the platform provider MoneyPark, the
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partner Helvetia and the two complementors Mobiliar and Credit Suisse. Our case study
focusses on certain aspects of this mortgage “sub ecosystem” as shown in Fig. 3. Over
time, the initial platform evolved in a network with more than 150 complementors. The
mortgage broker business centered onMobiliar and Credit Suisse as key complementors
is still the core of MoneyPark’s ecosystem. Financing as first area of activities enabled
the expansion towards additional services with added value for the customers. In order to
capture network effects that push the rapid growth of the platform-based ecosystem they
focused initially on the actions and mechanisms that drive value creation to reach the
critical network mass. Following the platform-based ecosystem idea MoneyPark set-up
win-win situations with its partners and complementors. Once this step was reached, the
platform started to focus on securing parts of the value creation for itself. [cf. 41].

Findings suggest that Money Park’s customer-centric approach tackles major cus-
tomer pain points along the journey of a real estate purchase, such as the low price
comparability and the high time expenditure around mortgages. In addition, ecosys-
tem complementors are able to gain customer access and thereby gather customer data
without facing initial acquisition costs.

Fig. 3. Sector of the MoneyPark ecosystem (own illustration)

The platform-based ecosystem around MoneyPark is based upon multilateral value
creation in collaborative networks. The constellation of users, platform leader, part-
ner and complementors results in distinct value streams within the ecosystem. While
matching insurance companies with insurance-seeking customers might be viewed as
a rather transactional value creation by the platform provider (reduction of acquisition
costs for complementors and creation of price advantages for users), other contributions
have a more profound value potential. Provided by the ecosystem users themselves, the
customer data represents such a component whose underlying value goes beyond the
scope of a single business. While the platform provider MoneyPark uses a customer’s
property information to create additional digital services that involve building projects
in the surrounding neighborhood, the complementor Mobiliar plans to make use of the
same customer data by creating tailored marketing initiatives in combination with its
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subsidiaries. Therefore, the ecosystem MoneyPark fits into Moore’s notion of business
ecosystems as it co-creates potential for further innovations, like the forming of addi-
tional services that extend the scope or intensify the depth of the user journey as it is
addressed today.

According to Adner [36], every member has to set up its own strategy and secure its
own role in a competitive ecosystem. Therefore, the use or non-use of the underlying
value potentials discussed above can be partly attributed to the individual strategies of
the ecosystem actors. Especially for ecosystem complementors, the sole capturing of
additional revenue streams appears to constitute a sufficient motive to participate in
the ecosystemMoneyPark. Being satisfied with their role, the complementors positively
influence the overall product variety for ecosystem users.With every new complementor
in the ecosystem there is an increasing likelihood that customers find a provider meeting
their requirements in terms of quality, location, or price, thus creating positive network
effects.

5 Conclusion and Paths for Future Research

Platform-based business ecosystems play an important role in offering a complete, well-
integrated set of solutions that can cross a variety of industries and help to address
pressing customer problems. This development is possible due to different companies
cooperatively working together in order to co-evolve capabilities around new innova-
tions and create new value together. By analyzing the ecosystems and business models
of selected companies we were able to derive implications regarding the structure of
ecosystems built upon their underlying platforms.

As every research, our article is subject to limitations. In particular, we derived
most of our data from secondary sources, which only allowed us to analyze the topic
on a high level not providing further insights into the exact decision making process
of managers selecting their roles in the platform-based ecosystem and choosing their
respective business model.

However, the combination of businessmodel innovation and platform-based business
models promises some fruitful paths for future research. While this paper addresses how
platform-based ecosystems require different roles and business models future research
could investigate how connections between different business models of an ecosystem
are established and what patterns they follow. Additionally, it could be of interest how
managers identify threats and chances for their platforms, for instance by applying the
attention-based view on this research topic.

Our results will help to understand why companies bet on platform-based business
models to establish business ecosystems, analyze the processes andmethods behind suc-
cessful business ecosystems, and reflect about the dominant and still growing importance
of collaborative network aspects in today’s business world.

Acknowledgments. We thank Madeleine Horgby, Laura Raschle, Léonie Leser, and Samuel
Schweizer for their contribution to this study.
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Abstract. This paper aims to propose an organizational maturity assessment
model for taking part in collaborative networks, aiming to contribute to the theory
on this topic. It uses the mixed research method, with a qualitative approach, using
systematic research and focus group techniques, to highlight the theoretical gaps
and the establishment of evaluation criteria, and a quantitative approach with the
use of the multicriteria decision-making method, to assign the importance of each
criterion and establish the level of maturity of an organization. The result was
an assessment instrument composed of eight dimensions and fifty-five categories,
with the organization’s positioning in indicators according to the four possible
levels for each category.

Keywords: Preparedness · Readiness ·Multicriteria decision-making method ·
Capability · Ability

1 Introduction

The ecosystems evaluate ideas, projects, and business plans of established or emerg-
ing companies, to make the activities feasible. Once inserted in these environments,
organizations are encouraged to develop with the formation of collaborative networks,
establishing a process of preparation to integrate networks among organizations for
sharing resources and competencies.

There is a perception that networks are fragile, and participants need to be mobilized
and involved to maintain collaborative networks, whose organizational maturity facili-
tates this participation [1]. For example, the development of vaccines against covid-19
by organizations: Pfizer and Biotech; Oxford and AstraZeneca; Modern and NIAID.
This shows the importance of networks to counter the disease very quickly with the
maturity to share skills and resources.

The higher the organization’smaturity, the lower the need for preparation, tomaintain
or enter into networks. A conscious assessment of maturity conditions provides clarity
for understanding the organization’s conditions. Thus, the organization will be able to
self-evaluate to know how to improve, to become a member of collaborative networks.
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The challenges for this study include, among others, integration and interconnection
of formal knowledge, development of rules of cooperation, the establishment of trust
and recognition amongmembers [2], training, preparation, awareness, commitment, and
resilience [3].

Therefore, it is a process that involves many dimensions and decision-making, after
all, a network can fail in its objectives, if all aspects are not considered already in the
selection stage [4]. Thus, we have the research question:What is thematurity assessment
model applicable to organizations for taking part in collaborative networks?

This paper aims to propose a model for assessing organizational maturity for taking
part in collaborative networks, providing elements that enable a conscious business
analysis.

2 Literature Review

The organizational maturity assessment to take part in collaborative networks considers
the type of network being composed, permanent networks such as Virtual Breeding
Environment (VBE) and temporary networks such as Virtual Enterprise (VE).

These networks are discussed together because of dependence between them, thus,
the study refers to different analyzes for each type of network, although it considers this
interdependence.

VBE is an association of organizations with a long-term cooperation agreement,
supported by common infrastructure and operating principles, to increase their readiness
to collaborate in potential goal-oriented temporary alliances [5], such as VE.

2.1 Organizational Readiness for Collaborative Networks

The relationship between organizations is one of the factors considered to identify the
ability of organizations to compose collaborative networks, such as technological com-
patibility (structural element) and relationships of affection and empathy (relational
element) [6]. Partner characteristics, market knowledge, intangible assets, capabilities,
complementary and aptitude [4]. These are principles for identifying the characteristics
of organizations and aligning them to the suitable level.

The working principles in the VBE can be described from five perspectives [7]: the
organizational perspective, VBE structure, governance rules and statutes; the business
process perspective; the resource perspective; the value system and business model
perspective; and interaction perspective.

Many of the concepts discussed diverge among the authors, some alignments are
presented and analyzed, this divergence of concepts contributed to the heterogeneity of
the topic.

Some papers use the concept of virtuality [8, 9], others use the concept of preparation
[10] as a pre-condition for entry into theVBE-type ecosystem.Others claim that prepara-
tion is a process internal to the organization, while readiness refers to the organization’s
relationship with its external environment [11].

In another concept, preparation is a stage, preceded by character and character-related
preparation conditions,while readiness combines preparation,willingness to collaborate,
aptitude for competence, and affective and empathetic relationships [12], in this case,



Organizational Maturity Assessment Model for Collaborative Networks 103

preparation is a precondition for readiness. The preparation was further studied, in two
ways, as a pre-condition for participation in ecosystems, and post-adhesion to be part of
temporary networks [13].

2.2 Organizational Maturity Assessment Models

There are many different models for assessing readiness in a collaborative network,
whether it is decision making for admitting network partners [14], or for organizations,
following an individualized assessment guide [7].

Establishing criteria is important in this assessment for organizations to become
members of collaborative networks, with guidelines to continually improve their readi-
ness for collaboration. Competence assessment, past performance, market, processes,
resources, organization, information, knowledge, and culture [7, 10], behavior patterns,
character and disposition [12], network cooperation, integration, trust, and use of ICT
[9], are some of the individual criteria.

There are criteria for aligning readiness with a business strategy such as strate-
gic needs and required capabilities [8], strategic, operational, cultural, and commercial
synergies [15], motivation, and interoperability [16], partnership structure, information
system architecture, process architecture, and coordination [17].

Competency profiles are dynamically determined according to requirements. These
definitions represent a sequence of steps based on some opportunity for collaboration, to
adjust the competencies of each organization and those necessary to meet expectations
[18].

These criteria, instruments, methods, and studies were engaged in analyzing the
problems related tomaturity to compose collaborative networks. There is no predominant
study or even replication of studies, some authors deployed the models, others also
applied them empirically. These studies helped to make the basis for the development
of this paper.

3 Research Methodology

This research uses a mixed research method, which enables a better understanding of a
research problem or question [19]. Qualitative data represent attributes of some object
and these can be quantified [20].

The research was divided into two phases (1. qualitative research and 2. quantitative
research). Phase one was subdivided into two steps, step 1 consisted of a systematic
review of the literature, with planning, execution, and reporting [21], the following
search string was used in four databases (Scopus, WoS, Ebsco, and Science Direct):

• (“virtual network*”OR“virtual organi?ation*”OR“virtual corporation*”OR“virtual
entreprise*”OR“collaborative network*”)AND (“readiness”OR“preparedness”OR
“maturity”).

After applying the filters in the research, 95 papers remained, which were analyzed
individually to identify theoretical gaps regarding the topic. Step 2 of the qualitative
approach consisted of research with a focus group, which is a convenient way to collect
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data, such as beliefs, opinions, and views of several people simultaneously, whose group
interaction is part of the method [22]. This group was composed of 12 members (2
moderators and 10 members), characterized as market professionals, with training in the
areas of administration, accounting, electrical and chemical engineering,with experience
in managing public and private organizations.

The objectivewas to establish the criteria for evaluating the organizationalmaturity to
compose collaborative networks, the information generated by the systematic research
was presented, familiarizing the members with the subject, and instructing about the
research interests, each member suggested criteria according to their area of knowledge
and contributed to the debate with the other criteria suggested by the other members.

Next, phase 2 of the research (quantitative approach) consists of establishing scales
of importance for the dimensions, categories that make up the dimensions, and the four
levels in each category.

These scales are established based on the multicriteria decision-making method
that considers more than one aspect in the analysis, in which each criterion represents
a mathematical function, and measures the performance of the aspect concerning the
others, enabling the simultaneous optimization and transitivity established by the order
of preference among the criteria [23], that is, it allows defining a road map for the
organization, which intends to improve its general level of maturity.

The four levels in the categories follow a linear scale of importance, placing each
organization based on indicators for each level. The actors present in the environment
in which the networks are formed jointly determine the scales of the criteria, based on
the judgment of the importance that each one has on a scale from 0 to 10. The grades
given by the actors are converted into percentages of model explanation, based on Eq. 1.
Where x represents the percentage rate, n is all grades assigned by the actors, and ni is
the criterion grade to be converted into a percentage rate.

x = ni
∑i=1

n n
× 100 (1)

Thus, it is possible to measure the maturity of an organization to take part in
collaborative networks, whose indicator will be established by Eq. 2 [23].

V(a) = W1.V1(a)+W2.V2(a)+W3.V3(a)+ . . .+Wn.Vn(a) (2)

Where V(a) corresponds to the maturity index, V1(a),V2(a), . . . ,Vn(a), corre-
spond to the values of the organization’s positioning levels for each criterion, and
W1,W2, . . . ,Wn, refers to the percentages established for each criterion.

4 Results

For this study, the focus group was defining the criteria for assessing organizational
maturity for participation in collaborative networks, these were subdivided into dimen-
sions, and these were subdivided into categories. The dimensions identified were: 1.
assets; 2. knowledge; 3 people; 4. trust; 5. finances; 6. innovation; 7. marketing; and 8
connectivity.
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The complementarity, sharing, and coupling of “assets” is a factor in the develop-
ment of partnerships among companies, contributing to the use of idle capacity and risk
dilution, whose management is a crucial factor [24].

The exchange of “knowledge” between organizations contributes to collaborative
networks, familiarizing partners with the information that companies have, access-
ing different bases, improving knowledge of the organization, and contributing to the
knowledge of the network, increasing collective knowledge [25].

“People” are considered a very valuable organizational resource, they are respon-
sible for carrying out projects, processes, and routines in companies. Aspects such as
experience, flexibility, innovation, knowledge management, mobilization, and interna-
tionalization of the people who make up companies can favor the formation of networks
among organizations [26].

The “trust” dimension refers to the aspects present in the company’s environment
and in the relationships among organizations that enable the exchange of informa-
tion, sharing of resources, and collaboration. That limits opportunistic attitudes, reduces
costs, facilitates problem-solving, contributes to the construction of flexible and efficient
partnerships [27].

About “finance”, participation in collaborative networks favors access to fund-
ing sources, investment sharing, cost savings, and increased revenue, mediated by
transparency [8].

The “Innovation” turns new ideas into opportunities that have a wide practical use,
capturing value from them. Through collaborative networks, companies seek partner-
ships to complement resources and skills to innovate, sharing the risks of these initiatives
[28].

“Marketing” manages relationships and involves customers in business, aiming to
attract, maintain and increase the number of customers, delivering value and satisfaction,
understanding their needs, developing, distributing, and promoting products and services
to the market with value and prices suitable [29].

The “connectivity” dimension represents processes, norms, and agreements that
enable connections among organizations in a collaborative network, such as interop-
erable infrastructure, sharing, interaction, operating rules, cooperation agreements, and
appropriate trust level [30]. From these eight dimensions, the categorieswere established,
a total of fifty-five categories were identified, as shown in Table 1.

The complete model is accessible from the link: http://bit.ly/organizationalmodel.
The criteria established in Table 1 are applied to the actors present in the ecosystems
to identify the importance of each criterion for the formation of collaborative networks,
whose grades of importance are converted into percentages, as mentioned in themethod-
ology. Then, companies are classified in this model in one of four levels for each of the
categories, as shown in Fig. 1, according to indicators.

The gathering of all the categories calculated according to Eq. 2, showing in the
methodology, will form the organization’s maturity, which for the hypothetical example
in Fig. 1, the resulting index is 0.595425.

This analysis will make it possible to identify the main points in which the company
needs to improve, constituting a roadmap to collaborative networks preparedness, among
the different areas of improvement, which would have the greatest impact and should

http://bit.ly/organizationalmodel
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Table 1. Criteria for organizational maturity assessment for participation in collaborative
networks

Dimension Category Cod

Assets Production capacity A001

Idle capacity A002

Reliability A003

Asset control A004

Depreciation, amortization, and depletion A005

Operational availability A006

Flexibility A007

Asset management in the strategic plan A008

Maintenance A009

Monitoring A010

Asset system A011

Lifetime A012

Knowledge Organizational learning B001

Knowledge management B002

Schema B003

Gatekeepers B004

People Learning and innovation C001

Coupling capacity C002

People management C003

Processes C004

Results C005

Systems C006

Trust Commitment D001

Trust signals D002

Governance D003

Reputation D004

Finance Funding E001

Financial management E002

Economic and financial planning E003

Transparency (visibility of Financial Statements (FS’s)) E004

(continued)
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Table 1. (continued)

Dimension Category Cod

Innovation Strategy F001

Dynamics F002

Adaptive interfaces F003

Promote new products, services, or processes F004

Marketing Analysis of the quality of products or services concerning the
competition

G001

Uncertainty assessment G002

Search for opportunities G003

Competitors G004

Strategy/business model G005

Competition analysis G006

Product customization study G007

Norms and rules study G008

Portfólio and roadmap G009

Target segments of activity G010

Connectivity Network access H001

Easy access to the supply chain H002

Product collaboration with customers, suppliers, competitors, research
institutions, test institutes, Universities

H003

Sharing competencies with other organizations H004

Sharing organizational goals H005

Forming permanent alliances and partnerships H006

Forming temporary alliances and partnerships H007

Promotion of multiple internal and external communication channels H008

Promotion of work in physically distant teams H009

Promotion of work in physically close teams H010

Prospection H011

undergo intervention first. For example, should it improve first, from level 1 to level 3
in category 3 of dimension B or category 1 of dimension C?

In the first case, the resulting index would be 0.695925 and in the second case, the
index is 0.7311, in this case, there would be a maturity gain of approximately 5% with
the best choice, the other interventions can follow the order of impacts, from the biggest
to the smallest. However, certain organizations may have greater restrictions to promote
changes and some criteria, in which case they can opt for changes in other criteria with
less impact, but which does not negatively affect the organization.
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Fig. 1. Hypothetical example for assessing organizational maturity.

Managers and brokers will have criteria to select and advise the necessary improve-
ments in the companies. However, the collaborative networks formed will be supported
by scientific and practical criteria aiming at the success of these intentions.

5 Conclusions and Further Research

This paper aimed to propose an organizational maturity assessment model for partici-
pation in collaborative networks, providing elements that enable a conscious business
analysis, exploring all the benefits existing in these types of business arrangements.

The literature review showed the existence of many studies on the subject, however,
it also showed many differences between them, resulting in scientific gaps.

This paper proposed a different model, scientific and practical, supported by organi-
zational, physical, human, organizational, and technological resources that are integrable
and shareable among organizations that are part of the network.

To measure organizational maturity, the multicriteria decision-making method was
used, which establishes an index for each company, the higher the index, the more
prepared it will be to participate in collaborative networks.

This study presents an advance in the subject, to contribute with researchers and
practitioners in the establishment of organizational maturity assessment. New research
is needed for the application of the instrument among ecosystem actors to establish
measures evaluation for each criterion based on its importance degree, and application
in companies to determine its maturity assessment, based on the criteria showing in this
study.
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Abstract. Artificial intelligence (AI) has become an integral element of modern
machines, devices and materials, and already transforms the way humans inter-
act with technology in business and society. The traditionally more hierarchical
interaction, where humans usually control machines, is constantly blurring as
machines become more capable of bringing in their own (intelligent) initiatives
to the interaction with humans. Thus, nowadays it is more appropriate to consider
the interactive processes between humans and machines as a novel form of inter-
dependent learning efforts between both sides, where processes such as critical
discourses between humans and machines may take place (hybrid intelligence).
However, these developments demand a shift in the understanding about the role of
technology at work and about specific competencies required among human actors
to collaborate constructively and sustainably with AI systems. This paper seeks to
address this issue by identifying human actors’ key competencies, which enable a
more constructive collaboration between humans and intelligent technologies at
work.

Keywords: Artificial intelligence · Human-AI collaboration · AI-related
competencies

1 Introduction

The opportunities and capabilities of interconnected intelligent technologies foster the
further emergence of smart and sustainable collaborative networks and enable more
integrative forms of interaction as well as resource, knowledge or information exchange
between a greater variety of heterogeneous actors and artificial agents perceived as
increasingly intelligent. These developments also result in changes on the micro level of
human-machine interaction and directly affect the way work processes are performed.
Interconnected agents based on artificial intelligence (AI) in modern work environ-
ments, for instance, increasingly assist human actors by taking on standardized tasks
and recently also tasks of limited complexity to support or enable more collaborative
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communication, information, decision-making or production processes [1–4]. Some typ-
ical applications are chatbots that take over routine interactions with customers [5],
algorithms that support the selection of new employees [6], medical diagnoses [7, 8],
predictive maintenance of machines [9] or intelligent robots that are able to work safely
alongside humans in factories, where they take on highly repetitive and exhausting tasks
[9]. The company Hyundai, for example, recently introduced wearable robotic devices
which can adapt quickly to various tasks, contexts and workers in order to perform jobs
“with superhuman endurance and strength” [10]. Moreover, such intelligent agents or
machines can be trained by employees during the working process [3, 5, 9, 11]. Thus, the
human can be regarded as a trainer or educator of machines and the latter as a human’s
trainee. As soon as these machines are sufficiently trained, they can possibly take on the
role of the trainer for new or inexperienced colleagues. Thus, the roles between human
and machine are becoming more interchangeable in modern work environments [3, 9].

Based on these examples, it is evident that intelligent technologies are transform-
ing traditional human-machine interaction. The ability of AI-enabled technology to
learn independently, interpret context, make its own decisions and communicate these
to humans and, thus, influence human decision-making and actions ensures that it is
viewed by humans increasingly as a colleague, teammate or even a buddy [1, 3, 9,
12]. Though these developments are currently in their early stages and machines’ rudi-
mentary intelligent capabilities are only partially comparable to those of humans, an
understanding towards a human-AI collaboration has evolved [1, 2, 8, 13]. On the one
hand obvious benefits are seen in achieving higher efficiency and quality by humans and
machines complementing each other [3, 14], on the other hand the absence of acceptance
and understanding on the part of employees towards the new technology, entails new
challenges [15].

One important step to overcome these challenges is seen in further training and
development of employees’ competencies [16]. Consequently, the question of which
competencies humans need or will need in the future to be able to work effectively and
sustainably with AI-based technologies arises [9, 11]. In practice, it has already been
shown thatAI-related competencies of employees represent a particularly critical success
factor for the actual unfolding of smart technologies’ potentials [11, 17–19]. However,
so far, particularly IT, mathematical, leadership and social skills have been discussed as
essential elements or partial aspects of AI skills in current research [20]. Furthermore,
occupational fields weremainly examined in which predominantly academics are active,
but employees who collaborate with AI systems in the workplace and are only indirectly
involved in the introduction or basic development ofAI have so far received less attention
[13, 21]. However, intelligent technologies are increasingly present acrossmanyworking
areas – from production to administration or social professions [11, 19].

The objective of this work is to explore and systematize the competencies humans
working in different industry sectors and positions may need to not only be able to
introduce, monitor or use but rather to constructively collaborate with more intelligent
technologies at work. To derive the competencies we applied an iterative and reflexive
approach. We performed literature research on recent technical and social developments
as well as challenges in the field of human-AI collaboration.We validated and refined the
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findings inworkshops and ongoing conversationswith experts on human-AI applications
from science and business. In this article, the final findings are presented.

We consider the systematization of key competencies as an important initial step in
the derivation of an AI-related competencies framework. The framework shall provide
an important contribution to a more specific understanding in science and business about
the key enablers for human-AI collaboration and mutual learning between human and
technology at work.

2 Related Work and Conceptual Background

The term “artificial intelligence (AI)” was first coined by John McCarthy in 1956 [22]
and is still not clearly defined. A very popular definition from Nils J. Nilsson [23]
reads: “Artificial Intelligence is that activity devoted to making machines intelligent,
and intelligence is that quality that enables an entity to function appropriately and with
foresight in its environment.” Kaplan and Haenlein [15] state that AI is “a system’s
ability to correctly interpret external data, to learn from such data, and to use those
learnings to achieve specific goals and tasks through flexible adaptation.” According
to the first definition, AI has the potential to be comparable or even superior to human
intelligence [14]. However, up to now, scientists have outlined that a so-called strong
or general AI, which can be applied to any problem and is, therefore, comparable to
human intelligence, does not exist yet but is an important issue in current research [24].
Furthermore, the so-called super AI, which is even supposed to be superior to human
intelligence, is so far only a philosophical speculation [25]. Thus, we argue that the
definition given above by Kaplan and Haenlein [15] describes the current perception
and understanding about existing and widely used AI as narrow AI more appropriately.
In fact, narrowAI is defined as insentient and typically focused on a narrow, very specific
task or area of applications [26].

Today’s most common narrow AI technique is machine learning or, more precisely,
a class of it, the so-called deep learning. As the name already indicates, deep learning
neural networks learn from data by extracting complex structures and creating calcu-
lation models. These are composed of several processing layers and can thus create
different levels of abstraction [27]. With this technique, intelligent machines are able to
understand written or spoken language, pictures or videos, to draw conclusions on this
basis independently as well as interact or communicate with their environment [26]. The
latest developments even show that robots equipped with such AI techniques are able to
detect, respond and display emotions [28].

Even though, as already indicated, today’s intelligent machines are based on weak
AI and are far from being as intelligent as humans, they tend to ascribe certain ‘human
traits’ to an AI system. As a result, the interaction between humans and AI-based agents
can transform itself into a collaboration and cooperation ‘at eye level’. Thus, the AI-
related technological enhancements and their dissemination contribute to the emergence
of new forms of human-machine interaction. Whereas previously it was primarily the
human being who took the initiative and largely specified what the machine had to work
on, this hierarchical relationship is increasingly being transformed by AI-related capa-
bilities. As AI-enabled agents become increasingly capable of making their own deci-
sions, performing simple or repetitive tasks and improving more independently over
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time [9, 11], these agents are constantly developing towards artificial colleagues or team-
mates for their human counterparts at work [1, 12]. As a result, human-machine interac-
tion is transforming to a more integrative level, the human-AI collaboration [1, 3, 13].
In essence, this means that AI and humans will work and learn increasingly ‘hand-in-
hand’ and mutually integrative in the future to achieve higher levels of performance [1,
3, 29]. This is what we refer to as constructive human-AI collaboration. In the context of
human-AI collaboration, the term hybrid intelligence has also recently been introduced
[2], which is defined as the combination of artificial and human intelligence. The benefit
of the integration of the latter is seen in the capability of solving increasingly complex
problems faster and more efficiently than if only one of them had been involved. A cen-
tral aspect of hybrid intelligence is that over time, not only the socio-technical system
as a whole but also the human and the machine themselves improve through the experi-
ences gained in solving problems collaboratively and by learning in a mutual beneficial
way [2].

In practice, it has already been shown that a closer collaboration between humans and
technology can be very beneficial [3, 9], for example, humans can be released from dan-
gerous, hazardous, physically demanding or monotone tasks and are, therefore, enabled
to take over more cognitively challenging or creative tasks [3, 11]. Nevertheless, from
employees’ point of view there are fundamental reservations and challenges, such as
the fear of being replaced by the machine teammate or the lack of transparency and
understanding about its functionality, preventing the new technology’s further dissemi-
nation. Many attempts to overcome these problems focus on the design of AI-systems
to be more explainable, transparent or applicable to humans [30, 31]. However, holistic
approaches focusing on the human counterpart are also required. One main aspect in this
context is that job profiles, roles and working conditions are changing [15]. For example,
humans will rather have to train machines in order to enable them to take over repetitive
tasks or understand and explain technology’s decisions or outcomes [3, 9]. Thus, the
aim is to enable employees to take on new or ‘higher-quality’ tasks, on the one hand,
and to work together with AI systems more effectively, responsibly and sustainably, on
the other hand [1, 3, 11]. This leads to the question about which specific competencies
are indispensable for a constructive and responsible human-AI collaboration [26, 32].
Research to date has revealed that an essential prerequisite for a successful introduction
and sustainable performance of AI-based systems can be seen in the existence of specific
human actors’ competencies for collaborating with AI technologies [11, 19]. However,
further systematizations and conceptualizations of the competencies demanded are still
rare and fragmented.

We refer in this article to competencies as behavioral repertoires that people carry
out at the job, for example, coping with job-related tasks [33]. This means that com-
petencies should not be mixed up with performance outcomes, such as effectivity or
quality, but should, instead, be considered as crucial enablers for successful job perfor-
mance. Consequently, we refer to competencies as actual “dimensions of behavior which
are related to superior job performance” [33]. These behavioral dimensions of human
actors’ competencies can further be systematized by the three interdependent clusters
of cognitive, emotional and social competencies [34]. Cognitive competencies include
elements such as systems thinking or pattern recognition. Emotional competencies refer
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to self-awareness and self-management or emotional self-control. Social competencies
include elements such as social awareness or relationship management, for example,
empathy, teamwork or inspiration. We find this systematization of competencies, which
refers explicitly to the outstanding performance of human actors at work, highly appli-
cable for the development of a framework of competencies demanded for human-AI
collaboration, as we showed above that AI-based systems trigger profound changes in
work processes and human job roles.

3 Towards a Framework of AI-Specific Demands of Human
Actors’ Competencies

In the following, a set of human actors’ competencies supporting constructive human-AI
collaboration is presented. These competencies were identified by an extensive literature
research on the latest developments as well as challenges in intelligent technologies’
application areas. The research was complemented with ongoing dialogues with experts
applying or implementing AI-based systems.

There are already some very fruitful AI-related investigations about competence and
skill demands in literature. The conceptualization of “AI literacy” introduced by Long
and Magerko [21] holds 17 skills that humans need to work effectively and sustainably
with and critically evaluate AI technologies. Another study by Pfeifer [35] outlines
the potential of applying AI in the context of predictive maintenance and consulting-
intensive clerical work. An important conclusion from this study is that employees have
to understand the potentials and limitations of AI-based systems and should be able
to place them and their results in the professional context as well as the situational
requirements in order to quickly exploit the potential of the technology in the company
[35]. A further examination of job advertisements for the fields of data science, software
and business development, and sales, combined with a literature review, reveals that
technical competence, leadership and soft skills are required for the usage of AI [20].

These works focus predominantly on the introduction of intelligent technologies in a
narrow field of work environments and on higher qualified positions. Namely, the identi-
fied competencies are rather basic or technical andmay be applied to humans developing
and supervising AI-systems, rather than to humans who are actually collaborating with
such systems. However, in the near future a penetration of various employment fields
with more interactive AI technologies is expected. Thus, while previous research pro-
vides a great basis for further systematization of AI-related human competencies, there
is a lack of a sufficient and holistic behavioral framework about human actors’ com-
petencies demanded for a constructive human-AI collaboration in organizations. The
framework presented below shall provide an important starting point for closing this
gap.

During our research we found it fruitful and highly applicable to refer to the cluster-
ing dimensions of cognitive, emotional and social competencies [34] in order to provide
a more comprehensive and systematic framework. Based on our analysis and investiga-
tions, nine distinct dimensions of human actors’ competencies are revealed to be essential
elements of an AI competencies framework (see Table 1). We label these dimensions
as: (1) Context-specific understanding and interpretation of AI impulses; (2) expressing
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oneself comprehensibly towards the AI colleague; (3) evaluating the intelligence and
capabilities of AI agents; (4) dealing with AI systems in a reflective manner; (5) engag-
ing oneself in a constantly constructive discourse; (6) handling sensitive data critically;
(7) constantly upholding ethical and moral standards; (8) showing an awareness of an
AI agent as a sort of virtual colleague; and, finally, (9) negotiating one’s own recovery
phases with AI agents. Table 1 shows a clustering of these nine dimensions allocated to
the three clusters cognitive, emotional and social. We are aware that a clear allocation of
all AI-related competencies to one unique cluster is rather challenging. Thus, wemarked
only that cluster for each AI-related competence with an “x” which we find shows the
strongest suitability based on our investigations.

Table 1. Clustering of AI-related competencies (AI competencies framework)

Clustering

AI-related competencies Cognitive Emotional Social

1. Context-specific understanding and interpretation of AI
impulses

x

2. Expressing oneself comprehensibly towards the AI
colleague

x

3. Evaluating the intelligence and capabilities of AI agents x

4. Dealing with AI systems in a reflective manner x

5. Engaging oneself in a constantly constructive discourse x

6. Handling sensitive data critically x

7. Constantly upholding ethical and moral standards x

8. Showing an awareness of an AI agent as a sort of virtual
colleague

x

9. Negotiating one’s own recovery phases with AI agents x

The nine AI-related competencies can be described in more detail as follows.

1. Context-specific understanding and interpretation of AI impulses
One major challenge in human-AI collaboration is that humans often cannot understand
how or why an AI system arrives at a specific conclusion or decision. Clinical decision
support systems that are able to, for example, detect cancer and assist clinicians to
inspect clinical cases are difficult to integrate into practice because clinicians do not
understand how their potential machine teammates draw their conclusions and make
decisions and, thus, have difficulty trusting them [8]. This circumstance is often referred
to as a ‘black box’ in science [31]. There have already been attempts in research to
overcome the AI’s black box system by developing explainable AI (XAI); this should
be more transparent or able to explain or justify its behaviors and decisions [12, 31, 36].
However, in such cases where systems are based on complex deep neural networks, not
even data scientists or software developers have yet been able to consistently understand
the underlying decision rules [37]. Nevertheless, an essential demand to be able to work
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constructively with intelligent systems, to use them as a basis for one’s own decisions
and actions, or to explain their conclusions to others is that humans have to be able to
understand and interpret AI-based technology’s decisions and impulses regarding the
specific context.

2. Expressing oneself comprehensibly towards the AI colleague
From the perspective of the AI-based learning algorithms, researchers and practitioners
have revealed that a commonchallenge is thatAI often fails to understandhumans aswell.
This is particularly known from communicating with virtual assistants, which frequently
tend tomisunderstand human actors due to various reasons, such as different perceptions
or interpretations of constructs, dynamic situations or ambiguous problems. There is a
prominent example for Apple’s Siri, which took the request “Call me an ambulance!”
as a request to name its user “Anne Ambulance” [38]. It is also important in working
situations, for example, to receive certain information from the AI system or give it
an instruction, that the AI-based agent understands and interprets the request correctly
in order to initiate appropriate actions [3]. Thus, humans have to be able to express
themselves in a way that is comprehensible for the technology. This contributes to the
(re)creation of a shared meaning of key concepts between human and AI.

3. Evaluating the intelligence and capabilities of AI agents
Humans can also tend to place too much confidence in AI technology or rely completely
on its judgment because AI can be very good in some specific areas and can even
outperform humans in speed, scalability and quantitative capabilities [14, 28]. Instead,
humans should know how to combine their distinctive human skills with those of a
smart technology [3]. To be more precise, intelligent machines are, for example, able to
generate new combinations, classify things or take over repetitive activities. Humans,
as counterparts, can come up with unique or original ideas, be emphatic or bring in
human judgement [1, 14]. When building a vehicle, for example, an AI-based machine
can take over simple, repetitive tasks, such as checking parts for quality or lifting heavy
parts, but, in some cases, it is still more challenging for machine-like robots to perform
dexterity tasks, such as assembling a gear motor [3]. The AI-based systems are usually
trained for a specific purpose using data currently available and not necessarily covering
all possible cases. Exemplarily, an AI-medical device was recently developed to predict
the risk of cardiovascular heart disease [7]. However, the clinician who collaborates
with this technology has to be aware that there is a risk that it could draw inaccurate
predictions for patients of various ethnicities based on the fact that this AI system was
trained with patients’ data from three hospitals in a particular geographical area in
Germany [7]. Moreover, AI systems are usually not able to transfer or generalize their
ability or knowledge as easily as humans do [15]. Each new task requires a lot of data
and extensive training. Consequently, it might not be immediately possible to teach an
AI that has been trained to visually examine pictures or objects to recognize noises [9].
If the demands for AI agents change over time, then retraining might be required with
the help of appropriate training data [39]. Thus, it is necessary for humans to be able to
evaluate the suitability of an AI agent’s capabilities concerning the execution of specific
tasks and the complementarity to the human counterparts.
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4. Dealing with AI systems in a reflective manner
As has already been indicated, nearly all AI algorithms are based on statistical or prob-
abilistic methods. Therefore, it is usually impossible to train them to be 100% accurate
and, thus, they can, similar to humans, make errors in specific cases [39]. This can be
illustrated by an incident in Australia in 2016 where an AI-based system assigned with
verifying the legality of social benefit paymentswas introduced. The technology detected
those cases wrongly receiving unemployment benefits or social assistance and then auto-
matically sent reminder letters to the relevant people. There was, in fact, no basis for
the refunds claimed by it in 7,000 of 200,000 dunning letters sent by the software [40].
To prevent such incidents from happening, humans have to deal more reflectively and
critically with the AI agent’s conclusions or suggestions to be able to identify possible
errors or incorrect decisions before they can harm or affect other people. In fact, this
competence is an important prerequisite for constructively providing the AI-based tech-
nology with appropriate feedback that is comprehensible to it so that it can learn from
mistakes and improve over time [40]. Such evolutionary progression is hardly possible
if the system, for example, receives exclusively one-sided feedback, e.g. no feed-back
regarding the fact that an individual denied credit was actually able to repay [40].

5. Engaging oneself in a constantly constructive discourse
Researchers and practitioners argue that learning processes should take place in both
directions, from the AI agent to the human being and vice versa. The humans, for
example, can receive feedback from their digital assistant on how a specific task was
conducted regarding quality or performance indicators. This provides humans withmore
specific information where and possibly how to improve their own work processes or
competencies [1, 2]. Regarding a constructive collaboration with AI systems in the
workplace, this means that employees must be able to constructively absorb the impulses
of the AI system and interpret them as support for their own ongoing learning processes
and constant improvement. Consequently, humans should be more aware of an AI agent
in its role as a helpful sparring partner in critical situations, during task performance or
problem solving processes [14, 40]. Thus, a key demand of humans’ competencies can
be seen in behavioral patterns of constantly constructive discourse and dialogue between
them and the AI.

6. Handling sensitive data critically
It is well known that most AI algorithms are based on personal and, therefore, often
highly sensitive private data. Chatbots in customer care, for instance, are trained using
personal data of customers. Search engines, recommender systems or digital assistants
learn constantly from humans who engage with them [42]. The AI agents in production
systems are very often based on data of high economic value for business organizations.
Although the goal of intelligent technologies is to provide their human counterpart with
optimal and personalized services, critical data gathering can compromise privacy, anger
customers, endanger the competitive advantages of businesses and run afoul of the law
[3]. Therefore, a further important competence demand for humans is to be able to handle
sensitive data critically and with all required caution [42, 43].

7. Upholding ethical and moral standards
In 2014, a hiring AI system, which has been assigned to select suitable applicants for
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technical jobs, was developed and introduced by Amazon. However, it preferred male
applicants over women, since, based on the data it was given, it learned that more men
than women work in technological fields [44]. One can see from this example and many
others, e.g. credit approving AI agents, which are known to be able to discriminate
against people in certain groups [3, 38] that AI systems also have the potential to make
biased decisions. This circumstance causes many controversies in society and there
have already been attempts in politics and science to overcome this problem. Some
governments, for example, have introduced principles and guidelines for AI developers
[45]. Thus, AI researchers are working on developing trustworthy AI (TAI) that should
be unbiased and just [7, 46]. However, because, in practice, AI systems are increasingly
learning from direct interaction with humans, orientation to ethical and moral standards
and values represent crucial requirements for humans who constantly collaborate with
AI systems [40, 47].

8. Showing an awareness of an AI agent as a sort of virtual colleague
Human-AI collaboration can also be particularly challenging if the AI only has a vir-
tual appearance, on the one hand, but, on the other hand, is to be attributed traits of a
great teammate, for example, for joint task processing in stressful situations [28, 48].

9. Negotiating one’s own recovery phases with AI agents
Finally yet importantly, it has to be considered that AI systems, in comparison to humans,
require no or possibly other types of recovery phases. This needs to be negotiated and
taken into account in the future between AI agents and humans in a similar way as
between humans. The humans should be highly aware of their own physical and psy-
chological limitations and must interpret signs of exhaustion correctly in order to insist
on recovery phases and detachment from work [49].

4 Conclusion and Outlook

Our results reveal that the competencies demanded from the AI-based agent’s coun-
terpart, the human actor, cannot be covered completely by IT and mathematical skills,
context competencies or leadership and social competencies. We suggest, instead, that
there are additional cognitive, emotional and social competencies of humans that should
be considered to enable a constructive human-AI collaboration. Our framework, shown
in Table 1, introduces nine key competencies, which can be regarded as rather indepen-
dent of specific tasks or problem situations at work but should be understood as general
behavioral patterns that humans might be able to perform or learn when collaborating
with AI-based agents at work. It also shows that there are certain interrelationships
between the nine competencies identified so far; for example, competencies of dealing
with AI in a reflective manner (4) might be interrelated with competencies of handling
sensitive data critically (6) or competencies of upholding ethical and moral standards
(7). In addition, we assume that there might be rather context and job specific config-
urational types of the set of introduced competencies (compositions) showing different
levels of importance or relevance of each competence dimension in relation to the other
competencies identified.
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Thus, we expect that specific configurations or compositions of these AI-related
competencies might enable a greater number of employees from various fields and
professions to collaborate more constructively with AI. Furthermore, we argue that
human actors holding these competencies will be able to participate and engage more
constructively in the further development of AI-based systems as AI development should
not only be a question of appropriate techniques and algorithms but has to deal much
more with the transformational changes of work and society.

Concerning the framework deduced, we seek to initiate and contribute to further
discussion and progress regarding the understanding and knowledge about transform-
ing work environments, the changing role of employees and, consequently, the shift
of job demands and challenges for the human actor in increasingly collaborative and
interconnected work environments.

We invite future research to take up this framework in order to develop it further
towards a scientifically sound model of human’s AI-related competencies. Therefore,
more qualitative and quantitative empirical field research seems to be necessary to evalu-
ate, validate and adjust the results produced by our research.We argue that an empirically
evaluated AI competence model is a key prerequisite for specific competence evaluation
and development of humans within future work environments. This may also mean that
in areas such as human resourcemanagement, researchers and practitioners should better
understand the distinct capabilities and types of interaction of various AI-based agents in
order to relate those to challenges for human actors during collaborative processes. Thus,
research and practice may benefit frommore interdisciplinary research and development
approaches in this area.
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Abstract. The crop planning problem consists in defining the crop and acreage to
be planted at each farm. There are several centralized mathematical programming
models to support crop planning in literature. However, centralized solutions often
produce economic unfairness among the members of the supply chain, being
especially relevant among the farmers in the agri-food sector. To solve it, this
paper tries to answer the following research question: is it possible to reduce
inequalities among the farmers through a collaborative plan? A centralized multi-
objective mathematical programmingmodel to support crop planning and the next
decisions up to the sale of vegetables through a collaborative plan is proposed to
answer this question. To show the validity of the proposed collaborative plan,
results obtained are compared against those obtained without collaboration. The
analysis of results shows that inequalities among the supply chain members can
be highly reduced in a centralized decision-making approach by implementing the
proposed collaborative plan, reducing a bit the supply chain profit.

Keywords: Agri-food supply chain · Crop planning · Collaboration ·
Optimization

1 Introduction

Farmers decide what crops to plant at their farms and the acreage dedicated to each of the
selected crops through the crop planning process [1]. The mathematical programming
has proved its validity to support the crop planning process [2, 3]. Proof of this is the large
number of models to support the crop planning in the literature (e.g. [4–7]). However,
most of these models propose centralized approaches in which one single user makes
decisions for the entire supply chain (SC).

Centralized decisions lead to the best solution for the SC, however, it produces
inequalities in the profits perceived by each SC member, leading to the unwillingness
to cooperate among them [8]. Farmers are often the most vulnerable actors in the chain
because they tend to have fewer business-related skills, however collaboration can be
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used to improve their results [9]. In view of given situation, this paper tries to answer
the following research question: Is it possible to reduce inequalities among the farmers
through a collaborative plan?

To answer this question, a multi-objective mathematical programming model to sup-
port the crop planning problem through a collaborative plan is proposed. Its results are
compared to the equivalent model not considering the collaborative plan. This model
not only defines the crop planning but anticipates decisions related to the harvest, stor-
age, distribution, sale, and clearance sale of vegetables. It considers two objectives: the
maximization of SC profits, and the minimization of the unfairness among farmers.

The proposed collaborative plan is based on the three dimensions of collaboration:
information sharing, decision synchronization, and incentive alignment [10]. The infor-
mation on the demand for each vegetable and the available area for planting is shared
with all members of the SC and each of them is assigned the demand that should satisfy
according to its available area. Decisions are synchronized since a centralized model
is used that simultaneously plans the planting, harvesting, storage, and distribution of
vegetables. An incentive alignment is carried out since, with the sharing of demand,
risks are redistributed among all members of the SC. In addition, by minimizing the
unfairness among farmers, the benefits obtained are also shared.

Therefore, the contributions of this paper are the proposal of a new collaborative
plan to reduce the inequalities among farmers, the mathematical modelling of the dis-
tribution of information among the members of the supply chain, and the modelling of
the possibility of clearing vegetables at retailers to reduce waste.

The rest of the paper is structured as follows. Section 2 describes the problem under
study and the proposed collaborative plan. Section 3 formulates the multi-objective
model to support the crop planning with the established collaborative plan. Section 4
implements the model and applies it to the Argentinean tomato case study, identifying
the effect of implementing the proposed collaborative plan. Finally, Sect. 5 outlines the
main conclusions and future research lines.

2 Problem Description

This proposal focuses on the crop planning problemwhich consists in selecting the crops
to be planted in a farm and the area allocated to each selected crop [1]. To balance the
supply and demand of vegetables at markets it is necessary to anticipate the impact that
such crop planning will have on the production and distribution of vegetables [11].

Because of that, this paper focuses on an entire SC and on processes carried out from
the planting of vegetable plants to their sale to end consumers. The SC under study is
composed of farms, cooperatives, and retailers Fig. 1, and commercializes vegetables
with an annual planting (such as tomatoes or peppers), which shelf life is limited.

Farmers are responsible for the planting and harvest of vegetables, their storage, and
their transport to the cooperative with which the farm is associated. Farms can only be
associated with one cooperative. Farmers can also waste vegetables when their shelf life
is consumed, being the vegetables unfit for human consumption. Cooperatives act as a
consolidator of vegetables received by their associated farms. Therefore, cooperatives
can store vegetables, transport them to retailers, or waste them in case they deteriorate.
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Finally, retailers sell the vegetables received to end consumers. Storage is not allowed
at retailers to avoid the need of collecting the fresh vegetables from shelves at the end
of each day, store them in a refrigerated warehouse located at the retailer, and putting
back vegetables on their shelves at the beginning of the next day. In this way, fresher
vegetables are sold to consumers, and costs related to the refrigerated warehouse and
laboring dedicated to those handling tasks are avoided. Therefore, all vegetables available
at retailers should be sold in the same period of their arrival. Otherwise, vegetables should
be wasted. To facilitate the sale of the oversupply of vegetables and reduce the waste that
can be generated at this point, it is possible to clear some vegetables at a lower price.

Fig. 1. SC configuration and decisions.

In this paper, we also propose to establish a collaborative plan between the different
levels of the SC, being themain contribution of this paper. This collaborative plan is based
on minimum information sharing, and more concretely the sharing of the demand for
each vegetable and of the area available for planting at each location. In this way, retailers
share the information on their demand for each vegetable among the cooperatives in such
a way that the demand is distributed among cooperatives according to the total area of
farmers affiliated with the cooperative. Once cooperatives know the demand for each
vegetable that they should meet, they break down said demand among their members
according to their areas. So, the demand for each vegetable is distributed among the
SC members according to their available area for planting (Fig. 2) with the aim of
adjusting the supply to the demand as much as possible, and reduce inequalities among
the members of the supply chain.
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Fig. 2. Distribution of demand with the collaborative plan.

In exchange, cooperatives agree to buy from farms aminimum quantity of vegetables
equivalent to 90% of the demand assigned to them, and a maximum quantity equivalent
to 110% of the demand. Similarly, retailers commit to buy from cooperatives a number
of vegetables ranged between 90% and 110% of their assigned demand. Note that these
percentages are set as an example and their values could be modified according to the
agreement reached by the members of the SC.

This collaborative plan is expected to offer several benefits to the SC: i) demand is
distributed among all SC members ensuring that all of them will at least partially use
their facilities and will sell vegetables to the next SC level; ii) as demand is distributed
according to the areas of the SCmembers, economic unfairness among farms is expected
to be reduced; iii) all this will make farms feel a lower economic risk when planting,
being more inclined to implement the crop planning centrally defined.

3 Multi-objective Model Formulation

Table 1 exposes the nomenclature used to formulate the model, where f refers to farms,
c to farms cooperatives, r to retailers, v to vegetables, p to planting periods, h to harvest
periods, t to time periods comprising the planning horizon, FCc to the set of farms f
belonging to the cooperative c, Pv to the set of planting periods p in which vegetables v
can be planted, and PHvp to the set of harvest periods h in which vegetables v planted
in period p can be harvested.
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Table 1. Nomenclature.

Parameters

apf Available area for planting in farm f

acc Available area for planting in all farms belonging to cooperative c

amv Minimum area to be planted with vegetable v when it is decided to plant it

yphv Yield of vegetable v planted at p and harvested at h

detvr End consumers’ demand of vegetable v at retailer r at period t

etvr Percentage of demand of vegetable v that can be sold at retailer r at a clearance sale
price at period t

mdcc Percentage of demand that farms should meet when serving cooperative

Mdcc Percentage of demand that farms can oversupply when serving cooperative

mdrr Percentage of demand that cooperatives should meet when serving retailers

Mdrr Percentage of demand that cooperatives can oversupply when serving retailers

sptvc Selling price of one kg of vegetable v to cooperative c at period t

mptvr Market price of one kg of vegetable v at retailer r at period t

gptvr Clearance sale price of one kg of vegetable v at retailer r at period t

uctvr Penalty cost for not meeting one kg of vegetable v demand at retailer r at period t

wctv Penalty cost for wasting one kg of vegetable v at period t

pcv Planting, cultivation, and harvest cost per hectare planted with vegetable v

tcfvfc Cost of transporting one kg of vegetable v from farm f to cooperative c

tccvcr Cost of transporting one kg of vegetable v from cooperative c to retailer r

hcv Holding cost for vegetable v

slv Shelf life of vegetable v after harvest

mslv Minimum required shelf life of vegetable v at sale

mlv Minimum service level for each vegetable v

Decision variables

Apvf
Area planted in farm f with vegetable v at planting period p

Hh
vf

Quantity of vegetable v harvested at farm f in period h

IFht
vf

Quantity of vegetable v harvested at farm f in period h stored at period t

WFht
vf

Quantity of vegetable v harvested at farm f in period h wasted at period t

TFht
vfc

Quantity of vegetable v harvested at farm f in period h transported to cooperative c at
period t

(continued)
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Table 1. (continued)

Decision variables

DFt
vfc

Demand of vegetable v at cooperative c that should be met by farm f in period t

ICht
vc Quantity of vegetable v harvested in period h stored at period t at cooperative c

WCht
vc Quantity of vegetable v harvested in period h wasted at period t at cooperative c

TCht
vcr Quantity of vegetable v harvested in period h transported from cooperative c to retailer

r at period t

DCt
vcr Demand of vegetable v at retailer r that should be met by cooperative c in period t

WRhtvr Quantity of vegetable v harvested in period h wasted at period t at retailer r

Shtvr Quantity of vegetable v harvested in period h sold at retailer r at period t

Ght
vr Quantity of vegetable v harvested in period h cleared at retailer r at period t

Btvr Quantity of unmet demand of vegetable v at retailer r at period t

Df Difference between the region and farm f margin per area (absolute value)

YPpvf
Binary variable that takes value equal to one when farm f plant vegetable v at period p

3.1 Objectives

The model takes into account two objectives: the maximization of the SC profits, and
the minimization of the economic unfairness perceived by farmers.

SC profits (ZE) are composed of sales, clearance of vegetables, costs related to the
planting, cultivation, and harvest of vegetables, their storage and transport between the
nodes of the SC, and economic penalties for waste and unmet demand. In this way,
this objective is not only promoting the economic sustainability of the SC, but also
the environmental and social sustainability by including penalties for waste and unmet
demand respectively, thus promoting their reduction (1).

ZE = ∑
v
∑

r
∑

h
∑

t S
ht
vr · mptvr + ∑

v
∑

r
∑

h
∑

t G
ht
vr · gptvr − ∑

v
∑

f
∑

p∈Pv A
p
vf · pcv

− ∑
v
∑

f
∑

h
∑

t IF
ht
vf · hcv − ∑

v
∑

c
∑

h
∑

t IC
ht
vc · hcv

− ∑
v
∑

f
∑

c
∑

h
∑

t TF
ht
vfc · tcfvfc − ∑

v
∑

c
∑

r
∑

h
∑

t TC
ht
vcr · tccvcr

− ∑
v
∑

f
∑

h
∑

t WFht
vf · wctc − ∑

v
∑

c
∑

h
∑

t WCht
vc · wctc − ∑

v
∑

r
∑

h
∑

t WRht
vr · wctc

− ∑
v
∑

r
∑

t B
t
vr · uctvr .

(1)

The perception of economic unfairness among farms (ZU ) is calculated as the differ-
ence in absolute value of the margin per hectare obtained by farm and the averagemargin
per hectare obtained by all farmers (2). PFf indicates the margin obtained by farm f and
is calculated as the difference of the sale of vegetables to cooperatives and costs related
to planting, cultivation and harvest of vegetables, their transport to cooperatives, and the
penalty for waste in the farm (3)

ZU =
∑

f

∣
∣
∣
∣
∣

PFf

apf
−

∑
f PFf

∑
f apf

∣
∣
∣
∣
∣

(2)
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PFf =
∑

v

∑

c

∑

h

∑

t
TFht

vfc ·
(
sptvc − tcf vfc

)
−

∑

v

∑

p∈PvA
p
vf · pcv

−
∑

v

∑

h

∑

t
IFht

vf · hcv −
∑

v

∑

h

∑

t
WFht

vf · wctc ∀f (3)

3.2 Constraints

The model is subjected to the following constraints. The area planted with all vegetables
throughout the planning horizon at each farm cannot exceed its available area (4).

∑

v

∑

p∈PvA
p
vf ≤ apf ∀f (4)

Due to technical reasons, a minimum area should be planted for each vegetable when
it is decided to do so (5), and the maximum area is limited to the available area at farm.

YPp
vf · amv ≤ Ap

vf ≤ YPp
vf · apf ∀v, f , p ∈ Pv (5)

The quantity of vegetables to be harvested depends on the planted area and the yield
of plants (6). It is assumed that all matured vegetables at the plant should be harvested.

Hh
vf =

∑

p∈PHvp
Ap
vf · yphv ∀v, f , h (6)

Once harvested, vegetables can be stored at farm, transported to cooperative, or
wasted (7). Vegetables can be stored until their remaining shelf life gets lower than the
required by consumers (8). Thus, the inventory for vegetables with lower remaining
shelf lives should be equal to zero (9).

IFht
vf = Hh

vf −
∑

c
TFht

vfc − WFht
vf ∀v, f , h, t = h (7)

IFht
vf = IFht−1

vf −
∑

c
TFht

vfc − WFht
vf ∀v, f , h, h < t ≤ h + slv − mslv (8)

IFht
vf = 0 ∀v, f , h, t ≥ h + slv − mslv (9)

Each farm should transport to the cooperative a quantity of vegetable within the
range agreed with the cooperative (10). This forces all farms to plant all vegetables.

DFt
vfc · mdcc ≤

∑

h≤t
TFht

vfc ≤ DFt
vfc · Mdcc ∀v, c, f ∈ FCc, t (10)

Once vegetables arrive to cooperatives can be stored, transported to retailer, orwasted
(11). Vegetables can be stored until their remaining shelf life gets lower than the required
by consumers (12)

ICht
vc = ICht−1

vc +
∑

f
TFht

vfc −
∑

r
TCht

vcr − WCht
vc (11)

∀v, c, h, h ≤ t ≤ h + slv − mslv.
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ICht
vc = 0 ∀v, f , h, t ≥ h + slv − mslv (12)

Each cooperative should transport to retailers a quantity of vegetable within the range
agreed with the retailer (13).

DCt
vcr · mdrr ≤

∑

h≤t
TCht

vcr ≤ DCt
vcr · Mdrr ∀v, c, r, t (13)

Once vegetables reach the retailer, it must be sold in the same period of its arrival.
If there is an excess of supply, vegetables can be cleared or wasted (14).

∑

c
TCht

vcr = Shtvr + Ght
vr + WRht

vr ∀v, r, h, h ≤ t ≤ h + slv − mslv (14)

The quantity of vegetables to be cleared is limited by a percentage of demand (15).

∑

h≤t
Ght
vr ≤ etvr · detvr ∀v, r, t (15)

If there is not enough vegetable at retailer tomeet demand, unmet demand is produced
(16).

∑

h≤t
Shtvr + Bt

vr = detvr ∀v, r, t (16)

A minimum service level should be met at each retailer in the planning horizon (17).

∑

h

∑

t ≥ h
t ≤ h + slv − mslv

Shtvr ≥
∑

t
mlv · detvr ∀v, r (17)

Retailer distributes its demand between cooperatives according to the available area
of the farms belonging to cooperatives (18).

DCt
vcr = detvr · acc

∑
cacc

∀v, c, r, t (18)

Cooperatives distributes its assigned demand between farms belonging to the
cooperative according to the available area for planting at each farm (19).

DFt
vfc =

∑
rDC

t
vcr · apf

acc
∀v, c, f ∈ FCc, t (19)

The nature of decision variables is defined (20).
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rt
vc,WRht

vr, S
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vr ,G
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t
vr

Yvt,YP
p
vf BINARY

(20)
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3.3 Resolution Methodology

Equation (2), which corresponds to the minimization of economic unfairness perceived
by farmers, should be linearized. To do this, it is replaced by Eqs. (21)–(23), in which the
variable Df , that represents the unfairness perceived by the farmer, is forced to acquire
the absolute value for the difference between the margin per hectare obtained by the
farmer and the average margin per hectare obtained by all farmers.

ZU =
∑

f
Df (21)

Df ≥ PFf

apf
−

∑
f PFf

∑
f apf

∀f (22)

Df ≥
∑

f PFf
∑

f apf
− PFf

apf
∀f (23)

The weighted sum method is used to solve the multi-objective model. Through this
methodweights are distributed among the objectives ensuring that theweight assigned to
all of them adds up to one (wE +wU = 1). In addition, the values for the objectives need
to be scaled to acquire values between zero and one. For that, each objective is divided
by an estimation of the highest value they can acquire (MZE for objective ZE , andMZU

for objective ZU ). The multi-objective model used to carry out experimentation is:

Max Z = wE · ZE
MZE

− wU · ZU
MZU

(24)

subject to: (1), (3), (4)–(23).

4 Application to the Argentinean Tomato Case Study

The model is validated through its application to the Argentinean Tomato Case Study
extracted from [12], in which ten farms from La Plata region in Argentina should decide
the crop planning for three types of tomato: round, pear, and cherry. Farms are grouped
into two cooperatives and one retailer is considered. Demand and prices for the three
types of tomato are obtained from the Buenos Aires Central Market webpage (www.mer
cadocentral.gob.ar/). The planning horizon is composed of 52weeks, which is equivalent
to one year. The calendar for the planting and harvest of plants is shared by the three
types of tomato and is displayed in Fig. 3.

Fig. 3. Planting/Harvest calendar.

http://www.mercadocentral.gob.ar/
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Through the collaborative plan, it is considered that farmers should serve the coop-
eratives an amount of product that represents between 90 and 110% of the assigned
demand for each type of tomato. The same happens between cooperatives and retailers
so that cooperatives must serve between 90 and 110% of the demand for each type of
tomato assigned to them by the retailers.

The proposed model is solved for six scenarios characterized by different distribu-
tion of weights between the objectives: maximization of profits and minimization of
economic unfairness among farms (set CPP). These same scenarios are executed for a
situation in which the proposed collaborative plan is not considered (set NCP). For that,
constraints (10), (13), (18), and (19) are avoided.

The solutions for all sets and scenarios are compared in terms of SC profits, economic
unfairness perceived by farms, the percentage of harvest wasted, and the percentage of
unmet demand (Fig. 4).

The results show that the scenarios in which the collaborative plan is implemented
obtain less SC profits chain than when the collaborative plan is not implemented. How-
ever, SC profits are reduced between 12% and 22%, being this acceptable if other
indicators, such as the unfairness perception by farms, are highly improved.

In fact, in those scenarios inwhich theweight assigned to the objective ofminimizing
the economic unfairness between farms is ranged between 0% and 60%, it is observed
that, when applying the collaborative plan, the economic unfairness among farms can be
drastically reduced. In this way, reducing the economic unfairness perceived by farms
from 90% to 95% only implies a worsening of the SC profits by approximately 20%.

These results are of great interest since the reduction of unfairness makes the mem-
bers of the SC more involved when implementing the crop planning obtained centrally.
On the contrary, trying to implement a crop planning obtained centrally without a col-
laborative plan provides great unfairness among the SC members and can cause some
of these members, usually the most disadvantaged, not to jointly participate in the crop
planning but to take their individual decisions. This would be a great inconvenience
for the entire SC, which would see its profits diminished due to the imbalance between
supply and demand generated by farmers who individually decide their crop planning
without taking into account the rest of the members of the chain.

On the other hand, the impact of implementing the collaborative plan can be observed
on environmental aspects, such as the percentage of harvest wasted along with the SC,
and social aspects, such as the percentage of unmet demand (in addition to the unfairness
among farms). In this sense, waste increases between 1 and 10%when implementing the
collaborative plan, while the unmet demand is reduced by up to 100%. This is because,
when implementing the collaborative plan, an average of twomore hectares are planted in
all scenarios, thus obtaining more vegetables that are dedicated to serving such demand.
As the pattern followed by the plant’s yield is not similar to the patterns of demand, a
surplus of vegetables is generated in some of the periods, thus causing such waste.

The proposed model was implemented in MPL 5.0.8.116 and solved by using the
Gurobi™9.1.1 solver in an Intel®Core™ i7-7500UCPU@2.70GHz 2.90GHzwith an
installed RAM of 8.00 GB and a 64-bits operative system. The computational efficiency
for the scenarios and the average resolution time is displayed in Table 2.
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Fig. 4. Results for the SC profits, unfairness among farms, waste, and unmet demand.

Table 2. Computational efficiency.

Scenario Constraints Continuous variables Binary variables Resolution time

CPP 194,371 25,271 90 1.4 s

NCP 187,195 23,399 90 0.7 s

5 Conclusions and Future Research Lines

This paper proposes a multi-objective mathematical programming model to centrally
define the crop planning of an agri-food SC while implementing a collaborative plan to
reduce the economic unfairness perceived by farmers. Results obtained by this model
are compared with the ones of an equivalent centralized model not considering the
collaborative plan. Results are compared in terms of SC profits, economic unfairness
among farms, percentage of harvest wasted, and percentage of unmet demand for six
scenarios characterized by different weight distribution between objectives.

Results show that implementing the collaborative plan would highly reduce the
unfairness perceived by farmers while reducing the SC profits. Implementing the pro-
posed collaborative plan can therefore be very beneficial for agri-food SC since it allows
drastically reducing the unfairness perception of its members without this supposing a
great economic loss for the SC. This reduction in the unfairness makes farmers more
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willing to collaborate and to implement the crop planning obtained, thus avoiding the
main problem of centralized models.

This study could be extended in future works by introducing the uncertainty inherent
to the agri-food sector in parameters such as the shelf life of vegetables, their demand,
and prices, or the costs associated with their production and distribution.

Acknowledgments. We acknowledge the support of the project 691249, RUCAPS: “Enhanc-
ing and implementing knowledge based ICT solutions within high risk and uncertain conditions
for agriculture production systems”, funded by the European Union’s research and innovation
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Abstract. Automation throughout history has caused profound changes in
employment dynamics. With the advent of the fourth industrial revolution, a new
threat may affect employability, as robots andAI-based processes can now assume
tasks considered exclusive to humans. This position paper aims to motivate the
study of the effects of AI and automation on employability, extending it into a
collaborative network perspective. The problem is firstly observed from a histor-
ical perspective. The collaboration aspects are considered through the analysis of
two case studies. Results suggest that a latent element of collaborative networks,
complexity, may have effects in terms of employability.

Keywords: Employability · Artificial intelligence · Automation · Collaborative
networks

1 Introduction

Since the end of the 19th century, humanity has witnessed several technological dis-
ruptive events with such a magnitude characterized as industrial revolutions. Now, it
is said that we are currently going through the fourth industrial revolution (Industry
4.0). Meanwhile, there was progressive innovation with profound effects of technolog-
ical, economic, and social nature, namely, the developments in the areas of Robotics
and Artificial Intelligence. One of such profound effects was the transference of jobs
between cross-industrial sectors, as many jobs were killed in some sectors, and new jobs
were created in other ones. In this regard, researchers and history tell us that fears of job
loss are unfounded, at least after some adaptation period, after which jobs transference
succeeds. However, this time, things might be different, as Robots and Artificial Intel-
ligence (AI) might effectively take a more significant proportion of our jobs at a faster
speed. Or at least the impacts during the adaptation period might reach a different scale.

Two attitudes towards employability (or professional occupation) persist due to
advances in automation and AI. In the 1980s, most publications were optimistic about
technology and employment, and best-selling books announced the increasing amount of
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qualified work. Today, the vision is mostly pessimistic: job shedding, the rise of robotics
and technological systems as synonym for the replacement of human workers; predic-
tions of a dystopian future based on the aforementioned replacement and mass unem-
ployment are now often put forward, as well as “intelligent machines” being considered
driving forces in the dehumanization of work or the development of a cyber-proletariat
[1].

In contrast with the gradual or linear evolution typical of previous technological rev-
olutions, the fast diffusion of the digital economy represents an enormous challenge due
to its intrinsic complexity, unpredictability, and dematerialization of processes, prod-
ucts, goods, and services [2]. In some way, it is predicted that information technology,
robotics, and AI will have a dominant role in society. More recent forecasts even indicate
that some “non-routine cognitive tasks” may be developed by robots, and that the service
sector is subject to a widespread risk [3, 4]. For technological determinists, the question
of whether machines will displace human labor “will be answered by the nature of the
technology that arrives in the future” [5, 6]. Technological determinism regards technol-
ogy as the key force shaping society and determining social change and progress. This
notion of progress is therefore centered around technological growth and the conception
that the problems of the social whole are solved by technological advances. There are,
however, divergent approaches on the future of work that argue that there will not only
be job distribution, but that new professions will also emerge from the process of social
and technical transformation. Also, some traditional professions might be recreated and
gain a new scope. In turn, from the social construction of technology’s perspective, tech-
nology is socially constructed, and its trajectory is dependent on several social elements
and pertinent social groups.

In this position paper, the two perspectives, the optimistic and the pessimistic, con-
cerning the dynamics of Artificial Intelligence and Robotized Automation over employ-
ability/professional occupation are addressed. In addition, this problem is also addressed
from the “collaborative networks” perspective. Since this is a position paper, our aim is
not to present conclusive results but rather to provide arguments supported by existing
evidence for the proposed problem and motivate inter-disciplinary discussion between
social sciences and engineering.

2 The Impact of Innovation on Employability

In the past, automation was associated with machines and robots performing repetitive
tasks in factories. Currently, thanks to the combination with certain disruptive technolo-
gies, such as AI, Robotics, Robotic Process Automation (RPA), and Machine Learning
(ML), among others, machines are now able to perform operations that were previously
unique to humans, for example, driving a car, landing a plane, writing news, predicting
our behavior, and so on.

This capacity for machines/systems to now perform tasks known to be exclusive
of humans has raised fears that automation could lead to a significant loss of jobs. As
mentioned in a study from McKinsey in 2017 regarding the impacts of AI, Automation
and Robotics on employability, 50% of existing activities are technically automatable
[7].
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From a historical perspective, whenever an industrial revolution occurred, there was
subsequent massive destruction of jobs that became obsolete in some sectors. However,
contrary to the fears and social unrest felt at those times, after a while job destruction
was compensated by the creation of other jobs in new sectors. Figure 1 illustrates the
phases of employment transfer to other sectors.

Fig. 1. Jobs displacement during industrial revolutions.

Instead of the feared jobs’ loss during these transformation periods, there was a
significant shift of employment to other sectors, briefly:

• I1: Transference of jobs from agriculture to manufacturing due to mechanization,
steam power, …

• I2: Transference of jobs from manufacture to services due to electrical energy, mass
production, assembly lines, …

• I3:More jobs transference due to automation, computers, and electronics, …
• I4: Due to Robots, AI, and other paradigms, many activities from the services sector
can be taken by smart robots/smart systems. Will those lost jobs be transferred to
other activities? Which ones?

More recently, society has benefited from the emergence of disruptive technolo-
gies, such as the Internet of Things (IoT)/Cyber-Physical Systems (CPS), Intelligent
Robotics, and Artificial Intelligence/Machine Learning, which have allowed a deeper
level of automation and robotization. By applying AI/ML algorithms, machines have
been able to assume various roles and jobs that were previously exclusive to humans,
e.g., non-predictable tasks requiring creative or intellectual effort. Therefore, contrary
to previous disruptive events, these jobs’ appropriation might be more challenging or
even threatening, as it occurs across several activities sectors, including services, and
encompassing non-repetitive, non-structured, more intellectual, and more creative tasks.

As stated by the authors of the study “AFuture that works: Automation; employment,
and productivity” [7], it is predicted that “50% of current work activities are technically
automatable by adapting currently demonstrated technologies” and that “6/10 current
occupations have more than 30% of activities that are technically automatable” [7].
According to the same authors, “Up to 375 M workers globally may need to transition
to new occupational categories by 2030” [7]. Thus, there is increasing uncertainty about
what might occur in terms of employability/professional occupation in the future. Still,
as mentioned before, there are two types of attitudes or perspectives, optimistic and
pessimistic, regarding the progressive innovation brought in by these technologies.
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2.1 The Optimistic Perspective

Many researchers from several areas are optimistic that society will adapt to the higher
levels of robotization and automation. Jobs’ loss in some sectors will eventually be
complemented by creating new work in other sectors. It happened before, it will happen
now. They maintain that “It is easy to see which jobs are being destroyed by technology,
but difficult to imagine which jobs will be created by it” [7]. As happened before, “history
would suggest that such fears may be unfounded: over time, labor markets adjust to
changes in demand for workers from technological disruptions” [7].

In fact, an optimist perspective could foresee:

• Recreation of professions in traditional sectors. Several sectors (e.g., agriculture and
fisheries) have suffered a marked loss of interest on the part of the new generations,
even when they offer job opportunities. This is due to the harshness of traditional
activities in these sectors and the low social prestige associated with them. The intro-
duction of robotization and intelligent systems in these areas will make it possible to
recreate the nature of the functions to be performed by humans, now more focused on
planning, creativity (new products), management and participation in value chains.
This naturally requires other levels of qualification and will likely lead to an increase
in social prestige.

• Establishment of new professions and functions. Robotics and its integration with
intelligent networked systems will allow the emergence of new professions or a con-
siderable extension of human capabilities (sensory, acting and telepresence) in areas
such as support for active aging, security, entertainment, education, and training. It is
also important to take advantage of such technological advances to compensate for the
natural decline in capacities that comes with aging, allowing for a better integration
in the socio-economic activities of the elderly and people with special needs.

• Promotion of new models of inter-generational collaboration. The current and
predictable demographic evolution requires new approaches for effective inter-
generational dialogue and collaboration. Robotization, namely in terms of service
robotics and extension to human sensory and action capabilities, should be used as a
catalyst for collaboration between different age groups. In addition, AI and the grow-
ing hyperconnectivity of society, interconnecting organizations, people, and objects
in the physical world (IoT/CPS) can enhance new network business models, where it
is important to find suitable models of inter-generational integration.

• Enhance collaboration between humans and intelligent systems. Human-machine
collaboration (e.g., ongoing developments in collaborative robotics) and human-
systems collaboration, namely exploring new forms of interface, computational mod-
els of emotions and creativity, etc., should lead to a redefinition of functions. This
should allow not only a better use of the cognitive, creative, and emotional capacities
of humans, but also an improvement in their professional achievement.

As mentioned in [8] and [9], “alarmism is not justified, as the diffusion of artificial
intelligence and robotics will not be as fast and accelerated as advertised. However,
computers will replace routine tasks. But tasks requiring problem-solving, adaptability,
flexibility, and creativity are the most resistant to innovation. Despite advances, there are
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limitations of current technology to perform non-routine tasks.” However, that statement
was made more than five years ago. Progress and innovation run fast in areas like AI,
robotics, ML, among others.

2.2 The Pessimistic Perspective

Until recently, robots were relatively limited, typically applied in routine and predictable
tasks. However, as said by Elan Musk, “There will be fewer and fewer jobs that a robot
cannot do better” [10]. Now, intelligent systems can take on increasingly complex tasks.
An illustrative example is a system calledWatson (IBM) which, supported by several AI
functions, can beat humans in such a games as complex as “Jeopardy” [11]. AI-based
processes and machines can now drive cars, write news, do trading in financial markets,
impersonate humans in call centers as agents or chatbots, among others.

Around the beginning of the century, it was stated about the future of automation that
activities, such as autonomous driving or natural language processing, would be quite
challenging to perform by a computer [12]. However, such predictions were wrong.
Some researchers believe that it is different this time. Intelligent processes and robots
supported by AI andMLwill be increasingly empowered to replace humans in a broader
range of activities. As machines become more capable and sophisticated, there will be
fewer and fewer tasks that they cannot do better.

AI and ML may therefore eliminate many jobs due to their unlimited potential for
automating tasks. Any task can be the object of automation even faster than before, even
if it involves complex work requiring human effort [13]. In addition, ML models can be
replicated and reused at no cost, increasing this effect of eliminating human jobs. This
certainly requires further multi-disciplinary discussion.

3 A Collaborative Networks Perspective

The influence of automation, robotics, and AI on employability can be addressed from
a collaborative networks’ perspective. For this, we will start by referring to the concept
of network effects and the Metcalfe’s Law. Then, for illustrative purposes, we describe
two cases obtained from new media sources. The first one describes a system that can
organize and coordinate a collaborative project involving a network of freelancers. The
second case involves a supply chain dedicated to the manufacture of a “smart prod-
uct.”Afterward, we hypothesize that the determining factor for collaborative networks,
versus robotics and AI, versus employability is related to the complexity of collaborative
networks.

3.1 Network Effects

The “network effect” or “network externality” or “demand-side economies of scale”
consists of the phenomenon by which the value or utility of a product is dependent on
the number of users using that product or other compatible ones [14]. A network effect
manifests, in a direct way, when the number of users increases, the value of the product
also increases. It also manifests indirectly, as when the utility of the product for one
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group increases, the utility for other groups also increases. For instance, when people
started to drive cars, road construction, gas stations, service areas, and other sectors
became more important.

Metcalfe’s law can characterize network effects [15]. This classical law establishes
that the value of the network grows in proportion to the square number of elements
participating in the network. The cost of a network increases directly proportionally
to the size of a network. However, when a product reaches a critical number of users,
network effects drive the subsequent growth of the network until it achieves a stable
balance. From a certain point, due to saturation or congestion issues, which affect the
network’s ability to grow [16].

Some researchers have proposed more conservative formulations for Metcalfe’s law
in determining the value of a network [17]. In general, this law has been correct to explain
the growth in telephone networks, faxes, web applications, social networks [18], and
even Bitcoin [19]. Many companies began the transition from a traditional “business
economy” to a “networked economy” to benefit from the strategic value of network
effects.

3.2 Case-Studies

The following two cases serve as an illustration and inspiration for the discussion thatwill
be made afterward. The description of the cases is reduced to the minimum considered
necessary for our purposes. The reader should consult the corresponding bibliography
for more insights.

Freelancers’ Collaborative Projects. We start with an example regarding collabo-
rative projects management involving teams of freelancers. For the management of
projects, a software called iCEO is used. “iCEO is a virtual management system that
automates complex work by dividing it into small individual tasks” [20]. This software
can significantly reduce project costs. This reduction is done in two ways. On one hand,
the software eliminates and replaces “middle management”. On the other hand, over the
various projects, it tries to automate the tasks carried out by freelancers [20].

When the system is used in a new project, it firstly decides which jobs can be
automated and which ones require human effort. Then, the system searches online for
freelancers with the necessary skills. The system then distributes the tasks and manages
the execution of the project. For this purpose, the system monitors every single task
being developed by each freelancer. Meanwhile, it collects massive amounts of data,
providing enough information to understand how each freelancer developed his/her
tasks. Afterwards, ML algorithms begin to run through the collected data, obtaining
models for task automation. What is happening is that the freelancers are effectively
teaching the system how to perform their tasks.

Although the software eliminated the manager’s role, in a first stage it helped create
work for freelancers, which could be considered positive. However, as the system is used
in posterior projects, it can significantly reduce freelancers’ participation.

Supply-Chain Network. This case encompasses a company in a supply chain for
assembling a “smart-product” [21]. It eloquently illustrates how network effects arise
within a collaborative network.
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The smart product brand company focuses on its core competencies (design, assem-
bling, sales to the public). It outsources the other stages of product construction to better-
qualified suppliers (manufacture, distribute, install, servicing). A generic representation
of this network, expressing direct and indirect network effects in the supply-chain is illus-
trated in Fig. 2. To ensure product quality, the company needs to control critical logistics
processes [21]. This requires a high-level of collaboration, which allows monitoring
the product being manufactured at all stages, sharing demand plans, communicating
changes in product design. That must be done in real-time. But as the customer base at
the demand-side increases, there is a consequent increase in pressure and greater com-
plexity of coordination on the supply-side. This happens in contexts where supply-chains
can grow up to a global scale. According to Metcalfe’s law, a level of congestion in the
chain can be reached. To deal with the resulting complexity, it is necessary to automate
chain coordination progressively. As described in the next section, this poses potential
effects on employability.

Fig. 2. Representation of the supply-chain focusing on the network effects.

3.3 Discussion

Regarding the described cases, the first one refers to an example of a system, which
eliminates “middle-management” in collaborative projects. Eventually, using ML with
data taken from freelancers’ tasks monitoring, the system can even automate many of
their tasks, reducing their need in subsequent projects. The case takes place in the context
of networks. If there is a growing trend towards using this type of software for managing
collaborative projects by itself, it poses a threat in terms of employability.

The second case is more interesting. When a supply chain comprises a small num-
ber of trustworthy suppliers, it can be managed and operated by humans and standard
management processes. As the number of participants on the demand-side increases,
supply-chain complexity also increases [22]. At a certain level, network growth can be
hampered, not by lack of capacity, but by management complexity [23, 24]. As such,
many companies started to automate supply-chain management with Robotic Process
Automation [25].

In this regard, the supply-chain automation with RPAs is accompanied by the digital-
ization of the entire chain,which, similarly to the previous case, allows recordingmassive
amounts of data. That data is fed into Machine Learning algorithms to obtain mecha-
nisms that improve network management. With this level of visibility, non-deterministic
tasks performed by humans are subject to automation, which can free the human from
repetitive tasks, but might also take jobs [25, 26].
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Meanwhile, while finding the best suppliers, the RPAs try to identify the ones with
the best price, quality, and delivery time. Eventually, the chosen ones might comprise
suppliers who are involved in automation strategies on their own (as they were identified
as the best ones).We can therefore stipulate, this self-organizing effect towards suppliers
with more level of automation effects on employability.

Froma taxonomicviewpoint, thefirst case resembles thePVC/VTnetwork types.The
secondone comprises a supply chain. Fromrelated research,weknow that complexity is a
feature in collaborative networks [27].We could therefore generalize this line of thinking
to the other existing collaborative network forms. We could consider the utilization of
RPA-based to implement, e.g. X-planners and X-managers, in which X belongs to {VE,
VO, Extended Enterprise, …}, to deal with network complexity, as suggested in [28].

As mentioned before, since this is a position paper, our purpose is not to present
definite research results but rather to present arguments to consider a new line of
research or added concerns for current research streams. In this case, our hypothe-
sis addresses the effects of AI and automation on employability from a collaborative
networks’ perspective. Having said that, we consider the hypothesis illustrated in Fig. 3.

Fig. 3. CN Complexity and effects on jobs.

Therefore, we propose the hypothesis that collaborative networks complexity may
pose positive or negative effects on employability. Further research work is necessary to
confirm or refute this research premise and to devise promising directions for sustainable
technological development. As this problem is complex and broad, other perspectives
could be taken in consideration [29]. For instance, a more skeptical viewpoint could
assume that complexity is a feature of many things and certainly would affect employ-
ability. Even considering the risks of this “unknown territory”, it is the responsibility
of researchers to also devise strategies that turn those risks into opportunities. As such,
it is necessary to include such concerns in the research agenda. For instance, we could
consider questions such as:

• What is an appropriate methodology to study the link between AI/ML/Robotics and
employability, from a collaborative network perspective?

• Which socio-technical models for the development and integration of robotics and
intelligent systems, complemented with organizational models in collaborative net-
works/business ecosystems, can enhance the recreation of professions and new
functions in traditional sectors?

• How to explore and develop new technological possibilities to extend the human
capacities, opening opportunities for new forms of professional occupation?

• How to explore and develop new collaborative models, contributing to peace,
sustainability, and quality of life, including professional occupation?

Such challenges naturally require an interdisciplinary and socio-technical approach
to research. The growing precariousness of labor relations, accentuated by some current
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socio-economic models, may constitute an obstacle to the social acceptance of new
technologies. In addition to a strategy to raise awareness of new opportunities, it is also
important to develop research into new models of “social security” for the “network
economy” in a highly technological society.

4 Conclusions

This research work addressed the effects of AI, Robotics and automation on employa-
bility from a collaborative networks’ perspective. We began addressing this issue from
a historical perspective, looking at the effects of automation on job dynamics through-
out the most significant disruptive events. Then, the perspective of collaboration was
established, starting from two case studies, towards reaching our research hypotheses
established in the previous sections. The question of whether AI and Robotics will lead
to the loss of jobs is now even more uncertain. From a historical perspective, we most
likely should not worry in the medium term. But things might be different now. The
nature of innovation in the information age is different from what has happened before.
This time, machines may significantly assume the work of humans. Either way, for the
economy to survive as a sustainable ecosystem, it needs to adapt, as it has done before.
And this calls us to design appropriate research agendas.

The next step, as future work, is to incorporate more aspects to the proposed research
hypothesis. The problem is worth being addressed from a collaborative networks’
perspective.
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Abstract. In Industry 4.0 manufacturing collaborative network, product design
processes, manufacturing processes, maintenance processes should be integrated
across different factories and enterprises. The collaborative manufacturing net-
work 4.0 allows the amalgamation of manufacturing resources in multiple orga-
nizations to operate processes in a collaborative manner for reacting to the fast
changes of markets or emergencies. In this paper, we propose a predictive main-
tenance service as a part of a virtual factory, a form of collaborative manufactur-
ing network. Data-driven predictive maintenance service is built-in FIWARE, an
industry 4.0 framework. To optimize predictivemaintenance services based on dif-
ferent criteria within a virtual factor, such as geographical locations, similar types
of machinery, or cost/time efficiency, etc., we provide our design and implementa-
tion to deal with providing bettermaintenance services and data exchanging across
different collaborative partners with different requirements and modularizing of
related functions.

Keywords: Virtual factory · Predictive maintenance ·Maintenance schedule ·
Industry 4.0 · Collaborative networks 4.0

1 Introduction

Traditional monolithic manufacturing usually involves physical machines, buildings,
etc., and setting the manufacturing process is generally slow and expensive [1]. Thus,
it cannot deal with the challenges of dynamic market demands, competitions and short
product lifecycle [2]. To overcome the challenges, modern collaborative industry is
shifting towards the concept of Collaborative Networks 4.0 [2–4].

Virtual factory as one implementation of collaborative networks 4.0 and a founda-
tional concept to future manufacturing, allows the flexible integration of manufactur-
ing resources from different multiple organizations using emerging technologies such
as cloud, sensors, IoT, etc. [3, 5, 6]. Traditional monolithic factory heavily relies on
its own capabilities e.g. internal functions, physical machines, buildings, etc., whereas
virtual factory allows the integration of diverse capabilities from a network of special-
ized domains and experts across industries collaboratively, flexibly and inexpensively
regardless of their physical locations [3, 5]. This enables the collaborative network bet-
ter dealing with constant demands i.e. market, productivity, etc., since each partner firm
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focuses on what it does best within the network [1, 6]. To facilitate virtual factory, a
flexible platform is required [3, 5].

Effective maintenance is essential to the factory collaborative network as it can
impact on the collaborative network i.e. integrated processes, value and cost associated
with downtime, faulty products, etc. [7, 8]. Data generated by the various processes, sys-
tems/machine equipment tools across factories operation and production offer oppor-
tunities such as data-driven analytics e.g. predictive maintenance to the collaborative
network [9–12]. Flexible collaboration with other businesses is an important aspect of
a virtual factory [5]. In this context, a network partner, as a service provider can offer
data-driven predictive maintenance across the collaborative network i.e. manufacturers,
factories, etc.

We look at how to support predictive maintenance in a collaborative network vir-
tual factory complying Industry 4.0 standards using FIWARE and IDS, which leads
to supporting flexible collaboration among different enterprises facilitating transparent
data exchange and modularizing of related functions. The contributions of this work
are: a) to investigate a predictive maintenance for supporting virtual factory networks,
b) to present a predictive maintenance schedule using data-driven approach for virtual
factory, and c) using the proposed solution to apply with a manufacturing case.

The paper is structured as follows. In Sect. 2, we present relatedwork in collaborative
manufacturing network 4.0 and related technologies. In Sect. 3 we describe the design
of a reference architecture for a virtual factory with predictive maintenance service. In
Sect. 4 and 5, we present the scheduling approaches and implementation of the predictive
maintenance service in a virtual factory. The future work and conclusion are provided
in Sect. 6.

2 Related Work

In this section, the relationship between collaborative networks 4.0 and virtual factory
is described in Sect. 2.1. FIWARE industry 4.0 platform is an important industry 4.0
implementation platform. Section 2.2 presents the FIRST virtual factory reference archi-
tecture, which is adapted for our implementation. International data space is an important
data storage for implementing industry 4.0 applications. IDS is introduced in Sect. 2.3.
General work on predictive maintenance is evaluated in Sect. 2.4.

2.1 Collaborative Networks 4.0 and Virtual Factory

Collaborative networks 4.0 is driven by the amalgamation of different processes, part-
ners, third parties, advanced analytics and machines spanning across different enter-
prises and organizations for collaborative value creations. Industry 4.0 drives the focus
of modern manufacturing system design [2, 13]. It facilitates collaborative processes
across different factories and enterprises for complex manufacturing processes. Essen-
tially Industry 4.0 enables better control and operations to adapt in real time and in
response to constant demands [14].

The concept of virtual factories derives from the expansion of virtual enterprises in
the context of manufacturing [3]. Virtual factory can be seen as one of implementation
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of collaborative networks 4.0 in the context of Industry 4.0, and it allows the flexible
integration of manufacturing resources in multiple organizations to manage (i.e. model,
simulate, test) factory layouts and processes in a virtual environment with the support of
emerging technologies such as cloud, IoT, etc. This enables the simulation of a desired
factory before committing to investment and creating the actual factory in shorter time
with demand-driven product lines [3].

2.2 FIWARE Virtual Factory

FIWARE virtual platform reference architecture in Fig. 1 maximizes cloud technology
to offer smart manufacturing and digital marketplaces, especially for virtual enterprises
and cross-organizations [15]. The virtual platform promotes a business ecosystem frame-
work which supports GEs (genetic enabler components), digital asset sharing and enter-
prise collaboration/interoperability. These different components are the foundation of a
higher-level software layer.

Fig. 1. FIWARE virtual factory reference architecture [15]

The collaborative assets can be managed by FITMAN CAM which supports the
virtualization and management of digital assets as a platform. The supply chain and
business ecosystem are supported by FITMAN SCApp. It supports digital assets such
as scheduling and building processes. Collaborative business processes can be managed
by FITMAN CBPM. It supports the design and execution of semantically-annotated
business processes in a web environment [15]. Data interoperability can be facilitated
by FITMAN DIPS. It is a platform based on open standards such as WSMO, WSMX
and supports semantic-based web service interoperability. Data mappings such as meta-
data and ontologies semantic matching with different OWL-based ontologies and XML
schemas, can be supported by FITMAN SeMa [15].

2.3 Industrial Data Space (IDS)

The Industrial Data Space (now International data space) is a virtual data space that facil-
itates data exchange and association in business ecosystems using common standards
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and governance models [16]. Digital sovereignty of data owners is a key part of IDS,
and it provides a basis for the creation and utilization of smart services and business
processes [16]. It is also the important block of building a virtual factory or building
a co-design and co-creation product platform [5]. The Reference Architecture Model
is based on common system architecture models and standards. It utilizes a five-layer
structure which states several stakeholders’ concerns and viewpoints at different levels
of granularity [16].

2.4 Predictive Maintenance

Predictive maintenance facilitates advance detection of pending failures and enables
timely pre-failure interventions, using different prediction tools based on various data
i.e. historical operation, condition, etc., and different machine/deep learning approaches
[8, 17]. Predictive maintenance model typically involves data collection i.e. machine
tools operation/condition, data processing andmodeling i.e. predictive model, andmain-
tenance analytics i.e. maintenance schedule plan and decision making [8]. Different
Industry 4.0 predictive maintenance were proposed in the research community [7, 8,
11, 18, 19]. [18] proposed a 5-level CPS architecture for smart manufacturing solu-
tions. A flexible FIWARE predictive maintenance platform for supporting modularity
and transparency in a collaborative environment is proposed by [7]. [8] designed a flex-
ible predictive maintenance model based on FIWARE and RAMI 4.0, supporting both
online/offline analytics and maintenance schedule plan. These approaches are mostly
designed for the manufacturer’s implementation in its own organization. Collaborative
network virtual factories however involvemultiple factories/organizations/partners oper-
ating in a collaborative network. Thus, a new approach is needed for the collaborative
network virtual factories whereas a firm/company can provide predictive maintenance
services in a modular manner.

3 Predictive Maintenance Service Provider in a Virtual Factory

In this paper, we present how a predictive maintenance service can be provided in a
collaborative network. Predictive maintenance as a new service can collect all related
data through the collaborative network as well as some data from IDS. In this section, we
present a reference architecture based on FIWARE in Sect. 2.2, an industry 4.0 platform,
which serves a base of the virtual factory or a collaborative network.

A reference architecture for supporting predictive maintenance service in a collab-
orative network or a virtual factory is established as presented in Fig. 2. In the virtual
factory network, different enterprises, and partners (i.e. numbers of various collaborative
partners such as the shopfloor, suppliers, designers, logistics, insurance, etc.) across the
industry can join the network with their own services for common business objective
using the FIWARE virtual factory GE components described in Sect. 2.2. And the virtual
factory network can be expanded as different needs or innovative services arise.

In the reference architecture, the predictive maintenance acts as a collaborative net-
work partner which provides predictivemaintenance services to the network. Thus, it has
expert knowledge and skills in big data, advanced analytics, AI, machine learning, etc.,
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and has access to the required data such as machine operation, condition, maintenance,
etc. via the network accommodated by IDS. IDS is utilized for datamovement and access
to gain data transparency, ownership as well as monetization. Flexibility and capabilities
of big data analytics are essential aspects of operating predictive maintenance [7, 11].
Thus, our previous work [7] is adopted for flexible FIWARE predictive maintenance,
related big data analytics, functions and data model.

In the context of complex collaborative virtual network, predictive maintenance is
essential to operating factories operation and assisting in creating effective maintenance
schedule plan for decision making [7, 8, 11]. The proposed solution described in the
next section addresses the consideration of data-driven approach for complex systems
for optimal predictive maintenance schedule plan in virtual factories as it is still not
addressed by most existing approaches [7, 8, 11, 18, 20–24].

Fig. 2. A reference architecture for a virtual factory with a predictive maintenance service

4 Scheduling for the Predictive Maintenance in Collaborative
Network

Monitoring status of different machines and different components in a machine in a
collaborative network or a virtual factory is a similar activity as monitoring machines
in a factory, which the related work is reviewed in Sect. 2.4. In this section, we focus
on a schedule plan of predictive maintenance service in a collaborative network and the
detailed procedure of maintenance schedule is discussed.

In general, predictivemaintenance scheduling is described as an optimization process
that is driven by data-driven predictions i.e. predictivemodel and related data i.e. mainte-
nance, machine component, to assign the resources over time regarding the maintenance
activities. This must satisfy a set of constraints which reflect the temporal relationships
between the maintenance activities and the capacity limitations of the shared resources
in a collaborative network [25]. The objective is to find optimal schedule in which a
timeslot on the machines or machine components that minimizes the defined goal, is
allocated for the maintenance task(s) [25].
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To manage predictive maintenance scheduling in a complex collaborative context
such as amaintenance service company as a part of the virtual factory, different important
factors need to be considered. These factors are derived from the nature of the Industry 4.0
collaborative manufacturing setting, which includes: multiple organizations with similar
machines, multiple machine components within an organization or in the collaborative
network, as well as the maintenance task associated with cost and availability, which
is especially for providing maintenance services within a collaborative network. The
objective of data-driven optimal maintenance is to provide a maintenance schedule plan
driven by predictive model incorporating with related factory maintenance data, which
minimizes the overall cost related to conducting the required maintenance and thereby
reducing downtime and cost. Considering the identified factors for an optimal main-
tenance schedule, the following procedure is established for assisting in maintenance
decision process.

Fig. 3. (a) Algorithm 1: optimal maintenance schedule (b) Procedure of maintenance schedule
process

Algorithm 1 in Fig. 3(a) illustrates the optimal maintenance schedule processing
considering multiple machine components driven by data-driven predictive RUL value.
The input parameter, maintenance items with RUL is provided through running the pre-
dictive model. The prediction of machine equipment for remaining useful life (RUL) is
considered from our previous work [7]. The input RUL value of the machine component
refers to specific maintenance item with a predicted value e.g. 5 days etc.

In addition to the input maintenance items with RUL, a resource repository is used
to support multiple machine component maintenance by getting any outstanding items
required for maintenance within the same time window period. The resource repository
accommodated by the data model from [7] is adopted. The resource repository stores
the machine components and maintenance related information such as maintenance cost
and availability, as well as collaborative data derived from IDS. Upon the acquisition of
outstanding maintenance items, maintenance availability, time and cost are processed
by checking any pre/plan or existing production and maintenance schedule from the
resource repository against the outstanding maintenance items.

After the maintenance availability and cost are determined, maintenance items are
grouped into the same time window period for optimization. Then the optimal main-
tenance schedule is computed using Python Pulp Optimization, and then an optimized
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maintenance schedule is then available for the maintenance operator/engineer assisting
decisionmaking. Section 5 provides the resultswith related information e.g.maintenance
item, schedule, cost, in this work.

To support the dynamic nature of collaborative networks i.e. different business
requirements or changes, etc., the proposed solution supports handling new data i.e.
machine, maintenance, etc. as illustrated in the Maintenance Schedule Process in
Fig. 3(b). This is achieved by using new machine data, setting the RUL model, and
adjusting appropriate optimization model parameters to get new RUL values. Subse-
quently, new maintenance schedule can be made. The next section presents the details
about maintenance scenario and dataset with the corresponding results.

5 Implementation

In this section, a set of data are using to verify Algorithm 1 (Fig. 3(a)). Section 5.1
explains different data related to predictive maintenance for a flexible manufacturing
collaborative network and Sect. 5.2 presents the scheduling results based on Algorithm
1 and a predictive maintenance case in Sect. 5.1.

5.1 Maintenance Case

A maintenance case from flexible manufacturing [7] is applied for evaluating the pro-
posed algorithm for multiple machine/component schedule plan. For example, there are
three same machines in two different factories within a collaborative network. In this
work, we considered 21 components from one of CNCmachines of flexible manufactur-
ing in [7]. Sensor measurement data such as temperature, vibration, energy consumption
and condition (health status) of machine components, are considered as input features
for the predictions [7]. The RUL values of the machine component derived from the
prediction are then processed for maintenance schedule.

The maintenance dataset includes multiple factory machine components, resource
index, maintenance task, timestamps, and related cost. These different data are currently
collected from different sources, for analyzing the proposed maintenance schedule plan.
With the proposed predictive maintenance model and maintenance schedule in Sect. 3
and Sect. 4, the different data can be easily integrated, processed, and used for different
analyses after it is fully implemented.

The scenario from the case study is described in Fig. 4(a). RUL values i.e. predicted
value in day of the machine components are identified over a time window of 6 days
period. Maintenance schedule should be planned and allocated to 6 different days period
for the maintenance activities. In this scenario, 4 repairs and 1 replacement maintenance
are considered. The maintenance activity i.e. repair, or replacement can also be decided
by a maintenance engineer based on the predicted RUL information and other related
maintenance information.

In the case of constraints, all the machine components are scheduled within their
RUL period to avoid substantial maintenance and related costs such as downtime, setup,
etc. The costs extracted from the case data for this model are presented in Fig. 4(b). RUL
values of the machine components are mostly utilized for the scheduling as the cost of
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RUL is relatively less. Group maintenance i.e. time window over 6 days with 2 available
maintenance slots per day, and optimizations such as location-based based on resource
index i.e. factory location/dependency are applied to reduce high value of setup/location
cost. This enables the model to minimize the number of set-ups with associated other
costs including location maintenance.

Fig. 4. (a)Machine components with RUL identified for PredictiveMaintenance (b)Maintenance
machine components with associated cost

Fig. 5. Maintenance schedulewith groupmaintenance over 6 days period (a)without optimization
(b) with optimization over 14% cost saving (c) predicted cost comparison between the optimal
cost and actual cost

5.2 Scheduling Result

The results of the proposedmodel are presented in Fig. 5. The subfigure (a) illustrates the
normal maintenance schedule without optimization whereas the subfigure (b) represents
the optimal maintenance schedule. The maintenance costs include the individual cost
(repair or replacement) and setup cost which covers the engineer, downtime of each
group. The optimal maintenance schedule can save over 14% of the expected cost based
on the 6 days period window. Moreover, the maintenance prediction in subfigure (c)
shows cost saving can be made over the period if maintenance activity is performed
as the optimal approach suggests. Ultimately the maintenance engineer or operator can
make appropriate maintenance decision based on the business needs.
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6 Conclusion

Most predictive maintenance research focus on monitoring and scheduling maintenance
tasks within one organization. Collaborative Networks 4.0 such as virtual factories are
complex, dynamic and face different challenges such as a flexible platform with opti-
mal predictive maintenance. We proposed a predictive maintenance service within a
collaborative manufacturing network that offers flexible and modular components for
optimizing maintenance service. A manufacturing case is used to demonstrate that pre-
dictive maintenance service can be integrated using a modular fashion into FIWARE
framework and maintenance schedule plans can be created by accessing distributed data
in the collaborative network. In the future, optimized models for different scenarios in
different industrial sectors will be assessed.

Acknowledgments. This research is part of the FIRST project which has received funding
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Abstract. Market disruptions and changesmake the assessment process of supply
chain performance more complex. Hence, the implementation of key indicators to
evaluate the ability of the supply chain to cope with these disruptions has received
increasing attention. Reconfigurability provide the ability to quickly change sup-
ply chain structure and functions by increasing its responsiveness and flexibility to
dealwith disruptions. This paper aims to analyze the contributions of researchers in
the field of performance evaluation under supply chain disruption. A bibliometric
analysis is conducted to identify publications dealing with performance evalua-
tion under supply chain disruption field. The analysis started with the selection
of articles using the following keywords (Reconfigurability, Evaluation, Supply
Chain). Then, the selected articles were analyzed based on the criteria of the bib-
liometric analysis. The paper aims to capture the current research and potential
research related to the evaluation of performance in reconfigurable supply chain
under disruption.

Keywords: Reconfigurable supply chain · Performance evaluation · Supply
chain disruption · Bibliometric analysis

1 Introduction

The need to adapt to market changes requires the implementation of new supply chain
redesign strategies. Market disruptions and changing customer requirements are causes
that drive managers and decision makers to restructure their supply chains. Reconfigura-
tion of supply chains presents an effective solution to meet new market needs [1, 2]. The
reconfigurable supply chain is a flexible chain able to change its structure with minimum
resources [3]. It refers to changing the structure and functionality of the supply chain in
a cost-effective, responsive, sustainable and resilient manner [4]. The reconfigurability
assessment is an important phase to measure the ability of the supply chain to cope with
disruptions and meet new market requirements [5].

Several concepts have been discussed in the literature that refer to the ability of
the supply chain to adjust its structure and functions with new market needs such as
agility, flexibility, etc. [3] consider agility and flexibility as advantages of implementing
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a reconfigurable supply chain. Reconfigurability is characterized bymodularity, convert-
ibility, integrability, diagnosability, scalability and customization that reduce the effort
of reconfiguration. These characteristics can be considered as performance indicators
to evaluate the reconfigurability of supply chains [5]. Nevertheless, the lack of works
elaborated in the area of reconfigurability evaluation in the network/supply chain level
leads us to study the different aspects and concepts that can be addressed in the process
of reconfigurable supply chain evaluation. The aim of this paper is to study the concepts
addressed in the context of the evaluation of reconfigurable supply chains and to analyze
the differences between them and to respond to the following question:

• What are the criteria that can be considered to evaluate supply chain performance in
the context of reconfiguration?

• How can the supply chain’s ability to cope with disruptions be assessed?

Answering this question provides a way for managers and decision makers to have
visibility into the ability of their supply chain to resist and cope with disruptions. Indeed,
it requires an in-depth study of the performance indicators that can be used to better
evaluate the performance of the supply chain in the context of reconfiguration.

For this purpose, a bibliometric analysis has been conducted in order to gather the
concepts used in the context of the above problematic and to identify the most relevant
performance indicators that provide managers the possibility to evaluate and improve
the performance of their supply chain in a context of disruption.

The rest of the paper is organized as follows. In Sect. 2, we present a definition
of the reconfigurability evaluation. The research methodology is described in Sect. 3.
Section 4 presents the analysis and the obtained results of the bibliometric analysis.
Section 5 concludes the paper.

2 Reconfigurability Evaluation

The evaluation of the ability of the supply chain to change its current configuration
by reducing the effort of reconfiguration is called the “Reconfigurability Evaluation”.
Reconfiguration can be a strategy for improving supply chain performance [6]. The con-
cept of supply chain reconfiguration is defined as the structural and functional change of
the supply chain. It concerns the change of supply chain configuration that is considered
as a set of nodes and connections. The need for reconfiguration can be triggered by a
disruptive event that forces decision makers to quickly react to ensure the functioning
of the supply chain, or by a decision made by decision makers to ensure the continuous
improvement of their supply chain. The need for reconfiguration is generally due to a
hazard or disruptive event that causes a supply chain failure. Then the reconfiguration
can be deployed within the innovation strategy to improve the operational and organi-
zational performance of the supply chain without being affected by an external event.
Reconfiguration is linked to several levels of application (network, system, plant and
machine) [7, 8]. Indeed, each level of application has its own parameters and attributes
allowing to judge their degree of reconfigurability and to choose the best configura-
tion that changes its structure and functions easily and quickly. The reconfigurability
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characteristics (modularity, integrability, convertibility, diagnosability, scalability and
customization) can be relevant indicators for the evaluation of supply chain reconfig-
urability [5], thanks to their effective roles in reducing the reconfiguration effort [9,
10]. Several indicators have been used to measure the degree of reconfigurability in the
different previously mentioned levels such as lead time, reconfiguration time and cost,
reliability, productivity, etc. Several concepts can describe this ability, such as agility,
flexibility, adaptability, alignment, etc. The performance of the supply chain is signifi-
cantly dependent on the ability to adapt to the dynamic environment [11]. These can be
indicators to measure the ability of the supply chain to cope with market disruptions.

3 Research Methodology

Bibliometric analysis is defined as a research collection technique that studies a spe-
cific research area quantitatively using mathematical and statistical methods [12–17].
Also, it is the quantification of bibliographic information for use in analysis [18]. It is
used particularly in analyzing publications’ content and network [19]. The bibliomet-
ric has advantages in predicting future trends of disciplines [20]. The Scopus database
is used for our literature search. As indicated in [21], it is “the largest abstract and
citation database of peer-reviewed literature: scientific journals, books and conference
proceedings”. First, a set of keywords was used to determine the application domains
of the reconfigurability concept and to select the words indicating the reconfigurability
evaluation indicators. Secondly, this search was restricted by using the “title, abstract,
keywords” search in Scopus database to determine the most important aspects related
to the evaluation of the supply chain reconfigurability. The initial search yielded 2325
articles. The minimum number of occurrences of a keyword was set at 10. Only 88 of
the 6500 keywords reached this threshold. The keywords “Reconfigurable”, “Supply
Chain”, “Evaluation” and “Performance” were used to obtain a first list of articles using
them. The second search was more precise and found 1149 papers using “Supply chain”,
“Reconfigurability” and “Criteria” as keywords. Only 101 keywords reached the 5 key-
word threshold out of a total of 3324. The VOSviewer software is used to visualize and
explore maps based on network data obtained. The steps of the proposed approach are
presented in Fig. 1.

Fig. 1. Research methodology
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4 Results and Analysis

4.1 The Obtained Results

The first research aims to identify the concepts used in the literature in the context of
supply chain performance evaluation. This analysis allowed to identify 6 clusters that
indicate the 5 aspects referring to the ability of the supply chain to resist and cope with
disruptions. Then, by including the keyword “criteria”, our first search was consistent
with the results of the second search, which allowed to identify 5 relevant indicators to
evaluate the performance of the supply chain in the context of reconfiguration. The first
search results generated six clusters as shown in Fig. 2. This clustering groups all the
selected keywords into clusters that designate mainly the domain of application and the
aspects related to reconfigurability. The clusters in red and light blue concern the first
aspect called “changeability” which is related to product development and sustainability.
The second aspect called “Resilience & Robustness” relates to the cluster in green.
The cluster in blue represents the third aspect called “Reliability”. The fourth aspect is
deduced from the yellow cluster and is called “Flexibility”. The last cluster in purple is
the fifth aspect called “Agility”.

Fig. 2. Co-occurrences of keywords of evaluated papers from the first search

The Changeability
The Changeability aspect is related to the product development at the level of the man-
ufacturing system. Indeed, production is an important enabler to ensure a changeable
supply chain. The implementation of a changeable supply chain requires the coordina-
tion of production capacities [22]. The dynamism of the production leads to the necessity
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of a changeable organization and the differentiation of the products to ensure the sus-
tainability [23]. The implementation of a changeable system provides flexibility and
reconfigurability [24]. In fact, the changeability allows to evaluate the ability to change
the production capacity to quickly and economically adjust to the new requirements.

The Resilience & Robustness
The Resilience & Robustness aspect designates the ability of the supply chain to resist
and avoid change and succeed after failure. [25] consider that resilience and avoidance
are the two dimensions that allow to judge the degree of robustness of the supply chain.
The ability of the supply chain to succeed after a failure refers to resilience [26], which
means that the supply chain is able to change and reconfigure its structure and resources
to achieve the expected functions [27]. Resilience & Robustness can be created to mit-
igate threats to organizational performance caused by market disruptions [28]. From a
reconfiguration perspective, Resilience and Robustness are important indicators because
they allow judging the ability of the supply chain to withstand or avoid failures (before
the failure occurs) or to return to its normal state with minimal delay (after a failure
occurs).

The Reliability
The Reliability aspect refers to the ability of the supply chain to meet the needs of cus-
tomers within the required conditions. Reliability is a key indicator for quantifying risks
and uncertainties in the supply chain [29]. It unifies the fuzzy and random meaning in a
dynamic environment [30]. [31] consider reliability as a key indicator in the performance
evaluation of reconfigurable systems as it has a positive impact on responsiveness. In
the process of evaluating the reconfigurability of supply chains, reliability increases the
visibility of the supply chain as well as the quality of service with customers. The imple-
mentation of new technologies, especially those of digitalization, allows to improve the
reliability of the supply chain, especially the reliability related to the information flows.

The Flexibility
The flexibility aspect designates the ability of the supply chain to quickly respond to
changing customer requirements. It is considered as an advantage of reconfigurable sup-
ply chain [3]. Flexibility allows to deal with market uncertainty [32]. The flexible supply
chain is defined as the ability to correctly and quickly react to changes by restructuring
the chain cost-effectively to cope with market disruptions and uncertainties [33–35]. In
reconfigurable supply chains, as flexibility can be considered as an advantage of recon-
figurability, it is necessary to measure the ability of the supply chain to respond to new
customer requirements in an uncertain environment to improve reconfigurability.

The Agility
The agility aspect is closely related to the flexibility aspect. This aspect is defined as
the ability to quickly react to short-term changes in demand or supply [36]. Respond-
ing quickly to new requirements requires the integration and sharing of information
within collaboration strategies between all actors in the supply chain [37–39]. Agility
is seen as a benefit of the reconfigurable supply chain through new technologies that
allow engagement with innovative supply chain partners [3]. [37] consider that without
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flexibility, the supply chain cannot be agile. As part of reconfiguration, the measurement
of agility allows to assess the ability of the supply chain to survive with new challenges
and engage in new market opportunities.

4.2 Discussion

Evaluating the performance of a reconfigurable supply chain essentially requires mea-
suring its degree of reconfigurability. This measurement consists of assessing the ability
of the supply chain to change its structure and functions to cope with market disruptions
and meet new customer requirements. The results of the bibliometric analysis showed
several elaborated concepts that designate the supply chain’s ability to adapt to newmar-
ket needs (Changeability, Resilience & Robustness, Reliability, Flexibility and Agility).
Furthermore, a more precise research was developed to verify the concepts related to the
evaluation of the reconfigurability of supply chains as explained in the previous section
as shown in Fig. 3.

Fig. 3. Co-occurrences of keywords of evaluated papers from the restricted search

The results of this research gave the same concepts found in the first research. This
shows the importance of the aspects previouslymentioned in the evaluation process of the
reconfigurable supply chain by integrating the different levels such as the manufacturing
system, the machine, the product, etc. In the last few years, these concepts have been
addressed in the context of new technologies such as industry 4.0, digitalization, cyber
physical systems, machine learning, artificial intelligence. The 5 aspects found also
showed the importance of sustainability in improving the reconfigurability of supply
chains.

The assessment of the supply chain’s ability to cope with disruptions and change its
configuration to adapt to new changes requires the consideration of indicators to judge
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this ability. The main changes are related to the implementation of new technologies.
Although our analysis shows the relevance of the 5 aspects found, it will be interesting
to study how these aspects can be ensured and improved by integrating Industry 4.0
technologies. Indeed, the parameters for evaluating the supply chain’s ability to change
must include the characteristics of Industry 4.0 anddigitalization, namely the reductionof
truck time, the time between the need for reconfiguration and its realization, the increase
in visibility of information, promoting adaptation with new changes, etc. On the other
hand, it is recommended to integrate the concept of sustainability and its aspects in the
parameters of performance evaluation of the supply chain under disruption. Indeed, the
improvement of changeability, resilience & robustness, reliability, flexibility and agility
must include other aspects, in this case the aspects of Industry 4.0 and its positive impact
on sustainability while promoting the possibility of easy reconfiguration.

5 Conclusion

In this article, a study of the aspects and concepts treated within the context of the
evaluation of reconfigurable supply chains was elaborated. Based on a bibliometric
study, an analysis has been carried out through two searches of papers dealing with the
evaluation of reconfigurable supply chains.

The first study gave the results of five essential aspects related to the evaluation of
reconfigurability (Changeability, Resilience & Robustness, Reliability, Flexibility and
Agility). These aspects allow an effective assessment of the supply chain’s ability to
cope with disruptions and meet new market requirements. The second, more precise
research validated the five aspects identified above. This study showed the crucial role
and the high dependence between these aspects and Industry 4.0 technologies in the
supply chain reconfiguration strategy, as it is the most common keyword found in the
researches elaborated. Thus, the latter must integrate the concept of sustainability to
meet its requirements. Thus, the guarantee of the six characteristics of reconfigurability
(modularity, convertibility, integrability, diagnosability, scalability and customization)
provides a reconfigurable supply chain and has a crucial role in ensuring changeability,
resilience & robustness, reliability, flexibility and agility.

The proposed approach has two main limitations. First, the lack of detail on the
parameters and metrics allowing to quantitatively measure the five aspects previously
mentioned. Secondly, it is recommended to consider the interrelationships between these
five aspects in order to better optimize the model of evaluation and improvement of the
supply chain’s ability to cope with disruptions.

As a perspective, we propose to study the evaluation of reconfigurable supply chains
in the area of Industry 4.0.
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Abstract. The automotive sector operates under the just-in-time (JIT) approach,
but variations in demandmean that first-tier suppliers generate an accumulation of
stocks at second-tier suppliers. Second-tier suppliers have a limitation of storage
space, reason to limit their production to the size of the warehouse, but always
attending the first-tier demand plan. A further limitation of the second-tier supplier
is the number of empty reusable containers that the first-tier supplier delivers to the
second-tier supplier and that are used to package the injected plastic components.
The reusable filled containers are returned to the first-tier supplier, according to
the plastic components demand plan. Thus, a closed-loop logistic is carried out
between first and second-tier suppliers. This study proposes, from the second-tier
perspective, a mixed integer linear programming (MILP) model for fleet sizing
decisions of the cardboard containers in a production system. The model deter-
mines the number of cardboard containers that second-tier supplier has to use
when the production is higher than the number of available reusable containers.

Keywords: Lot-sizing · Scheduling · Supply chain · Mixed integer linear
programming · Closed-loop supply chain · Sustainability

1 Introduction

An increasing trend for companies is to work towards meeting environmental and eco-
nomic requirements and reducing the environmental and social impact of their activities.
There is also a rapidly growing interest in reusable packaging, such as wooden pallets
and plastic crates and others. Several companies sell products in packaging that can be
reused. Returnable transport items (RTI), which represent a specific type of reusable
packaging material, including pallets, plastic boxes, or containers (air and maritime),
are used today in various industries, for example, in the food sector, in the automotive
industry or in the consumer goods industry [1].

The use of reusable packaging is justified by the benefits it can generate, such as the
amortization of the price of packaging over its useful life [2]. The literature provides
several studies showing the environmental benefits associated with reusable containers
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[3]. Glock and Kim [1] argued that the use of reusable packaging materials rather than
single-use packaging materials has the significant contribution of reducing global CO2
emissions from production and transportation, and can significantly minimize the gross
energy consumption and the waste generation from transportation.

The difficulty of the reusable container management problem is to have an appro-
priate supply of empty containers to meet the customer demand. Part of this supply is
the result of returns of previously issued containers. A challenging factor is that, during
the lead time, the same container may be emitted, returned, re-emitted, etc.

The aim of this research is to investigate the production and fleet-sizing of cardboard
containers decisions of a production system when reusable containers are utilized. This
model has applicability to the automotive industry, which uses reusable containers to
protect and transport plastic parts produced by the second-tier supplier and shipped to the
first-tier supplier. The focus of our model is to determine the optimal levels of production
and storage rate to minimize the setup times and the quantity of cardboard containers
to be purchased when reusable containers, which are property of first-tier supplier, are
insufficient to store the parts produced by the second-tier supplier.

The structure of the paper is as follows. Section 2 provides an overview of related
work. Section 3 develops a mixed integer linear programming (MILP) model for
Reusable Containers Management and contains numerical and negotiation examples.
Section 4 concludes the article and offers suggestions for future research.

2 Literature Review

This section provides a literature review of relevant contributions in the related research
field. The literature focuses on packaging costs and emissions as a target to optimize the
use of packaging. Most relevant studies are presented next. Accorsi et al. [4] propose a
mixed-integer linear programming (MILP) model to address the use of reusable pack-
aging in the food industry. The model establishes the number of available packaging
and forces to meet the demand for packaging over the planning horizon by encouraging
reutilization and recycling. Rajae et al. [2] present a MILP model that addresses the
problem of reusable containers in a reverse supply chain, in a multi-tiered network and
under a carbon emission constraint. Goudenege et al. [5] developed a generic reverse
logistics management model focused on investing in and managing reusable packaging
at the lowest cost in order to reduce the amount of cardboard used by the company
under study. Glock et al. [1] examine a supply chain consisting of a single supplier and
several retailers that use returnable transportation items, such as containers or boxes, to
facilitate the shipment of products from the supplier to the retailers. The paper presents
two mathematical models used to determine the cycle time, container size, individual
retailer order quantities, and shipping sequence with the intention of minimizing the
average total system costs. Park and Kim [6] present an analytical model for fleet-sizing
of containers that are used for the protection (storage of finished parts), transportation
and storage of parts between a component plant and multiple assembly plants. Atamer
et al. [7] analyse the pricing and production decisions of a manufacturer selling a single
product when using reusable containers with stochastic customer demand, and two sup-
ply scenarios are analysed: (1) new containers and (2) containers returned by customers.
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In our paper we consider different characteristics addressed in the literature, with the
novelty that integrates the decisions of production scheduling and sequencing to deter-
mine the optimal use of reusable containers and cardboard containers required to store
and send plastic components. The problem modelled adjusts to a real problem that have
transmitted to us the first and second-tier supplier of an automotive supply chain.

3 Problem Definition

We consider a second-tier supplier that produces plastic components for its assembling
in the first-tier supplier. The second-tier supplier produces the parts in moulds that
are assembled on injection machines. The machine setup has a high cost associated;
therefore, production is constrained by the number ofmoulds changed in a specific period
and the amount of periods that themouldmust bemounted within themachine. Themain
aim is tominimize the costs of production, storage, andmachine setups,without incurring
in backorders on the first-tier demand plan. Once the second-tier supplier has produced
the plastic components, according to its optimal production plan, the parts are sent to the
first-tier supplier in reusable containers, which are of its property. Reusable containers
are limited in capacity and number, when the second-tier supplier produces more parts
than he can store in the reusable containers, he has to store in temporary cardboard
containers, until empty plastic containers arrive. The use of cardboard containers implies
that the second-tier supplier must incur handling costs because they must put the parts
in the cardboard containers and then switch to the reusable containers. In addition, the
manufacturer must purchase the cardboard containers. Figure 1 shows the closed loop
of reusable containers.

Fig. 1. Closed loop of reusable containers scheme.

The optimization of the second-tier supplier production and scheduling plan, results
in grouping production in batches and thus having to stock products. If there are suf-
ficient reusable containers, the produced parts are stored and wait in the warehouse
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to be delivered to the first-tier supplier, and after a lead time the reusable containers
re-circulate and are returned to the second-tier supplier. When there are not sufficient
reusable containers, second-tier supplier stores the parts in the cardboard containers.

3.1 A MILP Model for Reusable Containers Management

This study proposes, from the second-tier perspective, a Mixed Integer Linear Program-
ming (MILP) model for the production, lot-sizing, and scheduling of automotive plastic
components, which takes into consideration the number of reusable containers in cir-
culation throughout the closed-loop logistic. Moreover, the model also determines the
number of cardboard containers that second-tier supplier has to use when the production
is higher than the number of available reusable containers. This model allows to deter-
mine the optimal number of reusable containers that should be bought by the first-tier
supplier in order not to incur in extra costs due to the use of cardboard containers, which
will increase the price of plastic components produced in the second-tier supplier, com-
promising the supply chain sustainability. This information is useful for both first and
second-tier suppliers since with this data both suppliers in the supply chain can negotiate
the final price of plastic components, which is contractually dependent on the number
of returnable containers delivered by the first-tier supplier to the second-tier supplier
(Table 1).

Table 1. Nomenclature for Reusable Containers Management model

Index

T time period index t ∈{1, …, T}

Data

Ch handling cost of cardboard container

Cb purchase cost of the cardboard container

Cc container capacity

Cs setup cost of preparing tool

Cap warehouse volume storage capacity

dt demand of containers at period t

inv0 initial inventory of reusable containers

Dl delay between sending a full reusable container to the first-tier supplier and returning
an empty reusable container to the second-tier supplier

invp0 initial inventory of parts

invec0 initial inventory of empty reusable containers

invfc0 initial inventory of filled reusable containers (filed of plastic parts)

Nmaxc maximum number of reusable containers

(continued)
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Table 1. (continued)

nct number of mould changes permitted during time period t

xt number of parts that the machine is able to produce during time period t

V volume of containers

Decision variables

CBNt number of cardboard containers

INVt inventory of parts at the end of time period t

IECt inventory of empty reusable containers

ICFt inventory of filled reusable containers

NCt number of containers required

SAt 1 when the mould is set up on machine during period t, 0 when mould is set up on
machine during period t − 1

St 1 when the mould is set up on machine during period t,
0 otherwise

Xnt number of parts to produce during period t

TheMILPmodel formulation for managing the availability of reusable containers in
automotive plastic components supply chain is represented below. The objective function
minimizes total costs, which comprise setup costs, and investment and handling cost of
reusable containers.

Min z =
∑

t

cs · SAt +
∑

t

ch · cb · CBNt (1)

Subject to:

Sequence and Setup Constraints

St ≤ 1 ∀t (2)

SAt ≥ St − St−1 ∀t (3)

SAt ≤ nct ∀l, t, (4)

Constraint (2) guarantees that one or neither mould could be set up in production
during each period t. Constraint (3) guarantees the first tool setup on the machine in
period t. Constraint (4) guarantees the number of tool changes allowed during period t.

Production Constraint

Xnt ≤ St · xt ∀t (5)
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Constraint (5) determines the number of parts produced during time period t.

Inventory Constraints

INVt = invp0 + Xnt − dt ∗ cc ∀t = 1 (6)

INVt = INVt−1 + Xnt − dt ∗ cc ∀t > 1

NCt = INVt/cc ∀t (7)

IFCt = invfc0 − dt ∀t = 1 if NCt > invec0 (8)

IFCt = NCt − dt ∀t = 1 if NCt ≤ invec0 (9)

IFCt = IFCt−1 + IECt−1 − dt ∀t > 1 if NCt > IECt−1 (10)

IFCt = NCt − dt ∀t > 1 if NCt ≤ IECt−1 (11)

IECt = invec0 ∀t = 1 if NCt > invec0 (12)

IECt = invec0 − IFCt ∀t = 1 if NCt ≤ invec0 (13)

IECt = dt−dl ∀t > 1 if NCt > IECt−1 (14)

IECt = IECt−1 − dt−dl ∀t > 1 if NCt ≤ IECt−1 (15)

CBNt = NCt − invec0 ∀t = 1 if NCt > invec0 (16)

CBNt = 0 ∀t = 1 if NCt ≤ invec0 (17)

CBNt = NCt − IECt−1 ∀t > 1 ifNCt > IECt−1 (18)

CBNt = 0 ∀t > 1 if NCt ≤ IECt−1 (19)

v · (IECt + IFCt + CBNt) ≤ cap ∀t (20)

nmaxc ≥ IECt + IFCt + dt ∀t (21)

Constraint (6) defines the inventory level of parts that have not been packaged and
delivered in a reusable container, i.e., it determines the inventory of overproduction
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due to the batch sizes. Constraint (7) establishes the required number of reusable and
cardboard containers needed for packaging plastic parts. Constraints (8 to 11) manage
the inventory of filled reusable containers and control the allocation of plastic parts to
reusable and cardboard containers. Constraints (12 to 14) control the inventory of empty
reusable containers. Constraints (16 to 19) determine the allocation of parts that have
been packaged in cardboard containers, due to the fact that there are missing empty
reusable containers reusable containers on the second-tier supplier side. It is determined
that after a delay time a filled reusable container sent to the first-tier supplier is released
as empty reusable container to the second-tier supplier. Constraint (20) is referred to
as the storage capacity constraint, which guarantees that the reusable and cardboard
container inventory in the warehouse in period t is always less than the capacity of
the manufacturer’s warehouse. Constraint (21) limits the number of filled and empty
reusable containers, since there is a limited number of reusable containers delivered
from the first-tier supplier to the second-tier supplier.

Bound and Nature Variables

SAt, St ∈ {0, 1} ∀t (22)

INVt, ICFt, IEFt,CBNt,NCt,Xnt ∈ Z ∀t (23)

Constraint (22) denotes the binary character of the variables St and SAt . Constraint
(23) specifies the integer character of the variables represented.

3.2 Numerical Experiment

The model is formulated in Python and solved with Gurobi. The data in this case study
has been generated randomly. Table 2 shows the solutions that arrive at one of the
generated instances, in this case we have considered 6 periods, in this scenario as can
be seen in Table 2 the second level supplier has to use cardboard containers (CBNt)
in several periods causing it to incur handling costs. Gurobi takes a few seconds to
find the optimum solution on a computer configured with 11th Gen Intel(R) Core (TM)
i7-1165G7 @ 2.80 GHz processors and 16 GB of RAM.

3.3 Collaboration Scheme

Figure 2 depicts the process of negotiating the price of plastic components produced
by the second-tier supplier. The price of the plastic components is determined by (i)
the number of reusable containers that the first-tier supplier delivers to the second-
tier supplier; (ii) the number of cardboard containers that the second-tier supplier has
to buy (if the number of empty reusable containers is insufficient to store the plastic
components produced by the second-tier supplier); (iii) and the costs associated with the
plastic components production process, setup costs.
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Table 2. Results of MILP model for Reusable Containers Management.

t CBNt IECt IFCt INVt NCt St SAt Xnt

1 0 1 0 60 15 1 1 32

2 9 15 0 40 10 1 0 20

3 0 10 2 60 15 1 0 72

4 3 13 0 52 13 1 0 44

5 4 13 0 68 17 1 0 84

6 6 17 0 76 19 1 0 84

Fig. 2. Flow chart of negotiation process

4 Conclusions

In this paper, we provide an integrated approach to help companies consider options
when managing their reusable containers. This paper proposes a MILP model for opti-
mizing the scheduling of automotive plastic components, which takes into account the
use of reusable containers that are required for the protection and transportation of fin-
ished products from a second-tier manufacturer to a first-tier supplier. It also determines
the number of cardboard containers to be purchased by the second-tier supplier when
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reusable containers are not available, so the second-tier supplier must incur handling
costs to store the parts in cardboard containers until reusable containers are available.
Future research lines are led to (i) include in the model the carbon emissions derived
from the transport of reusable containers; (ii) the consideration of backorders penaliza-
tion in the objective function; (iii) and the algorithm implementation of the proposed
collaboration scheme, in order to determine the optimal number of reusable containers
and the competing price of plastic components.
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Abstract. Greenhouse gas emissions are a major problem for the environment.
One of the vital activities to reduce the emissions is including the circular economy
(CE) approaches like reuse and remanufacture in disassembled products to recov-
ering End-of-life products. In this paper, we consider CE in the disassembly of
products not only to reduceCO2 emissions but also to reducing cost and improving
fairness among operators. To obtain this goal, collaborative decision-making with
three decision-makers (DMs) is considered to set sustainability via choosing the
best EOL recovery options in the disassembly of products. Industrial managers,
human resourcemanagers, and environmentalmanagers are three decision-makers
who will collaborate to improve three indicators, which are cost, setting fairness
among operators, and reducing CO2 emissions. To implement this collaboration,
a mixed-integer multi-objective mathematical model is proposed and solved by
1-constraint. According to the results, DMs can select the best recovery options

of parts to have a trade-off among indicators.

Keywords: Disassembly planning · Circular economy · Collaborative
decision-making · End-of-life product recovery · 1-constraint

1 Introduction and Related Works

Increased greenhouse gases leads to global warming, climate change, and has visible
effects such as sea level rise [1]. In 2015, each member of (COP 21) by participating in
Paris agreement, adopted to prevent global temperature rising by taking urgent actions to
protect planet [1]. One of the important strategies toGHG reduction is in the supply chain
of a product assembly and recovery stage [2]. In fact, it is an alternative formanufacturing
to produce new products and using new materials. Hence, recovery is an opportunity to
the lackof natural resources [3]. To recover assembledproducts, there aremajor strategies
that we call hereafter end of life (EOL) options. These options are recycling, reusing, and
remanufacturing [4]. They can have high effects to save energy and prevention of GHG
emissions compared to new products [5]. These approaches are known in the new type
of economy called circular economy for waste prevention and resource efficiency [4]. In
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this type of industry, through reuse, remanufacturing or recycling at the end of life cycle,
products components and materials can be get in the second life cycle. To implement
these strategies, disassembly of the products is required,which is the systematic approach
to separate a product into its manufactured parts [6]. Although disassembly process
is costly, it can generate value (and money) by reusing, recycling or remanufacturing
to prevent buying new components or materials. Furthermore, the approaches applied
in disassembly process are more environmental friendly approaches can help to set
the environmental axes of sustainability in the manufacturing system [4, 7]. Hence,
disassembly process is inseparable function in implementing different strategies of CE.
There are many methods for disassembly such as petri nets, metaheuristics algorithms,
or disassembly graphs [8, 9].

Disassembly papers can be classified to papers with and without life cycle option. In
other words, some studies like [10, 11] have considered life cycle option while [12] did
not study the life cycle subject. The authors only focused on reduction of disassembly
costs and solving the presented mathematical model with a metaheuristics algorithm.
Due to the effect of GHG emissions in environment, it can be observed there are studies
that have focused on the impact of life cycle option on GHG emissions in product dis-
assembly problems [13, 14]. Multi partial disassembly by including cost, revenue, and
environmental impacts was proposed by [13]. [14] proposed mixed integer mathemat-
ical model for disassembly sequence while selecting of the parts was done in terms of
life cycle option. The authors considered reduction of CO2 emission in besides reduc-
tion of disassembled costs. Concerning applications for the industrial world, decision
processes for End-of-life (EOL) product recovery via disassembly planning of products
and circular economy approaches have been sometimes implemented on real cases like
in [15, 4]. Some other researches like [16] assumed not real case but special product.
The reason to include CE in industry is not only reducing GHG emissions, but also it
is a new sustainability paradigm [17], which can provide the axes of sustainability like
economy and environment. In order to increase the industrial added-value, the current
paper proposes two advances: (i) to consider not only two but the three dimensions
of sustainability by including human factors (indicator of fairness among operators)
besides the environmental and economic factors; (ii) to take in consideration the nec-
essary collaboration among several decision makers when choosing the most suitable
recovery option. We consider in this paper collaboration among three decision makers;
collaboration among human-resource manager, environmental manager, and industrial
manager, with their distinct points of view: fairness among operators, CO2 emission
reduction, and cost reduction in the recovery process sequentially. This collaborative
decision making problem is modelled by a mixed integer multi-objective mathematical
model and solved by 1-constraints. According to obtained solutions, decision makers
can make decision considering the values of all indicators. The reminder of the paper is
structured as follows. Section 2 is describes the problem definition and presenting math-
ematical model. Section 3 is presenting the results of mathematical model based on a
set of benchmark results. In that section, the collaborative decision-making is explained.
Conclusion and future research propositions are summarized in Sect. 4.
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2 Problem Description and Research Model

The research problem in this paper is making a decision by collaboration among three
decision makers to determine the most suitable recovery operation (remanufacturing,
reusing or disposal) for the disassembled products of EOL product by considering the
quality information of EOL products. Actually, three decision makers (industrial man-
ager, human resource manager, and environmental manager) collaborate to make the
most appropriate recovery operations to achieve a minimum recovery cost and high sav-
ing rate of CO2 emissions besides setting fairness of time among operators. Hence, a
mixed integer mathematical programmingmodel is proposed to assign a recovery opera-
tion to the parts of a product to satisfy time fairness among operators, cost minimization
and savingCO2 emissions. Additionally, at the end of execution, the presentedmodel, for
each disassembled part, the most suitable operations (remanufacturing, reusing or dis-
posal) is proposed (according to constraints 8–13). Furthermore it will be determined an
operation of each part is implemented bywhich operator. Finally, an allocation execution
time for each operator is determined at the end of model’s execution.

There are variety of factors with impacts on EOL strategy. In the following, a set of
assumptions has been made to build the research model and the parameters and decision
variables applied in the mathematical model are summarized in Table 1 and Table 2:

1. Disassembly sequence is the order of removal parts. In this paper, the optimal disas-
sembly directions and the sequence of parts are deterministic. There is a disassembly
precedence graph that is given is advance and all the nodes of the graph are indivisible
nodes.

2. Remanufacturing, reusing and disposal are studied in this paper. One of the important
assumptions is all of the EOL components are recoverable and one of the most
suitable recovery operation (remanufacturing, reusing or disposal) is allocated to
each disassembled component.

3. To simplify the mathematical model, economic information (process cost), pro-
cess information (method of disassembly and its time), and quality information are
presented in advance.

4. There are sufficient market demands for the products recovered by the operations
(CE operations).

5. Each part of products has to be assigned to one operator to implement one operation.

In the following, the proposed mixed integer multi-objective mathematical program-
ming model is presented. The constraints 8–20 are described at Appendix A.

In first objective function (adopted from [4] due to limited page readers can refer to
that paper), all costs like disassembly cost and the cost of recovery operations (reuse,
disposal, and remanufacturing) are minimized. This objective function is an indicator,
which an industrial manger makes decision about it.

min Z2 = Cmax (1)

Objective function (1) besides Eq. (7) guarantee the time fairness among opera-
tors. Thus, this is an indicator considered by a human resource manager. This function,
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Table 1. Sets and parameters of the proposed model

Table 2. Decision variables of the proposed model

together with Eqs. (4)–(7), can determine the starting time of operation by each operator
on each part of the disassembled product.

Objective function (3) adopted from [4], associated to the environmental manager,
maximizes the saving rate of CO2 produced in remanufacturing and reusing process.
Constraints are:
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Equations (4) adopted from [4] induce that, on each part of disassembled product,
an operator implements one operation.

2 × (
yijp + yjip

) ≤
∑

k∈K

(
xipk + xjpk

) ∀i, j ∈ I , i �= j,∀p ∈ P (2)

(
yijp + yjip

) ≥
∑

k∈K

(
xipk + xjpk

) − 1 ∀i, j ∈ I , i �= j,∀p ∈ P (3)

Equations (2) and (3) indicate that an operator cannot work simultaneously on a part
and its predecessor (two operations cannot be done by an operator).

uj ≥ ui +
∑

p∈P

∑

k∈K
tipkxipk ∀j ∈ I ,∀i ∈ Hj (4)

Constraints (4) show the starting time of an operation on a part and its predecessor
part.

uj ≥ ui +
∑

k∈K
tipkxipk − M

(
1 − yijp

) ∀i, j ∈ I , i �= j,∀p ∈ P (5)

ui ≥ uj +
∑

k∈K
tjpkxjpk − M

(
1 − yjip

) ∀i, j ∈ I , i �= j,∀p ∈ P (6)

Constraints (5) and (6) are working together and show the starting operation time of
an operator on the allocated parts according to the position of each part.

Cmax ≥ ui +
∑

k∈K
tipkxipk ∀i ∈ I ,∀p ∈ P (7)

Constraints (7) point to the maximum of working time for each operator.

3 Experimental Results

The proposedmodel that is mixed-integer linear programming is solved by 1-constraints
method. Since real disassembly enterprises are small, it is not needed to solve the model
with heuristics or metaheuristics algorithms even though the problem is NP-hard [16]. In
fact, the firms need to solve easily the problem in their business by common commercial
solvers instead of complicated algorithms. Data applied to solve the problem are chosen
from [4] and adjust according to the considered problem. The solution approach is 1-
constraints method that is implemented by GAMS 12.6. The results have been illustrated
in Table 1, Fig. 1 and Fig. 2 as the first figure shows the relation between costs and rate
of saving CO2 emission and in the second figure costs and time fairness of operators
has been depicted. According to Fig. 1, industrial manager and environmental manager
can make decision about the impact of increasing (or reducing) costs and saving rate of
CO2 emission. As it can be understood from the figure, the saving rate of CO2 emission
increases when more money is spent. It means that, selection of remanufacturing oper-
ation or reusing operation can reduce GHG emission. Therefore, the two managers can
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make decision about the costs and the saving rate of CO2 emission. To observe the effect
of costs on the time fairness of operators, Fig. 2 can be used. It is clear that when the
number of operators is increased the time fairness is improved while the value of cost
is increased. Table 1 shows the assignment of operators and operations to each parts.
Hence, this model gives an idea to industrial manager and human resource manager how
they can handle time of operators and total costs of recovery operations (Table 3).

Fig. 1. Behaviors of the disassembly parts selection of CO2 saving rate and recovery cost

Table 3. Recovery operation on each parts of [4]

Number of a part Operation Operator

1 3 1

2 3 2

3 1 1

4 2 1

5 2 1

6 2 2

7 2 2

8 1 1

9 2 1

10 2 1

11 2 1

12 2 1

13 2 2

14 2 1
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Fig. 2. Behaviors of the disassembly parts selection in terms of recovery cost and time fairness

4 Discussion and Conclusion

Discussion on Collaborative Decision-Making
This study suggested a life cycle option selection of disassembly parts by collaborative
decision-making. Each part is selected for disposal, reuse or remanufacturing and deci-
sion makers by collaboration canmake decision to minimize cost, maximize CO2 saving
rate, and maximize the fairness among operators. In case of convergence between these
criteria, the sustainability in the disassembly part selection can be achieved. In other
words, by including collaboration among three decision makers, three aspects of sus-
tainability (providing economic concept, environmental issues, and social factors) can
be satisfied. A first perspective is thus to further model and study collaborative deci-
sion process. Through collaboration each decision makers could become aware of the
effect of each objective function’s value on the other objection functions. In addition, by
analyzing the increase and reduction of the respective values of each function, decision
makers could study the impacts on the choice of an appropriate recovery operation.

Conclusion and Perspectives
In this paper, a mixed integer multi-objective mathematical model was proposed to
recovery of a product parts after disassembly through circular economy operations.
The objective is to minimize all the costs besides increasing CO2 emission rate, and
maximization of fairness among operators (in terms of time). The problem was solved
by 1-constraints method to obtain the most suitable recovery operations. However, there
are a number of limitations that should be considered in the future works. The first
limitation is not considering reliability of each part, while the reliability should be
included in the usage years. Second proposition is solving the problem for large size
instances with metaheuristics algorithms. Finally, quality manager as a next decision
maker can be cooperated in the decision-making process to maximize the total quality
of by choosing of the most suitable operations at the EOL.

Appendix A
∑

p∈P
qixip1 ≤ l2i ∀i ∈ I (8)
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Equations (8) confirm that a part with above a predetermined quality is not candidate
to be disposed.

∑

p∈P
qixip2 ≥ l3i ∀i ∈ I (9)

Equations (9) indicate if the quality of a part is lower than a certain quality level,
that part cannot be reused.

∑

p∈P
qixip3 ≥ l4i ∀i ∈ I (10)

∑

p∈P
qixip3 ≤ 1 ∀i ∈ I (11)

Equations (10) and (11) define the quality of a part that has can be candidated to
remanufacturing recovery operation.

oi =
∑

p∈P
qixip2 + 1 −

∑

p∈P
xip2 ∀i ∈ I (12)

Equations (12) imply to the quality of a part after reuse operation.
∑

i∈I
oiαi ≥ qm ∀i ∈ I (13)

Equations (13) confirm the total obtained quality should be bigger than minimum
acceptable quality.
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Abstract. The economic development process associated with entrepreneurial
ecosystems comprises different approaches and its understanding is vital for
regional growth. The Polytechnic Institute of Porto is boosting its entrepreneurial
ecosystem, to reinforce its action as an agent of economic and social development
in the regions where it operates. The objective of the work was to propose the
criteria for the construction of an analysis model that allows the identification
of regional “strategic bets” that will support the development of proposals for
the provision of support services that integrate with the regional business base
and incorporate “Decision Intelligence” to performance of the “Entrepreneurial
Regional Observatory of the Porto Startup Network.” The methodology used was
an exploratory research and, at the end, the initiatives taken and the results are
presented.

Keywords: Economic development · Entrepreneurial ecosystems · Decision
intelligence

1 Introduction

The process of economic growth and development associated to entrepreneurial ecosys-
tems, has been on the agendas of politicians, businessmen, academia and citizens with
different approaches, both from a conceptual point of view and from its use [1].
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The European Commission defines entrepreneurship as the process of improving
economic activity in an organization, when it takes risks, it is creative, innovative and
has a capable management system.

Andas an entrepreneur, theCommission considers a personwho is constantly looking
for an opportunity to create value and who is never satisfied with the existing condition
[2].

The Polytechnic Institute of Porto (P.Porto) is boosting its entrepreneurial ecosystem,
to reinforce its actions as an agent of economic and social development in the regions
in which it operates.

To this end, it is supported by the creation of the “Regional Observatory of
Entrepreneurial Ecosystems of the Startup Porto network”, which includes its two hubs:
Porto and Felgueiras, in order to characterize these ecosystems, providing information
to understand their evolution.

This paper presents a proposal for an analysis model that allows the identification of
regional “strategic bets” that will support the development of proposals for the provision
of support services that integrate with the regional business base of the entrepreneurial
ecosystem of Startup Porto’s network.

The analysis model is based on consensus criteria that can determine the level of
achievement of organizations and incorporate “Decision Intelligence” into the perfor-
mance of the “Regional Observatory of Entrepreneurial Ecosystems of the Startup Porto
network”.

The specific objectives of this work are:

• Define consensus criteria to determine the level of achievement of organizations
• Apply the proposed criteria to objectively quantify the results achieved
• Compare the results achieved with the pre-established goals and the respective
performance levels.

2 Systemic Context

The constitution of an ecosystem that encourages entrepreneurship has among its essen-
tial purposes the creation of a dynamic context, characterized by the continuous flow of
information, resources and knowledge that enhance innovation.

A more systemic view of the concept of these ecosystems, called entrepreneurial
ecosystems, allows public policymakers to trace a new and distinct path to understanding
the heterogeneous nature of these ecosystems and, through them, to promote regional
economic and social development [3].

Although there is some interest at the national level, an entrepreneurial ecosystem is
primarily understood as taking place in a local environment or, at most, regions, using
their assets and resources, from the regional business base and the local cooperation
networks [4].

The insertion, therefore, of a company in an entrepreneurial ecosystem has a strategic
character, because, acting in environments in continuous mutation, where decisions and
strategies must be implemented quickly, being an active participant in this ecosystem
represents the possibility of sharing competences, investments and creation of value.



Analysis Model to Identify the Regional “Strategic Bets” 193

For an entrepreneurial ecosystem to function fully, it is necessary that three pillars are
fully active, namely: nonconformed entrepreneurswishing to solve problems, knowledge
necessary to solve these problems and investors with the necessary capital to transform
ideas into practice and to take the business to a higher level.

Since the European Union’s reformed cohesion policy for 2014–20, European
regions have been promoting research and innovation strategies for intelligent special-
ization as a way to create technological capacity, strengthen regional innovation systems
and increase the “related variety” among the existing economic activity policies [5].

Introduced in the discussion of territorial development strategies, smart specializa-
tion is based on local endowments, international network orientation and the regions’
potential for excellence.

Regional governments can align innovative actions and economic development
strategies, allowing decision makers to be encouraged to adopt location-based poli-
cies, ensuring thematic prioritization and concentration to foster innovation, growth and
entrepreneurship [6].

This large-scale European experience provides a new type of industrial policy, espe-
cially geared towards the modernization of traditional industrial sectors, which in itself
does not bring anything new, but which is innovative in the way it proceeds [7].

The overarching idea of the smart specialization strategy is that regions can identify
their innovation activities based on evidences and try to combine them into new ways
of providing products and services that are attractive in the global market [8].

Some risks of bottlenecks to the application of this smart specialization strategy are
observed, such as the non-coincidence between functional and administrative regions,
the inability of insertion in the global value chains or the low capacity for absorption
of knowledge by part of the business community associated with academic actors of
regional scope.

The perception of these risks makes it possible to identify that, in order to apply
the smart specialization strategy in these regions, it is necessary to focus on greater
interregional and transnational articulation and on overcoming the difficulty of defining
priorities due to the contrast between the internal realities of the regions [9].

The operationalization of the smart specialization policy has been quite limited, as
diversification throughmore complex technologies can be attractive, but difficult to fulfill
by the regions of the European Union.

Regions can overcome this diversification dilemma by developing new technologies
that are based on related local resources, highlighting the potential risks and rewards for
regions in adopting competing diversification strategies [10].

The understanding of how the regions develop new trajectories of growth and eco-
nomic development and why they differ in this ability, goes through the perception that
they have different possibilities to restructure their economies in the long run [11].

Regional diversity can result in benefits for the productivity of companies due to the
recombination of knowledge, which allows greater opportunities to imitate, share and
recombine ideas [12].

The principle of related variety then defines that economic development is driven by
interactions between sectors of regional economies that are related in terms of technology
or industry.
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These complementary skills can improve the dissemination of knowledge and can
also affect significant externalities in a region, thus contributing to the growth of an
industry and a region [13].

In this context, a sustainable option will be to seek the diversification of the regional
economy in new fields that take advantage of the development capacity of the regional
business base and entrepreneurial ecosystem and that adhere to the existing analytical
and symbolic knowledge base in the region [14].

In this sense, the study of the different regional, temporal and social configurations
presents itself as an extremely current topic in the assessment and monitoring of the
impact of these ecosystems as mechanisms responsible for economic development, and
may, in some cases, even be presented as vital factors for the growth of the regions.

Today, the regional business base is constantly confronted with revolutionary tech-
nological advances, new emerging markets, fluctuations in demand or unexpected
movements in the competition, leading companies to seek to incorporate “Decision
Intelligence” in their processes and management.

Thousands of information, vertical and horizontal, flow and play an important role
within companies and evaluating the efficiency of each one is an extremely critical task.

In response to that, companies are increasingly evaluating their tools to practice
decision intelligence in conducting their business [15].

“Decision Intelligence” is a new concept that integrates the best of applied data
science,mathematics, statistics, social andbehavioral sciences and strategicmanagement
principles, unified in this nascent methodology.

The idea behind “Decision Intelligence” is to use the data in an integrated and organic
way, which contains at its core the attributes of Artificial Intelligence, Machine Learning
and the intensified use of algorithms combined with other structural methodologies.

A very effective approach to achieve the objective of adding “Decision Intelligence”
to management is to define “strategic bets” [16], options that allow companies to test the
possibilities presented and build their experience. If they fail, these options are likely
to give up, but if they succeed, they can position organizations to capitalize valuable
opportunities.

The complexity of the business environment and the amount of information available
for decision-making, can lead companies to lose focus on the most relevant information.
In this sense, organizations must use and benefit from the information services that can
be offered by an observatory [17].

This need for useful information to assist in choosing the best decisions shows to be
old, since to manage any process we need to detect trends and analyze possibilities that
facilitate the decision to be made.

The construction of a “Regional Observatory of Entrepreneurial Ecosystems of the
StartupPorto network” is, therefore, an important initiative,which consists of the assesse-
ment and analysis of information whose main objective is to characterize and moni-
tor the regional entrepreneurial ecosystems, thus making known subsidies that allow
understanding and monitoring their evolution [18].
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In creating the observatory, P.Porto believes that it will identify regional “strategic
bets” and that it will be an opportunity for the development of proposals for the devel-
opment of entrepreneurial projects, oriented to the provision of support services and
applied innovation, which reinforce and integrate the regional business base.

This study aimed to propose the criteria for the construction of an analysis model to
enable the identification of regional “strategic bets”, the first stage for the implementation
of the observatory, giving reach to the vision of the future outlined for the region.

3 Identification of Startup Porto’s “Strategic Bets”

For the creation of the “Regional Observatory of Entrepreneurial Ecosystems in the
Startup Porto network”, seven stageswere defined, namely, the Identification of Strategic
Bets, the Combination of Technologies and Related Markets, the Survey of Ideas for the
Provision of Support Services, Systematization, Public Calls, Presentation of Proposals
for the Provision of Support and Monitoring Services.

This work is about the first stage, the identification of the “strategic bets” of the
Startup Porto network.

In this stage, the aim is to propose an analysis model based on criteria that allow
gathering data from the analytical and symbolic knowledge bases and the capacities for
business development and the entrepreneurial ecosystem.

This information will allow the identification of regional “strategic bets”, which
will subsidize the development of proposals for the provision of support services that
integrate with the regional business base, as shown in Fig. 1.

Regional Observatory of Entrepreneurial Ecosystem of the StartUP Porto

Stage 01: Identify Regional “Strategic Bets”

Technological Assets and Resources Analytical and Synthetic Knowledge Base

Non-Technological Assets and Resources Symbolic Knowledge Base

Entrepreneurship Entrepreneurial Ecosystem

Regional Industrial Base Development Capacity

Strategic Analysis Analysis of Internal and External Environments

Strategic Matrix Analysis Combined Analysis of Internal and External Environments

Fig. 1. Stage 01 Identify Regional “Strategic Bets” of the Startup Porto Network

The collection of these basic data is made through different ways, such from ques-
tionnaires, interviews, data analysis, among others, involving public and private entities,
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entities related to entrepreneurship and education and research institutions and through
research of publications of governmental and private organizations, as shown in Fig. 2.

The objective of this process is the characterization of the potential impact of PPorto
in the regional economic development, to support the definition of the strategic bets.

This characterization will be done according three complementary dimensions of
analysis: PPortoR&DCenters, Entrepreneurial Ecosystem andRegional Industrial Base.

The characterization of the R&DCenters is important to define the level of proximity
of the research made in the P.Porto regarding the industry.

The characterization of the Entrepreneurial Ecosystem is based on the analysis of its
Determinants, Results and Impacts and the Economic Performance of Entrepreneurship.

Finally, the characterization of the Regional Industrial Base is determined by the
analysis of indicators that reveal the intensity of its action for technological innovation
and its industrial performance.

These dimensions will be evaluated under three validated methods, namely:

a) Technological Readiness (TRL), which indicates the ability to identify and create
technology concepts and test prototypes in a laboratory environment,

b) Business Readiness (CRI), which demonstrates the ability to propose a hypothetical
business model for a technology concept;

c) Commercial Readiness (BRL), which demonstrates the ability to define the potential
market value of a technology concept.

The integrated application of thesemethodswill allow to obtain, towhich of the above
mentioned perspectives/dimensions, a certain level of readiness aligned with Innovation,
Economic and Social results and impacts and Partnerships with the productive sector.

Fig. 2. Diagram of the capacity of P.Porto at the regional development level

These isolated data are not sufficient to express something and should be pro-
cessed and translated into performance indicators so that they can measure regional
performance.
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The information obtained represents the factors that will provide the basis for the
strategic analysis, using the scenario analysis tool “SWOT Matrix”, of the internal and
external environments of the entrepreneurial ecosystem of Startup Porto’s network, cor-
responding to the identification of resources, skills, strengths and weaknesses of the
region.

Then, after determining exactly what are the opportunities, weaknesses, strengths
and threats of the entrepreneurial ecosystem of Startup Porto network, we proceed with
the analysis of how external factors interfere in the possibility of interns happening.

A complementary analysis of the results of the strategic analysis “SWOT Matrix”,
with the objective of identifying which actions should be taken to improve the situation,
can be carried out through the tool called “Cross Analysis of the SWOTMatrix”, which
consists of confronting the elements of the Matrix.

Depending on the elements of the SWOT Matrix that you confront, it can establish
four types of strategies called: Offensive Strategy; Reinforcement Strategy; Confronta-
tion Strategy; and Defensive Strategy, which can be adopted and converted into regional
“strategic bets”, producing intense synergy.

In the end, it is important to ensure that this self-assessment and the strategy that
results from it are shared and appropriated widely by the region.

4 Conclusions

From the emergence of the initiative to implement the “Regional Observatory of
Entrepreneurial Ecosystems of the Startup Porto network”, this work dealt with the
proposal of criteria for use in an analysis model that allows the identification of regional
“strategic bets”.

From this proposal of criteria, it was possible to preliminarily analyze the history
of fundraising and socioeconomic impact of collaborative projects between P.Porto and
the regional industry.

In a step to follow, internal forum will be held for the presentation and discussion of
the results of the most recent research and projects in execution.

For future work, the criteria for collecting primary and secondary data related to
Assets and Technological and Non-Technological Resources, Regional Business and
Basis of Entrepreneurship will be proposed.

It is worthmentioning that this work starts a first proposition of criteria, which should
be further developed and improved for future analysis, and that other criteria can also
be proposed.

Finally, it was observed that, from the proposition of these criteria, there was a
demonstration of interest from the academic community to the theme and, mainly, to
the suggestion of new analysis criteria.
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Abstract. Educational Data Mining has gained a variety of attention. It describes
students’ cognitive needs through datamining, and provides individualized knowl-
edge support for cognitive differences. Although the application of data mining
algorithms is relatively mature, the data pre-processing based on data collection
still suffers from high costs. The paper focus on a research question: how to effec-
tively collect behavior data in virtual learning environments? “Effectively” in the
sense of ensuring that value-intensive behavior data on decision-making can be
accurately collected which reflects the students’ cognitive. Therefore, the paper
presents amethod to achieve the object. Themethod comprises six steps, including
extraction, transformation, determination, design, trigger and store. Based on the
fact that all behavior data generated by the interaction is objective, identifying the
collection points on the trigger eventmatches the granularity level of behavior data.
Considering the related platforms and intelligent applications, the method can be
used, providing behavior data support for the research of knowledge services.

Keywords: Behavior data collection · Virtual learning environments ·
Educational Data Mining

1 Introduction

There are two types of virtual learning environments available: one is the learning man-
agement system represented by MOOC, which is mainly in the form of online teachers
teaching knowledge to students and students internalizing it through learning. The other
type is the gamified learning platform represented by serious games, where achieve-
ment is mainly addressed the results of the game. The disadvantage of the former is that
traditional teaching methods don’t allow for personalized teaching, while the latter’s
disadvantage is that students focus more on the game itself than on knowledge. There-
fore, a focus on both “learning” and “practicing” is necessary to achieve knowledge
collaboration in a virtual learning environment, as shown in Fig. 1.
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Fig. 1. Knowledge collaboration in virtual learning environments

Educational Data Mining (EDM) is a special area [1], accompanied by discovering
valuable and potential information from the vast amount of data available in educational
settings [2]. One of core objectives of EDM is to offer more personalized, interactive
learning environments based on students’ cognitive needs [1, 3]. Although there has been
much work on mining algorithms [4], substantial work has been done related with data
collection [2]. Furthermore, data collection plays a vital role as it provides the foundation
for EDM [2]. According to the background mentioned above, the research is conducted
by a main question:

How to effectively collect student behavior data in virtual learning environments for
behavior data mining?

Therefore, the paper needs to achieve the following objectives:

1) To reduce the cost of subsequent pre-processing by designing a structured format.
2) To ensure that value-intensive data can be collected accurately.

The structure of the paper is as follows: Sect. 1 introduces the main question of the
paper. Section 2 presents an overview of behavior data collection. Section 3 describes
a method of behavior data collection. In order to better illustrate the method, Sect. 4
describes a case study. Research prospects will be presented by Sect. 5.

2 Related Works

2.1 Data Collection and Data Pre-processing for EDM

Inmany cases, data collection is categorized as the first step in data pre-processing,which
is the first step in the data mining process [5]. Figure 2 shows the main pre-processing
steps with educational data [6]. It is not difficult to find that most studies define the data
collection phase as the collection of rawdata and separate out the stages of cleaning, iden-
tifying and filtering of raw data as other stages of data pre-processing. However, the data
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pre-processing stage essentially consumes 60–90% of the time, resources and efforts in
the whole data mining process, remains a challenge that needs to be addressed [6].

Many researchers have proposed solutions to the high cost of data pre-processing,
mainly by convertingmanual data pre-processing to automated data pre-processing [5, 7,
8], while others have argued for a standardized data format starting with data collection
[2, 3, 6, 8]. In this paper we focus on the data collection itself. [2] proposed a framework
for collecting educational data based on data needs, but with a wide range of data
sources and no guidance for data collection in virtual learning environments. [6] raised
the need to collect data from multiple types of virtual learning environments, arguing
that a collected data set with its own educational benchmark eliminates the need for
pre-processing. [8] believed that one of the future research directions could focus on
standardizing the format of data collected in virtual learning environments in order to
shorten the most time-consuming pre-processing. In general, the solution of relying on
educational data collection itself to improve the efficiency of data pre-processing is still
at a preliminary stage, mainly because most objective data collected comes from system
log files [7]. The raw data in these log files can’t be easily made to change and therefore
can only be collected indiscriminately.

Fig. 2. The main pre-processing steps with educational data [6]

2.2 Behavior Data Collection in Virtual Learning Environments

First, learning environments can store large amounts of data frommultiple sources, such
as interactions between students, teachers and virtual platforms, administrative data,
statistics, student affectivity and so on [9]. So, it is important to determine the level of
granularity at which behavior data is collected [10]. Figure 3 depicts different granularity
levels and their relationship to the amount of data, from the smallest (Events) to the largest
(Courses) [9], which implies different collection frequencies and corresponding data set
sizes [6]. The level of granularity chosen for the behavior data described in the paper is
the smallest level. Therefore, the data collected can be characterized by whether event
actions are captured, and the status of the event feedback [10].

Secondly, it is essential to understand how behavior data is currently collected in
virtual learning environments. In the beginning, many case studies focused on ques-
tionnaires and continued to quantify their indicators in the hope of increasing accuracy
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Fig. 3. Different granularity levels and their relationship to the amount of data [9]

[11, 12]. However, as questionnaires are strongly subjective in nature [11], it was grad-
ually replaced by log files represented by Moodle [7, 8, 13, 14]. Log files are based
entirely on student interactions with the platform [8]. The granularity of behavior data
is also at the event level [6], but as mentioned in the previous section, it is difficult for
researchers to make changes to log files in order to ensure the authenticity of raw data.
So, the cost of subsequent data pre-processing is very high [5]and the existing solution
is to automate pre-processing process [5, 7, 8]. In addition to these, some researchers
have suggested that publicly available data sets are easier than collecting own behavior
data [9], but only if these public data sets don’t involve data ethics and privacy [6, 9].

In summary, the “effective” collection of behavior data proposed in this paper
involves two objects: (I) Ensuring the granularity and objectivity of the behavior data
itself. (II) Attempting to structure behavior data, reducing the cost of subsequent data
pre-processing.

3 Method of Behavior Data Collection

As shown in Fig. 4, the method comprises six stages: extraction, transformation,
determination, design, trigger and store, which are further explained below.

(I) Extraction
The behavior of students interacting with the platform depends on the rules of the plat-
form [15]. Therefore, the first stage is to extract the logic rules of the platform applied by
the configuration platform. These rules are the core basis for the subsequent construction
of behavior logic model. There are two methods of extraction, one is based directly on
the documents provided by platform developers and the other is based on the whole
interactions with the platform, generating rule documents.

(II) Transformation
Once we have the required logic rules, we need to transform them into the behavior logic
model. In order to achieve the goal of logic clarity and visualization, the paper refers to
Behavior Tree theory. Behavior Tree (BT) is a formal modeling language. Its concept
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Fig. 4. A method of behavior data collection in virtual learning environments

was developed by Dromey in 2001 [16]. Behavior Tree has been widely applied on
behavior decision-making of intelligent object NPC (Nonplayer Character) in interactive
simulation applications [17]. The basic idea of Behavior Tree is to decompose individual
behaviors into multiple levels. The nodes of logic model in Fig. 4. can be divided into
the following types according to BT: (1) Select node (Select, SEL), a node that describes
the interactive selection of students on the virtual learning platform. Its parent node is
the root or a select node and its child nodes are select or sequential nodes. (2) Sequence
node (Sequence, SEQ), a node that describes decision-making, usually containing a set
of decision conditions and actions. Its parent node is a select node and its child nodes are
a few condition nodes and action nodes. (3) Condition node (Condition, CON), is the
leaf node to determine whether to execute or jump out of the sequence node. Its parent
node is a sequence node. (4) Action node (Action, ACT), is a leaf node that represents
the student’s operational behavior. Its parent node is a sequence node.

(III) Determination
The logic model enables modularity and independence of individual behaviors through
transparent logic encapsulation. It can not only help researchers to identify the location of
behavior data collection points, but also help platform operators to control the interaction
logic more clearly. The decision points are a part of the student’s behavior that occurs
when interacting with the platform–“mouse click” [18].

From the perspective of decision making in collaborative networks, the logic model
we constructed is in fact a decision model of students in collaborative virtual learning
environments, as shown in Fig. 5. In DecisionModel, the output data is determined from
the input data, other sub-decisions and pre-defined business logic rules [19]. In the logic
rule-based transformed logic model, we decouple students’ decision points into multiple
possible sub-decision points that correspond to different necessary conditions and actions
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resulting from the decision (Detail examples are shown in Table 2). A simple decision
model diagram is shown in Fig. 6, with each sub-decision point implying business
knowledge.

Fig. 5. Decision model and notation in collaborative virtual learning environments

Fig. 6. Decision model and notation in collaborative networks [19]

Therefore, those sub-decision points are the part of behaviors that contains the most
valuable behavior data, including information about students’ cognitive and behavior
patterns to be mined later. This precise data collection improves the efficiency of data
pre-processing and ensures the quality of data compared to the full collection of raw data
such as log files. So how to collect these behavior data? The first issue is to determine the
location of behavior data collection points. In the logicmodel, the point atwhich a student
makes a decision is represented by a sequential node. In addition, the leaf nodes in the
logic model - the condition node and the action node - describe the trigger conditions and
the corresponding actions that result when the event is triggered. Therefore, all sequence
nodes in the logic model are the behavior data collection points we need to determine.
They need to be extracted and stored as trigger events.
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(IV) Design
Once the behavior data collection points have been identified, the collection can usually
begin. However, before this can be done, a structured data format needs to be developed
for the behavior data in order to make it more “effective”. This paper designs a structured
data format based on event triggering, including event name, event description, event
type, field type, field name, field data type and field description. Of these, the field types
are divided into three categories: direct fields, indirect fields and result fields. We design
direct fields as behavior data that can be captured directly based on the event trigger.
Indirect fields can be collected indirectly through pre-defined procedures. Based on the
above two types of fields, the system can output judgement results through the result
fields and trigger corresponding actions.

(V) Trigger
The location of behavior data collection points has been determined and the structured
data format has been designed. The next stage is to trigger the event and collect the
corresponding behavior data.Unlike the data collection of logfiles, the paper uses a front-
end event monitoring mechanism, which is explained as follows: when an interaction
decision is made between a student and the platform, the front-end event monitoring
mechanism collects the relevant fields according to the structured data format. The
collection is real-time. The mechanismwill feed the trigger results (result fields, actions,
etc.) back to the students.

(VI) Store
Finally, the platform stores collected data in a dedicated behavior database to facilitate
subsequent datamining research. In addition, social data of students outside the platform,
for example, can be correlated with the behavior data to analyze the impact of the
environment, social and other factors on students’ behaviors.

We try to make the data collection achieve two goals mentioned in Sect. 2. Based on
the fact that all behavior data generated by the interaction is objective, identifying the
collection points on the trigger event matches the granularity level of behavior data.

4 Case Study

A case study was conducted on a New Retail Business Simulation Platform to better
illustrate the application of the method described in Sect. 3.

The New Retail Enterprise Simulation Platform is based on business simulation,
game theory and other technologies, aiming at the needs of enterprise operation and
management courses. Students are exposed to various situations such as purchasing,mar-
keting andwarehousing, they implement enterprise activities based on financial manage-
ment, inventory management and some other multidimensional knowledge. Therefore,
behavior data generated by interaction between students and the platform contains inten-
sive individualized cognitive needs, and the main form of which is individual interaction
decision-making. The purpose of the case study is to acquire these interactive behav-
ior data for the related research of data mining such as individualized decision-making
difference analysis.
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1. Extraction
According to the documents provided by the platform developer, a comprehensive logic
rule for the New Retail Enterprise Simulation Platform is shown in Fig. 7. This is only
an overview, there are also specific logic rules for each part. These extracted logic rules
are the core basis for the next stage in constructing a behavior logic model.

Fig. 7. The overall logic rules for new retail enterprise simulation platform

2. Transformation
The logic rules are transformed into a behavior logic model as shown in Table 1 referring
to Behavior Tree theory. Due to space limitations, only two of these situations are shown
here: key account market and warehouse. The logic model consists of five types of
nodes: select node, sequence node, behavior node, and condition node. The logic model
provides a clear view of all decision points, and these are trigger events wewill determine
in the next stage.
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Table 1. Part of the logic model for New Retail Enterprise Simulation Platform.

Key 
Account 
Market

SEL: market 
operation

SEQ: develop a new market
CON: development costs<=corporate funds
CON: have the certificate required: YES
ACT: develop a new market

SEL: R&D qualification certificate

SEQ: research and develop the certificate

CON: 
development 
costs<=corporate 
funds 
CON: have the 
certificate 
required: NO
CON: number of 
R&D 
personnel >=2
ACT: research and 
develop a 
certificate

SEQ: recruit R&D personnel

CON: 
development 
costs<=corporate 
funds
CON: have the 
certificate 
required: NO
CON: number of 
R&D personnel<2

ACT: recruit R&D 
personnel

SEL: order 
operation

SEQ: win an order

ACT: select a developed market

CON: number of marketing specialists available>0

ACT: choose the order

SEQ: accept an order ACT: obtain the information of the order
ACT: accept the order

SEL: wrap up an order

SEQ: complete the order

CON: complete 
the delivery: YES

ACT: confirm 
completed

SEQ: break a contract

CON: complete 
the delivery: NO

ACT: break the 
contract

Warehouse

SEL: put in 
storage

SEQ: raw material inventory

ACT: select the warehousing order

CON: inventory required< remaining stock capacity

ACT: put the raw materials in storage
ACT: select the incoming batch

SEQ: commodity warehousing
CON: inventory required> remaining stock capacity

ACT: put merchandise in storage

SEQ: put out 
storage

ACT: select the outbound order
CON: procurement costs < corporate funds
ACT: expel merchandise from warehouse

3. Determination
At this stage, we extract all sequence nodes from the logic model, some of which are
shown in Table 2. This stage actually determines the location of behavior data collection
points and they are also triggering events. These events contain the conditions that must
be met for the trigger and all associated trigger actions. After storing the trigger events,
we can design the corresponding data format for each event.

4. Design, Trigger and Store
The determination stage focuses on reducing the cost of data pre-processing through
accurate the location of valuable behavior data. The design stage, on the other hand,
is about designing a structured data format to improve the efficiency of collection and
pre-processing. When we start data collection, we mainly use front-end monitoring
mechanisms to collect behavior data in real time based on students’ interactions with
the platform. The platform stores the collected data to a back-end behavior database for
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behavior data mining. Taking the sequence node ‘win an order’ described in Table 2 as
an example. Table 3 shows the structured format design of the data acquisition for the
‘win an order’ event.When a student makes a decision to win an order, the event ‘Market
Win Order’ in Table 3 will be triggered to collect the relevant behavioral data. Among
them, ‘Direct Field’ can be collected directly according to the order and the status of the
enterprise. ‘Indirect Field’ can be obtained through the preset program of the system.
Finally, according to ‘Direct_Field’ and ‘Indirect Field’, the system can calculate and
output the judgement result through ‘Result Field’.

Table 2. Part of the locations of data collection determined.

Trigger events—locations of data collection points

SEQ: develop a new market

SEQ: research and develop the certificate

SEQ: recruit R&D personnel

SEQ: win an order

SEQ: accept an order

SEQ: complete the order

SEQ: break a contract

SEQ: view supplier information

SEQ: sign purchase order

SEQ: cancel the signed order

SEQ: raw material inventory

SEQ: commodity warehousing

SEQ: put out storage

This case describes the process of behavior data collection. Extraction is to extract
logic rules of the NewRetail Enterprise Simulation Platform. Transformation is to trans-
form complex logic rules into a clear and transparent logic model. Determination is to
initially reduce the cost of pre-processing through accurate collection points. Design is
to further reduce the cost by designing a structured data format. Finally, students interact
to trigger events for data collection. The data stored in behavior database can be exported
in .TXT or .XLS file format for subsequent behavior data mining by researchers. At the
same time, whether students have access to their behavior data source is a matter for
discussion, but they can certainly review their behavior patterns through behavior data
visualization.
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Table 3. Structured data format triggered by ’win an order’ event.

Event_names Event_description Event_type

Market_WinOrder The marketing specialist wins an order Decision trigger

Field_type Field_name Field_name_type Field_description

Direct_field Order_MarketType int The ID of the market
category in which the
order belongs

Order_Avil_Person int The number of key
account specialists
currently available

Account int The cash in hand

Time int The current number of
months from the start of
the game

GoodinStock_All int Total current stock

Order_GoodType int The cargo type ID of the
order

GoodinStock_Use int Current inventory
occupancy

Indirect_field Order_Have_Amount_1 int The quantity of
Order_GoodType to be
delivered in the next
month

Order_Have_Amount_2 int The quantity of
Order_GoodType to be
delivered in the next two
months

Result_field Expected_Performance tinyint 1 is expected to perform,
0 is expected to default

5 Conclusion

To collect value-intensive behavior data that reflects cognitive characteristics of students,
the paper proposed a method for data collection. The presented method consists of six
processes: extraction, transformation, determination, design, trigger and store. Achiev-
ing knowledge collaboration in virtual learning environments is a core goal of behavior
data mining. Future works will focus on evaluating behavior patterns of students through
behavior data mining, enabling students to move from “practicing” to “learning” based
on personalized knowledge support.

There are some noted limitations in the research. Due to complex logic rules, the
transformation of behavior logic rules still requires artificial participation. Therefore,
future research will focus on the automatic transformation of behavior logic models.
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Another noted limitation is that empirical studies on more types of simulation learning
platforms are also needed to support the presented method. The situation in which data
collected for the case studywas in the individualmode.However, the students’ individual
behavior patterns will be subjected to decisions of others when they collaborate in team
mode. Differences in behavior patterns arising from different collaboration modes are
also the focus of future research.

Acknowledgments. The presented research works have been supported by “the National Natural
Science Foundation of China” (61972029).
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Abstract. In modern society, citizens aspire to get trusted and reliable digital
services to authenticate theirs to payments. With the COVID-19 crisis, online
shopping’s fast growth has led citizens to increase registration in different sys-
tems. The registration is typically done without any guarantee that the involved
business entity is trusted and that private data is managed adequately, namely
according to the General Data Protection Regulation (GDPR). There are cases
where online business adopts a federated authentication mechanism based on the
existing and extensively adopted service providers, e.g., Facebook, and Google.
With the European authorities’ complacency, this de facto trend seems to con-
tribute to a dangerous unregulated digital services model. While avoiding the
centralization risks, a possible alternative is to pursue the concept of regulated
and competing digital online shops or services offered under a single collabora-
tive model across Europe. Citizens aspire to get simple mechanisms based on a
single provider for authentication and pay anywhere, even with some associated
costs. In this direction, we propose a model that considers regulated providers
managing citizens’ access to any online business in Europe, avoiding, in this way,
the spreading of personal data across (business) organizations, thus decreasing
the risk of personal data leaks. A collaborative network is foreseen to logically tie
committed regulating authorities, providers, and digital online service providers.
The proposed approach is ground on our previous research on systems integration,
collaborative network infrastructure, and unified mobility payment services. This
position paper offers a digital strategy for citizens, designated by Digital Person
Ecosystem (DPE), which relies on Collaborative Networks concepts and centered
on public authority leadership.
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1 Introduction

There is a growing awareness of the unbalanced concentration of digital services offered
by quasi-unique providers. Examples range from social networks led by Facebook,
electronic commerce conducted by Amazon, Google search engine, and payments con-
centrated on VISA and PayPal. A table with the largest global companies in 2018 [31]
from the European Parliamentary Research Service includes the first three examples in
the top five companies. One main concern is that we depend on and trust that these enti-
ties do not interrupt service provision, neither do they share our private data with others
[4]. Yet, the case of exploring without consent the personal data of eighty-seven million
Facebook users by Cambridge-Analytics is a critical privacy failure [17]. A more recent
case where Facebook banned the account of a President of one of the largest countries
on the planet raises questions about the power of such private companies. In [14], the
authors question the potentially harming our democracy from the current self-regulated
social media. While not directly suggesting the need for public regulation, the men-
tioned publication somehow raises the Regulation topic. Although our research is not
about political sciences, we consider being our responsibility to research collaborative
models giving policymakers proper tools to act.

Our research is founded on the ISoS [24] and ECoNet [26] framework models and
the collaborative mobility service provider concept [27]. The primary motivation for
adopting ISoS is establishing a multi-supplier or multi-vendor technology landscape
and reducing the vendor lock-in risks. Furthermore, based on ISoS, a specialized infor-
matics system, the enterprise collaboration management system is responsible for for-
malizing collaboration contexts to manage interactions among organizations. Based on
these technology and modeling structuring approaches, we propose a paradigm shift
from the current unregulated digital business to a regulated model where Regulation
Authorities play a moderation role on behalf of citizens. This paper presents and dis-
cusses the proposed change from Central Unregulated to a Decentralized Regulated
model, as depicted in Fig. 1.

Fig. 1. Centralized and decentralized models

Evolving from the notion of collaborative mobility service provider [27], we add to
the proposed provider a broader role. In other words, we assume an extension of the
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provider’s responsibilities with an authentication service that allows citizens to log in to
any regulated digital service. The idea goes beyond adopting a federated authentication as
the one already offered by larger digital service providers. In our approach, the citizen
uses his/her (unique) digital services provider’s authentication to access any digital
business, solving the current need to disperse personal data among untrusted places. We
name the proposed model Digital Payment Ecosystem (DPE).

A DPE provider manages data on behalf of citizens and so the owner of the data.
The provider is responsible for the technology artifacts necessary to guarantee that the
citizen canmaintain transaction data.Beyond controlling personal data, the objective is to
eliminate the need for specific citizen accounts spread across digital providers. Federated
authentication is an emerging model already adopted by private and large public digital
providers, e.g., Google, Facebook. However, even if contributing to reducing accounts’
spread, the existing model does not establish a generic and regulated mechanism.

While computer science and engineering theoretically have solutions making the
endeavor technically feasible, the challenge is to “induce” the market towards the pro-
posed model. There is a need for a “third force” and a convergence effort of companies
and research organizations to compel consensus, what [2] calls collaborative governance.
Collaborative governance defines as the mode of governance joining competing stake-
holders and public agencies “to engage in consensus-oriented decision making.” There
is also a need for a novel approach to structure technology artifacts since service-oriented
architectures (SOA) and, more recently, the microservices trend has been revealed to be
insufficient.

Another challenge is to articulate technology artifacts involved in collaborative pro-
cesses. Defining collaborative processes and activities operationalized by technology
artifacts in different organizations requires coordinating execution, making transparent
the heterogeneous distribution [23, 26].

The remaining of this paper is organized as follows: Sect. 2 presents related research
work and industry contributions for the proposed endeavor. Section 3 introduces the
proposed strategy for a Digital Payment Ecosystem (DPE). Section 4 describes the ISoS
framework’s adoption and the interactions among organizations. Finally, Sect. 5 presents
conclusions and further research.

2 Related Research

Although no direct contributions to the mentioned challenge could be found in literature,
we can find a growing concern about concentration. For instance, the concept of online
manipulation is proposed and analyzed in [30] to make policymakers aware of the need
to address manipulative practices systematically. Instead of focusing on privacy, the
challenge is to find a strategy to strengthen the autonomy of a citizen and reduce harm
for individuals and society.

The concentration of power around large technology providers is also a concern.
The guidelines on outsourcing arrangements [11] published by the European Bank-
ing Authority (EBA) are discussed by Microsoft in terms of the suggested multi-cloud
provider strategy, arguing that concentration already existswith on-premisesmainframes
[21].Microsoft discusses the potential risks of adopting amulti-cloud approach for cloud
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services in the financing sector, arguing by strengthening the similarity with mainframes
and the advantages of adopting a single cloud provider. Based on state of the art in com-
plex integrated informatics systems, Microsoft might have a point here. However, the
question is to weigh the risks and invest in open standards and conforming products
supervised by some Competition Regulatory Authority. Our understanding is that exist-
ing dependencies are not of industry responsibility but instead of policymakers. The case
of the European Court of Justice (ECJ), judgment of the Court of First Instance (CFI)
process T-201/04 - Microsoft vs. Commission where “Decision finding infringements
of Article 82 EC - Refusal of the dominant undertaking to supply and authorize the use
of interoperability information”, is discussed in [18]. The interoperability issue seems
to be a clear message to European policymakers to impose open standards and force
European public procurement to strict conformity.

Some research works advocate that the solution for these issues is open-source. The
example of Munich’s municipality moving from Microsoft to Linux in 2005, named
LiMux, resulted in a return to Microsoft in 2013, as reported in [19]. The report does not
give any clue towards a reasonable scientific or technical explanation for the failure, and
only in the article “The rise and fall of LiMux” [13] from a talk of Matthias Kirschner,
President Free Software Foundation Europe (FSFE), management issues are evidenced.
The retention of upgrades in some municipality departments resulted in some already
correctedmatters that did not becomeaccessible to users. Thequestion is if the suggestion
of the president of FSFE appealing for lawmakers to “implement legislation requiring
that publicly financed software developed for the public sector bemadepublicly available
under a Free and Open Source Software license” is the right approach.

Moreover, the question is if open-source software is an adequate path to reduce con-
centration and at the same time contribute to the development of a competing market.
The survey about free/open-source software (FOSS) developed by the Linux Founda-
tion’s Core Infrastructure Initiative (CII) shows an increase in contributors paid by their
employers [16]. The trend means that companies see open source as a shared collab-
orative platform to value their product developments. On the other hand, the growing
integration requirement makes their products better prepared to incorporate or interact
with elements of other informatics systems.

While collaborative strategies to develop software libraries to incorporate as parts
of systems are essential, the question is how to organize and structure enormous hetero-
geneous contributions consistently and reliable. Moreover, the question is how to cope
with architectural complexity since companies have developed their architecture prac-
tices pulled by a fast-evolving integration pressure imposed by digitalization [20]. As a
strategy to cope with architectural complexity, Fig. 2 depicts an alternative view of the
five architectures’ suggested examples (Information, Process, Product, Application, and
Technical). In addition, we consider the ISoS framework [24] and runtime architecture,
denoting the trend for a balanced adoption of a hybrid on-premises/cloud strategy.

The authors suggest the need for a bottom-up integration of architectural domains,
each with its specific language for structuring software components. In this direction,
the ISoS framework unifies the diversity of architectures under the Service concept as
explored in Sect. 4, aligned with the microservices trend [10].
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Fig. 2. The heterogeneous architecture domains adapted from [20]

Figure 3 illustrates three specific technology architectures conceptualized, modeled,
developed and deployed, maintained, and evolved under complex and critical coordina-
tion of multidisciplinary teams, commonly associated with the development and oper-
ations (DevOps) concept [32]. Despite the potential of contributing to a decentralized
integration, as demonstrated in the SITL-IoT project [27], the well-known business-IT
alignment remains problematic [20].One example is the difficulty of decoupling business
process logic hard-coded into applications and evolving to a business process-oriented
approach adopting a standard such as BPMN [29]. Despite research efforts to adopt a
complete declarative business process management system, most successful products
are proprietary, e.g., the successful Outsystems1 platform. However, there would be a
clear benefit in adopting BPMN instead of a proprietary process definition language for
the links marked with question marks in Fig. 2 to be removed.

Fig. 3. ISoS hiding application architecture diversity through microservices

1 www.outsystem.com

http://www.outsystem.com
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In the following, we present and discuss the Digital Personal Ecosystem (DPE)
model, hypothesizing amodeling and technology development strategy able to contribute
to a shift from the current predominantly centralized approach to decentralized digital
services.

3 Model Towards a Trusted and Democratic Digital Services

The risks of citizens’ control over their data is not a new concern as expressed in [8]
“… the content and software applications are only accessible online, users have no
longer control over how they can access their data …”. The strategy followed by current
large centralized providers that “… have built successful business models around the
realization that, instead of getting money in exchange for a service, it is often more
valuable to provide services for free…” is paradigmatic. Such strategy allowed them to
get the network effect necessary to scale up, e.g., Google search engine, Facebook social
network, orAmazon online shopping.A communication from theEuropeanCommission
to the European Parliament recognizes that the fast rise of digital services, a consequence
of COVID, generated dependency “… the crisis also exposed the vulnerabilities of our
digital space, its increased dependency on critical, often non-EU based, technologies
…”.This sentence confirms the need for a new strategy promoting a shift from the current
“concentration” to a decentralizedmodel, involving the European industry actively, from
start-ups to large corporations, in fair competition on the open global market.

A challenging question is how to address the European Commission’s concern
regarding the “often non-EU based, technologies”. Previous research on a mobility
payment service based on collaborative open systems defended that we need public
leadership to “impose” open standards to the industry [27]. The suggestion is consistent
with the US national or federal public investments to pull for consensus, motivated by
integration. An example is an investment of the US Department of Defense to “ensure a
common unifying approach for the commands, military services, and defense agencies
to follow in describing their various architectures”, the DoDAF/C4ISR Architecture
Framework [20].

Data Ownership in DPE. The proposal introduces federated authentication and citi-
zen’s ownership of the data as core services. Beyond generalizing to a pan-European
payment system to pay for any digital service, a citizen would remain the data owner.
To this extent, we propose adopting the distributed ledger supported by blockchain tech-
nology [4] in addiction with encryption as a strategy to manage the data generated and
utilize the offered services. Moreover, the citizen maintains the prerogative of moving
across providers, maintaining a continuum of access to digital services and access to
private data. We name these integrated core digital services Digital Payment Ecosystem
(DPE) and the regulated providers as DPE Providers.

At the start, we are concerned with payment and federated authentication (FA) ser-
vices since they establish a minimal core that can contribute to revert the current con-
centration and give citizens the trust to access and use digital services. As discussed in
previous research, the mobility service providers case was an opportunity to “impose”
some convergence mechanisms led by European authorities to facilitate the develop-
ment of reliable underlying technology artifacts and streamlining the integration of new
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services, which is still not achieved. The proposed DPE concept goes further by offer-
ing the citizen a unified mechanism to access any online service. Instead of adopting
proprietary federated authentication as provided by Facebook and Google to login into
any adherent site, the idea would be to restrict such service offerings to authorized DPE
providers. Companies such as Facebook, Google, and any other could apply for being
DPE providers and maintain their offerings. However, to get a DPE statute, they would
have to comply with EU regulations imposing that a citizen client of any DPEx can log
in to any of their systems with his/her authentication mechanism. In this formulation, a
citizen has a unique digital identification managed by his/her selected DPE provider and
can log in to any authorized (regulated) digital service by selecting his/her DPE provider
among the listed ones. In this way, the online business only has access to data from the
citizen (client) necessary for the business transaction. For example, a citizen with an
identification managed by the DPEx provider would log in to Amazon online shop by
simply selecting DPEx from the list of authorized providers listed in the online shop.
After selecting check-out, the payment and access to the delivery address are under the
control of his/her DPE provider. This model means that citizens have a single digital
identity provider that manages their data instead of spreading registration data across
multiple online businesses.

Data Coordination/Exchange in DPE. Furthermore, we could envisage that a DPE
provider, through collaboration, could extend its core services. Adding new services
requires a tight collaboration among participating business stakeholders to guarantee
reliable data and coordination. Consider the example of a citizen logging in to a digital
business that fails because his/her DPE provider fails for some technical reason, depend-
ing on a third party, e.g., a failure in a cloud provider, resulting in a loss. In that case,
the question is which participating stakeholder shall be accountable for the potential
damage.

Figure 4 depicts the main stakeholders participating in the envisioned collaborative
trusted digital services for citizens.

Fig. 4. The Digital Personal Ecosystem (DPE) main stakeholders
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We assume that the participating organizations exchange data and coordination infor-
mation through a collaborative network infrastructure. Some of the risks mentioned
earlier associated with the proposed model are managed and resolved based on formal
business agreements. For instance, if a login operation fails, the respective DPE provider
can solve the problem. It is important to note that the model needs to be prepared to
scale up. If considering only the European inhabitants, the technology artifacts need to
be ready to scale up to five hundred million, based on the EU population. Engineering
such networked systems are challenging sincemany peer businesses, and authority nodes
need to reliably handle large volumes of business transactions and events per second.

TheDPEprovider, beyondpayment that canbeoperationalizedbasedonSEPA/PSD2
open specifications [12], includes federated authentication and data owned by the citi-
zen. Federated authentication does not raise research challenges except for integration
issues due to the diversity of existing single sign-on (SSO) schemes, about fourteen
according to [1]. However, the mechanisms to guarantee that only the DPE customer’s
citizen “sees” or authorizes third parties to access parts of his/her private data raise a
more complex challenge. Furthermore, the violation risk is related to the probability of
potential tampering based on the robustness of the used encryption algorithm.

Data Privacy and Protection in DPE. In current digital services offering [15], privacy
relies on the efficiency (and willingness) of providers to protect data, which can raise
risks like Analytica’s case [17]. Even if assuming that a provider makes the best efforts
to protect data, risks depend on service providers’ technology and security strategies. A
possible approach considers a set of design principles known as privacy by design, as
proposed in [5] and extended in [7], introducing tactics as a privacy pattern. However,
given the heterogeneity and the lack of well-delimited responsibilities for the technology
landscape, operations, andmaintenance procedures, the proposed strategy is challenging
and risky in data privacy.

Blockchain technology opens new development paths towards data privacy strate-
gies when complemented with privacy techniques [35]. In a simplified characterization,
blockchain is the glue of a distributed ledger, where linked blocks store the transac-
tions, and peer nodes maintain a consistent replica. The addition of a new block con-
sensus among the participating peer nodes and since the application domain is not a
fiat currency but rather services for citizens, the cost of generating a block doesn’t
involve the concept of a miner as adopted in the bitcoin system [22]. The digital per-
sonal environment (DPE) and digital business service (DBS) providers could establish
blockchain/distributed ledger to maintain business transactions. The authorities (Auth)
responsible for supervising the fulfillment of regulations might also set blockchains
to manage regulation/auditing events. The citizens are clients of both DPE and DBS
providers and do not participate directly as blockchain nodes. However, citizens can
access auth to register any complaint about any provider or access formal information
about both DPE and DBS, e.g., about the accredited fact that the offered online services
are authorized and supervised. The authority’s role for the specialized digital business
is vital for citizens to trust online digital business.

An approach to data owned by citizens could get hints from [33], which suggests
a Resource Server accessed by a service provider (SP) on behalf of the End-User. The
SP corresponds in our model to the DPE provider and the End-User to the citizen. We
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assume that blockchain infrastructures for different application domains might be het-
erogeneous based on different coordination strategies to persist immutable data. For
example, one application domain could be the mobility payment events [27], where a
mobility infrastructure agrees with dpe providers a distributed ledger store and share
mobility payment events. Since the application domains refer to authorized nodes by
one or more European member state authorities, the model considers the adoption of
permissionless blockchains [28]. One interesting research question is how to manage
the coexistence of heterogeneous blockchain implementations. The research in [28]
addresses the issue of heterogeneity “… there are a lot of frameworks, and all of them
are slightly different in terms of consensus protocols…” suggesting the need for bench-
marking existing platforms. However, based on the ISoS model [18], our strategy is to
assume technology diversity to make possible heterogeneous technology elements and
new technologies to be adopted. Contributions to combining diverse blockchain infras-
tructures as the heterogeneous multi-chain Polkadot [4], the cross-blockchain commu-
nication [34], and related technologies [3] need evaluation. Beyond adopting blockchain
to support distributed immutable business data, it must be guaranteed that such data
are secure and available for business operation and auditing. The review [9] identifies
a strong relationship between privacy and anonymization and application techniques
for its implementation. However, the main research challenge is to reliably articulate
organizations with their own technology culture, assuming that heterogeneity is a fact.

4 Adopting ISoS and ECoNet

The DPE model requires a reliable, complex distributed system made of heterogeneous
nodes (organizations), each with its processes and technology systems. Based on a previ-
ous mobility services provider model [27], we further consider federated authentication
in payment based on SEPA/PSD2 open specifications [12]. This approach is supported
by the experience of ‘wrapping’ legacy computing technology systems, configuring a
company’s product portfolio under the ISoS framework. In our ISoS model, the Service
concept models the executive elements. The ISoS Service concept is naturally based on
the traditional Service Orientation (SOA) architecture pattern and incorporates the more
recent microservice terminology. An empirical study in [10], based on industry practices
in migrating legacy systems, discusses the lack of microservices architecture (MSA).
One main problem is the diversity of semantics associated with Service in SOA and the
more recent Microservice. While [6] argues that the microservice trend differentiates
from Service/SOA, “.. tendency can be given to the ability of independent service deploy
and elastic scalability …”, the ISoS/Service has for long evolved with reliability and
quality concerns. Our prior research considers reliable, collaborative mobility services
as independent computing entities running on-premises or on the cloud [25]. The ISoS
Service concept abstracts reliability mechanisms as an independent computing entity.

As discussed in Sect. 2, one possibility is to assume that the enterprise architecture
of a DPE stakeholder follows the ISoS framework as depicted in Fig. 5.

Any computing or communication element is modeled as a service that is part of
some ISystem/CES. This simple model “unifies” the specific technology architectures,
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Fig. 5. The Informatics System of Systems (ISoS) framework

‘constructed’ under diverse software development projects. Current approaches derive
the architecture guided by an individual perspective ofmapping problemdomain require-
ments and technology structuration decisions. Different architects arrive for sure at dif-
ferent structuration of technology elements, making the resulting artifact unique. The
experience of migrating an enterprise’s system in the SITL-IoT project [27] suggests
adopting the ISoS services framework for adapting legacy systems in the DPE context.
The executive entities (Services) are, in this way, grouped in CES abstractions. Any
Access to a Service entity goes through the interface zero (I0) of the meta-informatic
system ISystem0. For example, to access a Servicei, a peer service lookups ISystem0
based on a path to /Isystemi/CESi/Servicei entity with the meta-data required to access
the implemented functionalities. The Service instance can be running anywhere from
on-premises to a cloud provider.

The results from the SITL-IoT project make us suggest a similar approach to the
DPE stakeholders. Accessibility from inside or outside the organization to every Ser-
vice “computational responsibility” can go through the I0 of System0. The current
reference implementation of ISoS, the ISystem0, adopts a REST interface accessible
at isos. <organization domain>:2058 endpoint. An authorized peer computing ser-
vice can access the I0 REST interface and any implemented service through its ISys-
tem/Ces/Service path. In other words, the ISystem0 functions as a services registry,
making authorized computational clients lookups for and access services.

Following a similar approach to mobility payment service, the interactions between
organizations can take advantage of using the ECoNet Infrastructure [26] as formalized
in [27]. For example, participation in a blockchain can be formalized as a collabora-
tion context to share low-level secure interaction, secure communication layers, and
multitenant virtual collaboration contexts.

5 Conclusions and Further Research

This position paper discusses the risks of centralizing digital services that got crescent
attention by society and the research community since the Analytica/Facebook case.
The “concentration” of services is related to a lack of standardization of technology
systems that can reduce the risks of developing competing digital service providers and
make themmore accessible for authorities to supervise. The Digital Business Ecosystem
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(DPE) concept is a strategy to decentralize digital services. Any citizen can subscribe
to a single DPE provider to access any online business with a single authentication. The
DPE provider manages citizen’s data under a ‘blind’ model as a strategy to make data
safe. The authorization and regulation of any digital business (online services) motivate
‘impose’ a unified organization’s technology architecture. Our approach for the needed
unification considers adopting the Informatics System of Systems (ISoS) framework
as an open specification. The ECoNet collaborative network infrastructure is proposed
as a base to make data and control exchanges between organizations to share standard
collaboration services.
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Abstract. The nuclear safety demonstration aims to demonstrate that a Nuclear
Facility respects all the requirements specified in standards from safety authorities,
which is a key objective for the licensing of a nuclear installation. It requires,
firstly, supporting the necessary collaborativework involving various stakeholders.
Secondly, it should be able to use a common and shared requirements repository.
However, it is still the so-called “classic” working methods that are put forward.
Almost all the documents are inwritten form.Due to the complexity of theNuclear
Facility of interest, it is proposed to move from this document-oriented system
engineering to a model-based system engineering approach which would improve
the performance, delay, and qualities of the engineering processes. Models would
allow a better cognition and sharing without ambiguities of information by the
engineering teams. Subject of this paper is a hybridMBSE/AI approach facilitating
collaborative work on nuclear safety demonstration processes.

Keywords: System Engineering · Collaborative work · Nuclear Safety
Demonstration · Requirements · Information Research · Information extraction ·
MBSE · Licensing ·Machine Learning · NLP

1 Introduction

It is understood that Nuclear Power Plant (NPP) projects are becoming increasingly
complex. If we take the example of a nuclear reactor, there are more than 50 buildings,
500 km of piping, 500,000 components and more than 100million units of data (require-
ments, reports, schemes, etc.). The nuclear safety demonstration is at the heart of the
nuclear industry. It is the most important element and remains a limiting factor for all
nuclear activities. Globally, nuclear safety represents the sine qua non condition for the
licensing of installations. Indeed, even though nuclear energy is very low-carbon and
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represents 72% of the total electricity production in France in 2019, it remains an energy
that worries the public opinion. [1] It is therefore important that all nuclear activities are
fully controlled from a safety point of view. To ensure that all operations are carried out
safely, a validation of the demonstration of safety is mandatory to obtain the license to
build, operate, dismantle, etc.

The demonstration of safety is defined as follows: “Assessment of all aspects of a
practice that are relevant to protection and safety; for an authorized facility, this includes
siting, design and operation of the facility.” [2].

In this context, any demonstration of safety is part of an industrial project and is
therefore a balance between different constraints of scope, schedule, budget, quality,
resources, etc. [3].

The nuclear safety engineer calls upon the various disciplines present in the project
to jointly carry out the safety demonstration of the installation. This safety demonstra-
tion is based on iterative and collaborative processes. Despite the difficulty in terms of
collaboration, efficiency and productivity, a classic document-oriented approach is used
to achieve this demonstration of safety. We propose a digital-based approach, which
could be complementary to the work on documents. This approach draws its strengths
from Artificial Intelligence (AI) and from the use of system engineering/MBSE. This
paper illustrates theMBSE contribution in the whole safety demonstrationmethodology.
Readers interested by AI contributions can have a look on [3].

We will first present the problematic that underlies our work. The second section
discusses our proposed contribution in the context of this problem. The last section
proposes a concrete case to illustrate our approach.

2 Problematic and SoA

The nuclear safety demonstration is at the interface of several disciplines and constitutes
the argument presented to the nuclear safety authorities justifying that the installation
is, in its various phases of its life cycle (design, operation, decommissioning etc.), a
safe facility. It represents a real challenge of collaboration between actors from different
fields, with different levels of responsibilities and since the begin of the whole design
and development project. Obviously, all of these actors must have a minimum level of
understanding of the safety issues relating to the installation they are designing as part and
all along their project. In the design phase of the project, they have to collaborate, define,
trace rigorously and confidently all the requirements, architectural choices, intermediate
results of evaluation and analysis, decisions, tests to be carried out for commissioning,
etc. This work is carried out, as in many areas of engineering, through a document-
oriented approach. These documents are not read then interpreted by all actors in the same
way, some will read them completely, others partially, and still others will not read them
at all. Indeed, this represents a time commitment, and time is often lacking in projects.
Even for those with a full reading of the safety-related documents, the biases of their own
experience and reflectionwill bemixedwith thewritten information, the latter leavemore
or less room for subjective interpretation. This could have an impact on the cognition of
these complex subjects in terms of information gathering and processing, as well as the
possibility of using more often heuristics in their judgement on certain items. [4] In this
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way, system engineering (SE) [5] allows these actors to take more attention and manage
more efficiently the complexity of both the so-called systemof interest to be designed and
built, here considered a Nuclear facility, and the so-called system used to engineer, i.e.
the project itself. So, SE based on systemic principles, proposes more suitable processes
and promotes particularly modelling activities and models handling in opposition to
documents management. In this sense, as stated during INCOSE Symposium in 2007
[6]Model Based System Engineering (MBSE) “enhances the ability to capture, analyze,
share, and manage the information” This engineering approach that inherits from SE
allows a better cognition and information sharing between engineering teams with less
ambiguities by using models, highlighting the following benefits:

• Improved communications.
• Increased ability to manage system complexity.
• Improved product quality.
• Enhanced knowledge capture.
• Improved ability to teach and learn systems engineering fundamentals.

TheMBSE approach is more and more used and well known in the nuclear world [7,
8]. However the elements related to the demonstration of nuclear safety remain poorly
considered, and there is then a problem in the appropriation of the modelling way usages
and analysis of models, by nuclear engineers.

As detailed in Sect. 3, the classic approach to the demonstration of safety is described
in IAEA (International Atomic Energy Agency) documents such as the GSR (general
safety requirements). For Nuclear Power Plants, the SSR-2/1 describes this process and
presents the main safety principles and concepts that must be fulfilled throughout the
facility lifecycle. [9] The hazards to be addressed are then declined in lower level safety
guides.

Driven by the Environmental law, the French regulation addsmore general principles
to those technical concepts. For instance, it is based on the responsibility of the owner
of the plant and on the performance obligation rather than the obligation of means.

The French nuclear facility decree of 7 February 2012 is the one put forward in
our work, allowing engineers to model more naturally, to use and to be confident with
modelling activities and models. [10] We will see in the next section the operational
approach and the concepts put forward by the safety authorities to move towards the
safety demonstration.

3 Contribution

In our work, we consider the possibility of achieving this demonstration of safety being
based on the principles of systems engineering: 1) by using systemic principles, 2) by
following SE main processes that are collaborative and iterative throughout the project,
and 3) by promoting the intensive use of models.

With regards toSEprocesses, twoways are used to establish andpromotemulti-actors
collaboration during a project:
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1. The classic approach of having milestones and reviews. When the milestones are
reached, a review is carried out of the work and a decision is made whether as to
validate the proposed design.

2. Refocus and share continuously an up to date requirements repository between
all stakeholders of the project: engineers, business actors, customer, operator and
authorities representatives at least.

Thus, to improve the level of demonstration, the proposed method does not oppose
these two paths. However, it focuses on a requirements repository that would have the
’right’ properties, i.e. composed of SMART requirements. This impliesmaking available
a formalized requirement modelling language as proposed in various works, allowing
actors: to trace, assume the completeness and coherence of requirements, but also to
refine, decompose, rewrite any requirement in a semantically equivalent way for the
needs of certain domains by adapting to the domain vocabulary.

Thus, the elements quoted previously of the classical approach to safety demon-
stration have all been assimilated to requirements because they constitute a “contract”
between the operator and the safety authority. [11] Indeed, a requirement is a “statement
that translates or expresses a need and its associated constraints and conditions” [12].

Our analysis of the expected safety demonstration leads us to consider the following
elements:

• Interests Protection Functions (formally denoted as “FPI” in french litterature):
functions that, if compromised, could result in radioactive releases or damage to the
environment, the public or employees (referred to as “interests” in french regulation
[13])

o Here we will have an identification, based on an initial design, of the types of risks
that may affect the facility, which could compromise an FPI. We will then select
from a list of generic FPIs the one that applies to the facility of interest, based on
the risks identified.

• Safety Requirements (formally denoted as “EX” in french litterature): for each type
of risk, definition of the safety requirements to be taken into account for conducting
the risks analyses and design: these are general design principles, “primary” safety
requirements (e.g., “absence of dissemination in the event of an earthquake”), which
serve as input data for the safety analyses.

• Expected Characteristics (formally denoted as “CA” in french litterature): perfor-
mance of design based risk analyses (iterative process with the technical design engi-
neers) and the safety requirements. CA are “second level” requirements. They are
the result of the risk analyses. They are broken down by technical batch and are thus
directly applicable by the technical design engineers. A “primary” safety requirement
generally generates several CAs.

• Defined Requirement (formally denoted as ED in french litterature): in an iterative
way with the previous point, the design is carried out by the technical trades based on
the CAs. These are the technical measures proposed by the technical design engineers
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to meet the CAs. An ED applies to a system or sub-system. Thus, several EDs may
be required to meet a CA.

An FPI requirement will give rise to several EXs. An EX will give rise to several
CAs and so on.

The terms used in our description of the safety demonstration are related to the reg-
ulatory semantics of nuclear power. [10] A parallel was made with the corresponding
concepts in system engineering in working groups comparing the semantics/concepts
of nuclear safety engineering and system engineering. It was considered more inter-
esting to link all the elements introduced to the notion of requirements. The types
of requirements, the relationships between requirements, the allocation relationships
between requirements and functions or components allow great flexibility in the cor-
rect conceptualisation and specification of these ones considering the nuclear safety
demonstration objectives.

As explained, considering these elements as “requirements” provides a great flexi-
bility in the links that can be chosen to describe, for example, the transition from a CA
to an ED. The literature on requirements engineering and recent work allow judicious
choices to bemade on these points in order to be as close as possible to the spirit intended
by this division and this hierarchy intended by the nuclear safety domain.

Following this discussion, [14] proposes various relationships between requirements.
Three of them are of particular interest to us:

• Decomposition: this consists of decomposing a requirement into several requirements
in order to reduce its complexity, possibly making of different natures, both functional
and non-functional, appear.

o Relationship between: FPI to EX and EX to CA.

• Derivation: this relationship allows a new requirement set to be derived from a require-
ment set in order to specify the behaviour or state of a system when it is in a particular
configuration. This relationship allows the abstraction level of the requirements to be
changed.

o Relation between a higher level ED and a lower level ED.

• Refinement: the purpose of requirement refinement is to add detail to a requirement,
often in cases where the abstraction of a requirement is too strong. This requests then
allows a set of requirement of the same nature as those that being refined to appear.

o Relation between CA and ED.

Figure 1 shows a simplified version of the main concepts and relationships between
concepts that are presented in the text. This is a part of a global metamodel that allows
us to formalise, structure and detail all the concepts, attributes and relationships that will
be used in order to bridge the gap between MBSE domain and Safety demonstration
domain.
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Fig. 1. Meta model of the method (partial view).

4 Illustrative Case

In SE, a viewpoint model is a “representation of a whole system from the perspective of
a related set of concerns.” [15] With this method we try to provide a safety view to the
architecture models of new or ongoing projects.

This method is currently being implemented within an application project. We will
present in this section the first elements of this method presented before. Prior on testing
the approach, many exchanges with experts in the field of safety have been requested to
understand the main processes that compose it.

Fig. 2. MBSE Pilars

Also, in order to have research work that will be valued and put into practice in our
projects we make sure to have a coherent development around the four pillars of MBSE
(see Fig. 2) i.e. to have a research which covers these 4 pillars with a reflection on the
models, on the processes which will allow their implementation, on the language used



Collaborative Safety Requirements Engineering 233

as well as the selected tool. These reflections must allow the proposal to be adapted to
real application cases.

It was therefore necessary to observe the current state of the MBSE approach within
the compagny in order to develop a safety view, integratedwith themultiple views offered
by the MBSE approach, which could be adapted to the habits already present among our
engineers. For several reasons, it is the Capella tool [15] from Thales that is the most
used within the group. It is therefore around this software, the Arcadia method [16] and
the Arcadia DSML language [15, 16] that we are integrating our current research to
move towards the demonstration of safety.

Our work focuses in particular on processes, with a proposed methodology for inte-
grating nuclear safety into the proposed installationsmodels. Of course, themethodology
may have software limitations that prevent the implementation of the new methodologi-
cal elements provided. This could be overcome by modifications to the software, which
is made possible by the open source nature of this software (i.e. Capella).

Figure 3 shows an example of a requirements decomposition structure diagram that
allows us to trace the origin of a particular requirement in our model while respecting
the requirements types (see meta model in Fig. 1) specific to nuclear safety as presented
above.

Fig. 3. RBS

This method, illustrated in Fig. 4, is a part of our proposed methodology in a MBSE
context for nuclear safety demonstration. As shown in our big picture, the collaborative
aspect is intrinsic to the work related to nuclear safety demonstration. This collaboration,
if well conducted, allows each discipline to contribute its expertise in the best possible
conditions in order to provide an optimal safety of the installation. The work of the
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nuclear safety engineer is not done alone but in interaction with all field of competencies.
Moreover, projects in nuclear industry involve the nuclear safety engineer from start to
end. In collaborationwith the projectmanager and the technicalmanager, hemust be able
to check that each of the design proposals of the installation will ensure the protection
of interests (security, public health and safety, protection of nature and the environment)
[13].

Our proposal attempts to bring to the conduct of these projects the benefits of a
Model-Oriented methodology rather than a Document-Oriented one. In order to achieve
this, our work focuses on finding solutions to take into account nuclear safety in these
models. These models constitute the common basis for collaboration between these
different fields of expertise.

Fig. 4. Big picture of proposed method

5 Conclusion and Perspectives: A Way to Safety Demonstration

We have presented here the first steps of the methodology we propose on the way to
the demonstration of nuclear safety. A deep understanding of both engineering (nuclear
safety and systems engineering) is necessary to propose the coherent concepts of the
former for application to the latter.

The demonstration of safety, as the name implies, involves demonstrating to the
safety authority that the installation is safe for the outside world, the environment, and
the workers. To demonstrate this, it is necessary to rely on consistent evidence, which
is contained in the safety requirements in relation to the systems and activities they
specify. The next step is to propose the methodology for moving from this evidence to
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the demonstration itself. The elementswefind of interest to exploit are the notions around
evaluation criteria, technical indicators including measures of effectiveness (MOE) and
performance indicators (MOP). [17] These elements could be coupled with our CA type
requirements which includes expected characteristics from systems.

It is essential that the stakeholders grasp the issues and understand the elements of
the demonstration, which makes it a collaborative work by excellence with a strong
objective: to obtain the licence allowing the installation commissioning. There is no
doubt that this highly collaborative work is facilitated using models.

Although we did not mention it in this paper as it was not the purpose, the model-
based approach is complemented by the use of AI on safety demonstration tasks that
can be learned from the data. It is applied in those tasks of the safety demonstration that
lend themselves to the inductive approach to facilitate the work of engineers. (automatic
extraction of requirements for example [3]).

In the end, it is a set of processes brought together in a tool-based methodology
that will enable more productive collaboration of stakeholders in projects that include a
nuclear safety demonstration.
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Abstract. The pandemics situation has brought unforeseen challenges to all orga-
nizations at a global scale. While some strongly profit from it, others thrive to sur-
vive or already died. In such times the bulk of leadership and management related
skills, gains a disproportional importance especially for organizations where most
of their workforce strongly depends on remote collaboration. Being aware of the
difficulties to manage collaboration within and between teams in “normal times”,
the “still” ongoing situation has only brought more complexity to organizations
in that aspect. In this work is proposed a model to manage organizational remote
collaborative networks in order to identify collaboration extremes (lack of col-
laboration, or collaborative overload) which emerges as people work together in
projects or operations, developed based in three pillars (collaborative networks,
social network analysis, and business intelligence). A real case study is presented
to illustrate the functioning principles of the model.

Keywords: Collaborative networks · Business intelligence · Social network
analysis · Pandemics (Covid-19) · Organizational inclusion and performance

1 Introduction

The abrupt change in the way people around the world interact due to the pandemics,
has profoundly changed. The impacts the future human relationships are far from being
known [1, 2]. In these times, organizations face unexpected challenges in several dimen-
sions. For example, the need of immediate implementation of complex measures to
prevent the spread of the pandemics within their internal structures (in order to pro-
tect their workforce), overloaded many organizations in financial and human resources.
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Simultaneously, the need of keep running the business in order to survive, demanded
their employees to do the “extra-mile running” while using imagination and flexibil-
ity to keep the business as usual. In such scenario, effective and efficient collaboration
within and between organizations has never been so important [3]. It is often argued that
to organizations achieve sustainable competitive advantages they must excel in perfor-
mance and innovation [4]. However, research shows that one of the most efficient ways
to achieve sustainable competitive advantages, is by partnering with other organizations,
such as institutes, universities, or even competitors, engaging in controlled collaborative
environments that enable the creation of unique value, that otherwise would not be possi-
ble [5]. Still according to research, the lack of models to manage collaborative initiatives
is the major obstacle that prevented organizations back in “normal times” to engage in
such partnerships with a higher frequency [5, 6]. In these “new times”, for the obviously
reasons, it became worst [7, 8]. Latest research shows that organizational collaborative
trends are deviating from the center - characterized by a balanced collaboration type
-, towards the extremes [8], which may strongly negatively impact an organization’s
performance and innovation capacities [5, 6]. Such extremes (known as behavioral and
ambiguity risks [5, 6]), where in one side is characterized by the evolution of collabora-
tion towards an overload collaborative status and in another side characterized by poor
or lack of collaboration status, is in line with research regarding organization collabora-
tion tendencies, which argues that negative external factors (also called external noise) -
as the case of the pandemics in these “new times” -, are dangerous to organizations [9].
Research shows also that such behavioral risks can only be properly addressed by first
understanding the underlying reasons, and later apply generated knowledge to future
similar situations - in other words, lessons learned [5]. To contribute with a solution to
the mentioned emerging and growing problem, is introduced in this work a model to
support the management of organizational collaboration (also known as organizational
collaborative networks), to bring collaboration trends out from the extremes towards a
balanced status. The proposedmodel supported by three pillars (1-collaborative networks
(which gives the model the theoretical background that defines collaboration within and
between organizations), 2-social network analysis (which gives the model the tools and
techniques to perform a quantitative analysis), and 3-business intelligence (which gives
the model the capacity to operate in an autonomous (automatic) way), will analyze how
organization’s employees remotely collaborate in the “new times” by analysing their
dynamic interactions in four interrelated dimensions.

2 Literature Review

2.1 Collaborative Networks

Collaborative networks represent different entities, such as people, or organizations that
share resources to achieve common and compatible goals, exchange information, adjust
and plan activities [10]. Collaboration means working together in a shared creation
approach [10]. It comprises the sharing of responsibilities, risks, and rewards, as partici-
pants mutually engage to solve a problem or challenge [10]. Collaboration is for example
when experts from different organizations or departments, work together to develop a
new service or product in an environment where natural coordination exists, and also



A Model to Manage Organizational Collaborative Networks in a Pandemic Context 239

a continuously seeking process of new ideas and insights, fueled with psychological
safety and meaningful discussions, rather than only working under a perfect balanced
environment [10]. Factors such as reciprocity (feedback regarding a particular subject),
trust, and interlocking directorates are part of collaboration [10, 11]. Research shows that
efficient collaboration contributes to better adapt to change, enables to create strategic
inter-organizational networks, and increases flexibility to better face disruptive changes
[12]. In the model presented in this work collaboration is assumed the “joint work level”
existing between organizations employees.

2.2 Social Network Analysis

Social network analysis (SNA) studies social structures applying a variety of SNA cen-
trality metrics (CM) enabling to the understand how they emerge and evolve in the
environment where they exist [13]. SNA centrality metrics (SNAcm) can be applied
in organizations to quantitatively analyze collaborative patterns, talent shortages, cul-
tural fit, information exchange, unethical behaviors, employee turnover, fraud, and so
on [14]. SNAcm play a fundamental role in understanding the importance of organiza-
tional social capital, and therefore is being continuously incorporated into organizational
human resources processes and frameworks, as well in organizational risk management
departments [15, 16]. Literature shows that the application of SNAcm enabled to iden-
tify three critical informal networks ((1) communication – uncovering who interacts
with whom, (2) advice- uncovering who gives or asks advice, and (3) trust - uncovering
who trusts whom) that exist in any organization regardless of type or size, and play an
important role in performance and innovation [17]. SNAcm enables the identification of
key informal roles, such as central connectors (people who play a central role within an
organizational network), peripheral people (people who either intentionally or not, are
not integrated within an organizational network), brokers (people who connect differ-
ent organizational departments or organizations), and energizers (people who positively
influence others around them) that exist in organizations [18]. In project management
SNAcm can identify project critical success factors regarding the dynamic behavior of
project people across the phases of a project lifecycle [16]. SNAcm such as in-degree,
out-degree, closeness, betweenness, are applied to identify organizational hidden behav-
ioral patterns, and growing in popularity [16]. Research shows that such CM are often
correlated with an entity’s importance, prestige, and influence, and can be an index of
a network’s potential activity, communication, control and spreadness [16, 18–21]. In
this work the application of SNAcm enables to quantitatively measure the amount of
informal behavioral patterns within an organizational network.

2.3 Business Intelligence

Business intelligence (BI) are strategies, frameworks, processes, tools, technologies
and concepts employed by organizations to analyze business data, to accelerate and
optimize the decision-making processes [22–24]. A typical BI architecture collects row
data (data from different applications or platforms in several formats) from several
sources, such as finance, engineering, human resources, sales, or other. Then, collected
data is cleaned and organizing by a process called ETL (extract, load and transform)
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which normalizes collected data into readable and editable form. Then, data will be
analyzed - usually by the application ofmathematical and statistical tools and techniques.
Finally analyzed data is displayed in visual meaningful representations (usually called
data dashboarding), such as graphs, tables, or line trends (usually in the form of critical
success factors and key performance indicators), so that organizations can perform the
decision-making process in amore data-informedway (also known as a less biasedway).
Incorporating aBI into an organization’s structuremay provide unique benefits regarding
the measuring, understanding, and correlation of past events with outcomes (usually
known as descriptive analysis), and how these can help manage ongoing situations
(usually known as predictive analysis), while parallelly identifying future business trends
and suggesting strategical moves (usually known as prescriptive analysis) [23–25]. In
this work the proposed model to manage organizational collaborative networks includes
the incorporation of an organizational BI architecture to provide all the above-mentioned
benefits to organizations regarding the overall data analysis process.

3 Development and Implementation of the Proposed Model

The proposed model in this work illustrated in Fig. 1 was developed based on three pil-
lars and will analyze how organization’s employees remotely collaborate to accomplish
organization´s tasks and activities.

Fig. 1. Proposed model implementation framework and application methodology.

Themodel illustrated in Fig. 1 will analyze how remote dynamic interactions emerge
and evolve across time by measuring four different but interrelated dimensions ((1)
attendance degree in work-remote meetings, (2) amount of time spoken in work-remote
meetings, (3) number of communicated people through work-chats conversations, and
(4) the respective amount of time spent in work-chats conversations). Such dimensions
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were chosen because most of them represent the core of dynamic interactions between
employees of an organization in a remote context. The implementation and application
of the propose model follows the following methodology: First, data from two different
sources ((1) remote work meetings), and (2) remote work chats conversations) will be
collected and prepared (extracted, transformed, and loaded) to be stored into a master
datawarehouse. Then, datawill be quantitativelymeasured by the application of SNAcm.
Then, analyzed data will be outputted in graphic or tabular form o be properly interpreted
and extracted hidden behavioral patterns that may put at risk collaboration and thus
threaten the organizations goals and objectives. Finally, accurate quantitativelymeasures
can be applied to adjust or support uncovered behavioral patterns. To quantify the amount
of dynamic remote interaction between employees of an organization, SNAcm will be
applied as illustrated in Table 1.

Table 1. Proposed model SNAcm
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3.1 Real Case Application of the Proposed Model in This Work

A food & beverage market leader organization (named as organization A due to legal
and anonymous reasons) applied the propose model in this work to understand how col-
laboration in the “new times” affected by the still ongoing pandemics, has been evolving
across their 16 elements of the engineering department. For this matter organization
A implemented the proposed model into a BI architecture as illustrated in Fig. 1, and
collected data according to Table 1 between March and May of 2020. All 16 elements
agreed to participate in the study complying with the general GDPR (General Data Pro-
tection Regulation at https://gdpr-info.eu/) rules. Within the mentioned period of time
12 work meetings (coined as virtual weekly coffee-breaks) have been accomplished to
discuss organizational matters and to promote the interaction between employees who
were exclusively working remotely. In Table 2 are illustrated the results regarding the
dimension remote work meetings between March and May 2020 by applying the simple
sum and (2) according to Table 1.

Table 2. Results for virtual work meetings between March and May 2020

In Table 2 E stands for employee number, VM stands for total number of attended
work virtual meetings, and ST stands for spoken time level. There are 3 ST levels (L1
(yellow): 0–50 min, L2 (green): 51–100 min, and L3 (orange): > 101 min). According
to Table 2, 70% of the 16 engineers only spoke a total time between 0 and 50 min, while
13% spoke> 101min in all remotemeetings. Such values represent an unbalanced social
network regarding collaboration measured in work spoken time. Such results suggest
a deeper analysis to better understand how such collaborative behavior emerged and
evolved across time. This is illustrated in Fig. 2.

In Fig. 2 is illustrated the evolution of spoken time in each remote work meeting
vm(i), (virtual meeting) for elements 2, 15, 4 and 9, which correspond to the highest
values observed in Table 2 (element 9) and to the lowest values observed in Table 2
(elements 2, 4, and 15). As it can be seen in the upper side of Fig. 2 element 9 had
a total of 241 spoken minutes, contrasting with the 27 spoken minutes of elements 2,
15, 4 together. In Fig. 2, can also be seen that from vm3 to vm4 there has been an
abrupt change in the behaviors of elements 2, 4, and 15, which simultaneously coincides
with the almost exponential growth of element 9, specially from vm5 onwards. These
behaviors may represent a risk of collaboration between the 16 engineers of organization
A, which if not properly managed it may evolve either to an overload collaborative status
(namely by most participative elements, such as element 8 and 9) or to a poor or even a
lack of collaboration status (namely by less participative elements such as 2, 4, and 15).
If such observed trend keeps evolving across time, it still may evolve to collaborative
bottlenecks (emerging in elements with disproportional participative levels) or even lead
to the emergence of organizational silos (weak collaborative group vs high collaborative

https://gdpr-info.eu/
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Fig. 2. Spoken time longitudinal evolution in virtual meetings for employees 2, 15, 4 and 9.

Fig. 3. Chat communication network between March and May 2020.

group). In Fig. 3 are illustrated the results regarding the second dimension (remote
work-chat conversations), by the application of the simple sum and (2), according to
Table 1.

In Fig. 3 is illustrated the chat communication network between the 16 engineering
elements of organization A, that took place between March and May 2020. As it can be
seen in the legend of Fig. 3, the weighted lines that connect the different 16 elements of
organization A, represent who chatted with who (given by the lines between any give
two elements), and how much it communicated (represented by the thickness of the
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respective lines). For example, it can clearly be seen that element 9 is by far the most
central within the chat communication network, with an in-degree of 10 (which means
that he communicated with 10 different elements), and a total amount of communicating
time (wt, which is essentiallywriting) of 458min. The individual results regarding Fig. 3,
are illustrated in Table 3.

Table 3. Results for virtual chat conversations between March and May 2020.

In Table 3 E stands for employee, TC stands for number of people chatted to in
virtual communication, and CT stands for total number of minutes chatted in virtual
communications. The average in-degree (applying (2)) for this network is 5,whichmeans
that in average each element had communicate with 5 different colleagues. However,
this number is far from 15, which represents the full balanced average in-degree of each
element if all elements had communicated among themselves. It can also be seen that
50% of the engineering team (yellow marked) is under the calculated average in-degree,
and that no element has reached the ideal number of 15. The results in Table 3 are clearly
aligned with the results observed in the previous dimension - remote work meetings -,
where element 9 has again an extreme central position, whereas elements 2 and 4, but
not only, are in the other extreme, which in other words means, being very peripheral.

4 Conclusions and Further Developments

As demonstrated across this work the proposed model is an efficient strategy to answer
the following research question: “how is collaboration evolving across time, between
organizations employees that exclusively work remotely to accomplish organizational
tasks and activities?”. Given the pandemic’s scenario worldwide, the proposed model
enables organizations to uncover hidden behavioral patterns that emerge and evolve
across time that may threaten collaboration. By doing so, the propose model addresses
behavioral and ambiguity risk types, as suggested by [5, 6, 16, 26, 27]. Themodel enables
organizations to quantify past collaborative evolutions which allows them to learn how
dynamic behaviors can be correlatedwith outcomes - in otherwords, lesson learned. This
in turn, enables organizations to in a more data-informed way, identify critical success
and failure collaborative factors, which they later can use to guide and monitor future
collaborative initiatives. The implementation of the proposed model in organizations
implies first to create the necessary “virtual space” to enable an efficient functioning in
all model’s stages (data collection, transforming, analyzing and dashboarding). This step
(implementation of a BI architecture), translates a boost in the digital transformation
process, in transferring many of the manual organization operations and procedures
into digital ones. This step also enables organizations to perform according to GDPR
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guidelines - and for the propose model itself - it enables a non-invasive, and full bias-
free data treatment, by opposition to traditional performance management systems, such
as pulse surveys conducted by organizations to evaluate collaboration and satisfaction
levels. The proposed model positively contributes to the sustainability triple bottom
line (economic, social, and environmental), by enabling organizations to minimize or
eliminate risks regarding collaboration in formal and informal organizational networks,
which in turn contributes to optimize and improve resources usage, leading to leaner
organizational business strategies. Nevertheless, the implementation and application of
the proposed model requires organizations to be flexible and open to adopt a new way of
working. This may become a challenge to organizations, due to the power that resistance
to change may offer, usually hidden in organizational informal networks. The proposed
model does not capture all interactions between organization’s employees, such as those
that happen in work email exchange and phone calls. Therefore, new SNA centrality
metrics - but also dispersion- should be developed, and other existing SNA metrics
should be applied in order to better mold a 360 approach towards the identification of
risk collaborative behavioral patterns. In order to clear identify the differences between
“now and then” (in covid-19 rimes and after covid-19 times) regarding collaborative
initiatives, is suggested that organizations apply the proposedmodel in “both times”. This
will lead to better understand the impacts that covid-19 has in collaborative initiatives.
Finally, because some employees might not agree with such vast analysis of relational
data, further research should be conducted in finding ways to capture such employee’s
relational data without going against employees legal and privacy aspects.
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Abstract. Organizations are increasingly working on business processes
improvement to meet stakeholders’ requirement. Process engineering and
improvement projects are challenged by identifying proper metrics to guide
improvement efforts and mitigate process complexity. This latter is intuitively
related to factors such as usability, modularity, reliability and maintainability. A
process that is too complex is more likely to fail and produce costly quality prob-
lems. In a context of collaborative decision-making, complexitymanagementmust
consider the expectations of several stakeholders, and the definition/use of suit-
able metrics is the starting point. The current paper identifies and uses a set of
metrics to enable the evaluation of process models. The proposed metric system
is used within a case study highlighting the key role of modularity in mitigating
process complexity. More generally, the results show how using the metric sys-
tem can support complexity mitigation and therefore performance improvement
in (re)engineered processes.

Keywords: Business process · Modelling · Collaboration · Complexity ·
Performance ·Metrics · Project

1 Introduction

The literature witnesses the importance of sufficiently expressive and formal process
modelling languages, which are easily understandable by end-users and not only by
experts in the field. A collaborative business process is composed of a set of activities,
tasks or services brought together to achieve a final objective [1]. Process complexity
can be defined as the degree to which a process is difficult to understand, explain, anal-
yse or manage. When the complexity of a process increases, it can lead to poor quality
and difficult reorganization [2]. According to authors such as Dumas et al. [1] and Chi-
nosi & Trombetta [3], there is a need to study process complexity as a distinct factor
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influencing processes. As a matter of fact, high process complexity can lead to misun-
derstandings, errors, defects, and exceptions, which means that processes need more
time to be developed, tested and maintained. Currently, organizations have not adopted
complexity measures as part of their process management practices [4]. As a result, even
simple processes can be designed in a complex manner. A means to characterize process
complexity is business process measurement, described as an empirical and objective
measurement of various business processes properties, in order to characterize them rig-
orously [5]. A complexity measure could be used to identify existing processes that are
good candidates for improvement and simplification, or even complete re-engineering
[6, 7]. A measure could also be used to predict the effort required to manage and com-
plete a new instance of a process or to select a process manager with an appropriate level
of competency.

The current paper identifies and uses a set of metrics to enable the evaluation of
process models. The proposed metric system is used within a case study highlighting
the key role of modularity in mitigating process complexity. More generally, the results
show how using the metric system can support complexity mitigation and therefore
performance improvement in (re)engineered processes. The remainder of this paper is
organized as follows: Sect. 2 identifies and selects a set of metrics for measuring the
complexity associated with business process models. Section 3 presents an illustrative
case study to measure process complexity in two different scenarios, modelled using
BPMN. Section 4 discusses paper results. Conclusions and perspectives are summarized
in Sect. 5.

2 Complexity Metrics

Collaborative business processes describe howorganizations operate thorough providing
a global view of the interactions between several actors to achieve common business
goals [8, 9]. These processes span across complex and dynamic environments, within
one or multiple organizations. The complexity induced by such environment heavily
impacts on process performance [10]. Therefore, improving process performance and
reducing its complexity is undoubtedly a driver to meet stakeholders’ expectations. To
this end, identifying suitable metrics for measuring complexity is a key step.

The metrics presented in this paper were identified using a specific approach involv-
ing two stage: (i) metrics collection and structuring, and (ii) metrics selection. During
the first stage (i), several metrics were collected from the literature and grouped accord-
ing to their types (discrete or direct metrics, with or without operationalization). Direct
metrics use simple and effective formulas that provide a quick measure of complexity.
Discrete measures are applied to the detailed structure of the model and allow a thor-
ough calculation of its complexity, by evaluating its resources. Both metrics are used to
evaluate complexity of business process models from structural perspective [5, 6]. From
a behavioural perspective, the behaviour of process elements within a business process
model can be defined by describing how they interact throughout the structure of the
process. During the second stage (ii), based on collected metrics from stage one, metrics
were selected according to measurability and relevance for complexity measurement
and performance improvement. The selected metrics are detailed in Table 1.
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Table 1. Metrics used for the evaluation

Metric Definition Objective

Number of activities Measures the number of
activities in a given process

Helps evaluating complexity,
cost and time of the process

Number of human
resources types

Measures the number of
resource types for a given
process

Helps evaluating complexity,
cost of the process and the
organizational impact

Control-flow
Complexity

Evaluates the number and
complexity of gateways in a
given process

Helps evaluating process
complexity

Longest path of the process
(Diameter)

Measures the longest path
between the first and last nodes
in a given process model

Measures the longest lead
time for each process

Percentage of multi- skilled
human resources

Measures the percentage of the
multi- skilled resources of the
total human resource for a
given process

Helps evaluate organizational
impact, cost, lead time and
complexity

The flow between activities
from different lanes

Calculates the number of
sequence flow between
different lanes of a given
process

Helps evaluating process
complexity

Number of clusters
(modules)

Measures the total number of
formed modules for each
process model

Helps evaluating
organizational impact of each
process

Coefficient of Network
Complexity (CNC)

Measures the complexity of a
network (the ratio of arcs to
nodes)

Helps evaluating process
complexity

Process users Measures the number of
employees involved in a given
process

Helps evaluating
organizational impact

Workload Measures the number of
products or services handled
per employee/resource type

Helps evaluating
organizational impact

Process complexity management influences how efficiently and economically pro-
cesses are planned, managed, and executed. Cicmil et al. [11], Dao et al. [12] identified
complexity as a factor that helps determine planning and control practices, a factor that
hinders the identification of goals and objectives, or a factor that influences the time, cost
and quality of a business process. According to [5], there is no single measure that can
be used to evaluate process complexity. Four main perspectives of complexity can be
identified: activity complexity (the number of activities in a process), control flow com-
plexity (divisions, junctions, loops, and start and end points), complexity of data flow
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(complexity of data structures, number of formal activity parameters, and the correspon-
dence between activity data), complexity of resources (a resource is defined as any entity
required by an activity for its execution, such as a database, external application or role).
These perspectives were also noted through the literature review recently conducted by
[7]. Complexity is closely related to process performance as it impacts process output
accuracy and its capacity of handling changes. More generally performance may refer
to process efficiency, effectiveness and flexibility.

3 Case Study

In this section, we present a concrete example of manufacturing a cleaning robot, which
is inspired by real industrial companies, to show how complexity and performance met-
rics can support collaborative business process improvement and can be helpful in such
business. The case company manufacture automate agents, composed of different mod-
ules: battery, energy, cleaning and body modules. Different resources are needed for the

Table 2. Human resource types related to each product/service

Product or service element Module reference Human resource

Products Battery L/H/M (*) E1,2,3 Electrical Engineer;

Microcontroller E4 Electrical Engineer;

Security E5 Electrical Engineer;

Body L/S/M E6,7,8 Design and mechanical
engineer;

Cleaning 1,2,3 E9,10,11 Electrical Technician;
Engineer

Energy System 1,2,3 E12,13,14 Electrical Technician

Services Battery Maintenance E15 Maintenance Engineer;
Electrical Technician

Cleaning module maintenance E16 Maintenance engineer;

Cleaning the robot E17 Technician;

Displacement maintenance E18 Maintenance engineer;
Mechanical technician

Upgrade E19 Electrical Engineer;
Technician

Consulting service E20 Consulting Engineer;
Electrical
Engineer

Equipment Test execution E21 Electrical engineer;
Maintenance engineer;
Consulting Engineer

*L = long lifespan battery, H = low life span, M = medium life span
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execution of the service or assembly of the product, e.g. electrical, design and mechan-
ical engineers for design and manufacturing, technicians for cleaning, highly qualified
operators for maintenance activities (maintenance engineers, qualified technicians…),
qualified personnel for after-sales services and training. Human resources as a grouping
criterion can heavily influence the generation of different modularity scenarios mixing
product and service in consistent modules [13]. Table 2 briefly illustrates the human
resource type related to each element of product and service.

In this case study, the reduction of process complexity can be addressed through the
development of modularity concerning both product and service operations. By com-
bining products and services, modules can be formed to mitigate the whole process
complexity by combining products and services (E’x’). A module can be defined as a
block of multiple products or services. Each module is formed by respecting the logi-
cal sequence of robot manufacturing. For example, a module composed of battery and
upgrade cannot be considered, as the process of upgrade concerns the whole robot, not
only the battery. In order to conduct this study, we made two different scenarios to illus-
trate howmodularity affects the complexity of the process. The two scenarios result from
different clustering methods and parameters but they share the same input elements: sce-
nario 1 is based on modules containing no more than two components each (product
and/or service): {E1, E12}, {E9}, {E6}, {E15}, {E16}, {E18}, {E20,E21}, {E5,E4},
{E17}, {E19}, scenario 2 relies on clusters made from several products and services:
{E1,E12,E6,E9}, {E15,E16,E18}, {E20,E21}, {E4,E5}, {E17, E19}. For deeper discus-
sion on how to build and generate different product and service modularity scenarios,
the reader can report to the full study in [13].

ADONIS software for business processmanagementwas used tomodel and visualize
the above scenarios consistently with BPMN standard. As an example, Fig. 1 shows a
representation of the collaborative processes supplying module 8, in the first scenario.
This module is composed of two products, microcontroller (E4) and security (E5). In
Fig. 1 processes related to each of the modules are highlighted with dashed lines.

Fig. 1. Example showing module 8 for scenario 1
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3.1 Complexity Evaluation and Discussion

Business process models and the identified metrics are used to evaluate the complexity
of the scenarios described above. Table 3 summarizes the assessment results of the two
modelled scenarios. These indicators are relevant tomeasure structural complexity. They
can be easily calculated based on relatively simple process models, and thus they can be
applied to various industrial contexts. This induces that this complexity approach could
certainly be easily applicable in industrial environment.

The results show a significant difference between the two scenarios. It is worth
noticing that the lower the value of the metric, the less complex the process is. In
general, almost all the metrics show that the second scenario tends to have better scores.
This confirms that this scenario exhibits lower level of complexity than the first one.
The final choice between these different alternative solutions (scenarios) also depends
on the costs and difficulties of process management.

Table 3. Process models evaluation results

Metrics Scenario 1 evaluation results Scenario 2 evaluation results

Number of activities 151 activities 84 activities

Number of human resources
types

10 different resources types
with
average of 1 per module

6 different resources types
with average of
1.2 per module

Control-flow Complexity
Metric

CFCabs(P) = 33 CFCabs(P) = 17

Longest path of the process
(Diameter)

Longest: 25
Average: 17.2–18 per module

Longest: 22
Average: 16.6–17 per
module

Percentage of multi-skilled
human resources

0% 33%

The flow between activities
from different lanes

Sum: 30
Max: 4
Average per module: 3

Sum: 14
Max: 4
Average per module: 2.8 ~ 3

Number of clusters (modules) 10 modules 5 modules

Coefficient of Network
complexity (CNC)

Max: 29.4
Average:20

Max: 27
Average: 20.6

Process users 26 employees 12 employees

Workload Max per module per
employer: 7.5
Average per employer: 5.5

Max per module per
employer: 7 Average per
employer: 5.4
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4 Discussion

The case study is considered a theoretical approach tested with industrial data. We can
add it as a future perspective, to validate the approach on larger industrial case stud-
ies, for companies with complex processes (such as offering both product and services
or offering varieties of products). This case study shows the real opportunity offered
by measuring the complexity of different scenarios, to lead to (re)engineer processes
towards more straightforward and easily manageable organization. As a matter of fact,
the complexity metrics enables process managers and administrators to calculate the
complexity of processes generated by process owners. Designers can analyse the com-
plexity of a process in development; consultants could also contribute with new process
components for complexity analysis of the proposed solutions.

The outcome of our study does not seem unpredictable. Indeed, this result is in line
with previous research in relation to modularity, seen as a driver for mitigating system
complexity [2, 14]. Such a system (e.g. business process, organizational structure) is
deconstructed into independent units (modules in our case). The modules should be able
to exist independently from each other, but the system can only function as an integrated
structure. Our results suggest the use of a reduced number of modules, each of them
withmore integrated elements, in order to create fewer complex processes, thus reducing
the time spent for understanding and managing processes in order to remove failures or
adapt the organization to changing requirements.

There are however rooms for improvement. For example, no single complexity met-
ric can be considered superior to the others, which may represent some limitation for
the work. For better results, one option could involve combining several metrics into
an aggregated score. Furthermore, metrics can be extended to cover both structural and
behavioural perspectives of process complexity. This can be achieved by use of sim-
ulation of collaborative business processes. The complexity assessment could also be
extended in the future to consider the collaboration mechanisms spanning over several
organizations. A potential area to investigate is the mass customization in the healthcare
sector.

5 Conclusion

The goal of finding a measure for the structural complexity of business processes is
ultimately to improve the processes, so that they can produce more value for their stake-
holders: customers, owners and work forces. A complexity measure could point out
a direction for the process improvement efforts, especially when it’s consistent and
computable like we have seen in the past sections.

With a measure of complexity, we can make compromise between process complex-
ity and other process properties, such as lead time or resource requirements. At some
point, adding additional resources or decreasing the complexity of a process is likely to
become counterproductive, even though the lead time should in principle decrease, as
too much complexity or too costly resources can have negative effects. When improving
business processes, there are usually various possibilities to reorganize the process. The
structural complexity of these scenarios should be a factor to consider. Several ques-
tions still need to be addressed such as, what would be an ideal complexity measure?
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And does a measure have a unique and clear interpretation? This answer will only be
given based on empirical results when organizations have successfully implemented
complexity assessment in their process development projects.
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Abstract. Virtual simulation canhelp students and enterprise employees to under-
stand the company systematically and gain insights into the complexity and uncer-
tainty of the enterprise’s digital innovation. The design focus of the virtual simu-
lation teaching platform needs to base on the business and data of the enterprise.
Considering authenticity and interest, the simulation rules are designed to adapt to
the simulationneeds of different business situations of various enterprises in amore
flexible way. Therefore, this paper proposes a three-layer framework and imple-
mentationMethodology for extracting and configuring simulation rules,which can
realize simulations of different business quickly and provide support for teachers
in teaching. The implementation methodology of rule configuration serves for the
three-layer framework. The paper takes rule configuration of a virtual simulation
as a case to illustrate the proposed framework and methodology.

Keywords: Simulation rule · Simulation platform · Simulation teaching · Rule
configuration

1 Introduction

Currently, the global digital infrastructure including social media, the Internet of Things,
digital business platforms, and other digital networks and ecosystems is gradually being
improved. It enables people, technologies, processes, and organizations complete hyper-
connections and interdependence with each other, which intensifies the complexity of
the entire digital world. The nonlinearity, self-organization, co-evolution, bifurcation
and other characteristics of the entire complex socio-technical system inevitably has led
to an unpredictable state which is called uncertainty [1].

In the discipline of Information Management, the intersection and integration of
management and technology are difficulties. The complexity and uncertainty in digital
innovation has further exacerbated the dilemma of students’ learning and innovation,
which brings challenges to the teaching of Information Management and other subjects.
In regard to the teaching in college, how tohelp students better understand enterprise busi-
ness and gain insight into the complexity and uncertainty of enterprise digital innovation
has become more and more important [2].
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Virtual simulation can inject people into virtual core roles through enabling, decision-
making, communication, etc. [3]. Specifically, business simulation uses the same vari-
ables, relationships and events in the businessworld to simulate business reality. Through
designing basic rules, relationships and market dynamics in enterprise business, simpli-
fying the complexity of real companies and highlighting content and rules, the students
can better understand enterprise business, personally experience enterprise decision-
making behavior [2], and face the uncertainties in the process of business operations.
Also, students can deeply experience the business of different companies through “im-
mersive learning”. Therefore, the simulation teaching can improve students’ compre-
hensive implementation ability, comprehensive strategy ability, innovation ability, and
cultivate students’ sense of cooperation and team spirit [4]. However, the cost of devel-
oping simulation teaching platforms for different companies is relatively high. Also, it
cannot meet the teaching tasks of different disciplines. Faced with the demands for mass
customization, product configuration design is a key technology for rapid design and
rapid response to the market demands [5]. Therefore, for the diversified needs of busi-
ness simulation, a configuration platform is needed. Based on predefined components
and constraint relationships, product configuration design can quickly form a person-
alized product BOM (Bill of Materials, BOM), which can meet the diverse needs of
customers [6].

Product configuration design includes four aspects: components, product structure,
configuration rules and constraints [6]. Specifically, configuration rules are important
parts of product configuration design [5]. Because the primary task of product con-
figuration is to translate customer knowledge into engineering knowledge. The bridge
between these two knowledge domains is achieved by configuration rules [6]. Simula-
tion rules are defined as the mapping relationship between simulation platform operation
and enterprise business. Some institutions have begun to pay attention to the accumu-
lation, organization, management and reuse of simulation models [7], but there are few
researches on the configuration of simulation rules. Simulation analysis generates a lot of
data, which hides a lot of useful knowledge [8]. This knowledge contains a large num-
ber of simulation rules. Extracting and reconfiguring these rules can help to improve
an existing simulation teaching platform, or configure a new simulation teaching plat-
form quickly which is similar and has a certain of differences with the existing business
simulation platform. Under this context, this paper proposed following main question:

How to extract the simulation rules of the simulation teaching platform, enable
this platform to achieve flexible iterative update based on this rule, and enable the
platform to meet other business extension requirements based on the configuration
of simulation rules.

Thepaper is structured as follows: Sect. 1 introduces the research issues. Then, Sect. 2
provides an overview of simulation research. Section 3 describes the three-layer frame-
work for configuration of simulation rules based on the simulation teaching platform,
which includes the extraction of rules, and gives specific implementation methodology.
Section 4 provides a short case to help illustrate the framework andmethodology. Finally,
Sect. 5 gives conclusions and opportunities for further work.
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2 Related Works

Simulation is not a new tool and used in many fields. For example, simulation is applied
to supply chain configuration [9]. Also, many business decisions and process can be
supported byvarious types of simulation platforms.Business domain simulation has been
developed for decades and widely used in different fields, such as setup, planning and
control [10]. Virtual simulation improves the conversion speed from theory to practice,
and helps learners understand enterprise businessmore quickly to save time and cost [11].
Virtual simulation has been proved to be conducive to the understanding of theoretical
knowledge, and can enhance the cognition of enterprises. In 2008, Hancock and others
defined virtual simulation as a simulation that injects people into the virtual core role
through enabling, decision-making, communication and other aspects [12]. Therefore,
virtual simulation can help students to understand the complexity and uncertainty of
enterprise.

Simulation teaching is an important part of realizing the information construction
of higher education through the cross collaboration of multiple technologies. Simula-
tion teaching platform can be divided into technology teaching and ability teaching
through teaching objectives. Specifically, technology teaching is to realize the cogni-
tion of things or processes through virtual simulation, which is mainly applied to the
teaching of medicine and nursing, engineering machinery, chemical biology and so on.
Simulation teaching in medical care is particularly important after COVID-19 [13]. In
addition to the construction of medical nursing virtual environment, in order to enhance
students’ cognition of medical and nursing knowledge, more and more researches on the
simulation of patients’ feelings [12]. Ability teaching is to form relevant consciousness
or idea through virtual simulation teaching, so as to establish the ability to solve related
problems. It is mainly applied to humanities and social sciences. For example, schools
set up “training company” games to cultivate students’ ability to communicate and solve
communication problems [14].

Game simulation teaching has the characteristics of good interest [2], good interac-
tion and strong creativity [15]. Therefore, the concept of serious game is brought into
the virtual simulation teaching, so that students can feel the sense of competition, con-
trol and belonging in the simulation. Game simulation can stimulate students’ internal
needs and make them study actively. The game is a complex but intuitive system [16],
including multimedia and simulation technology, as well as story interaction. Students’
learning in game simulation teaching is a kind of self behavior. It is believed that the
internal needs and emotions of drive are the motivation sources of self-determination
behavior.

Virtual simulation has many applications in the field of teaching, including medical
teaching, engineering teaching, business teaching, etc., and even adds the concept of
game to increase the fun of simulation. This research is mainly about the teaching in
the business field. When designing the simulation teaching platform, it is inevitable to
embed the business process in the simulation. Faced with diversified business, we should
establish a product configuration platform, in which rule configuration is an important
content [5]. There are many studies researched about simulation teaching applications
and simulation model reuse, but few of them focused on Rules. There are a lot of rules in
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simulation. Based on this, this paper focuses on the rule extraction of existing simulation
platform and configuration of simulation rules.

3 Configuration Framework of Simulation Rules

In the design of simulation teaching platform, different types of business have different
processes, so we need a flexible way to realize the simulation teaching platform to meet
different business needs. At present, some organizations focusing on simulation teaching
have implemented the configuration of simulation platform for different businesses, but
the rule configuration process is difficult to be understood by others, and cannot complete
the rule configuration quickly and flexibly.

In order to meet the requirements of configuration of simulation rules, a three-layer
configuration framework and configuration implementation methodology is proposed
in this section, which can extract simulation rules and configure simulation rules from
simulation teaching platform that is a problem-oriented platform.

Fig. 1. Configuration framework

As shown in Fig. 1, the proposed configuration framework includes two dimensions:
(1) business dimension, (2) configuration dimension; and three layers: (1) situation layer,
(2) rule layer, (3) resource layer.

Situation Layer: The configuration dimension and business dimension of this layer are
represented as simulation situations. From the simulation situations, the decision points
of collaborative situations can be extracted, which is the embodiment of simulation rules
in the simulation situations.

Rule Layer: In the business dimension, it is represented by the extraction of business
rules and uncertain events which are needed to support the rule configuration process.
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In the configuration dimension, it is shown as the matching of simulation rules, the
classification and configuration of rules, and the adjustment of rules. The configuration
rules are divided into three parts: (1) basic data, which are directly from the data of the
enterprise and do not need to be changed; (2) Rules Based on actual data, which are
from the data of the enterprise but need to be adjusted; (3) Rules Based on simulation
knowledge, which are designed because of the need of simulation [6].

Resource Layer: In the business dimension, it represents the business documents, busi-
ness processes and business data of the target enterprise. In the configuration dimension,
it is the rule base of the corresponding business simulation, the new data which can
support rule configuration and the derived data generated in the process of new virtual
simulation. The data in the business dimension supports the newly constructed data in
the configuration dimension.

In the business dimension, the business rules and uncertain events are extracted
through the business documents, business processes and business data in the resource
layer. The simulation situations are initially constructed. The simulation situations have
no rules, but can be compared with the simulation template to select the appropriate sim-
ulationmodel. In the configuration dimension, the collaborative situation decision points
are extracted from the selected simulation situations, and the collaborative situation deci-
sion points are matched with the corresponding rules of the simulation situations. This
step mainly solves the problem of understanding rules. Then the rules are classified,
configured and adjusted. The newly generated rules are stored in the rule base. The
rationality of the new simulation rules is verified by the derived data generated by the
new simulation teaching platform.

The above framework illustrates the whole process of rule configuration. In order
to further illustrate the most important process of rule layer of the configuration dimen-
sion, the implementation methodology of configuration of simulation rules is proposed.
The process involves multi-role and multi-agent cooperation, so the methodology is
designed based on the metamodel for collaborative situations [17]. As shown in Fig. 2,
the methodology includes five main parts: collaborator, behavior, rule, objective and
resource.

Rules are co-configured by partners. The configuration steps are as follows: (1)
Mining collaborative situationdecisionpoints in simulation template basedon simulation
platform. (2) Based on the simulation data, the rule base is matched with the decision
points of the collaborative scene. (3) New rules are classified and configured based on
business resources and simulation data. (4) The rules after configuration are adjusted
based on business resources and simulation data.

The decision points of collaborative situation are represented by behavior tree. The
concept of behavior tree and corresponding application in the system was first proposed
by Dromey in 2001 [18]. Based on the behavior tree, this paper redefines its traversal
rules to illustrate the decision-making behavior in virtual simulation.

The behavior tree has four nodes: Select Node, Sequence Node, Condition Node
and Action Node. (1) Select node: no matter whether the execution of the child node is
successful or failed, all the child nodes will be executed in sequence, and success will be
returned. Select node has the concept of LOOP (n), which means to repeatedly execute
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Fig. 2. Implementation method based on configuration framework

select node n times. (2) Sequence node: all the child nodes are executed in sequence, all of
them succeed and return success. One node fails and stops traversing and returns failure.
(3) Condition node: judge the condition, and the configuration rules correspond to the
Condition node. (4) Action node: execute action according to the result of Condition
node, which is the user’s operation in the simulation platform.

The implementation methodology is goal-oriented methodology. In order to achieve
the configuration goal, the configurator configures the rules according to the resources
provided by the enterprise. After completing the new simulation teaching platform, busi-
ness behavior and feedback are carried out to verify the rationality of the configuration
rules.

4 Case of Simulation Rule Configuration

To better illustrate how the framework and implementing method described in Sect. 3
should be applied in real situations, a brief case of rule configuration was conducted
in a business simulation rule configuration. In order to highlight the specific process
of rule configuration, this case mainly illustrates the operation process of configuration
dimension and simplifies the process of business dimension based on implementation
methodology.

The background of this case is the simulation of the sales business of an outdoor prod-
ucts company. The following example calls the enterprise the target enterprise, which
provides the business process of sales business, sales data, commodity information and
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supplier information. The cooperative enterprise of this example also includes a simu-
lation company which has a simulation configuration platform. The platform can meet
most of the requirements of business simulation configuration. However, the configura-
tion of simulation rules is cumbersome, and it is difficult for people outside the company
to understand.

By investigating the relevant business documents and processes of the target com-
pany’s sales business, it is found that the sales business to be simulated by the target
company is similar to the new retail simulation. Simulation company provides necessary
resources. Based these resources and the representation method of the decision points of
collaborative situations proposed in Sect. 3, the decision points of new retail simulation
are sorted out, some of which are shown in Fig. 3.

Fig. 3. Decision points based on collaborative situations

Figure 3(a) shows any situations of the new retail sales business. (1) Demand
Research is used to find suitable customers for the enterprise. (2) Customer Devel-
opment is used to develop the selected customers. (3) Customer Order is used to receive
orders. SEL is Select Node. Seq is the Sequence Node. Con is Condition Node. Act is
Action Node. The relationship between nodes and node traversal rules are based on the
definition in Sect. 3. The attribute of LOOP (2) is given to customer development to
complete the operation of customer development.

Condition Node in the figure is the premise of Action Node operation. For example,
in the “SEQ: R & D Qualification Certificate” node, the premise of “ACT: R & D
Qualification Certificate” is “CON: R & D Expenses < = Holding Funds” and “CON:
R & D Personnel > = Required Quantity”. If any of the conditions is not met, the
“ACT: R & DQualification Certificate” cannot be issued. The next process is to traverse
the “SEQ: R & D Personnel Recruitment”. After completion, because “SEL: Customer
Development” has the attribute Loop (2), it is necessary to traverse this SEL node again.
The rule corresponds to the Condition Node.

After the extraction of the decision points of collaborative situations, configuration
rules need to be matched. Figure 3(b) shows the related rules in the rule base. These
existing rule tables are goods, customer, skills which is needed to sell or process a
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commodity, certificate which is provided by the enterprise for selling products, human
resource, warehouse, logistics and customer order.

Table 1. Simulation rule matching

Through rulematching, the configurator canmake clear themeaning of configuration
rules andwhat part of simulation configuration rules act on. The following Table 1 shows
the matching table (taking some of them for example) between the decision points of
collaborative situations and the simulation rules.

In the Table 1, the corresponding rules in the Condition Node are extracted. Among
them, the information in the black dotted circle is theConditionNode and the correspond-
ing rules in the example of decision points given above. A condition may correspond to
one or more rules.

Fig. 4. Rules configuration and adjustment

https://doi.org/10.1007/978-3-030-85969-5_1
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As shown in Fig. 4, the sorted rules are classified and configured. Figure 4(a) shows
the classification of rules. Rules are designed based on the business data provided by the
target company. Figure 4(b) shows the adjustment of rules based on uncertain events. The
payment proportion of customers is random, so two payment proportions of “30%, 50%,
20” and “40%, 40%, 20%” are set. For the users of the platform, less initial payment from
customers may lead to the rupture of the enterprise cash chain. There may be differences
in the quantity and price of goods that customers need in different periods. Therefore,
the value of demand quantity and demand price is set as interval value to simulate the
real situation.

This case illustrates the three-layer framework and the implementation methodol-
ogy of rule configuration by configuring the sales business of a target enterprise (the
sales business of the target enterprise is similar to the sales business of the simula-
tion company’s new retail simulation). Configurators can meet the requirements of rule
configuration in a more flexible way.

5 Conclusion

Faced with the simulation requirements of multiple businesses, configuration of simula-
tion rules is particularly important. A rule configuration framework and corresponding
configuration implementation methodology are proposed. It can meet various learning
tasks such as cognition of operation and management complexity, reverse engineer-
ing of demand analysis and design, design and configuration of intelligent industrial
interconnection system, and data analysis of operation and management behavior.

Themain innovation of this paper is to extract the decision points of collaborative sit-
uations from the simulation platform, and find the rule source of the simulation platform
on this basis. Combined with the three-layer framework and configuration methodology,
it provides a reference idea for rapid configuration of rules. The future workwill focus on
the design of components and constraints of configuration platform and the development
of configuration platform.
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Abstract. Simulation is a significant tool that can be used to evaluate, monitor
and enhance the processes and to predict the behaviour of a system in a particular
scenario. Collaborative processes involving multiple organisations are becom-
ing important in the changing landscape of the manufacturing industry towards
industry 4.0. Simulating these processes require an independent and distributed
execution because of the privacy concerns of partner organisations and the re-
usability of existing simulators. In this paper, we propose a simulation framework
based on a federated approach for the simulation of collaborative processes. The
federated approach enables the simulation of parts of the processes from multiple
organisations by combining independent simulators through a common interface.
The common interface is responsible for the synchronisation of all the simulators
within the federation. The framework will be evaluated using an industrial case
study of textile manufacturing using Virtual Organisations.

Keywords: Industry 4.0 · Simulation · Federated Simulation · Collaborative
Processes

1 Introduction

The modern industry 4.0 enabled landscape provides for a rich and complex organisa-
tion of business. For some products, the design may be done by one organisation, and
the production by another, where distribution and marketing are managed by yet two
other organisations. At the same time, the customer’s experience should be of the same
quality as if interacting with only one organisation. While the resulting collaborative
networks may be able to handle dynamic market conditions better, the networks them-
selves are more complex to understand. This is exacerbated by the independence of the
organisations making up the collaboration.

Where monitoring of key performance indicators is a key tool in the management
of processes [1], it is only a post-hoc tool. Instead, simulation of the processes can
allow for a prediction of the indicators ahead of time. The use of simulation tools takes
various forms and complexities, from anomaly detection to a ‘what-if’ analysis [2, 3].
All without disrupting the actual system that is in place.
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In the case of industrial systems, simulation requires specialist knowledge that is
sometimes only available to the manufacturer of the devices involved. In other cases,
the simulation is provided in relation to a Manufacturing Execution System (MES)
that coordinates the manufacturing process. When looking at the broader business, the
business processes surrounding manufacturing would also need to be simulated. Such
simulation is not provided by amachine manufacturer or theMES. Given the complexity
and variability involved in managing the different simulation models, it is not realistic
to have this simulation done in a monolithic way. Instead, multiple simulators are likely
to need to cooperate in simulating business processes involving manufacturing aspects.

Cross-organisational processes introduce an increased complexity. In addition to
this, the desire to keep a local control of processes would likely increase the frequency
of change to the processes. Overall, this leads to processes that are harder to make, keep
correct and be optimised. Simulation can help in addressing this complexity and vari-
ability by identifying any errors and anomalies before deployment. After deployment,
a comparison of the simulation results with actual performance can be used to identify
potential process issues.

Cross-organisational processes involve independent actors with independent, but
integrated, processes. To be able to accurately simulate such integrated processes, it is
important that the simulation is able to simulate the integrated processes in addition
to the integration. At the same time, for various reasons (technical or business), it is
desirable or unavoidable to have processes simulated independently. This combines
with the need to have multiple simulators for the different process aspects for individual
organisations. The solution to both issues is to use a federated simulation approach that
allows for coordinating simulators to simulate the integrated outcomes in parallel with
the integration of the actual processes.

For example, in the case of a just-in-time production chain, including a supplier of
parts, an end manufacturer and a shipping provider, various processes would be involved
in the production of a single end product. In the case of a sudden surge in the demand of
the end product, the ability to produce the products is (also) limited by the production of
the part, aswell as by the shipping considerations. In part production, the pure production
line capacity comes into play, but also staffing, maintenance and supply considerations.
Overall, to determine how the potential increase in production could be realised and with
what time frame would require simulating the business and manufacturing processes of
all three parties in a way that mirrors the coordination present in the actual production
process.

Federated simulation has been used in various contexts, and, in particular, it has been
explored by the US armed forces in a military context [4]. A later example can be found
[5] in the context of multi-modal transportation. While this clearly shows that federated
simulation is feasible and valuable, the work is limited in genericity. In this paper, we
address this by proposing, from the context of collaborative industry 4.0 processes, a
generic framework for federated simulation.

In contrast to the existing approaches, the proposed framework is capable of sim-
ulating collaborative processes involving multiple organisations using existing simu-
lators. The simulators are a part of a federation and a simulation coordinator is used
to synchronise and facilitate the communication between the simulators. This enables
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interoperability while also maintaining the maximum confidentiality of the data being
shared between the simulators.

2 Related Work and Simulation Requirements

The design of the federated simulation framework requires an understanding of simula-
tion approaches (especially when applied in industry and business process contexts);
the purposes of the simulation; collaborative manufacturing; and existing federated
simulation approaches. These will be discussed below.

2.1 Approaches to Simulation

Simulation is used for various purposes. Depending on these purposes, different tech-
niques to simulation are the most effective. For example, physical processes, such as
weather prediction, are often best simulated using SystemDynamics. For other problems,
techniques, such as Discrete Event Simulation (DES), Discrete Time Step (DTS) and
Agent Based Techniques (ABS), are used.

DES simulates a system based on discrete events that occur at different time intervals
(which can vary for each event), whereas, in DTS, the time interval is fixed. On the other
hand, ABS consist of Agents which are programmed to do specific tasks by modelling
their behaviour. Agents can also interact with other systems and can respond to the
dynamic changes to their environment [6].

In both themanufacturing process and business process contexts, themost commonly
used technique is Discrete Event Simulation. In manufacturing it is used in almost every
stage, starting from facility design and general system design [7, 8] to the material
handling stage [9, 10]. As DES is fundamentally a detail-oriented simulation paradigm,
it has also been used for operational scheduling (resources, tasks) [11].

Discrete Event Simulation differs from the other techniques in the fundamental
way that it is based upon a sequential processing of events in the simulation context.
In contrast, the other approaches tend to use computation resources linearly with the
simulated time duration. As such, discrete event simulation can be more efficient where
it is appropriate. More significantly, the other approaches can, with some restrictions,
be mapped to allow for integration with an event-based approach.

2.2 Simulation Evaluation

Simulation models and frameworks are developed to model a system’s behaviour and to
predict the performance of a system in a specific scenario. Simulation results and their
analysis determine how a system is expected to perform in a particular point in time.
Hence, the accuracy of such a simulation model is significant.

A simulation model or framework answers particular questions about a problem or
application. The purpose of the evaluation or validation is to find out whether or not the
simulation model is capable of answering these questions with a reasonable accuracy
(which should be determined prior to the development of the model). If the simulation
model answers the questions reasonably accurately, then it is said to be acceptable.
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Expert opinions can be used from a third party, called Independent Verification and
Validation (IV and V), to evaluate a simulation model. The models are evaluated under
different parameters by the independent experts. A simulation framework is then applied
on the case studies from industry to evaluate its accuracy and applications in real-world
scenarios. Usually, a diverse set of case studies is used from different backgrounds to
make the evaluation accurate [12].

Another approach being used in the evaluation of simulations is the structural walk-
through. In a structural walkthrough traces of events and states in a specific use case
are also used to show that the logic and structure of a framework are valid. The logical
and structured walkthrough of a conceptual model consists of a formal explanation and
field experts can then check the model correctness. The traces of a conceptual model
depict the step-by-step process of the execution and then the correctness of the logic is
determined [12].

There are other validation techniques like computerised model verification, opera-
tional validity, comparison with other models, statistical validation (type I and type II
errors), predictive validation and the Turing Test etc. [12].

2.3 Simulation in Collaborative Manufacturing

In terms of collaborative manufacturing, simulation is used in scheduling in order to
optimise production schedules and resource utilization [13]. Supply chain management
involving multiple organizations also uses simulation to enhance the production and
delivery times [14] and to predict the behaviour of the system under varying demands.
DES is commonly used to simulate such systems and these simulations are mostly used
to optimise specific parts of the processes, for example production lead time, resource
cost etc., and does not entirely focus on a complete simulation of parts of the processes
that are involving multiple organisations [15].

In collaborative manufacturing, the coordination of the parts of the processes with
time is significant because, otherwise, constituent simulators would be running at dif-
ferent times – any communication about the state or events would be invalid and the
data and operations would be inconsistent. Traditional (non-federated) simulations do
not focus on the coordination mechanism that helps in enhancing the communication
and integration of various parts of the processes. This integration results in improving
the accuracy of the simulation and the enhancement of the processes.

The requirements for simulation in different organisations can vary. For example, to
simulate a specific part of a collaborative process, details, such as the resource cost, are
not required but in another part of the process, it is necessary to simulate the resource
cost. Therefore, different simulators with multiple simulation techniques must be used.
Moreover, the data that is being used by multiple organisations can be heterogeneous,
and thus it would not be feasible for a monolithic simulation model to incorporate this
data.

Traditional simulation techniques, like DES, Agent Based Simulation (ABS) and
System Dynamics (SD) and their applications in the industry, are largely based upon
monolithic models. As such, they have inherent limitations when it comes to cross-
organisational processes. The different simulation models need to be integrated in such
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a way that simulators from different organisational boundaries can communicate with
each other and share results so that the overall simulation becomes reliable and complete.

2.4 Existing Approaches in Federated Simulation

Federated Simulation enables the combination of more than one simulation model and
incorporates the feedback loops of simultaneously executed simulations [5]. It also
enables the communication of operational characteristics and functions of one model
with another where there is a probability of any dependency, making the overall simu-
lation more accurate. Federated simulation is preferred because existing simulators can
be used to simulate different types of functions/processes.

High Level Architecture (HLA) is a standard [16] that has been developed for simu-
lation interoperability between different simulators by the USMilitary [4]. HLA consists
of some basic rules that govern the interaction of the components of the HLA federation.
The components include simulators (federates) and the interface that is responsible for
an efficient communication between the federates.

The HLA allows different simulators to be combined in a federation where each
simulator has its own data and configurations. A common interface is used to provide
communication between these simulators to achieve a simulation objective. For example,
multiple simulators using discrete event and discrete time step simulation are combined
in a federation to simulate a transportation system [5].

One of the goals of the framework is to support the validation of processes through
simulation. Where the processes using a single-instance are long-lived and complex,
rather than those using many small instances, and they require simulating processes
using a monte-carlo simulation approach on the level of the federation (not only for
individual simulators). There are many ways in which component simulators can be
adjusted, requiring the framework to be designed accordingly.

3 Simulation Framework

Ageneric framework based on federated simulation (Fig. 1) consists of a federated simu-
lation runtime that includes different simulators as part of a federation. These simulators
are equipped to simulate various processes, connected through a generic component
which is named the simulation coordinator. Each simulator has a local data normalisa-
tion component which handles the data interoperability between the simulators. Each of
the components within the federation is provided with initial configurations, and, at the
end of a simulation run, the data collation module combines the data from the simula-
tors for a comprehensive analysis for the decision support. The working of individual
components of the framework is described in the subsequent parts of this section.
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Fig. 1. Conceptual framework for federated simulation

3.1 Top Level Design

Core components of the proposed framework include the initial configuration, simula-
tion coordinator, and the simulators consisting of event and state sharing through the
coordinator.

There are three types of configurations:NormalizationConfiguration,whichprovides
data for the data normalizer to execute its tasks. This is specified through the initial
configuration. As an example, the common format inwhich all data needs to be converted
before transmission. Federation Configuration provides instructions for the simulation
Coordinator whereas individual simulators are also provided with data and instructions
to execute their own tasks. These instructions and configurations initiate the simulation
process.

The simulation coordinator is responsible for the synchronisation of the federated
simulators. The queries related to the state of one simulator over another simulator go
through the simulation coordinator. Any change in an event or the state of any simulator
triggers the simulation coordinator. For example, if a simulator wants to know the status
of a resource from the Resource Status simulator (an example simulator), then it sends a
query to the simulation coordinator and then the simulation coordinator communicates
with the required simulator to get the result (Fig. 1).

Synchronisation is an important part of the simulation framework. Synchronisation is
responsible for synchronising the time and state of every simulator within the federation.
This helps in maintaining an accurate behaviour of the simulation at a particular time.
The synchronisation of simulators enables consistency in the time and state of each
simulator and individual simulators are consistent with the time of the coordinator.
After the execution of certain events, each simulator time is jumped forward to match
the coordinator.
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Framework Assumption
Each simulator has its own state and time which can be forwarded to any point in time
for its synchronisation.

Algorithm 1 describes how the synchronisation works for the framework given in
Fig. 1. For each simulator (S), an initial state is initialised as si and the time taken for
each event to occur is represented by t.

S represents the set of simulators. If there is an event(s) E available to execute, then
the event, which is the earliest in the queue to be executed, will be preferred and the
execution of that event will start. After one event, the next event in the queue will be
executed. There can be multiple types of events, for example Information Event, Query
Event, Notification Event etc. If the event that is to be executed is an Information Event,
then the subscribed simulators to that event will be notified and updated with the data
from that particular event. Similarly, the simulator generating the query event will be
updated with relevant data.

After a certain time T, the simulators are synchronised to the same time by the
coordinator. All the simulators within the federation are forwarded to a common point
in time. When a process or a part of the processes is executed, the state of the simulator
is changed as well. The states of the simulators are also updated after each event.

The synchronisation in a simulation coordinator plays a vital role in the whole simu-
lation scenario. The consistency, accuracy and completeness of a simulation depend on
how well the simulators are synchronised; otherwise, the prediction of the working of a
system at a particular point in time will not be accurate.

The simulators within the federation share state and event data based on the type
of communication that is required at a particular time. This data is shared through the
simulation coordinator.

The simulators can share the events with each other depending on their respective
requirements. Event sharing is important in the case where one simulator’s execution is
dependent on an event from another simulator. A Publish-Subscribemechanism provides
a suitable solution for event sharing because simulators can subscribe to events from a
particular simulator based on its requirements. Each simulator has a list of events that
it has a subscription for; for example, one simulator is subscribed to all events from
another one, whereas it also has a subscription for all the events related to the order of
delivery from another simulator.
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The simulators are also able to share states with each other through the simulation
coordinator.When a simulator wants to know the state of another simulator, for example,
due to the inter-dependencies between them, it canmake a request through the simulation
coordinator and the resultant state value is provided to the corresponding simulator
through the simulation coordinator (Algorithm 1).

Data Normalization supports the exchange of the data between the simulators and
also combines the data in a common format (for example XML). Whenever data is
transferred from a simulator, it goes through the data normalizer to convert it into a
format which is consistent throughout the system. This enables the communication of
data between different parts of the federation.

The results collation module collects the data from individual simulators and pro-
duces the results based on the analysis of the individual as well as the combined reports.
The results produced provide support for dynamic scheduling, machine performance and
decision support to enhance the processes and systemwithin the industry 4.0 framework.
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3.2 Framework Refinements

The proposed simulation framework is equipped with refinements like the publish and
subscribe mechanism and cross-simulator resource allocation. These refinements are
significant improvements in the implementation of the overall simulation system.

A publish and subscribemechanism is used to share the events and data between the
simulators. A simulator can subscribe to a set of events from different simulators based
on the requirements. A simulator can also publish the events which are required by the
other simulators within the federation.

Allocation of resources is an important part of collaborative manufacturing where
resources are being shared by multiple organisations or between different departments
within the same organisation. State Object (Vacant or Busy) can be used to allocate
resources. If a resource is required, the status of the resource is checked through the sim-
ulation coordinator and then the resource is allocated accordingly. A complete simulator
for this purpose is not necessary.

4 Evaluation of Simulation Framework

To evaluate the proposed federated simulation framework, a case study from literature
is used. Section 4.1 describes this case, after which Sect. 4.2 applies the framework to
the case.

The proposed federated simulation framework is evaluated in this section using an
industrial case study derived from the literature. The business case, as well as the details
of an application of the simulation framework in context of the use case in consideration,
is discussed.

4.1 Description of the Case Study

The case study to evaluate the framework is derived from [17] with some modifications.
The case in consideration involves two companies (Company A and Company B for
anonymity) which collaborate to deliver an order for thousands of school uniforms. Both
companies belong to the textile industry. Company A specialises in women’s clothing
and fabrics with the state-of-the-art facility for sample production and highly customised
products. Company A also has a broader value chain consisting of modelling, design,
production and delivery. Company B specialises in generic clothing fabrics (particularly
synthetic fibre fabrics) and is one of the largest exporters to the USA.

There are two types of product that are produced. One is Engineered to Order (ETO)
and the other is Customised to Order (CTO). ETO is based on specific customer require-
ments with particular design and production specifics, whereas CTO refers to mass
customisation; for example, a type of product ordered by a number of companies.
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4.2 Applying Framework to a Case Study

The two companies, Company A and Company B reach an agreement to form a Virtual
Organisation (VO) in which each partner has separate responsibilities. Company A has
expertise in ETO, and so the highly customised orders are fulfilled by company A and
for mass customisation, like the uniform, orders are executed by company B.

Fig. 2. Case study process

Two separate simulators are used within a federated simulation environment to sim-
ulate the processes in both companies. One simulator deals with the ETO products and
the other simulates the production of the CTO products. The communication between
the simulators is done through the simulation coordinator. An example of the process
for this case, depicting the execution of CTO and ETO, is depicted by Fig. 2.

Events, states and data are shared between the simulators at different stages as
required by the processes. For example, data regarding the customisations for a part
of the order is shared between the simulators and then when the customisations are
finished, the state and events data regarding this process is also shared between the sim-
ulators through the coordinator. State transitions within a simulation run are shown in
Table 1.

The events that are executed by Actors are cbt (check business type), ctop (CTO
Process), etop (ETO Process), and start. The time ·ti s is used for time just before t,
whereas ti• is used for a time just after t. Each simulator has its own time and after a
certain time period (execution of events), the local time of simulators is synchronised
with the coordinator time.

The transitions of state and time in Table 1 show the step by step execution of
different parts of processes. Simulator 1 (s1) is responsible for executing ETO, whereas
CTO processes are executed by Simulator 2 (s2). These step by step transitions show
that the proposed framework is applicable to the case in consideration.
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Table 1. Transition of states

Time C Events Actor Action time s1 time s2

·t0 C Init ·t0 ·t0
·t0 (t0, s1, start), (t0, s2, start) C first ·t0 ·t0
·t0 s1 start t0· . . .

·t0 (t1, s1, cbt), (t0, s2, start) C first . . . . . .

·t0 s2 start . . . t0·
t0· C Sync . . . . . .

t0· (t1, s1, cbt), (t5, s2, ctop) C First t0· t0·
·t1 s1 cbt t1· . . .

t1· – C Sync . . . t1·
t1· (t2, s1, etop), (t6, s2, ctop) C First t1· ·t1
t1· (t2, s1, etop), (t6, s2, ctop) C first t1· ·t1
·t2 s1 etop t2· ·t2
t2· – C Sync . . . t2·
t2· (t3, s1, cbt), (t7, s2, ctop) C First t2· t2·
·t2 s1 etop t2· ·t2
t2· – C Sync . . . t2·
t2· (t3, s1, cbt), (t7, s2, ctop) C First t2· t2·
·t3 s1 cbt t3 . . .

t3· – C Sync . . . t3·
t3· (t4, s1, etop), (t8, s2, ctop) C First t3· ·t1
·t4 s2 ctop t3· t4·
t4· – C Sync t4· . . .

·t5 C End ·t5 ·t5

5 Conclusion and Future Challenges

Simulation is a significant tool to detect errors at design time and is used to predict the
behaviour of a system at a specific point in time. In the context of modern industrial
systems, especially those processes that are involve multiple organisations, simulation
becomes more challenging due to the heterogenity of processes and the data involved.
We propose a generic simulation framework based on a federated simulation, which
allows for simulating different parts of the process in separate but distributed simulators
in parallel. This federation helps an organisation to share only the necessary details with
other simulators, protecting the confidentiality of the data of the different organisations
that are involved in the execution of the processes. A simulation coordinator is respon-
sible for coordinating the data exchanges and the synchronisation of the simulators.
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An industrial case study of a textile sector was used to demonstrate the function of the
working of the framework.

While, overall, the framework is sufficient to support a coordinated simulation there
are also limitations. While information sharing can be atomic, based upon a full order of
events, the ordering of events is not defined by the coordinator. As such, different simu-
lations of the same configuration could be ordered differently and have different results.
The framework can apply various optimisations, in particular, for a repeated simulation
of the same scenario. In addition, resources would benefit from special handling.

Acknowledgements. This research is partially funded by the State Key Research and Develop-
ment Program of China (2017YFE0118700) and it is part of the FIRST project which has received
funding from the European Union’s Horizon 2020 research and innovation programme under the
Marie Skłodowska-Curie grant agreement No. 734599.

References

1. Dumas, M., La Rosa, M., Mendling, J., Reijers, H.A.: Fundamentals of Business Process
Management. Springer, Heidelberg (2018). https://doi.org/10.1007/978-3-662-56509-4

2. Vieira, A.A.C., Dias, L.S., Santos, M.Y., Pereira, G., Oliveira, J.A.: Setting an industry 4.0
research and development agenda for simulation – a literature review. Int. J. Simul. Model.
17, 377–390 (2018)

3. Rodi, B.: Industry 4.0 and the new simulation modelling paradigm. Organizacija 50, 193–207
(2017)

4. Sung, C., Kim, T.G.: Framework for simulation of hybrid systems: interoperation of discrete
event and continuous simulators using HLA/RTI. In: 2011 IEEE Workshop on Principles of
Advanced and Distributed Simulation, pp. 1–8. IEEE (2011)

5. Wall, T.A., Rodgers, M.O., Fujimoto, R., Hunter, M.P.: A federated simulation method for
multi-modal transportation systems: combining a discrete event-based logistics simulator and
a discrete time-step-based traffic microsimulator. Simulation 91, 148–163 (2015)

6. Büth, L., Broderius, N., Herrmann, C., Thiede, S.: Introducing agent-based simulation of
manufacturing systems to industrial discrete-event simulation tools, pp. 1141–1146 (2017)

7. Greasley, A.: Using simulation for facility design: a case study. Simul. Model. Pract. Theory
16, 670–677 (2008)

8. Jagstam, M., Klingstam, P.: A handbook for integrating discrete event simulation as an aid in
conceptual design of manufacturing systems, vol. 2, pp. 1940–1944 (2002)

9. Durieux, S., Pierreval, H.: Regression metamodeling for the design of automated manufactur-
ing system composed of parallel machines sharing a material handling resource. Int. J. Prod.
Econ. 89, 21–30 (2004)

10. Hao, Q., Shen, W.: Implementing a hybrid simulation model for a Kanban-based material
handling system. Robot. Comput.-Integr. Manuf. 24, 635–646 (2008)

11. Koh, S.C.L., Saad, S.M.: MRP-controlled manufacturing environment disturbed by uncer-
tainty. Robot. Comput.-Integr. Manuf. 19, 157–171 (2003)

12. Sargent, R.G.: Verification and validation of simulation models. J. Simul. 7, 12–24 (2013)
13. Holweg, M., Disney, S.M., Hines, P., Naim, M.M.: Towards responsive vehicle supply: a

simulation-based investigation into automotive scheduling systems. J. Oper. Manag. 23, 507–
530 (2005)

https://doi.org/10.1007/978-3-662-56509-4


A Federated Simulation Framework for Cross-organisational Processes 279

14. Jung, J.Y.,Blau,G., Pekny, J.F.,Reklaitis,G.V., Eversdyk,D.:A simulationbasedoptimization
approach to supply chain management under demand uncertainty. Comput. Chem. Eng. 28,
2087–2106 (2004)

15. Liotta, G., Kaihara, T., Stecca, G.: Optimization and simulation of collaborative networks for
sustainable production and transportation. IEEE Trans. Ind. Inform. 12, 417–424 (2014)

16. IEEE Standard for Modeling and Simulation (MS) High Level Architecture (HLA)– Frame-
work and Rules. IEEE Std 1516-2010 (Revision of IEEE Std 1516-2000), pp. 1–38
(2010)

17. Carneiro, L., Shamsuzzoha, A.H.M., Almeida, R., Azevedo, A., Fornasiero, R., Ferreira, P.S.:
Reference model for collaborative manufacturing of customised products: applications in the
fashion industry. Prod. Plan. Control 25, 1135–1155 (2014)



Robust Optimization for Collaborative
Distribution Network Design Problem

Islem Snoussi1, Nadia Hamani1(B), Nassim Mrabti1, and Lyes Kermad2

1 University of Picardie Jules Verne, 48 Rue d?Ostende, 02100 Saint Quentin, France
islem.snoussi@etud.u-picardie.fr, {nadia.hamani,

nassim.mrabti}@u-picardie.fr
2 University of Paris 8, 2 Rue de la Liberté, 93200 Saint-Denis, France

l.kermad@iut.univ-paris8.fr

Abstract. Collaboration is an interesting solution adopted to improve the levels
of sustainability by massifying flows. In this study, we present a new design of a
distribution network under uncertainties at two levels in a collaborative context.
The proposed network includes suppliers who collaborate to deliver their products
to retailers through common platforms. On the other hand, uncertainty is treated
in terms of two parameters, namely demands and unit transportation costs. The
different used models are validated and analysed by a case study. Computational
results provided by the robust model and those given by the deterministic one are
compared to evaluate the importance of uncertainty. The effects of uncertainty
level on the optimal network configuration are also highlighted.

Keywords: Hub location problem · Horizontal collaboration · Sustainability ·
Robust optimization · Budget of uncertainty

1 Introduction

Nowadays, facedwith high customer’s demands, increasing transport costs and the draw-
backs of Covid-19 health crisis on the market, companies find themselves in complex
situations. Therefore, they must optimize their logistics operations by opting for a strat-
egy that creates an efficient logistics system. According to [1, 2] and [3], the best solution
that should be adopted to solve these problems is the integration of collaboration. In the
literature, the latter can beVertical (VC) orHorizontal (HC) [4]. Besides, [5] asserted that
vertical collaboration takes place between partners who belong to the same logistic chain
and are not at the same level. This type of collaboration ismainly limited to the sharing of
information between partners, while in horizontal collaboration, also named ‘’pooling”,
means and resources are shared between partners who are at the same level and do not
belong to the same logistic chain [6]. In fact, most of the existing studies focused on
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VC. However, its performances can be improved only by pooling. HC involves massi-
fication of flows through concentrating certain flows on the same site to optimize the
supply and distribution circuits. It allows increasing the frequency of delivery, augment-
ing service rate, improving the vehicle fill rate and, thus, reducing the logistics costs and
the greenhouse gas (GHG) emissions. An important issue that arises while treating a
Distribution Network Design Problem is how to cope with data uncertainty because the
parameters of the logistic system are variable. For this reason, the deterministic approach
is unfavourable to achieve the mission, such as for long-term strategic decisions like the
location of hub facilities related to some parameters (e.g. demands, transportation costs,
etc.). In cases where these parameters can be estimated, their probability distributions
are determined by using stochastic programming techniques. However, in cases where
the only available information is the specification of intervals containing the uncertain
values of these parameters, the solution is the robust optimization techniques that can
perform well even in the worst-case scenarios [7]. In this paper, we focus on the collabo-
rative distribution network design problem incorporating demand and unit transportation
costs uncertainties when the only available information is an interval of uncertainty.

The remainder of the paper is structured as follows. Section 2 is a literature review.
Section 3 represents the problem description. Section 4 shows the results produced by
each model. Finally, Sect. 5 is dedicated to the conclusion and our perspectives.

2 Literature Review

The distribution network design problem is known as the “HubLocationProblem” (HLP)
or “Hub Median Problem” (HMP) [8]. The combination between this problem and the
horizontal collaboration is still underdeveloped in the literature [6].

To our knowledge, only [1] dealt with this combination under uncertainties. They
studied a robust capacitated hub location problem under the uncertainty of installation
costs for two distribution networks. Their objective was to reduce the costs generated by
transportation and hub installations treating three cases of collaboration and four cost-
sharing strategies. Moreover, [9] examined the robust capacitated single allocation and
multiple allocation hub location problems under the uncertainty of fixed setup cost and
the capacity of each hub using aminimax regret model. The latter is used tominimize the
setup and transportation costs. The authors showed that neglecting uncertainty can cause
large losses and expenses. Furthermore, [7] introduced robust counterparts for uncapac-
itated multiple allocation HLP employing a budget uncertainty model. They presented
three different cases of uncertain parameters, namely demands, and transportation costs.
The third case was solved using a branch-and-cut algorithm implemented on a commer-
cial solver. Also, [10] investigated the same problem and proposed a new approach to
quantify the robustness of a solution in the presence of uncertainties as it is the case of
uncertain demands. So, the approach developed by [11] is, now, considered as a special
case. The research work aimed at minimising the transportation costs in the presence of
uncertain flows and the model was solved using a heuristic approach which is the VNS
(Variable Neighbourhood Search). However, [12] studied a modelling framework for
stochastic Capacitated Multiple Allocation Hub Location Problem with multi-period,
dealing with uncertain demands to minimize logistics costs. [13] proposed a robust
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optimization for multiple allocation hub location problem with uncertain demand flows
and fixed setup costs. In their study, the level of conservatism was adjusted by an uncer-
tainty budget. Authors also evaluated the transportation and setup costs and used benders
decomposition and a hybrid heuristic approach to solve large scale problems. In addi-
tion, [14] introduced a robust uncapacitated multiple allocation hub location problem
with uncertainty of demands, hub establishment fixed cost and inter hub flow discount
factor by applying an uncertainty budget model employed to assess the costs gener-
ated by transportation and establishing hubs. The same problem was treated by [15],
but with only uncertain demands by using a set of scenarios and assigning for each
one a probability of occurrence. The problem was formulated as a nonlinear stochas-
tic optimization problem to reduce the hub installation costs, expected transportation
costs, and estimated absolute deviation of transportation costs. Besides, two Benders
Decomposition strategies were suggested to solve the obtained mathematical model and
then, results were compared to each other. Yet, [16] introduced a heuristic procedure for
stochastic Uncapacitated r-Allocation p-Hub Location Problem under demand and cost
uncertainties. They also developed a heuristic approach for the deterministic part. The
objective of the study was to minimize the total cost by reducing the allocation and the
transportation costs. [17] suggested a methodology for the stochastic design problem of
two-stage distribution networks by integrating demand uncertainty.

In summary, most studies dealing with the uncertain distribution network design
problem focused on the economic objective, by reducing logistics costs, and evaluated
uncertainties related to the latter and the flows. In this paper, we examine the distribution
network design problem with robust optimization to evaluate not only the economic
dimension, but also the environmental one under demand and unit transportation costs
uncertainties.

3 Problem Description

We cite, in the following sub-section, the objectives of the deterministic mathematical
model and explain the uncertainty parameters.

3.1 Objectives of the Deterministic Model

The mathematical model proposed by [6] uses a three-echelon pooled distribution net-
work represented in Fig. 1. This distribution network consists of suppliers who collabo-
rate to deliver their products to retailers through shared warehouses and distribution cen-
ters. Two objective functions are investigated: the economic function, which minimizes
logistics costs, and the environmental one that reduces CO2 emissions from vehicles
and hubs. The economic objective function, represented by (1), aims to lowering the
various logistical costs related to transportation CT, storage CS, late delivery penalties
CD, opening hubs CO, and handling CH. The transportation cost CTv

ijt , represented
by (2), depends on the quantity of product p transported between the origin i and the
destination j (qijtpv), the type of vehicle (capacity Qv, unit costs of empty vehicles C0

v

and full vehicles Cq
v), the travelled distance dij and the number of the required vehicles

or trips Nijt
v. It is important to consider the delay in delivery when designing a pooled
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distribution network. Indeed, this delay directly affects the service rate and the retailer
loyalty. In some above-mentioned studies, the opening cost was predefined since there
is a list of capacity choices. However, in this research work, the cost of installing a hub
m (CWm) depends on its area Am and the unit opening cost. It is given by Eq. (3). The
area of the hub m, depending on the capacity of the hub Cm, the unit area of a pallet AP
and a coefficient α, is obtained by (4).

F1 = CT + CS + CD + CO + CH . (1)

CTv
ijt = dij(

Qv.Cv
q − Cv

o

Qv .
∑

p

qpvijt + 2. Cv
o.N

v
ijt); ∀ t ∈ T2, v ∈ V, (i, j) ∈ A . (2)

CWm = Am. Cwm; ∀ m ∈ H . (3)

Am = α.AP.Cm;∀m ∈ H. (4)

The environmental objective function, represented in (5), is applied to minimize the
CO2 emissions due to vehicles EV (caused by their manufacturing, use/depreciation
and freight transportation) and to hubs operation (resulting from their constructions EC,
operations EO, heating, cooling, ventilation and auxiliaries, production of domestic hot
water, lighting of premises, as well as upkeep and maintenance).

F2 = EV + EO + EC (5)

In this study, we consider the collaborative scenario shown in Fig. 1. We assume that
each supplier is assigned to a singlewarehouse and that thiswarehouse can servemultiple
distribution centres, while each retailer can only be served by a single distribution centre.

Fig. 1. Example of a collaborative distribution network.

3.2 Robust Proposed Uncertainties

Giving that the weaknesses of the stochastic programming make it inadequately used to
deal with problems where there is no information about the parameter’s distributions,
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we opt for the robust approach already used in several works [9, 10] and [14] to design a
collaborative distribution network that can operate in worst-case scenarios. Our model
incorporates several uncertainty levels to face the different variations caused by hazards,
especially in this period of health crisis caused by COVID-19.

Nowadays, customer’s demands cannot be estimated since, during this epidemic,
the demands of some companies changed considerably (decrease or increase in sales).
Indeed, unit transportation costs vary according to the price of fuel which is very sen-
sitive to several external factors such as geopolitical tensions, epidemics and global
growth. Thus, we study the two cases for which the parameters are subject to inter-
val uncertainty. We choose the budget model already applied by [7, 13] and [18] as it
offers a certain flexibility to decision-makers to choose more or less efficient solutions
through the uncertainty budget that determines the maximum used number of demand
(or unit transportation costs). This budget is defined as uncertain parameter. As a result,
each uncertain parameter is assumed to have an interval of uncertainty. Demands are

defined as Wp
jt ∈

[
WpL

jt ,WpL
jt + Wp�

jt

]
where WpL

jt and Wp�
jt ≥ 0 are their nominal

and deviation values, respectively. In addition, unit transportation costs are defined as

Cv
q ∈

[
CvL
q ,CvL

q + Cv�
q

]
for the full-loaded vehicles and Cv

0 ∈ [
CvL
0 ,CvL

0 + Cv�
0

]
for

empty vehicles where CvL
q , Cv�

q ≥ 0, CvL
0 , and Cv�

0 ≥ 0 are their nominal and deviation
values for each case, respectively. Designing a collaborative distribution network under
the mentioned uncertainties causes the nonlinearity of the mathematical models. As a
solution, the dual procedure should be used to linearise them and provide amixed integer
linear programming (MILP) optimization problem for each robust counterpart.

4 Computational Experiments

In this section, we examine a case study of a French distribution network represented
in Fig. 2. This network contains 34 nodes that consist of seven suppliers delivering
seven products to thirteen retailers via shared warehouses and distribution centres for
six weeks. The maximum number of warehouses and distribution centres to be opened

Fig. 2. Set of selected nodes on the map of France.
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is seven for each set. The number of hubs and their storage capacities are determined by
the employed model. The resulting MILP formulations are solved exactly using CPLEX
and we use 5% of the uncertain parameters as the initial value of the uncertainty budget.
Besides, the latter limits the number of uncertain parameters allowed to deviate from their
nominal values. This behaviour is justified by the fact that the case where all parameters
deviate from their nominal values are rare.

Table 1 presents a comparative study of the robust optimization results and the fixed
deterministic findings using the gap between them. The fixed deterministic case means
that the used parameter values are those found in the worst case [14]. Therefore, the
values of these parameters are equal to the nominal ones plus the deviations obtained
by solving the robust model. The S.eco and S.env are the economic and environmental
objective scenarios, respectively.

We note that when 5% of the uncertain parameters can take their worst-case values,
the total logistics cost of the robust approach is higher than that of the deterministic
one with an average of 2.51% with uncertain demands and 7.56% with uncertain unit
transportation costs. Moreover, the robust CO2 emissions have higher values with an
average of 8% for demands uncertainty and 9.35% for costs uncertainty.We can conclude
that the uncertainty does not result in big changes in the costs and CO2 emissions.

In Table 2, we compare fixed deterministic and robust problems in terms of total
capacities of hubs. Considering uncertain demands, results show an average increase of
10.19% and a maximum increase of 12.55%. Similarly, capacities of hubs are subject to
an average increase of 12.78% and a maximum increase of 14.80%, when dealing with
uncertain unit transportation costs. Therefore, we can explain the rise of hubs’ capacities
by the fact that uncertainty improves the filling rate of vehicles.

Figure 3 demonstrates that, by presenting more opened warehouses, the optimal
configuration obtained in the S.eco scenario for the uncertain demands case is different
from the costs case. This behaviour is due to the use of more resources when demands
increase.

Table 2. Summary total capacities of hubs.

Parameter Approach Scenario Total capacity of hubs

Upstream hubs Downstream hubs

Demands Robust S.eco 3050 3050

S.env 3028 3259

Fixed deterministic S.eco 2710 3014

S.env 2808 3168

Unit transportation
costs

Robust S.eco 3040 3219

S.env 3029 3226

Fixed deterministic S.eco 2745 2804

S.env 2651 2898
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Fig. 3. Optimal network configurations of the S.eco scenario.

5 Conclusion and Perspectives

This study introduced a collaborative distribution network design problem under uncer-
tainties of demands and unit transportation costs. It minimizes logistics costs and CO2
emissions. A case studywas examined via a distribution network in France. The obtained
results show that the robust optimization improves the filling rate of vehicles and solu-
tions are conservative and tolerant of the fixed deterministic ones in terms of costs and
CO2 emissions. However, solving the problem exactly with CPLEX limits its size. Thus,
it is preferable, in this case, to provide a heuristic method for the resolution of larger
instances. We also intend to propose, in our future works, a robust counterpart that con-
siders the uncertainty of the maximum number of vehicles in use and another case that
combines demand, unit transportation costs and maximum number of vehicles in use
uncertainties.
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Abstract. Waves of digitalization and Industry 4.0 currently boost research and
development activities for smart product-service systems. The usage of informa-
tion technology within products (e.g., IoT) and services as well as processing
big data leads to the development of novel product-service bundles like func-
tional sales. One of the main barriers of smart PSS innovation is missing informa-
tion on possible economic (cost/revenue) and ecological (environmental) impacts.
This paper presents a novel simulation approach to overcome the named barrier.
Methodologically, the paper is based on design science research to develop an
appropriate approach. Our simulation model will be able to enhance transparency
about the different forms and power of impact of smart PSS. Furthermore, the core
of the new approach is the possible low threshold integration of existing data on
business model and process model layers into the simulation. Finally, an existing
use case demonstrates how the approach can be applied.

Keywords: Smart product-service system · Simulation · Business model
innovation

1 Introduction

The number of product-service systems (PSS) in various sectors of the economy is
rising. The trend of ‘servitization’ is supported by using smart technology to recognize
and address customer needs and create new smart PSS [1]. Thus, the rapid development
of technology (e.g., Internet of Things - IoT) and the steadily increasing ability to process
big data lead to this ‘smartification’ of PSS [2]. The technological developments towards
smart PSS enhance stakeholders’ digital integration and facilitate highly customized
product-service bundles for customers – driven by their needs.

Besides customization, there is also a growing demand for sustainable, eco-friendly,
and ethically tenable solutions [3]. Novel approaches of transparency and businessmodel
innovations are needed to cover these societal and individual customer demands. The
potentials of sustainable business models driven by PSS, e.g., through functional sales,

© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
L. M. Camarinha-Matos et al. (Eds.): PRO-VE 2021, IFIP AICT 629, pp. 289–297, 2021.
https://doi.org/10.1007/978-3-030-85969-5_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85969-5_26&domain=pdf
https://doi.org/10.1007/978-3-030-85969-5_26


290 C. Zinke-Wehlmann et al.

have already been discussed in the respective research, e.g., [4]. Using the new wave of
‘smartification’ [2], driven by digitalization, Industry 4.0, and IoT, PSS business models,
have reached the next evolution stage. However, the switch from classical product selling
business models to ‘smart’ and service-oriented models, like functional sales, is non-
trivial and complex. To evaluate and recreate a business model in a sustainable way, the
whole product lifecycle must be considered. Further, novel services must be designed,
developed, and maintained. Moreover, rapidly changing technologies (e.g., IoT, web
technologies) have to be included in the product and service life cycle. In addition,
many competencies must be combined within the innovation and business development
process. Thus, the business development of smart PSS is complex, risky with mostly
unknown components and costs. As [5] stated out “Costs of PSS can be high when
compared to the production of only one product, which includes labor and transaction
costs, since a PSS is usually delivered by a group of companies, resulting in hiring and
more complicated revenue-sharing scheme” [5]. Therefore, themajor obstaclewithin this
innovation process in collaborative networks is the difficulty of estimating the possible
future impact of the novel business model - the economic impact for both customers
and the businesses and the ecological impact. There is a significant gap in supporting
PSS development processes, e.g., business model development, by easily simulating
possible PSS scenarios basedonbusinessmodel information (e.g., key resources, revenue
structure) and target process descriptions (e.g., key processes and activities) to calculate
its possible impacts. However, simulation of PSS solutions is not a novel approach.
One highly relevant but still missing detail of the currently used simulations is simple
compatibilitywith existing business development processes (e.g., businessmodel canvas,
process management standards) in the companies and a low usage threshold. A novel
smart PSS simulation approach is needed to customize and configure smart PSS and
predict potential benefits and risks to overcome this gap. Thus, we want to approach the
main research questions: How can a simulation approach support smart PSS business
innovation processes? How to combine basic information of the target business model
and business processes to enable a simulation and predict possible revenues, costs, and
environmental KPIs?

2 Methodology

The method chosen in the present case is based on the design science research approach
(DSR) described by [6] and [7]. These are I: Identify and describe the problem, II:
Develop objectives for a solution, III: Design and develop artifact, VI: Demonstrate and
V: Evaluate, aswell asVI: Communicate. The process described is continuous andmulti-
stage. The paper presents the results of our research’s first steps, given by a real-world
scenario of our industrial partners. The scenario will be introduced in Sect. 4. We are
currently working within stage III to design and implement a simulation environment.
While the work is still in progress, the results enrich the current state of the art of
simulation approaches for smart and collaborative PSS development. Although design
science research’s strength lies in its practicality, various DSR models simultaneously
propose elaborating a clear state of the art of the given problem to ensure scientific rigor
[6, 8]. Therefore, in the present paper, a thorough state of the art is presented first.
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3 Simulation of Smart Product-Service Systems – The State
of the Art

First, the term of smart product-service systems (smart PSS) will be introduced. The
combination of tangible products and intangible services is referred to in the literature
as product-service systems [9]. Smart PSS are combining products, services, and ICT
services into smart packages and customizable solutions [10]. With the rise of sensors
and IoT, mobile devices and other products start to collect data, IT services process them
to information, and platform services bring them into use for customers or providers.
While the benefits of smart PSS for customer and provider are the reduction of costs, the
reduction of environmental impact, as well as efficient use of the equipment, one of the
significant risks is the difficulty in measuring results as well as the question of revenue
streams and success conditions [5]. Thus, the paper will develop a simulation model to
overcome these challenges. The next part will briefly introduce the current simulation
approaches within the (smart) PSS domain.

Simulation is a very broad concept, with and without information technology, to
replicate real-world processes and situations for various purposes [11]. This paper only
refers to IT-based (computer-based) simulation approaches, esp. for Industry 4.0, smart
manufacturing, and PSS. A lot of work has been done within the domain of process and
(IT) service simulation, e.g., for the model-driven service engineering approach [12] or
smart manufacturing orchestration approaches [13]. These approaches are fruitful for
business process design, e.g., optimize time and costs of (IT) services and sustainable
KPIs [14], but hard to use for ICT-based product-service systems. Further, Jaghbeer et al.
[15] conclude “that current tools andmethods extensively focus onmanufacturing, espe-
cially sustainable manufacturing, while less attention is given towards other life cycle
phases” [15]. The challenges which came with other life cycle phases are demonstrated
by Goodall et al., who create a simulation model for data-driven re-manufacturing ser-
vice [16] in Industry 4.0 environments. They demonstrate how end-of-life services (also
given for PSS) can be integrated into planning and manufacturing processes. In addition,
Angelopoulou et al. simulate the human factor to predict the human error probability
in Industry 4.0 [17]. With Industry 4.0, manufacturing processes and IT services are
getting highly digitalized, and this opens space for simulation approaches to optimize
its impact (economically and ecologically). Further, Rondini et al. give a brief overview
about the PSS simulation approaches [18] and summarize “that some attempts to eval-
uate the performance perceived by the customers, the company efficiency and the PSS
environmental performance through BPS [Business Process Simulation] already exist,
and that simulation techniques can potentially help to gather the dynamics of a PSS
provision process.” [18]. This analysis shows different simulation approaches (discrete,
agent-based, system dynamics) that can be used or combined for different focusses in
PSS development: Focusing on customer (behavior and interaction), on efficiency and
resources as well as on environmental impact. While the combination of all methods is
recommendable, this paper concentrates on the ‘smartification’ of PSS business model
innovation towards smart and collaborative systems, exemplary on simulation of ‘smart‘
functional sales to predict economic and ecological impact (e.g., compared to classical
product sales and service delivery).
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4 Results – Supporting PSS Development by a Simulation
Approach

One of the most prominent business cases for PSS business models is functional sales,
where the functions are sold. A simplified use case from our industrial partners is the
development of “drilling services”, where no tangible product (professional drillers) is
sold to the customer (product-oriented PSS with additional service), but the function
“drilling” is sold (smart PSS) - see Business Model comparison as part of the eco-
nomical layer following Joyce and Paquin [19] in Table 11. To develop these services
from the existing manufacturing model, the driller producer needs to ‘smartifice’ and
‘servitize’ its products by including novel technologies, integrating them on a digital
platform, and building new business processes/partnerships for maintenance, repair, and
re-manufacturing. Besides these developments of value proposition and value creation
processes, the producer needs to define the value capturing model – revenue and cost
structure.

Table 1. Product-oriented vs. Smart PSS on drilling example

Drilling example Product-oriented PSS Smart product-service system

Revenue (Value Capturing) One-time payment Pay-per-drill

Number of sold drillers Number of drills

(Key) Resources Materials and Store Smart Driller (with IoT) and
a platform (drilling activities,
contract details, state of the
machine, etc.)

Value Propositions (Product) Driller, Maintenance Drilling

(Key) Activities Manufacturing (Supply Chain)
and Selling

Customer Services (e.g.,
maintenance, platform
services), manufacturing and
re-manufacturing (supply
chain)

Costs Materials, Manufacturing,
Marketing

(re-)Manufacturing,
Customer Services, Service
platform (IT-Services),
Marketing

The switch fromproduct and service selling to ‘smart’ functional sales as described is
complex, and besides the challenges of customer acceptance, decision-makers must esti-
mate possible impacts. While on product-oriented PSS, product and services are loosely
coupled, for example, in its revenue and cost structure, in smart PSS, the product/function

1 Customer Relationship, Segments and Channels have not been mentioned, because it is not
focus of the used simulation approach – we will argue later on why. Further we concentrate on
economical layer, and will give a brief introduction later on the other layer.
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are closely tied. Therefore, the revenue of smart PSS depends on well-designed services
and resources. This paper aims to develop a simulation model for such smart product-
service Systems to support decision-makers on business model innovations towards
smart PSS.

A starting point for the simulationwas decidingwhat kind of simulation is suitable for
the given problem.We choose a process-based discrete event simulation (DES) approach
because:

• Services (smart drilling service) are realized when the respective functions are used
(drilling),

• Functions are measurable and discrete variables (count of drilling),
• Services are processes where resources (driller, platform, and customer) get integrated
(in a range of time) and

• Resources (driller) have functions (drilling) and other measurable performance
indexes (costs per time, C02-footprint, energy costs).

Other approaches, like agent-based approaches, may also be successful adapted for
our purpose, but more likely for cooperation [20] and customer acceptance [21]. While
integrating these approaches has been shown in [18], we concentrate on a novel generic
way to simulate smart PSS from the provider’s business model innovation perspective.
Further, DES is mainly based on three concepts: the events, the objects’ activities, and
the process.While an event triggers the object’s activities through changing object states,
the object’s activities are defined as a time interval mostly between two object states,
and the processes refer to the sum of activities and states for an object or the simulation
[22]. The concept that processes a set of activities is quite similar to process models
(like BPMN), the problem is that, for example, BPMN is not suitable for real automated
transformation in simulation models, like [23] stated out, “that there are quite a few
ambiguous elements, missing concepts, and redundant elements in BPMN” [23]. This
is one of the major gaps in the modeling and interconnection of objects and resources
[24] within process models. Our approach uses existing terms from business models
(resources, processes) and business processes (activities, gates, lanes) to integrate the
information into our simulation and predict business model impact (revenue and cost
structure as well as ecological impact [19]). An overview is given in Fig. 1 below.

Fig. 1. Integration from business model and business process to simulation
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The transmission of information from the business model canvas over business pro-
cesses to simulation and back implies (practical) difficulties because each level includes
different granularities of information. To overcome these difficulties, we suggest the
following steps: (1) Define the (key) resources, processes, and activities for the business
model (e.g., through business model canvas); (2) Define the selling functions and bring
them into relationwith the (key) resources; (3)Developprocessmodels for keyprocesses.
Define customer, supplier, and company activities and processes in a standardized way,
e.g., described with the help of BPMN (4) Define cost, revenue, and environmental (or
other) indexes for function, activities, and sub-processes.

Fig. 2. Key drilling process

The definitions of step 1 can be found above in Table 1. In step 2, we define the
value proposition “drilling”, which is linked to key-resource driller (remember it is
an oversimplified case). For step 3, we developed a process model for our simulation
approach. The smartified subprocess as a simplified BPMN is shown in Fig. 2. We also
include the cost structure as comments to demonstrate step 4. There is a fixed cost for
keeping the drill and a dynamic cost for using the drill in this scenario. To bridge all the
information and bring them into a simulation approach, we do follow:

• Extract resources and functions from Business Modell (Driller, drilling)
• Extract the process elements from the BPMN and classify and associate them with
the used resource (drill) and a resource-specific activity (drilling) for cost calculation
and its descendants.

• Build a JSON structure to process.
• Finally, the JSON model is fitted to a generic simulation model based on Simply.

Thus, resources will be initialized as well as gates and activities. The start function is
decided based on the first function following the process source and is either a gate or an
activity. The current generic model is limited to exclusive gates, which are only moving
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the process state, based on statistical distribution, to the next activity and activities which
calculate the costs or any other KPI and time of the process.

We demonstrate how to combine data for smart PSS developmentwith this prelimited
model and process, like functional sales. The simulation enables a flexible PSS business
development by estimating the cost, revenue, generic KPIs, and environmental impact
of given value propositions, key resources, and key activities/processes. Thus, better
decisions, flexible pricing models, as well as bonus program options can be made.
Information about economic and ecological impacts may also trigger re-design and
robustness of products, novel development of end-of-life services, and other activities to
enhance efficiency of the provided PSS, in terms of functional sales. Finally, the digital
simulation (as an online service) enables cross-organizational development of business
model innovation by combining different developers’ and departments’ information.
Thus, decision-makers obtain a more valid basis for sustainable business innovations.

5 Discussion and Conclusion

The evolution of smart PSS is one way to a more sustainable economy both economical
and ecologically. Walking over the edge to new business models without intense con-
sideration of risks and chances takes companies into jeopardy. The approach proposed
in this paper enriches the arsenal of a suitable methodology for smart business model
innovation by a new integrated simulation model. Our approach gives the opportunity to
test hypothetical business models’ ideas within a sandbox environment as a digital twin.
It contributes to the field of smart PSS simulation mainly by giving the possibility to
transform common business model notations into a for simulation usable format without
enormous effort.

The required data is generated fromexisting businessmodel layers aswell as business
process layers. The threshold of supplying the simulation with the named data is low,
as the data is usually already stored in the company. Looking forward, the model will
be developed further to find a way to not only test hypothetical models but evaluate
businessmodels andgive input in smart innovationprocesses onproduct-service systems.
However, there are still a lot of limitations. First, the model and the simulation tool are
still under development. The first real PSS innovation simulations and first real proof
of usability are planned within the next year. Second, the model still concentrates on
specific aspects of the sustainable BusinessModel Innovation Canvas [19]. There will be
a high demand to include agent-based simulation approaches to integrate the customer-
side and the social and supply dimension of business development, which we need to
consider.
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Abstract. Coronavirus pandemic has changed our lives and is likely to have a
lasting impact on our economic development, i.e., industry and services. Most
organisations must change their businesses and services to comply with the strate-
gies and rules published by the governments of different countries for providing
agility, sustainability, and resilience in the current situation. Non-compliance can
result in an organisation paying a considerable sum of money in fines and liti-
gation. In Collaborative Networks 4.0 (CN4.0), the importance of compliance is
even more evident as its issue becomes more complicated when it involves collab-
orative processes due to its design principles for decentralized decision-making.
The Collaborative Processes in CN 4.0 imply the collaborative business process
and their relevancy in industry 4.0, i.e., the collaborative processes through Enter-
prise Resource Planning (ERP) and Manufacturing Execution System (MES).
In this paper, we adopt two motivating use cases, define some of the regulatory
requirements that govern the execution of each process, and then evaluate each
process with the current compliance checking approaches. Based on this, we iden-
tify the challenges of compliance checking of collaborative processes, formalized
as requirements needed to support the compliance checking of collaborative pro-
cesses at design and running time, respectively. This paper further explores how
the FIWARE architecture supports the automated compliance checking solution
of collaborative processes in industry 4.0.

Keywords: Collaborative processes · Collaborative networks · Compliance ·
FIWARE · Business process · Industry 4.0

1 Introduction

Compliance is a big deal in today’s business world, costing organizations a considerable
sum of money in fines or litigation in case of non-compliance. As a result, compliance
checking has become an inevitable step for organizations. The term compliance check-
ing in this paper means the process of checking whether a business process complies
with applicable policies and regulations [1]. The importance of compliance checking
is even more evident as its issues become more complicated when it involves collab-
orative processes. The Collaborative Processes in CN 4.0 imply collaborative business
processes and collaborative processes in the context of industry 4.0. The current trend in
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digital transformation andmarket demand has presented an environmentwhere organiza-
tions establish business collaboration between diversified and geographically distributed
organizations to achieve a shared goal quickly and cost-effectively [1]. This concept has
also created an environment for Small and Medium Enterprises (SMEs) to collaborate
and compete with top-rated organisations. Achieving compliance in such a dynamic
and networked environment is complex and challenging due to its design principle for
decentralized decision-making. For instance, Collaborative processes present a unique
attribute, such as the need to conform with security and privacy requirements, the need
to comply with the regulatory requirement as a cross border process, the need to support
data flow among partners, as well as the need to conform to the frequent changes in
policies and regulations continuously, presents a unique challenge.

Most works on compliance checking are mainly structured for a single organisation
process using different approaches and techniques. In contrast, compliance checking for
collaborative processes is still sparse in the literature. Few works like [2, 3] that address
the compliance checking of collaborative processes still lack full support to address
the different phases of the process life cycles, i.e., control, data, time, and resource
perspectives at both designs and run time [1]. Considering this, we justify the need
to support the automated compliance checking of collaborative processes with varied
regulatory requirements at all phases of the process life cycle at both design and runtime.
Having such an automated compliance solution helps to reduce cost, avoid starting from
scratch, wasting time and resources in creating new processes each time policies or
regulations change.

To achieve compliance in such a dynamic environment, first, this paper adopts two
motivating use cases to interpret the concept and complexities of the current compliance
approaches in supporting compliance checking in collaborative processes. Second, we
identify the challenges as requirements needed to support compliance checking of col-
laborative processes at both design and running time. Third, since the paper considers
the compliance of collaborative processes in industry 4.0, we propose designing the
compliance checking solution based on FIWARE architecture.

The rest of the paper is described as follows: Sect. 2 presents two motivating use
cases and their applicable policies and regulations. Section 3 uses the motivating use
cases to explain some challenges in expressing compliance rules in collaborative pro-
cesses. Finally, in Sect. 4, a conceptual architecture is provided to design a solution that
incorporates the identified challenges based on FIWARE.

2 Motivating Use Cases

This section presents two motivating use cases and their applicable policies and reg-
ulations that include internal policies, external regulations, and contractual obligations
among partners. Section 2.1 describes the Collaborative Business Process (car insurance
case), and Sect. 2.2 describes the collaborative process between the business process and
manufacturing processes in the context of industry 4.0 (Car Assembly case).
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2.1 Car Insurance Case

The car insurance case is adapted from the original work [4]. The collaborative business
process involves five different partners, as shown in Fig. 1. The process starts with
the policyholder who owns the insurance policy and reports any damage to the issued
car. Euro Assist is the company that registers the claim received from the policyholder
via the telephone and encourages approved garages. AGFIL is the insurance company
that underwrites the car policy and decides whether the reported claim is valid or not.
If the claim is valid, AGFIL will make payment to all parties involved. Lee Consulting
Services (CS) works on behalf of AGFIL andmanages the day-to-day emergency service
operation. Lee CS access and determine whether the car requires an assessor after the
assigned Garage estimated the repair cost, i.e., an assessor would be assigned to assess
the damage of the car only when the repair cost exceeds a certain amount. They control
how quickly garages will receive payment, as all invoices received from the Garage are
sent through Lee CS, and further present the invoice to AGFIL to process the payment
while ensuring that repair figures align with industry norms. The approved garages are
then responsible for repairing the car after Lee CS has agreed upon the repair. The repair
work must be carried out quickly and cost-effectively.

Table 1 summarizes related policies and different requirements reflect in the car
insurance case. For each requirementmentioned in Table 1, we analyzedwhat the current
compliance checking approach could potentially address and its limitations in expressing
some of the requirements.

Table 1. Policy requirement for car insurance

ID Compliance requirement Sources Categories

Rq.1 The Garage must receive
payment for all invoices within a
specific period

Contractual Obligation Control, process time

Rq.2 AGFIL must check the policy’s
validity, and if it is invalid, it
must be left a void

Internal policy, Contractual
Obligation

Control, Data

Rq.3 Each partner process must
conform to the principle of
privacy, and data access must be
granted only on a justifiable
need to complete a specific task

GDPR, Contractual
Obligation

Data

2.2 Car Assembly Case

The car assembly process case is adapted from [5]. The assembly process of these cars
requires a collaborative process involving mixed actor types (human and robot) to pro-
duce different types of cars with different configurations based on each customer prefer-
ence assembled in the same production line. Compared to conventional factories, where
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Fig. 1. Car insurance case

humans and robots are separated in workspaces to prevent humans from entering a haz-
ardous area, the robotic system’s operating state could pose a danger to humans [6]. The
process has significantly changed with technological advancement in achieving flexible,
efficient, and intelligent manufacturing, i.e., the concept of Industry 4.0, bringing about
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new forms of collaborative networks. This change has brought about humans and robots
working together on the same production line, where the safety situation on the shopfloor
is controlled by sensors and possibly signals in a dangerous situation. The car assembly
processmust complywith several rules and regulations. These include the organization’s
internal policy and industry regulations, such as the International Standard ISO 10218
that incorporate safety in industrial robotic environments described in Table 2.

Table 2. Policy and regulatory requirement for car assembly case

ID Compliance requirement Sources Categories

Rq.4 The process must comply
with the safety standards and
regulations

External Regulations - ISO
10218

Control, Resources

Rq.5 The process must meet up
customer demands within a
specified time

Internal policy Control, process time

3 General Findings and Idea

This section uses the motivating use cases described in Sect. 2 to further interpret the
concepts and complexities of the compliance checking of collaborative processes. For
each requirement mentioned in Table 1 and Table 2, we analyze what the exciting com-
pliance checking approach could potentially address and its challenges in expressing
some of the compliance rules in collaborative processes.

Car Insurance Requirement
For Rq1, since the collaborative processes involve multi partners, activities in such a
process involve a high level of dependency and response between each partner activity.
Any break in the precedence and response between activities is a violation. For example,
if Garage does not receive the payment within the set time, then it is ideal to know which
partner(s) is(are) the potential violator during the process execution. The compliance
requirements require the activities of the different partners in the collaboration, which
becomes impossible to check as each partner’s private activity cannot be viewed. And
as a result, identifying the potential violator, in this case, might be tricky as any of the
partners could be the potential violator. Expressing this type of rule is challenging as
we cannot envisage that this violation will occur or when it will occur at runtime until
it happens. The existing approaches do not support the preliminary specification of the
future state of an action.

Rq.2, the existing compliance checking approach can check the conformance of this
rule using data flow rules and conditional rules [7]. The requirement can be described
such that the activity “Policy void” will only be executed when the data object “Policy”
is in the state “Invalid” as a result of the execution of activity “Check policy validity.”
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Thus, it ensures that a specific condition must always hold at the time an activity is
executed.

Rq3 involves regulations with GDPR (General Data Protection Regulation) that
require compliance with data privacy and addresses data transfer within the EU area.
In the car insurance case, policyholder data is being accessed and processed between
different partners. The reality is that each partner in the collaboration can be in different
countries within the EU, and their ways of treating and managing customer data may
be different. This means the same business function process can be specified in vari-
ous forms in different countries. Conforming to privacy requirements in such instances
remains challenging. The current work on access control and authorization mechanism
[8–10] does not adequately address the existing complex and dynamic privacy require-
ments in collaborative processes environment. Therefore, checking data accessibility
compliance needs to be context-aware. For example, at design time, the collaborative
processes should be modeled as of which capabilities an actor should have to perform
the task, which rights to access the data, how long the data can be access, what can be
accessed when it can be accessed, and which part of the database can be accessed. At
runtime, the roles should not allow access to specific data when they do not perform
the activity. For instance, Lee CS should only be granted access to a single record per
session of time a policyholder’s details are needed to execute their tasks. This idea is a
fundamental change from the traditional access control and authorization mechanisms
that grant and authorize more access beyond what may be required and violate the data
privacy principle.

Car Assembly Requirement
For Rq.4, since tasks are assigned to both humans and robots, it is necessary to check
whether the assigned task to each actor is the right decision considering the safety,
viability, or resource accessibility. For instance, when a task is scheduled to be executed
by a human and robot simultaneously, a complete detailed description of the machine’s
condition and environment must be specified at design time and constantly monitored
during execution, i.e., at runtime.

For Rq.5, each actor in the car assembly process can execute different tasks. These
tasks must follow a strict schedule that must work flawlessly to meet customer demands
on time. The delay in delivery schedule can tarnish the company’s reputation and long-
term customer relationship.Delay in delivery schedule can arise for different reasons. For
instance, in a situation where the human actor assigned to complete a task is unavailable
or in the event of machine failure, a task meant to be executed by a robot actor is passed
to a human actor to perform manually. As such, there is a possibility that the completion
time will take longer than already planned, resulting in unplanned downtime and costs
for the entire production line.

Based on Rq1–5, supporting collaborative process variability is essential and
required; it makes it challenging to specify compliance constraints and collaborative
process models. So, at design time, we can specify necessary and sufficient conditions
for triggering certain activities. This implies that several deviations from the abstracted
process can be specified at design time and allow the process model to be instantiated
at the running time.
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Also, time compliance needs to consider process variants i.e., dependency of activ-
ities, access rights, and different roles. The time compliance for the different process
instances cannot always be constant. For example, when actors suddenly become unvi-
able or safety conditions are not satisfied, the time compliance needs to be reflected.
Accessibilities of resourcesmay also be specified as temporal rules to support the control
flow of the collaborative process model.

4 Proposed Solution Based on FIWARE Architecture

With industry 4.0, business processes are collaborated among different factories and
organizations to achieve flexible and effective handling of demands and the entire pro-
duction life cycles. The collaborative processes are executed in a process execution
environment, an integration system among the activities of ERP systems (i.e., ordering,
inventory…), and MES (i.e., production planning, production) or other manufacturing
systems [11, 12]. The process integration and collaboration through MES and ERP
system require checking the compliance of predefined processes at design time, i.e.,
designing each process to comply with different rules before execution and continu-
ously monitor process instances during execution. And since FIWARE offers scalable,
flexible, and simple architecture that effectively manages dynamic collaborations, cost,
product, and production life cycle [13, 14]. Then, to achieve compliance in industry 4.0,
FIWARE architecture is adopted for the proposed compliance checking solution. The
conceptual architecture describes how FIWARE could be extended to support the com-
pliance checking of collaborative processes in industry 4.0, incorporating both design
and runtime compliance checking, respectively.

The proposed Collaborative Process Compliance Checking solution based on
FIWARE architecture is presented in Fig. 2, consisting of three main layers. The lower
layer entails the information systems, i.e., Manufacturing Execution Systems (MES),
ERP system, design-time compliance checking module, CPS system, robots, equip-
ment, (IoT) sensors in the shop floor. The second layer consists of the FIWARE Generic
Enablers modules such as the FIWARE context broker, IDM & Access Control, IDAS
IoT agents, Real-timemedia processing, different adapters, shopfloor map, mashup plat-
form, runtime executionmonitoring, database, and 3rd organizations. Lastly, the top layer
includes the interfaces and dashboards for real-time monitoring.

The proposed compliance check module (see the dashed box at the lower layer of
Fig. 2) is designed to handle the design time-related compliance checking and running
time authorization before and during execution. The compliance checkingmodulewill be
part of the process engine for integrating businessmanagement (ERP) andmanufacturing
operations (MES).

At design time, there are three primary modules involved in achieving compliance.
The first module is theModeling and Specification module and is further divided into
three sub-modules. (i)Themodeling of the manufacturing processes integrating the ERP
system, MES, shop floor, and human interface using BPMN 2.0 populated by humans
and various automated systems at the lower layer. This will include specifying several
deviations from the abstracted process (ii) the elicitation and specification of compliance
requirements sourced from internal and external regulations as well as contractual obli-
gations among partners; then formalize these requirements into compliance constraints
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Fig. 2. Collaborative process compliance checking architecture based on FIWARE.

using a formal language that is expressive enough to capture all the requirements cor-
rectly. (iii) The compliance verification supports the process model and constraints; it
serves as inputs for constraints and process models during the verification and storing
verification results and feedback. The secondmodule is theVerification Servicemodule
invoked during verification by submodule (iii) through an API. The Verification Service
module consists of a process verification engine which employs different techniques and
mechanism, like the simulation technique, compliance verification algorithms and the
Process-Driven Access Control and Authorization (PDAC) mechanism [15]. The third
module is the Feedback and Reporting module, which involves giving intelligent,
appropriate, and comprehensible feedback to the end-user if any violations are detected.

After compliance has been checked at design time, the complaint process will start
to initiate process instances as defined by the ERP, and MES then sends instructions
to the shop floor as specified in the process model. But there is no certainty that the
corresponding running process instance will be compliant during this time due to human
andmachine-related errors [1]. This implies that after checking the compliance at design
time and the actual execution of a process is initiated, it is crucial to constantlymonitor the
running process to detect any inconsistencies or deviant behavior. Therefore, a dedicated
process engine will be used to track the system’s behavior and occurrences of specific
events during the process execution; The Runtime compliance checking module (see the
dashed box at the middle layer of Fig. 2) checks and identifies the undesired process
behavior by comparing the actual behavior of the process instance with the expected
behavior and alerts the end-users for any violations. The identified violations will then
be displayed on the dashboard (see the dashed box at the top layer of Fig. 2). The end-
users then take appropriatemeasures actions to rectify the violations in case any violation
is detected.
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5 Conclusion and Future Works

Collaborative network 4.0 provides a rich concept to reshape industry digitalization. In
this paper, the requirements to achieve compliance with collaborative processes at both
design and running time are identified. The conceptual architecture for collaborative
process compliance checking is presented. The development and implementation of our
compliance checking solution are based on the FIWARE architecture and provides a
service for Industry 4.0. Despite the different approaches of checking compliance in
the literature, existing approaches are not sufficient enough to support the requirements
imposed by the challenges of collaborative processes. Our ongoing work includes for-
malizing the process model and regulatory requirements using formal languages that
are expressive enough to capture all the required requirements described in Sect. 3 cor-
rectly. Then use techniques such as process simulation, algorithms, and PDAC to check
for compliance. Lastly,we plan to implement the proposed compliance checking solution
at both design and running time.
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Abstract. Digital service platforms are the facilitators of value co-creationwithin
service ecosystems.They are instrumental in the design of compelling value propo-
sitions. Despite the substantial amount of contributions for the conceptualization
of digital service platforms, themethodological contributions concerning the engi-
neering of service platforms are scarce. In this paper, we adopt a service systems
perspective and present a method for the identification of digital service platform
requirements. The method is driven by the value propositions that are based on the
capabilities of the actors in service exchange networks. In the paper, we demon-
strate themethod by applying it to an internationalMobility-as-a-Service platform
development project.

Keywords: Service systems engineering · Service platform · Requirements
engineering

1 Introduction

In today’s increasingly interconnected world, organizations’ understanding of business
is shifting away from delivering value in isolation to co-creating value in collaboration
with other actors in service ecosystems [1, 2]. Digitalization is taking various roles
in this transition not only through increasing connectedness beyond spatio-temporal
constraints but also by influencing the way value is co-created and experienced [3–
6]. Thus, businesses are increasingly adopting digital service platform business models
which allow various actors to engage with one another for mutual benefit [7–9].

As with any business, value propositions are the key determinants of the success
and the level of engagements between the actors over digital service platforms [5, 10].
Offering a vast amount of possibilities for effective and efficient resource mobiliza-
tion [5, 11], digital service platforms provide the means for multiple actors to integrate
and configure their competent resources in service systems and design compelling and
complete value propositions [12–14]. Many digitally-enabled value proposition and ser-
vice system examples can be given from successful online marketplaces, car sharing, or
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streaming media platforms, which reflect the multi-actor and integrative characteristic
of businesses around digital service platforms well [14, 15].

Despite the opportunities, the design of a service platform involves many chal-
lenges regarding the identification of platform system requirements [16]. In particular,
the derivation of platform requirements from value propositions is a complex task as
each value proposition involves the design of a network of activities (i.e., service sys-
tem functionality) and the capabilities of the service system actors thereof [9, 17]. The
identification of platform system functionality in a way that supports the activities of
all platform actors and in alignment with their capabilities is crucial for the realization
of the value propositions and the intended value cocreation over the platform [8, 9, 18].
While there is a considerable number of contributions for the conceptualization of digi-
tal service platforms, only a few studies propose methodological guidance for deriving
requirements from the value propositions to be supported by the platform.

The objective of this research is to design a method for the identification of platform
requirements from value propositions in the form of use case descriptions. To design
our method, we adopt a service system view on value proposition design [14, 15] and
follow a situational method engineering approach [19]. More specifically, we extend the
Value-Proposition driven Business Service Identification Method (VP-BSIM) [17] with
the Service Requirements EngineeringMethod (SREM) for a Digital Service Ecosystem
[16]. We demonstrate our method by applying it in a real Mobility as a Service (MaaS)
digital platform development business case.

The remainder of the paper is structured as follows. Section 2 presents the related
work. Section 3 elaborates on the research design followed. Section 4 introduces the
proposed method and Sect. 5 demonstrates the application of the method in a business
case. Finally, Sect. 6 concludes the paper with a discussion of the limitations of our
approach and the opportunities for future work.

2 Related Work

The identification of the software requirements in a multi-actor socio-technical sys-
tem context has been an interesting field of research for decades [20]. A significant
number of papers followed the conventional goal-oriented approaches [21] and pro-
posed requirements identification methods to bridge the business-level and software-
level understandings ofwhat a software system should do. However, only a few studies in
the literature explicitly account for value propositions in the requirements identification
process. Lessard et al. [18] adopted a service system view on value proposition design
and proposed a service systems metamodel and a graphical Goal-oriented Requirement
Language profile for modelling service systems. In addition, they proposed a heuristic to
guide the elicitation of requirements for the service systems based on their metamodel.
Immonen et al. [16] defined ecosystem members, ecosystem infrastructure, ecosystem
capabilities, and digital services as the elements of a digital service ecosystem. They
proposed a service requirement engineering method to support the development of a
digital service in a digital ecosystem. In the design of their method, they used Use Case
Analysis for the elicitation and specification of the requirements.

However, to our best knowledge, no methods exist in the literature yet that account
for service system actors’ resources (i.e., capabilities) and guide the translation of value
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propositions into platform requirements. Hence, the present study addresses this gap in
the context of digital service platforms.

3 Research Design

In the design and development of our method, we followed a Situational Method Engi-
neering (SME) approach [19]. SME proposes three distinct method construction strate-
gies: “1. from scratch strategy”, “2. extension-based strategy”, and “3. paradigm based
strategy”. Respectively the strategies relate to the construction of a novelmethod (1) from
scratch, (2) by extending an existing base method, and (3) by abstracting a given model
or instantiating a meta-model [19]. As our research objective relates to the extension of a
base method, we followed the extension-based strategy. Accordingly, we considered the
VP-BSIM as our base method and adapted it into a method that guides the identification
of platform requirements from value propositions in the form of use case descriptions.

The base method, the VP-BSIM, guides an actor in a service system to transform
their value propositions into contextualized, standardized, and modular resource re-
configurations represented by business services [17, 22]. Accordingly, the business ser-
vices that the VP-BSIM yields describe the functionality of the overall service system
but not in the form of software requirements that can be used in the design of a soft-
ware system (i.e., a digital service platform in our context). Therefore, we extend the
VP-BSIM with the means to guide the translation of service system functionality that is
captured as business services into platform requirements.

In finding the rightmethod for the extension,we searchedGoogle Scholar (https://sch
olar.google.com/) for requirements engineering methods designed for service systems
and/or ecosystems. Accordingly, we entered the search query (“service system” OR
“service ecosystem”) AND “requirements engineering method” which returned a total
of 88 studies. After reviewing the title, abstract, and keywords of the studies, we selected
[16] which proposes the SREM. The SREM consists of three steps and the final step:
Requirements analysis, negotiation and specification relates to the translation of services
defined for a service system into requirements for a service platform. The first two steps
of the SREM relate to the definition of services and since the base method already
includes the means to do that, we excluded the first two steps from our extension. As
such, we added the procedure of the third step (i.e., method chunk) at the end of the
VP-BSIM (i.e., Extended VP-BSIM) as shown in Fig. 1. As such, the added method
chunk takes in business service descriptions as input and transforms them to use case
descriptions that describe how the digital services interact and cooperate to provide the
required end-to-end digital services [16].

4 Method Description

In this section, we describe the Extended VP-BSIM (Fig. 1) by briefly introducing the
three original steps of the VP-BSIM and presenting in detail the added in the scope of
our extension. For the detailed description of the three steps of the original VP-BSIM,
we refer the reader to [17].

https://scholar.google.com/
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Fig. 1. The extended VP-BSIM

Step 1: Elicit the Goals that Actors Pursue in the Service System to Co-create Value
The first step of the Extended VP-BSIM constitutes a value proposition-driven analysis
to make sure that the business services to be identified enable the co-creation of value
as outlined by the value proposition inputted into the method. This step uses Strategic
Dependency (SD) and Strategic Rationale (SR) Modelling from i* framework [23, 24] to
dissect value propositions into intentional and strategic interdependencies among actors
in a service system, along with the underlying motives that each actor has in place
in pursuit of these interdependencies. The outputs of this step are SD and SR Models
that define the strategic and intentional relationships between the actors involved in the
service system.

Step 2: Identify the Business Capabilities that Enable the Service System to Make
the Value Proposition
The second step of the Extended VP-BSIM focuses on identifying the business capa-
bilities that actors need to apply and integrate within their service system to co-create
value. This step uses Capability-Business Service Domain Mapping [25] to identify the
business capabilities that fulfil the intentional and strategic interdependencies defined in
Step 1. To identify the business capabilities, first, service domains (i.e., a collection of
tasks called service operations that are under the control of an actor [26]) are defined.
Then, each service operation under a service domain is matched with a business capa-
bility that facilitates the service operation in question. The output of this step is a set of
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business capabilities that enable the actors in the service system to co-create value as
outlined by a value proposition.

Step 3: Define Modular Business Services Composed of the Business Capabilities
The third step focuses on defining modular business services, that describe the func-
tionality of the service system. Furthermore, it formalizes each identified service with
a description. This step uses Service Analysis with Feature Binding Technique [27] to
compose the business capabilities identified in Step 2 into modular business services.
This technique considers a modular service to be Self-Contained (meaning that a service
should not need a service feature of another service), Stateless (meaning that a service
should not require context or state information of another service), and Representative
of a Domain Specific Service (meaning that a service should provide an autonomous
and unique business function) [27]. The composition of the business capabilities into
business services is done by following these three properties.

It should be noted while the scope of the method is the whole service system in Steps
1 & 2, in Step 3 the scope changes to a single actor (i.e., the actor utilizing the Extended
VP-BSIM to identify its business services). Therefore, this step should be repeated for
every actor (as shown with the arrow on top of Step 3 in Fig. 1) to identify business
services for the complete service system. The output of this step is a list of business
services that describe the business functions that the service system should provide.

Step 4: Specify Service Requirements
The fourth step of the Extended VP-BSIM transforms the business service descriptions
produced in Step 3 into use case descriptions that describe the behaviour of the service
platform. This step uses the service system requirements engineering technique that
SREM’s Requirements analysis, negotiation and specification step proposes. There are
two activities to be performed in this step:

Activity 4.1: Service Requirements Analysis and Negotiation
The purpose of this activity is to determine the business services that will be used
for requirements specification. As such, the business services identified in Step 3 are
selected and prioritized. This requires active collaboration between stakeholders such
as IT managers and business analysts to discuss and address various concerns regarding
the scope of the requirements specification [16]. The third step of the VP-BSIM ensures
that each business service is unique and has business potential (i.e., relates to a value
proposition). Therefore, there is no need to identify and merge similar services or reject
business services without business potential as the SREMoriginally suggests [16]. How-
ever, the stakeholders can still prioritize certain business services based on factors such
as feasibility. The output of this step is a list of business services that are selected for
requirements specification.

Activity 4.2: Service Requirements Specification
The purpose of this activity is to specify service requirements in a textual or graphical
format that is complete, understandable, and useful [16]. This requires several rounds
of use case analysis that together transform business service descriptions into use case
descriptions. This is assured in the Extended VP-BSIM by considering each business
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service description as a use case and the business service operations listed in each
business service description as the steps of the happy flow of the use case. The outcome
of this activity is a set of use case descriptions that describe the behaviour of the service
platform.

5 The Application of the Method

We applied our method in a real-life business case originating from the mobility domain
[28] to demonstrate its validity (i.e., its ability to guide practitioners in the specification
of requirements for a service platform). Below, we first introduce the business case in
detail and explain the application of the method in it.

Business Case: Seamless, Optimized, & Customized Mobility Service Provisioning
In the face of ever-expanding modes of transportation and the number of transport oper-
ators, travellers have a hard time choosing the travel itinerary that complies with their
needs and expectations. Besides, travellers are usually left to their own devices when
passing through the different interfaces that exist between the mobility services of dif-
ferent transport operators. These travel management issues are even more present for
international travels due to the barriers that relate to policy and language. Recognizing
these issues, a European Innovation and Technology (EIT) project consortium has been
focusing on the development of collaborative solutions to offer seamless, optimized, and
customized mobility solutions to travellers. To do so, the consortium has envisioned a
solution that integrates the resources of actors in the mobility domain, such as mobility
service providers (e.g., transport operators), government bodies (e.g., cities, municipali-
ties), traffic authorities, financial transaction providers and enhancing service providers
(e.g., insurance providers). The consortium has organized a set of value proposition
design workshops to realize this vision. To represent the value propositions, the SDBM
Radar technique (Fig. 2) is used [29, 30].

The resulting value proposition revolves around a service platform that enables
mobility service providers to register and offer their transport services (i.e., Mobility
as a Service - MaaS platform) [31]. Furthermore, the value proposition involves the
inclusion of enhancing services such as insurance within the service platform. By using
the platform, travellers can input their travel itinerary along with travel preferences
and receive a set of recommended mobility and enhancing services that satisfies their
itinerary and preferences. When travellers confirm the recommended set of transport
services, the platform handles the payment and management of the tickets, and then
presents all the tickets to travellers on a single application. Accordingly, the Traveller is
the main beneficiary in the value proposition, who experiences the Seamless, Optimized,
& CustomizedMobility Service. The initiator of the value proposition is the Service Plat-
form Operator, who is responsible for the integration of various services. The service
system is further composed of Mobility Service Providers, who provide their transport
services on the platform, Enhancing Service Providers, who provide services such as
insurance on the platform, Traffic Authorities, who provide traffic data used to enhance
transport services,Government Bodies, who set policies to support the value proposition,
and Financial Transaction Provider, who manages and secures the transactions between
service providers.
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Seamless, 
Op zed, & 
Customized

Mobility

Fig. 2. The value proposition: seamless, optimized, & customized mobility service provisioning

Application of the Method to the Business Case
In the application of themethod,we considered theService PlatformOperator as the actor
(i.e., platform owner) that wants to use themethod to identify its business services. Being
the owner and operator of the platform, the Service PlatformOperator represents the actor
that orchestrates all the interactions between all the other actors in this service system.
Because of this, the business services to be identified for the Service Platform Operator
relate to facilitating these interactions and are directly coupled to and provisioned on the
service platform. Thus, specific to our case, the business services to be identified for the
Service Platform Operator represent the overall functionality that the service platform
should support. This means that our case does not require iterating the third step of
the method for all the actors of the service system. In general, we suggest applying the
third step of the method solely for the actor that is the owner and/or the operator of the
service platform as this results in the identification of business services that cover all the
service system functionality. However, in the cases where a service platform is owned
and/or operated by multiple actors, we suggest iterating the third step for all actors. In
the following, we present the application of the method by taking the Service Platform
Operator as the platform owner for the method.

Application of Step 1
We translated the value proposition design (Fig. 2) into an SR model -including also
an SD model- (Fig. 3) that captures the goals that actors pursue in the service system.
We depicted every actor in the value proposition as an actor in the SR model as well.
Furthermore, for every actor in the SR model, we defined a high-level goal (highlighted
in blue in Fig. 3) based on the actor’s contribution to the value proposition. Lastly, we
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depicted the value co-creation activities of each actor in the value proposition as tasks
in the SR model.

Fig. 3. SD-SR model of the value proposition

Application of Step 2
Prior to matching the business capabilities to service operations, we defined the business
capabilities of the actors through interviews with relevant stakeholders. The resulting
list of business capabilities was validated by the same stakeholders (provided at short-
url.at/bjxFH). After defining the business capabilities, we created a service domain for
each high-level goal defined in the SR model along with service operations for every
task that resides under the high-level goals. We put the defined business capabilities, ser-
vice domains, and service operations in a Service Domain - Business Capability Matrix
as shown in Fig. 4. In the matrix, service domains and operations are placed as rows
and business capabilities, and the actors owning them are placed as columns. A cell in
the matrix is marked with an ‘X’ if the business capability corresponding to the cell
facilitates the service operation corresponding to the same cell.

Application of Step 3
After identifying the business capabilities, we composed them into business services
that are (1) Self-Contained, (2) Stateless, and (3) Representative of a Domain Specific
Service. As it is the platform owner of our business case, we focused on the business
capabilities of the Service Platform Operator as shown with the red-dashed rectangle
in Fig. 4. We considered each business capability of the Service Platform Operator as
a candidate business service, and we evaluated whether they rely on (1) features or
(2) information that reside in another business service and whether they (3) represent a
domain specific service. Our evaluation shows that the candidate business services do not
need further composition as they are each self-contained, stateless, and representative
of a domain specific service. As shown in Fig. 4, each coloured cell on the matrix



Identification of Service Platform Requirements from Value Propositions 319

Se
rv

ic
e 

D
om

ai
ns

Se
rv

ic
e 

O
pe

ra
tio

ns

Se
rv

ic
e 

Pl
at

fo
rm

 O
pe

ra
to

r
M

ob
ili

ty
 

Se
rv

ic
e 

Pr
ov

id
er

E
nh

an
ci

ng
 

Se
rv

ic
e

Pr
ov

id
er

Fi
na

nc
ia

l 
Tr

an
sa

ct
io

n 
Pr

ov
id

er

Tr
af

fic
 

A
ut

ho
ri

ty
G

ov
er

nm
en

t B
od

ie
s

Tr
av

el
le

r
R

eg
is

tr
at

i
on

Se
rv

ic
e 

Pr
ov

id
er

R
eg

is
tr

at
io

n

Tr
ip

 
Pl

an
ni

ng
B

oo
ki

ng
Tr

ip
 

E
xe

cu
tio

n
Pa

ym
en

t 
Pr

oc
es

si
ng

Se
rv

ic
e 

Su
pp

or
t

Se
rv

ic
e 

M
an

ag
em

en
t

Se
rv

ic
e 

O
pe

ra
tio

ns

Se
rv

ic
e 

Po
lic

y 
M

an
ag

em
en

t

M
ob

ili
ty

 
Se

rv
ic

e 
Pr

ov
is

io
ni

ng

E
nh

an
ce

d 
Se

rv
ic

e 
Pr

ov
is

io
ni

ng

Fi
na

nc
ia

l 
Tr

an
sa

ct
io

n 
Pr

oc
es

si
ng

Tr
af

fic
D

at
a 

Pr
ov

is
io

n

Po
lic

y 
M

ak
in

g 
an

d 
D

is
se

m
in

at
io

n

Tr
ip

 P
la

nn
in

g
Pr

of
ile

Tr
av

el
le

r
X

O
pt

im
is

e
an

d 
C

us
to

m
is

e
Tr

ip
X

B
oo

ki
ng

B
oo

k 
M

ob
ili

ty
Se

rv
ic

e
X

B
oo

k 
E

nh
an

ci
ng

 
Se

rv
ic

e
X

Pa
ym

en
t

In
iti

at
e

Fi
na

nc
ia

l 
Tr

an
sa

ct
io

n
X

Su
pp

or
ta

nd
 

Se
cu

re
 F

in
an

ci
al

Tr
an

sa
ct

io
ns

X

Tr
ip

 
E

xe
cu

tio
n

G
ui

de
Tr

av
el

le
r

X
X

Tr
ac

k
Tr

ip
X

Se
rv

ic
e 

Pr
ov

is
io

n

Pr
ov

id
e 

M
ob

ili
ty

Se
rv

ic
e

X

Pr
ov

id
e 

E
nh

an
ci

ng
 

Se
rv

ic
e

X

Po
lic

y 
M

ak
in

g
Pu

bl
is

h
Po

lic
y

X

Tr
af

fic
 D

at
a 

C
ol

le
ct

io
n

Sh
ar

e
Tr

af
fic

 
D

at
a

X

In
te

gr
at

io
n

In
te

gr
at

e
Se

rv
ic

e
X

X
X

In
te

gr
at

e
Tr

af
fic

 
D

at
a

X

In
te

gr
at

e
Po

lic
y 

D
at

a
X

Th
e 

fo
cu

s o
f S

te
p 

3:
 S

er
vi

ce
A

na
ly

si
s

-
Tr

av
el

le
r 

R
eg

is
tr

at
io

n

-
Se

rv
ic

e 
Pr

ov
id

er
 R

eg
is

tr
at

io
n

-
Tr

ip
 P

la
nn

in
g

-
B

oo
ki

ng

-
Tr

ip
 E

xe
cu

tio
n

-
Pa

ym
en

t P
ro

ce
ss

in
g

-
Se

rv
ic

e 
Su

pp
or

t

-
Se

rv
ic

e 
M

an
ag

em
en

t

-
Se

rv
ic

e 
O

pe
ra

tio
ns

-
Se

rv
ic

e 
Po

lic
y 

M
ng

t.

B
us

in
es

sS
er

vi
ce

s:

B
us

in
es

s C
ap

ab
ili

tie
s

Fig. 4. Service domain – business capability matrix and business services

represents a business service that we identified, and the coloured rectangles below the
matrix present the names of these business services.

Application of Step 4
After the identification of the business services, we arranged three online meetings with
the stakeholders from the Service Platform Operator to select the business services for
requirements specification (Activity 4.1). The stakeholders included software platform
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developers and business analysts. As a result of the meetings, the authors and the stake-
holders deemed all 10 business services as feasible and appropriate for requirements
specification. Following the selection of the business services, we performed a use case
analysis on the business services to specify service requirements in a textual format
(Activity 4.2). The resulting use cases are presented in Table 1. Furthermore, the full
descriptions of the use cases are provided at (shorturl.at/bjxFH).

Table 1. The list of use cases

ID Use Cases Description
1 Manage 

Traveller Profile
This use case defines how travellers can delete, sign-up, or log in to 
their account on the service platform.

2 Manage Serv. 
Provider Profile 

This use case defines how service providers can delete, sign-up, or 
log in to their account on the service platform.

3 Plan a Trip This use case defines how travellers can obtain information about 
availability, estimated travel time, and costs.

4 Book a Trip This use case defines how the booking of a specific asset for a 
specific place, time, and date.

5 Execute a Trip This use case defines how travellers can access an asset and a trip 
during booked period.

6 Handle Payment This use case defines how the settlements between service providers 
and service platform operators are closed.

7 Provide Service 
Support

This use case defines how travellers can get assistance in the solution 
of operational troubles encountered during any part of the process.

8 Manage Service This use case defines how service providers can manage their 
services.

9 Perform Service 
Operations

This use case defines how service providers can monitor and manage 
their service operations.

10 Manage Service 
Policy

This use case defines how governing bodies and service platform 
operators can communicate with respect to service policies. 

Overall, our application of the Extended VP-BSIM to the business case resulted
in the translation of the value proposition of the service system into service platform
requirements represented in the form of 10 use cases (Table 1).

6 Conclusion and Future Work

In this paper, we have proposed a method designed to guide the identification of plat-
form requirements from value propositions in the form of use case descriptions. Using an
SME approach [19], we have constructed the proposed method by extending an existing
method. In addition, we have demonstrated the validity of the method by applying it
to a business case, where the focus was on the identification of platform requirements
based on a service system value proposition. The results of our demonstration show that
our method guides the derivation of platform requirements from the value propositions.
Hence, our study contributes to filling the gap of methodological guidance for the identi-
fication of platform requirements from the value propositions in the context of a service
system.
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Our study is subject to limitations rooted in the demonstration strategy we have
followed. As such, we have applied our method to a single business case to demonstrate
that it can support what it is designed to do (i.e., validity). Additional applications in
different business cases anddomains are needed to strengthen the evidencewith respect to
the method’s validity. Furthermore, the perceived usefulness of our method (i.e., utility)
by its intended users (e.g., business analysts and requirements engineers) remains to be
evaluated. Therefore, additional applications should focus on obtaining user feedback
on the utility of the method in addition to its validity.

Finally, our method’s application to the presented business case should be followed
by a longitudinal study that aims at validating that the service platform that is designed
by following the service platform requirements defined with our method is operational.
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Abstract. Building renovation is a complex collaborative process requiring the
interaction between planners, architects, civil engineers, energy experts, and man-
agers of (pre-)manufacturing plants supplying building elements, components of
energy supply and distribution systems “just in sequence” to densely used urban
spaces – where the majority of buildings under renovation are located. There-
fore, the availability of a complete, comprehensive Building Information Model,
amalgamating current and future product and process models is of outstanding
importance. Approaches, suggesting so-called “monolithic” building information
models did not deliver the expected “value for money” since the efforts required to
set up and maintain such digital models requested more resources than available.
Therefore, the authors present in this paper an alternative approach to information,
knowledgemanagement, and sharing in theAECO-sector, i.e. modular ontologies.
Theflexible and dynamic approach to combine newand availablemodules of infor-
mation addresses more responsively the needs of the AECO sector. Furthermore,
suchBIMmodels overcome limitations in adaptability, extensibility, etc. of current
“openBIMmodels”. Due to this the shift towards using semantic web technologies
for knowledge base and semantic interoperability has been increased in the AECO
industry. The work presented in the paper introduces a recently developed linked
data, an ontology-based framework that harmonizes and orchestrates ontologies
recently developed for the construction domain. It studies inter-model and inter
ontology relationships to address concepts that are currently absent from “build-
ing ontologies”. The developed framework can be used to support collaborative
environments in the engineering and manufacturing sector supporting the efficient
sharing of information between architects, engineers, manufacturing plants, and
assembly crews on the construction site.
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sharing/exchange · Collaborative networks · Collaborative manufacturing
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1 Introduction

The building renovation process involves stakeholders throughout the life cycle. The
stakeholders of the Architecture, Engineering, Construction, and Operations (AECO)
industry exchange heterogeneous information among multiple stakeholders, using tools
and datasets of different nature [1]. The heterogeneous information includes as-built
BIM models, energy information, images, documents, plans, etc. However, the identifi-
cation of critical information, its management along with the efficient collaboration, and
communication between the participants in the project are some barriers in the traditional
building construction process [2].

The development of Collaborative Networks (CNs) allows effective collaboration
between the teams [3, 4] and there is a need to improve the data sharing and manage-
ment in CNs [5]. The specifications of shared vocabulary can play an important role
where knowledge-based systems are expensive to build, test, and maintain [6]. Research
work by L.M. Camarinha-Matos et al. explained that ontology engineering is a potential
domain that can contribute to the information/knowledge management in Collaborative
Networks (CNs) [7]. Also, the usage of ontologies inCNs is supported in several research
efforts [8–10]. However, the ontologies that can cover constructionmanagement data are
not available on the web, and also, some existing ontologies cover limited data. There
is a need to fill the gaps for entities, construction information, construction activities,
stakeholders, level of details, materials, occupants, etc.

In the BIM4EEB1 project, several ontologies (Digital Construction Ontologies2 -
DICon) are developed to support the renovation data modeling/sharing and act as a
resource to the collaborative system called BIM management system (BIMMS3). The
development of ontologies was carried out by using Web of Data (WoD) technolo-
gies. The semantic web and Linked data are two sources of WoD [11]. The semantic
web technologies have Resource Description Framework (RDF4) model for data inter-
change, Web Ontology Language (OWL5) to represent complex knowledgebase, and
Simple Protocol and RDF Query Language (SPARQL6) to run the queries across the
data sets. Linked Data7 is to identify things using URIs, look up the name of things using
HTTP URIs, add information to the things using semantic web technologies, and link
the information to add more context or semantics to existing information.

To make the developed or existing ontologies to be useful, two objectives must be
met, as per Barry Smith and Mathias Brochhausen 2008 [12]. First, it is essential to
align/match existing ontologies by harmonization process. Secondly, it is necessary to
find ways to evaluate ontologies transparently. In this paper, we discussed the first part
and developed a framework to harmonize the ontologies by modularization approaches.

1 https://www.bim4eeb-project.eu/.
2 https://digitalconstruction.github.io/v/0.5/index.html.
3 https://bim4eeb.oneteam.it/BIMMS/Default.aspx.
4 https://www.w3.org/RDF/.
5 https://www.w3.org/OWL/.
6 https://www.w3.org/TR/sparql11-query/.
7 https://www.w3.org/DesignIssues/LinkedData.

https://www.bim4eeb-project.eu/
https://digitalconstruction.github.io/v/0.5/index.html
https://bim4eeb.oneteam.it/BIMMS/Default.aspx
https://www.w3.org/RDF/
https://www.w3.org/OWL/
https://www.w3.org/TR/sparql11-query/
https://www.w3.org/DesignIssues/LinkedData
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2 Ontology Modularization

Modularization of ontologieswillmake user easier to understand, extend, reuse,maintain
and reason the ontologies [13, 14]. However, the concept of modularization is not well
defined in the context of ontologies compared to software engineering. A single approach
for modularization does not match every situation since people tend to have various
ideas in the development of ontologies. Several various approaches appeared in the field
of ontology modularization. These approaches are mainly categorized into “ontology
separation” and “ontologies composition” and are shown in Fig. 1. These two main
approaches are sub-categorized into ontology partition, ontology module extraction,
ontologies integration, and ontologies mapping respectively [15].

Fig. 1. Ontology modularization approaches

The ontology separation approach is mainly useful to make large-scale ontology into
small-scale ontologies to use for narrower use cases. But, in the ontologies composition
approach small ontologies will be integrated to make a large ontology by maintain-
ing its modularity. The DICon ontologies cover different domain gaps (e.g. entities,
occupant comfort, lifecycle, materials…etc.). To make it useful for broader domain use
cases, ontologies modularization applied on DICon ontologies by using the ontologies
composition approach.

2.1 Ontology Integration

Ontology integration is the process of forming a new ontology by using one or more
ontologies without changing their original concepts, if possible, they are extended [16].
Integrate (O1, O2, A) = O1, where O1 is the target ontology into which the source
ontology O2 will be integrated and A is the alignment expressed in the same logical
language as ontologies O1 and O2 [17]. Ontology alignment may be seen as a pre-step
for detecting where the involved ontologies overlap and can be connected. This approach
is especially interesting if given ontologies differ in their domain. Through integration,
the new ontology can cover a bigger domain in the end.

In the integration process, two approaches are primarily considered and shown in
Fig. 2. The ontologies O1, O2, and alignment O1-O2 are considered to discuss these
approaches. The Ontology O1, alignment module O1-O2, are imported to ontology O2
in the first approach, few required concepts from O1 are redefined in the ontology O2.
In the second approach, required concepts from ontology O1 are redefined in ontology
O2, alignment module O1-O2 imports ontologies O1, O2 to extend the scope of usage
of ontologies. In this paper, the second approach is considered to develop an ontology
framework.
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Fig. 2. Ontology integration methods

2.2 Ontology Mapping

The mapping is a set of declarative assertions specifying how the sources in the data
layer relate to the ontology [18].

Fig. 3. Ontology mapping concept

An ontology mapping represents a function between the ontologies. The original
ontologies are not changed, but the additional mapping axioms describe how to express
concepts, relations, or instances in terms of the second ontology. They are stored sep-
arately from the ontologies themselves [16]. Figure 3 represents the ontology mapping
concept. Three concepts called Terminology Box (T-BOX), Assertion Box (A-BOX),
Data sources are considered to explain the ontology mapping process. T-BOX is an
ontology with classes, properties, and A-BOX is individual data that comes from the
data sources. The individual data that comes from the data sources are mapped with
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T-BOX data and a knowledge base will develop. The axiom rdf:type is used to relate an
individual for a class.

3 Collaborative BIM Environments and Knowledge Base

For several years, several research initiatives have been focused on the creation and
operation of collaborative processes in the construction sector [19]. However, the lack
of effective collaborative processes tools, information management of heterogeneous
data, and sharing it among the actors are still barriers in AECO sector. Also, lack of
tools with integrated Common Data Environments (CDE) [5, 20]. The BIMMS is a
collaborative environment developed in the BIM4EEB project. BIMMS is a platform
built around a common data environment (CDE) that stores all the data and information
gathered through different sources and along the whole building lifecycle, acting as a
single source of truth (SSOT) [21].

Fig. 4. Usage of modular ontologies in a collaborative environment

The aim of this BIMMS is the effective management of information produced in the
renovation processes along with the establishment of efficient communication between
the involved tool kits. This process supports the storage of information in various for-
mats (ontologies, models, diagrams, etc.) and manages the information by enabling the
links between them. This section intends to explore the ontology-based information
management facilities within the BIMMS platform.

A component diagram represented in Fig. 4 comprehensively illustrating the adopted
BIM4EEB framework. The involved components in this framework are 1) Ontologies,
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2) BIMMS environment, 3) BIM4EEB tools, and finally, 4) external data (images, files,
models, sensor data, etc.). As shown in the figure, the ontology component describes
a set of developed ontologies as part of the BIM4EEB project and their alignments to
external ontologies in terms of alignment modules. This ontology component is further
integrated into BIMMS environment and supports the representation of the BIM model
information and other resource information. In specific, the BIMMS system enables this
representation by converting the resource data in theFilemanagement system intoLinked
data (RDF data) andRelational Database (RDBMS). It also provides the linkage between
these data models or data formats to synchronize the updates or changes effectively. The
use of ontologies and linked data in the tools is a promising solution to explore dynamic
and heterogeneous data [22].

The last component in the framework is the tool-set, which is used for the progres-
sive and successful implementation of the renovation process. This tool component is
equipped either with BIM4EEB tools and/or external tools. The data stored in BIMMS
system is effectively shared to these tools based on the required interface connections. In
general, there are many interface connections but their application is only dependent on
the available data formats and compatibility with the developed tools. In the BIM4EEB
framework, APIs like Rest endpoint, SPARQL endpoint, and URI Lookup is used in the
data sharing process between the tools and BIMMS system.

4 Modular Ontology Framework

In the BIM4EEB project, modular ontologies set called Digital Construction Ontologies
(DICon8) are developed to achieve semantic interoperability and enhance the informa-
tion sharing and representation of renovation data in the building renovation life cycle
process. To expand the scope of ontologies usage, relations are established between
the DICon8 and external ontologies by using ontology modularization. The developed
modular ontology framework consists of two parts. One is ontology integration and the
second one is ontology mapping as shown in Fig. 5.

The ontology integration process is explained by considering BIM4EEB ontolo-
gies, External ontologies, Alignment Modules. The O1 and O2 conceptually represent
BIM4EEB ontologies and O3 represents external ontology, O1-O3 and O2-O3 are the
alignment modules. To establish a connection between the ontologies three-step app-
roach is followed. In the initial step, removed the overlapping concepts between the
BIM4EEB ontologies and imported one ontology to the other. For example, O1:C1 is a
class in O1 and the same class is defined in the ontology O2 with the URI of O1. This
approach helps to avoid redundancy and the ontology merging process will be easier. In
the second step, alignment modules are developed between the BIM4EEB ontologies
and external ontologies and kept as separate files. In the last step, aligned ontologies
are imported into its alignment module, which extends the scope of the ontologies. The
modular ontologies developed using this integration process are published on theGitHub
page https://digitalconstruction.github.io/v/0.5/index.html.

In the second part ontology mapping developed using the concept of “Ontology-
Based Data Access (OBDA) [23]”. The idea behind OBDA is to use a DL ontology as

8 https://digitalconstruction.github.io/v/0.5/index.html.

https://digitalconstruction.github.io/v/0.5/index.html
https://digitalconstruction.github.io/v/0.5/index.html
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a means to access a set of data sources, to mask the user from all application-dependent
aspects of data, and to extract useful information from the sources based on a con-
ceptual representation of the domain, expressed as a T-Box in a suitable DL [24]. The
ontologies O1, O2, and O3 are ontology T Box data, inst:Individual1, inst:Individual2,
inst:Individual3, inst:Individual4 are the assertions (A Box data) or data stored in the
data resource layer or from the tool. The T-Box data andA-Box data aremapped together
using the axioms to form a complete Knowledge Base (KB).

Fig. 5. Modular ontology framework using ontologies composition approach

5 Proof of Concept and Result

Thedeveloped use case is based on theBIMeaser (BIMEarlyStageEnergyScenario tool)
tool. The BIMeaser was developed for the early phase evaluation of residential building
refurbishment designs. This tool able to download BIM models from the BIMMS and
Renovation scenarios are defined for simulation, computes the indicators of building
energy performance. These indicators are then compared with reference requirements,
the Owner’s Project Requirements (OPRs). However, themodular ontologies framework
is used to establish a relation between the ontologies used to store BIMeaser OPRs.
Finally, OPRs calculated with BIMeaser are uploaded into BIMMS in the triple store.
Ontologies have been developed and integrated, mapped with the BIMeaser OPRs to
develop complete KB. In this process, BIM4EEB ontologies entities (DICI), Contexts
(DICC), Variable (DICV), Information (DICI), Materials (DICM), and Energy (DICES)
are used. Also, the vocabulary Units (DICU) used. The external ontologies Building
Topology Ontology (BOT), Quantities, Units, Dimensions and Types (QUDT9), QUDT

9 http://www.qudt.org/pages/QUDToverviewPage.html.

http://www.qudt.org/pages/QUDToverviewPage.html
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UNITS (see footnote 9), Data Catalog Vocabulary (DACT10), PROV Ontology (PROV-
O11), QUDT Quantity Kind (see footnote 9). The ontologies are aligned and imported
to their respective align modules as shown in Fig. 6. Therefore, BIMeaser provides an
effective collaboration tool for experts with different backgrounds in the design team
and can speed up decision-making in building refurbishment projects [25].

Fig. 6. Usage of modular ontologies in BIMeaser tool

The OPRs for the baseline (no investment cost) and different scenarios are consid-
ered and listed in the table below. Each renovation scenario is specified by renovation
measures to change building structures or technical systems. The impact of these mea-
sures is presented in the terms of Owners Project Requirements (OPR) indicators. The
OPR’s -e.g. operational energy cost, the payback time of renovation, and summer ther-
mal comfort are an important part of the performance-based building design process,
which assumes that design selections are validated against theOPR’s in each design stage
before moving to the following design stage. The design team will handle the detailed
technical energy selections affecting the OPR’s using the tool as part of the collaborative
work. OPR indicators are computed after detailed building energy simulations based on
localized data (e.g. energy and investment cost data). After all, OPRs have been prepared
the scenarios can be compared. In a conclusion, BIMeaser presents the impact of each

10 https://www.w3.org/TR/vocab-dcat-2/.
11 https://www.w3.org/TR/prov-o/.

https://www.w3.org/TR/vocab-dcat-2/
https://www.w3.org/TR/prov-o/
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renovation scenario and also baseline results in terms of Owners Project Requirements
(OPR). The most important OPR values are calculated to support the performance-based
building design process and validation of design decisions.

Table 1. An example of scenario and OPR results presented in BIMeaser tool

Scenario Operational
energy cost
e/floor-m2,
a

Investment
e/floor-m2

RES
share
%

Heating
kWh/m2,
a

Cooling
kWh/m2,
a

Electricity
kWh/m2,
a

Summer thermal
h/year, zone
(Tindoor > 27 °C)

S1 14.87 0.00 0.01 123 0.0 35 1763

S2 13.39 46.41 0.01 97 0.0 35 2045

S3 12.89 11.25 5.55 123 0.0 26 1763

S4 13.88 16.00 0.01 106 0.0 35 1763

S5 13.60 72.18 0.01 101 0.0 35 1875

S5 9.55 145.84 8.89 64 0.0 26 2284

The OPR results are enriched with the classes of the ontologies in BIMeaser tool.
These results are converted into an RDF file for data sharing. An example of the OPR
data with the ontologies shown in Fig. 7.

Fig. 7. An example of OPR data in RDF notation

These RDF will be stored in the BIMMS containing links to the IFC model used in
the simulation. The linking of OPR’s and the BIMmodel in the BIMMS enables tracking
of the building energy performance during the evolution of the renovation design, which
is an important part of the performance-based design approach. Also, BIMMS system
allows the stakeholder to query and get the required information using the SPARQL
Endpoint. For example, the OPR data of heating energy consumption for all renovation
scenarios can get from the BIMMS by using the SPARQL query.
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SPARQL Query

prefix inst: <https://w3id.org/digitalconstruction/scenario-content#>
SELECT  ?scenarioName ?Property ?PState ?Value ?Unit
FROM  <https://w3id.org/digitalconstruction/scenario-content-opr>
WHERE { ?scenario dicv:hasPrediction ?Property .
?scenario rdfs:label ?scenarioName .
?Property dicv:isPropertyFor dices:hasNormalizedHeatingEnergyConsumption .
?Property dicv:hasPropertyState ?PState . 
?PState dicv:hasValue ?Value . 
?PState dicv:hasUnit ?Unit . }  

prefix dicv: <https://w3id.org/digitalconstruction/0.5/Variables#> 
prefix dices: <https://w3id.org/digitalconstruction/0.5/Energy#> 
prefix dicu: https://w3id.org/digitalconstruction/0.5/Units#

SPARQL Query Results
Figure 8 shows the query results which are shown by the SPARQL Endpoint in BIMMS.
These results are validated with the OPR data (Table 1) presented in BIMeaser tool.

Fig. 8. SPARQL query results for scenario and OPR data

6 Conclusion

The building renovation is a complex process, requires the intervention of stakeholders
throughout the renovation. The efficient Collaboration Networks (CNs) equipped with
Common Data Environments (CDE) can play a crucial role in the collaboration between
the stakeholders in the project. The developed framework will enhance the interoperabil-
ity between the stakeholders and tools. Ontologies composition approaches have been
used to develop the framework. The developed harmonized shared vocabulary will be a
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resource to the collaboration system and it can be used in the renovation tools for data
mapping and representation. A small use case of BIMeaser tool is considered to apply
the ontology framework and discussed.

In the future more detailed demonstration of ontologies mapping, data transfer of
the other tools using the ontologies, and validation is carried out.
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Abstract. This paper describes the development of a conceptual framework to
support the identification of value co-creation within the context of digitally-
enabled Product-Service Systems (PSS). The framework was developed based
on five themes. It considers how and where value co-creation occurs and also the
translation of data into information that can become knowledge for individuals and
organizations within the digitally-enabled PSS context. Themodel brings together
the different actors andbeneficiarieswith a governanceprocess that focuses on sup-
porting value co-creation by integrating the information with data. The framework
supports new innovation and improvements to existing PSS.

Keywords: Value co-creation · Product-service system · Digitalization ·
Servitization · Lifecycle · Service-dominant logic

1 Introduction

As servitizing activities proliferate within industries, the research focusing on Product-
Service System (PSS) advances in line with the research on service-dominant (S-D)
logic [1, 2]. Manufacturing firms with servitization strategies are moving to PSS-based
businessmodels to gainmore stable income [3]. Prior studies demonstrate that successful
PSS strategies can fulfill diverse customer needs and enhance resource efficiency by
extending product lifecycles [4].

Despite these potential benefits, adopting PSS proves complex for firms for design-
ing and implementing successful service strategies [5]. This is because PSS provides a
complex environment consisting of multiple actors, stakeholders, and beneficiaries in
the context of servitization [6] and the machines within the system. A paradox is devel-
oping that hinders exploitation of digitally-enabled solutions in PSS [7]; it is due to the
transformational aspects of digitally-enabled PSS and servitization [8]. A lifecycle per-
spective is useful when considering data and information flows and how they can assist
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value creation [9]. Value co-creation has been identified as a complex process in this
context and requires further investigation. This study aims to explore this in digitally-
enabled Product-Service Systems (PSS) along the lifecycle. It provides initial input into
a framework that supports value co-creation in digitally-enabled PSS, which will then
be developed further.

2 Research Framework and Methodology

PSS and servitization are mature fields that are closely tied to lifecycle management
and value co-creation. The application of S-D logic is a core tenet of servitization,
notably within the definition of advanced services [1–3]. The concept of value (iden-
tification, creation and capture) in digitally-enabled PSS in industry however, remains
poorly researched over the lifecycle. The literature remains generally fragmented, with
limited integration from different research fields. For this reason, an integrative literature
review has been chosen as the most appropriate approach, bounded by the concept of
PSS in an industrial context, the product lifecycle, and value co-creation, allowing the
integration of knowledge from other disciplines [10]. The review outcome will be a the-
oretical framework that can be applied, tested, and improved in the future. The literature
has primarily been selected from theWeb of Science. Selection of relevant and insightful
literature was initially based on keywords, title and abstract: “value co-creation” OR
“value creation” OR “value propositions” AND “manufact*”.

3 Integrative Literature Review

Based on the thematic content analysis investigating the aspects of value co-creation,
papers were analyzed into five categories: value creation processes, lifecycle governance
of value co-creation, PSSbased value propositions, value creation and advanced services,
and value creation in the digitally-enabled PSS. The literature is summarized in Table 1
segmented based on these five categories. The number of papers identified is given, along
with the key references used to build up the sub-sections in this literature review. They
support building an initial framework that supports value co-creation over the lifecycle
of PSS. 157 papers were found initially, before the final selection in Table 1, where the
papers used in each critical review are listed,

Table 1. Overview of the literature

Theme Papers Cross-related to themes

Value creation processes 11 7

Lifecycle governance of value co-creation 8 0

PSS based value propositions 6 1

Value creation and advanced services 15 13

Value creation in digitally-enabled PSS 15 9
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3.1 Value Creation Processes

To create value, two actors must be involved in a service ecosystem [11]. The value
co-creation process is based on the integration of their explicit and tacit knowledge to
develop a solution [12], the ecosystem is important because many actors and machines
can be involved in the value creation process [13]. Shedroff [14] applies aspects of inter-
action design to understand value co-creation in terms of control/feedback, productivity
and adaptability, this is in line with SD logic [15]. Value co-creation is not a single event,
Grönroos [16] expanded on this along the product lifecycle with a focus on the begin-
ning of life and the middle of life [17]. Bertoni et al., [18] visualized the links between
value in use and value in exchange. Journey mapping can also be used to investigate the
value co-creation processes [19, 20]. Describing value (i.e., financial, tangible, intangi-
ble, etc.) to parties who are involved demonstrates the outcomes to the stakeholders and
the beneficiaries [21].

3.2 Lifecycle Governance of Value Co-creation

Value co-creation in an advanced service agreement occurs over the product’s whole
lifecycle providing opportunities to create value, which is described as ‘sharing pains
and gains’ in some contexts [1, 22]. Advanced service providers are dependent on the
ecosystem’s resources to achieve the desired performance [23, 24]. Changes to laws
and partner behaviors, technologies, or markets may shift the equilibrium of value co-
creation and require a realignment to achieve a new win-win position [25]. Institutional
arrangements are necessary to support the re-alignment and hence governance of the
value co-creation and resource integration [26]. Generally, the more successful forms of
contact were longer-term oriented and reflected collaborative working [27]. However,
role ambiguities were identified as key challenges in the servitization process.

3.3 PSS Based Value Propositions

Servitization strategies may be delivered by a firm through PSS, as it enables them
to create more value for customers and has aspects of SD logic embedded within [3].
The approach (together with digital servitization) provides customer integration and
models that focus on value co-creation and capture [7]. The classification of the value
propositions within a PSS context has been developed to support the understanding of
the services (revenue model and nature of the value proposition) [28]. For digitally-
enabled PSS a model has been proposed that provides additional insights into the value
propositions [7]. This work agrees with others that describe new digitally-enabled value
co-creation in PSS contexts [29, 30], where value capture can be problematic as firms
fail to change business models [31].

3.4 Value Creation and Advanced Services

Advanced services focus on the outcomes delivered through the product’s performance
[31, 33]. These outcomes are based on explicit and tacit knowledge being exchanged
among different actors. Digitalization can support the exchange of information to
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increase perceived ‘customer value’ [31]. The delivery of advanced services requires
many actors to deliver the expected performance, and value is often co-delivered for
the beneficiary [34]. The development of digitally-enabled PSS takes place with the
customer through a process of value co-creation [16]. As a company moves towards
advanced services, the product becomes a distribution mechanism for the services as the
firm shifts into SD logic from goods-based logic [2, 15]. Advanced services require a
firm to reframe its position within the value creation process over the whole lifecycle,
reinforcing the SD logic [2, 12]. The integrator’s role to moderate interactions for value
co-creation in industrial settings has been investigated [35, 36]. Within SD logic, value
co-creation is supported by integrators (or moderators) applying resources along the life-
cycle to help customers in their own value-creation processes [2, 12, 15]. Information
and interaction design can be supported with digital tools, supporting the integrator to
transform data into knowledge [14]. The interrelationship between data, information,
knowledge, and wisdom, are explored in the literature [37–39].

3.5 Value Co-creation in the Digitally-Enabled PSS

Data alone cannot create value [40]. The difference between data and information is
not structural but functional [38]; visualization makes it meaningful [18]. Data can
be considered information only if organized, presented as relevant, usable, significant,
or meaningful answers [41]; only then can knowledge be built up through multiple
interactions [42]. Knowledge originates from information integration and exchange,
which in turn generates experience [39]. According to the literature [2, 15], value in PSS
delivery is continuously created through interactions between multiple actors, who act
as the resource integrators, forming ecosystems of service offerings and exchanges [43].
It is co-generated through the reciprocal application of resources by the integrators to
benefit a receiving entity [2]. The system integrator orchestrates the ecosystem in such
a configuration allowing actors to contribute actively [44]. Value co-creation can be
achieved by establishing different types of participant engagement; value capture needs
the active involvement of at least two actors in the service ecosystem [45].

4 Framework for Value Co-creation in Digitally-Enabled PSS

In this study, the framework developed (Fig. 1), based on the literature, supports value co-
creation in digitally-enabled PSS in an industrial context. In many cases, the operational
life of the equipment is tens of years. This is a limitation on the framework, although,
it provides a clear set of boundaries be later validate. The framework builds upon the
five thematic blocks, providing an initial framework to support value co-creation. The
framework is based on dyadic relationships as this is simpler than triadic (or more). The
framework supports and promotes the exchange of explicit and implicit knowledge to be
integrated into a solution delivering the value co-creation process for the beneficiaries
[12]. The framework applies feedback between the parties, supporting productivity,
and adaptability from integration design, to aid build knowledge (within and between
different life cycle phases).

The integration of the actors at each phase of the lifecycle and between each phase,
needs orchestration to ensure two-way flows [9]. Each touchpoint or transaction between
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Perspectives of value co-creation

Data and information

Relationships

Knowledge building

Design Manufacture Distribu�on Use/operate Maintain Support

Orchestra�on and governance ac�vi�es along the lifecycle

Beginning-of-life Middle-of-life

Product lifecycle phases

Fig. 1. Framework to supporting value co-creation along the product lifecycle

actors provides an opportunity for value co-creation. Starting from the beginning of life,
value co-creation is possible, although in PSS there is a tendency for a good-dominant
logic approach to apply. During the middle of life, there are many situations where value
co-creation and co-delivery can occur, and the impulse may be from people, operational,
or technology changes. Here it is necessary to adapt to maximize the value co-creation
and value capture opportunities and share the lessons with the installed base and to the
team focused on the beginning of life phase. To achieve value co-creation across the
lifecycle, four aspects identified from the literature form the basis of the framework:
i. perspectives of value co-creation; ii. data and information; iii. relationships between
actors; and iv. knowledge building. The connections between the beginning of life and
middle of life must be actively supported and encouraged (orchestrated via the support
of a resource integrator).

Building long-term relationships, based on institutional structures (e.g., contracts),
between the actors in the ecosystem is essential to support the orchestration and gov-
ernance of value co-creation (via a moderator/resource interrogator) [19, 20]. Value is
generally co-created through in-depth interactions and intensive capability integration
between the actors. These interactions are based on exchanging data, information, and
knowledge between many actors who are in effect participating in value co-creation
over the lifecycle for a range of beneficiaries. Moderators/resource interrogators support
the relationship between different actors in the ecosystem and are in effect “valuable
bridges, as they give one actor access to the resources of another” [46, p. 68].

5 Conclusions and Recommendations

The integrative literature review unifies different research themes from different aca-
demic perspectives and creates a framework to support value co-creation over the PSS
lifecycle. This is particularly important where there is a digital aspect to the system. The
framework created needs to be tested and refined, while further research is needed in the
multidisciplinary area.

The framework supports value co-creation along the PSS lifecycle. It confirms that
firms need to determine new approaches for collaboration to improve value co-creation
and co-delivery processes and allow them to adapt over the full life cycle of the PSS.
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Digitalization increases the availability of data and derived information, and though
orchestrated collaboration this can be used to support value co-creation through a closer
collaborative approach. Therefore, companies moving towards digital transformation
would enhance value co-creation during their products’ lifecycle.

References

1. Reim,W., Parida, V., Örtqvist, D.: Product-service systems (PSS) business models and tactics
- a systematic literature review. J. Clean. Prod. 97, 61–75 (2015). https://doi.org/10.1016/j.jcl
epro.2014.07.003

2. Vargo, S.L., Lusch, R.F.: From goods to service(s): divergences and convergences of log-
ics. Ind. Mark. Manage. 37(3), 254–259 (2008). https://doi.org/10.1016/j.indmarman.2007.
07.004

3. Baines, T.S., Lightfoot, H.W., Benedettini, O., Kay, J.M.: The servitization of manufacturing:
a review of literature and reflection on future challenges. J. Manuf. Technol. Manag. 20(5),
547–567 (2009). https://doi.org/10.1108/17410380910960984

4. Tukker, A.: Eight types of product–service system: eight ways to sustainability? Experi-
ences fromSusProNet. Bus. Strateg. Environ. 13(4), 246–260 (2004). https://doi.org/10.1002/
bse.414

5. Zou, W., Brax, S.A., Rajala, R.: Complexity in product-service systems: review and
framework. Procedia CIRP 73(1), 3–8 (2018). https://doi.org/10.1016/j.procir.2018.03.319

6. Kuijken, B., Gemser, G., Wijnberg, N.M.: Effective product-service systems: a value-based
framework. Ind.Mark.Manage.60, 33–41 (2017). https://doi.org/10.1016/j.indmarman.2016.
04.013

7. Kohtamäki, M., Parida, V., Oghazi, P., Gebauer, H., Baines, T.: Digital servitization business
models in ecosystems: a theory of the firm J. Bus. Res. 104 380392 (2019). https://doi.org/
10.1016/j.jbusres.2019.06.027

8. Tronvoll, B., Sklyar, A., Sörhammar, D., Kowalkowski, C.: Transformational shifts through
digital servitization. Ind. Mark. Manage. 89, 293–305 (2020). https://doi.org/10.1016/j.ind
marman.2020.02.005

9. Wuest, T., Wellsandt, S., Thoben, K.-D.: Information quality in PLM: a production process
perspective. In: Bouras, A., Eynard, B., Foufou, S., Thoben, K.-D. (eds.) PLM 2015. IAICT,
vol. 467, pp. 826–834. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-33111-
9_75

10. Snyder, H.: Literature review as a research methodology: an overview and guidelines. J. Bus.
Res. 104, 333–339 (2019). https://doi.org/10.1016/j.jbusres.2019.07.039

11. Raja, J.Z., Frandsen, T., Kowalkowski, C., Jarmatz, M.: Learning to discover value: value-
based pricing and selling capabilities for services and solutions. J. Bus. Res. 114, 142–159
(2020). https://doi.org/10.1016/j.jbusres.2020.03.026

12. Valtakoski, A.: Explaining servitization failure and deservitization: a knowledge-based
perspective. Ind. Mark. Manage. (2017). https://doi.org/10.1016/j.indmarman.2016.04.009

13. Payne, A.F., Storbacka, K., Frow, P.: Managing the co-creation of value. J. Acad. Mark. Sci.
36(1), 83–96 (2008). https://doi.org/10.1007/s11747-007-0070-0

14. Shedroff,N.: Information interaction design: a unifiedfield theory of design. Inf.Des. 267–292
(1999)

15. Vargo, S.L., Lusch, R.F.: Evolving to a new dominant logic for marketing. J. Mark. 68(1),
1–17 (2004). https://doi.org/10.1509/jmkg.68.1.1.24036

16. Grönroos, C.: Value co-creation in service logic: a critical analysis. Mark. Theory (2011).
https://doi.org/10.1177/1470593111408177

https://doi.org/10.1016/j.jclepro.2014.07.003
https://doi.org/10.1016/j.indmarman.2007.07.004
https://doi.org/10.1108/17410380910960984
https://doi.org/10.1002/bse.414
https://doi.org/10.1016/j.procir.2018.03.319
https://doi.org/10.1016/j.indmarman.2016.04.013
https://doi.org/10.1016/j.jbusres.2019.06.027
https://doi.org/10.1016/j.indmarman.2020.02.005
https://doi.org/10.1007/978-3-319-33111-9_75
https://doi.org/10.1016/j.jbusres.2019.07.039
https://doi.org/10.1016/j.jbusres.2020.03.026
https://doi.org/10.1016/j.indmarman.2016.04.009
https://doi.org/10.1007/s11747-007-0070-0
https://doi.org/10.1509/jmkg.68.1.1.24036
https://doi.org/10.1177/1470593111408177


Value Co-creation in the Context of Digitally-Enabled Product-Service Systems 343

17. Terzi, S., Bouras, A., Dutta, D., Garetti, M., Kiritsis, D.: Product lifecycle management -
from its history to its new role. Int. J. Prod. Lifecycle Manage. (2010). https://doi.org/10.
1504/IJPLM.2010.036489

18. Bertoni, A., Bertoni, M., Isaksson, O.: Value visualization in product service systems pre-
liminary design. J. Clean. Prod. 53, 103–117 (2013). https://doi.org/10.1016/j.jclepro.2013.
04.012

19. Lemon, K.N., Verhoef, P.C.: Understanding customer experience throughout the customer
journey. J. Mark. 80(6), 69–96 (2016). https://doi.org/10.1509/jm.15.0420

20. Paiola, M., Gebauer, H.: Internet of things technologies, digital servitization and business
model innovation in BtoB manufacturing firms. Ind. Mark. Manage. 89, 245–264 (2020).
https://doi.org/10.1016/j.indmarman.2020.03.009

21. Kambanou, M.L., Lindahl, M.: A literature review of life cycle costing in the product-service
system context. In: Cavalieri, S., Ceretti, E., Tolio, T., Pezzotta, G. (eds.) Product-Service
Systems across Life Cycle, vol. 47, pp. 186–191. Elsevier Science Bv, Amsterdam (2016)

22. Hou, J.C., Neely, A.: Investigating risks of outcome-based service contracts from a provider’s
perspective. Int. J. Prod. Res. 56(6), 2103–2115 (2018). https://doi.org/10.1080/00207543.
2017.1319089

23. Kim, S.-H., Cohen,M.A., Netessine, S.: Performance contracting in after-sales service supply
chains. Manage. Sci. 53(12), 1843–1858 (2007). https://doi.org/10.1287/mnsc.1070.0741

24. Story, V.M., Raddats, C., Burton, J., Zolkiewski, J., Baines, T.: Capabilities for advanced
services: a multi-actor perspective. Ind. Mark. Manage. 60, 54–68 (2017). https://doi.org/10.
1016/j.indmarman.2016.04.015

25. Chesbrough, H., Schwartz, K.: Innovating business models with co-development partner-
ships. Res. Technol. Manag. 50(1), 55–59 (2007). https://doi.org/10.1080/08956308.2007.
11657419

26. Frost, R.B., Cheng, M., Lyons, K.: A multilayer framework for service system analysis. In:
Maglio, P.P., Kieliszewski, C.A., Spohrer, J.C., Lyons, K., Patrício, L., Sawatani, Y. (eds.)
Handbook of Service Science, Volume II. SSRISE, pp. 285–306. Springer, Cham (2019).
https://doi.org/10.1007/978-3-319-98512-1_13

27. Kowalkowski, C., Ulaga,W.: Service Strategy in Action: A Practical Guide for Growing Your
B2B Service and Solution Business. Service Strategy Press, Scottsdale (2017)

28. Sjödin, D.R., Parida, V.,Wincent, J.: Value co-creation process of integrated product-services:
effect of role ambiguities and relational coping strategies. Ind. Mark. Manage. 56, 108119
(2016). https://doi.org/10.1016/j.indmarman.2016.03.013

29. Kristensen, H.S., Remmen, A.: A framework for sustainable value propositions in product-
service systems. J. Clean. Prod. 223, 25–35 (2019). https://doi.org/10.1016/j.jclepro.2019.
03.074

30. Paschou,T.,Rapaccini,M.,Adrodegari, F., Saccani,N.:Digital servitization inmanufacturing:
a systematic literature review and research agenda. Ind. Mark. Manage. 89, 278292 (2019).
https://doi.org/10.1016/j.indmarman.2020.02.012

31. Gebauer, H., Fleisch, E., Lamprecht, C., Wortmann, F.: Growth paths for overcoming the
digitalization paradox. Bus. Horiz. 63(3), 313–323 (2020). https://doi.org/10.1016/j.bushor.
2020.01.005

32. Calabrese, A., Levialdi Ghiron, N., Tiburzi, L.: ‘Evolutions’ and ‘revolutions’ in manufac-
turers’ implementation of industry 4.0: a literature review, a multiple case study, and a con-
ceptual framework. Prod. Plan. Control 32(3), 213227 (2020). https://doi.org/10.1080/095
37287.2020.1719715

33. Naik, P., Schroeder, A., Kapoor, K., Ziaee Bigdeli, A., Baines, T.: Behind the scenes of digital
servitization: actualizing IOT-enabled affordances. Acad. Manag. Proc. 89, 232–244 (2019).
https://doi.org/10.5465/ambpp.2019.12804abstract

https://doi.org/10.1504/IJPLM.2010.036489
https://doi.org/10.1016/j.jclepro.2013.04.012
https://doi.org/10.1509/jm.15.0420
https://doi.org/10.1016/j.indmarman.2020.03.009
https://doi.org/10.1080/00207543.2017.1319089
https://doi.org/10.1287/mnsc.1070.0741
https://doi.org/10.1016/j.indmarman.2016.04.015
https://doi.org/10.1080/08956308.2007.11657419
https://doi.org/10.1007/978-3-319-98512-1_13
https://doi.org/10.1016/j.indmarman.2016.03.013
https://doi.org/10.1016/j.jclepro.2019.03.074
https://doi.org/10.1016/j.indmarman.2020.02.012
https://doi.org/10.1016/j.bushor.2020.01.005
https://doi.org/10.1080/09537287.2020.1719715
https://doi.org/10.5465/ambpp.2019.12804abstract


344 O. Stoll et al.

34. Grubic, T., Jennions, I.: Do outcome-based contracts exist? The investigation of power-by-
the-hour and similar result-oriented cases. Int. J. Prod. Econ. 206, 209–219 (2018). https://
doi.org/10.1016/j.ijpe.2018.10.004

35. Hertog, P.D.: Knowledge-intensive business services as co-producers of innovation. Int. J.
Innov. Manag. 4(4), 491–528 (2000). https://doi.org/10.1142/s136391960000024x

36. Kohtamäki, M., Partanen, J.: Co-creating value from knowledge-intensive business services
in manufacturing firms: the moderating role of relationship learning in supplier-customer
interactions. J. Bus. Res. 69(7), 2498–2506 (2016). https://doi.org/10.1016/j.jbusres.2016.
02.019

37. Liew, A.: Understanding data, information, knowledge and their inter-relationships. J. Knowl.
Manage. Pract. 8(2), 1–16 (2007)

38. Aven, T.: A conceptual framework for linking risk and the elements of the data–information–
knowledge–wisdom (DIKW) hierarchy. Reliab. Eng. Syst. Saf. 111, 30–36 (2013)

39. Bagheri, S., Kusters, R., Trienekens, J.: The customer knowledge management lifecycle in
PSS value networks: towards process characterization. In: Massaro, M., Garlatti, A. (eds.)
Proceedings of the 16th European Conference on KnowledgeManagement, pp. 66–77 (2015)

40. Lee, J., Kao, H.A., Yang, S.: Service innovation and smart analytics for Industry 4.0 and big
data environment. Procedia CIRP 16, 38 (2014). https://doi.org/10.1016/j.procir.2014.02.001

41. Rowley, J.: The wisdom hierarchy: representations of the DIKW hierarchy. J. Inf. Sci. 33(2),
163–180 (2007). https://doi.org/10.1177/0165551506070706

42. Choo,C.W.: The knowing organization: howorganizations use information to constructmean-
ing, create knowledge andmake decisions. Int. J. Inf. Manage. 16(5), 329–340 (2007). https://
doi.org/10.1016/0268-4012(96)00020-5

43. Sklyar, A., Kowalkowski, C., Sörhammar, D., Tronvoll, B.: Resource integration through
digitalisation: a service ecosystem perspective. J. Mark. Manag. 35, 974–991 (2019). https://
doi.org/10.1080/0267257X.2019.1600572

44. Kindström, D., Kowalkowski, C.: Service innovation in product-centric firms: a multidimen-
sional business model perspective. J. Bus. Ind. Mark. 29(2), 151–163 (2014)

45. Anderson, J.C., Narus, J.A., Van Rossum, W.: Customer value propositions in business
markets. Harv. Bus. Rev. 84(3), 2–10 (2006)

46. Harland, C.M.: Supply chain management: relationships, chains and networks. Br. J. Manag.
7(S1), S63–S80 (1996)

https://doi.org/10.1016/j.ijpe.2018.10.004
https://doi.org/10.1142/s136391960000024x
https://doi.org/10.1016/j.jbusres.2016.02.019
https://doi.org/10.1016/j.procir.2014.02.001
https://doi.org/10.1177/0165551506070706
https://doi.org/10.1016/0268-4012(96)00020-5
https://doi.org/10.1080/0267257X.2019.1600572


Selling the Value of Complex Data-Based
Solution for Industrial Customers

Tuija Rantala1(B), Tiina Valjakka2, Kirsi Kokkonen3, Lea Hannola3, Mira Timperi3,
and Leo Torvikoski4

1 VTT Technical Research Centre of Finland Ltd., P.O. Box 1306, 33101 Tampere, Finland
Tuija.Rantala@vtt.fi

2 VTT Technical Research Centre of Finland Ltd., P.O. Box 1000, 02044 VTT,
Espoo, Finland

Tiina.Valjakka@vtt.fi
3 LUT University, P.O. Box 20, 53851 Lappeenranta, Finland

{Kirsi.Kokkonen,Lea.Hannola,Mira.Timperi}@lut.fi
4 Eurostep Oy, Metsänneidonkuja 12, 02130 Espoo, Finland

Leo.Torvikoski@eurostep.com

Abstract. Selling complex data-based solutions is multifaceted as ecosystem
actors perceive the value differently during the product lifecycle. The purpose
of this paper is to study data-based solution sales in business ecosystems by pre-
senting findings from nine recent interviews with manufacturing industry profes-
sionals. The results are demonstrated in two categories: 1) challenges in sharing,
selling andbuyingdata, and2) the value of data for different actors in an ecosystem-
like business environment. The managerial implications consist of clarifying the
scattered viewpoints for selling data-based solutions and value formulation for dif-
ferent actors in an ecosystem. Theoretical contributions provide important aspects
for the gap between business and sales research of data-based solutions, as current
literature mainly focuses on the technical aspects.

Keywords: Data-based service · Data-based solution · Business-to-business
sales · Business ecosystem · Customer value ·Manufacturing industry

1 Introduction

Developing business with this constantly increasing amount of data raises growing inter-
est in manufacturing companies. Alongside the fast development of digital technologies
as well as companies’ transition from traditional, product-centred dominant logic to
service-centred dominant logic (cf [1]), the data solutions are increasingly composed by
several technology components from different providers, and the value of the solution
is created via different use cases for several different utilisers along the product life-
cycles. Thus, the data-based solutions become more and more complex, both from the
standpoint of technology and of utilisation. These complex data-based solutions, such
as digital twins and product lifecycle data management services, are also complex to sell
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and buy, and require a new approach to sales. In value-based selling, it is important that
both the buyer and the salesperson are active participants in the two-way communication
mapping the buyer’s value creation potential.Understanding value and selling value are
two of the primary components related to selling complex data-based solutions. During
the product lifecycle, the value for the buyer can be formulated in different phases, such
as design, production or maintenance.

The complexity of data-based solutions demands that companies increasingly adopt
ecosystem-based thinking in the development and utilisation of data (e.g., [2]; [3]); the
solutions are increasingly provided and utilised in large ecosystem-like environments
consisting of several actors, such as OEMs, subcontractors, suppliers, service providers
and end customers. In addition, there may be a totally new kind of actor, such as com-
panies, for selling content-related services. All these actors have different needs for the
data, and the data also has different impacts on their businesses. Therefore, the sales of
complex data-based solutions is multifaceted, while the value may be different for dif-
ferent actors (e.g., [4]; [5]) and thus, there may appear challenges to identify the parties
or persons who should, or are willing to pay for the data-based solution or persons who
actually initiate the decision-making process.

Current literature related to data-based solutions, for example, digital twins, mainly
focuses on the technical aspects and technology or the development of the solution.
There is a gap related to the business and especially on sales and customer value aspects
concerning data-based solutions. The purpose of this paper is to fill this gap by studying
data-based solution sales, especially in a business ecosystem, focusing on customer
needs, challenges and value creation. The aim of this paper is to clarify how complex
data-based solutions can create value fromaB2B sales perspective.We explore the theme
by presenting findings from nine recent interviews with data-based solution providers
and utilisers from the manufacturing sector. The results are demonstrated related to two
categories 1) challenges in sharing, selling and buying data, and 2) the value of data for
different actors in ecosystem-like business environment, which is an important viewpoint
in selling the data-based solution with proper emphasis on each actor.

The main research question of the study is: How can complex data-based solutions
create value from the B2B sales perspective? Two sub-questions of the study are as
follows:

1. What kind of challenges emerge when selling complex data-based solutions?
2. What kind of industrial needs are there for data-based solutions in a digitally enabled

business ecosystem?

2 Literature Review

2.1 Business Ecosystems and the Role of Data

Digitalisation is increasingly triggering the development of and transition to ecosystem-
based business [6, 7]. In the so-called ‘digitally-enabled business ecosystems’ (e.g., [7]),
companies are simultaneously searching for a technological fit of solutions, but are also
increasingly aligning their interests, business models and processes in order to co-create
value for the end customer, i.e., adopting ecosystem-based thinking (e.g., [1, 3]).
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One essential element in the growth of these business ecosystems is the data. The
continuous innovations in digital technologies have enabled explosive growth in data
resources and use cases (e.g., [8, 9]). For example, in the manufacturing sector, various
data in the entire product lifecycles and production processes can be obtained, and
developing business with this data raises increasing interest in manufacturing companies
[9, 10]. Companies are increasingly developing and utilising solutions for enabling
convergence between a physical system and its digital counterpart, which connect data-
driven intelligence and physical knowledge into one model. The level of complexity
of these solutions varies a lot, from digital models of a single piece of equipment,
to complex and intelligent manufacturing systems utilising digital twins and artificial
intelligence [4]. Themore complex the data-based solution is, themore likely it is created
and utilised among a bunch of different organisations [2]. Complex data-based solutions
have a lot of business potential at the ecosystem level (e.g. [9]). However, there exist
several challenges to tackle, such as how to take over and keep control on the vast
amount of data, which can be isolated and fragmented [10]. Another great challenge is
that companies’ understanding and needs for data-based solutions vary a lot; for example,
the definition of a “digital twin” and the needs for its utilisation are highly dependent on
the company in question [4, 5]. Thus, development and utilisation of complex data-based
solutions require the concretisation of the value of each company involved.

2.2 Selling Value from Data-based Solutions

Profiting from data utilisation is still relatively new for many companies. In addition,
digital business models in several companies are not structured [11]. There are several
theories in the literature related to making profit from data utilisation, e.g., data moneti-
sation [12]. Data monetisation can have several different meanings for researchers and
practitioners, such as:

• selling data as a new source for earning in business
• productivity leap by using data
• utilising data in decision-making
• achieving better customer awareness [13]

Fred [14] concluded in her study that data monetisation is divided into two main
categories: indirect and direct monetisation. Indirect data monetisation is about creating
information-based products and services or datawrapping as a primary or supplementary
offering. Direct data monetisation is related to data samples, data packaging or data
wrapping as a primary or supplementary offering. However, recent literature is still quite
theoretical without practical aspects for earning money from data utilisation, especially
in business-to-business (B2B) companies. Our study will provide a practical aspect for
selling complex data-based solutions while including an ecosystem perspective.

Selling data-based solutions is about selling value to the customer. These kinds of
solutions require understanding of customers’ businesses in order to realise the value for
the customer. Value-based sales are usually not about the customer’s expressed needs,
but rather about finding the offering’s most valuable benefit for the customer’s business
[15].When selling complex data-based solutions, such as digital twins, value to a specific
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customer needs to be recognised and created together with the customer, and the under-
standing of customers’ business and the solution itself is crucial [16, 17]. With respect
to complex data-based solutions, however, the B2B sales perspective is not properly
studied in previously published research. Our study will provide new perspectives on a
less researched topic, selling complex data-based solutions in digitally enabled business
ecosystems.

3 Methodology

A qualitative case study was employed as the research methodology in this paper. The
case study is suitable for situations and processes containing complex and multiple
variables and, therefore, is suitable for this study as well [18]. A case study can be
used as an empirical study for examining a phenomenon, e.g., the digital twin concept,
especially, with a volatile boundary of phenomenon and real-life contexts [18]. In our
study, eight cases were selected where the concept of a complex, data-based solution
was examined from a sales point of view. The qualitative data were collected in March
2021 from nine semi-structured theme interviews held with 10 representatives from 8
different large, industrial companies (Table 1).

Table 1. Interviewees

Case company Industry solutions Number of interviewees

A For conveying passengers 1

B For the marine industry 1

C For the refining industry 1

D For automation and electric power technology 1

E For the marine and energy industry 1

F For production machinery 3

G For lifting loads 1

H For wood processing 1

The case companies all operate in B2B markets and they can be both providers and
utilisers of data-based solutions. Theywere selected because they are actively developing
and taking into use complex data-based solutions, such as digital twins. In addition, they
are all established, industrial companies, whose main offering is a big investment for
their customers. The case companies are not fromone specific business ecosystembut are
giving their experiences from several different business environments and ecosystems.

The interviewswere recorded and comprehensive noteswere taken during each inter-
view by several interviewers. The duration of a typical interview was 1–1.5 h, and each
involved 1–4 interviewers. The main source of empirical material was semi- structured
theme interviews, because the study is partly explorative in nature. The area of industrial
data-based solutions including ecosystem development and complex data utilisation, is
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evolving, and the definition of concepts such as complex data-based solutions needed to
be negotiated with the interviewees. The interviews went beyond the sale of data-based
components of solutions to cover a broad range of themes, such as the current utilisation
of digital twins, their advantages and challenges, ecosystemic development and customer
value and understanding. The approach for analysing the data was content analysis. In
several researcher meetings, the primary emerging themes were grouped and analysed.

4 Findings

The primary results of the interviews are summarised in Table 2. The first column
specifies the interviewed company (A–H). The second column indicates which kind of
challenges and risks emerge when companies are sharing, selling and buying data, and
the third column summarises the value of data for different actors in an ecosystem-like
business environment.

One of themain challenges was that data can be highly sensitive and cannot be shared
in too exact a form. It can cause risks in privacy, cybersecurity, ownerships, or fear of
losing information to competitors. However, one interviewee responded that it is more
about the safety aspect than a fear of competitors, but the sensitivity side can be seen
as a threat as well. Further challenges mentioned were the problems with information
flows, especially when there are long subcontractor chains involved. Sometimes it is
challenging to correctly interpret the data received from subcontractors. Data is also
often fragmented and there is no general view available, thus it becomes hard to process
and analyse it. In addition, the vast amount of data causes difficulties to utilise it properly
without automation. Equipment tracking and co-scaling of data were also mentioned to
be difficult as the product range is wide, lifecycles are long and the equipment may come
from different decades. Additionally, storing all the data that keeps building up was seen
as a challenge.

The results of the interviews also revealed several industrial needs and the value
of data for different actors in an ecosystem-like business environment. The company
representatives indicated needs for data-based solutions especially in the middle of the
product lifecycle phase, i.e., installed space data for maintenance and modernisation,
proactivemaintenance and processmonitoring data. Further, data about equipment usage
was needed, especially concerning how the devices are run, for how long they are run and
how large the loads are; this would help design a device that exactly meets the relevant
needs. Equipment usage data and “black box”-type information behind fault situations
were seen as valuable. However, data needs to be up-to-date and contain a complete
product structure of equipment.

The different actors’ views in various fields of business highlighted that a clear
win-win situation in data sharing has not yet been seen. However, customers have been
interested in integration opportunities and exchange of information between systems.
One interviewee from the automation and electric power technology industry pointed
out that selling data in a standard form could be useful for others as well. Another
interviewee saw that easily accessible data would be valuable for subcontractors and
logistics operators as well. Further, data exchange between the equipment of different
actors would be useful. In general, customers have different data needs; some customers
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produce their products with mass production, others create expensive, customised and
high-quality products.

Table 2. Challenges and value of data when selling complex data-based solutions.

Challenges of sharing, selling and buying
data

Needs for data and data value for different
actors in business ecosystem

A Irregular information flow; Data privacy risks Easily accessible data for subcontractors
and logistics operators

B Processing and utilising a vast amount of
data; Finding an appropriate level of data
sharing

Usability of data for predictive
maintenance with long life cycle
equipment; System integration and data
exchange between systems

C Providers’ minor role in their customers’
business; Equipment tracking: due to a wide
product range and long lifecycles; Irregular
information flow in long subcontractor chains

Installed base data for maintenance and
modernisation; Process reliability data;
Data-based tools for distributors related to
efficient selling and maintenance

D Highly sensitive data; Fragmented data Selling data in a standard form for others;
Simulation models for customers

E Cyber security; Access to data Equipment usage data and a “black box”
type of information; Life cycle costs from
customers’ perspectives

F Sensitive core business data and
technological know-how; Interpreting
challenges of subcontractor data

Equipment location data; Highlighting
win-win situation in sharing

G Data variety from old to new equipment;
Getting access to usage data

Equipment usage data

H Comprehensive utilisation of physics-based
digital twin; Fragmented data; Varying
principles for data sharing

Data exchange between equipment of
different providers; Customers’ varying
data needs

Based on the interviews, the business ecosystem from, i.e., the data providers and
utilisers are the conventional parties that are involved in design, production, installation,
use and maintenance of the equipment. In new product development, the first version of
a data-based solution, for example, a digital twin of the physical product, is born, and
if a product is very tailored it represents a single physical product which is a long-term
investment for the customer company. Suppliers and subcontractors providing systems
and subsystems are important data providers in the design and manufacturing phases of
the case companies’ products, and the part of the ecosystem where the needed data is
quite readily available.

The vast amount of data is seen as an asset, and the case companies were actively
looking for a means of monetising this asset. In all cases, the monetisation was indirect:
the case companies have, or are planning to have, data-based business in optimisation
of customers’ production processes, proactive maintenance or modernisation.
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When equipment or machinery is installed and handed over to the customer, there
are typically more barriers for data sharing and utilisation, and the parties become more
protective of the data they have. When the data is available, in several cases, the main
utiliser of data collected from installed base was found in the firm’s own R&D and
design department. The data were utilised in designing the next generations of products
to better fulfil the customer’s needs and requirements.

The data of the installed base is mainly customers (equipment owners, or even their
customer) property. The customers typically need a wider view to their production or
operations than data related to a single piece of equipment. To gain a systemic view, they
need to combine and process data from different manufacturers and service providers.
Here the customers can utilise third parties that analyse and process the data. The ecosys-
tem involved ismore dynamic at this phase, since, e.g., maintenance partners or suppliers
of spare parts can change.

5 Discussion

From a data-based solution sales point of view, there is a need for collaboration and
partnership where data is shared, and value is co-created among several actors over the
product life cycle (cf [1]). The increased complexity demands companies to see the
“big picture” and the value of data in a larger ecosystem. However, the companies often
see the data as their own property, as they don’t recognise the preferable partners and
collaboration opportunities at the ecosystem level. The benefits of business ecosystems
are still difficult to perceive, as they demand companies to balance between maximising
the ecosystem value, and at the same time, growing their own sales volume (e.g., [19]).
The companies seem to be in a phase where the value of the data still needs to be clarified
from their own business viewpoint. After that, they can expand the examination of the
components of value of other actors and emerging business opportunities of data-based
solutions.

Selling data-based solutions is challenging for the interviewed companies, as it
requires selling value and understanding the customers’ business (e.g., [15, 16]). As
one interviewee mentioned, the value is different to different persons in the customer
company. Therefore, the data-based solution could be divided into pieces in order to clar-
ify the value from different perspectives and reach out to different buyers in the customer
company. In addition, the negotiation position is affecting the data-based solution sales
and value sales. When the share of the customer’s total solution is small (like 5%), their
negotiation position is very small. The situation will be totally different, if the provider’s
share of the customer’s total solution is high (like 60%). In the future, business models
will change and the possibility to sell, e.g., capacity instead of physical products can be
easier. Thus, the requirements for data collection and utilisation will increase.

The interviewees shared the opinion that if the customer’s operation or usage data
were available and combined with the data from previous phases, the companies would
be able to offer more value to the customer. Third parties that analyse and process data
further are still rare in the ecosystem.
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6 Conclusions

Themanagerial implications of this study are for clarifying the scattered concepts around
selling complex data-based solutions. This study will help practitioners to benchmark
practices in other companies and to give feedback to managers for developing their B2B
sales function successfully in practice. Theoretical contributions indicate howdata-based
solution sales is multifaceted, requires understanding of customer’s business and needs,
as well as the buying process. Regarding the eco-systemic aspects related to complex,
data-based solution sales, the companies are still practising and trying to understand the
related ecosystems and their prerequisites, opportunities and challenges.

Our research findings present several practical examples of challenges and value cre-
ation related to selling complex data-based solutions. However, our qualitative data is
collected from eight large industrial companies and, the interviews were mainly related
to their solutions and their customers. In addition, our interviewees occupied more tech-
nological positions than on sales positions. For gathering amore thorough understanding
of the value of data-based solutions from the perspective of customers, the research could
be broadened by interviewing, e.g., actual buyers of the solutions.
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(eds.) IESS 2020. LNBIP, vol. 377, pp. 347–359. Springer, Cham (2020). https://doi.org/10.
1007/978-3-030-38724-2_25

6. Parida, V., Sjödin, D., Reim, W.: Reviewing literature on digitalization, business model
innovation, and sustainable industry: past achievements and future promises. Sustainability
11(2/391), 1–18 (2019)

7. Senyo, P.K., Liu, K., Effah, J.: Digital business ecosystem: literature review and a framework
for future research. Int. J. Inf. Manage. 47, 52–64 (2019)

8. Li, X., Cao, J., Zhenggang, L., Luo, X.: Sustainable business model based on digital twin
platform network: the inspiration from Haier’s case study in China. Sustainability 12(3),
936–962 (2020)

https://doi.org/10.1007/978-3-030-38724-2_25


Selling the Value of Complex Data-Based Solution for Industrial Customers 353

9. Olaf, J.M., Hanser, E.: Manufacturing in times of digital business and industry 4.0 - the
industrial internet of things not only changes the world of manufacturing. In: Hloch, S.,
Klichová, D., Krolczyk, G.M., Chattopadhyaya, S., Ruppenthalová, L. (eds.) Advances in
Manufacturing Engineering andMaterials. LNME, pp. 11–17. Springer, Cham (2019). https://
doi.org/10.1007/978-3-319-99353-9_2

10. Tao, F., et al.: Digital twin-driven product design framework. Int. J. Prod. Res. 57(12), 3935–
3953 (2019)

11. Ulander, M., Ahomäki, M., Laukkanen, J.: The future of European companies in data econ-
omy. Sitra 2019. www.sitra.fi/en/publications/the-future-of-europeancompanies-in-data-eco
nomy/ (2019)

12. Hanafizadeh, P., Harati Nik, M.R.: Configuration of data monetization: a review of literature
with thematic analysis. Glob. J. Flex. Syst. Manag. 21(1), 17–34 (2019). https://doi.org/10.
1007/s40171-019-00228-3

13. Wixom, B.H.: Cashing in on your data. Center for Information Systems Research, Sloan
School of Management, Cambridge: Massachusetts Institute of Technology. Research
Briefing, vol. XIV, no. 8, August (2014)

14. Fred, J.: Data Monetization – How an Organization Can Generate Revenue With Data?, 66.
Master of Science Thesis, Tampere University of Technology (2017)

15. Terho, H., Haas, A., Eggert, A., Ulaga, W.: It’s almost like taking the sales out of selling’
– towards conceptualizing value- based selling in business markets. Ind. Mark. Manag. 41(1),
174–185 (2012)

16. Rantala, T., Kokkonen, K., Hannola, L.: Selling digital twins in business-to-business markets.
In: Ukko, J., Saunila, M., Heikkinen, J., Semken, R.S., Mikkola, A. (eds.) Real-time Simu-
lation for Sustainable Production: Enhancing User Experience and Creating Business Value,
Routledge Advances in Production and Operations Management, p. 242 Routledge (2021)

17. Vargo, S.L., Lusch,R.F.: Institutions and axioms: an extension andupdate of service- dominant
logic. J. Acad. Mark. Sci. 44, 5–23 (2016)

18. Yin, R.K.: Case Study Research: Design andMethods (5th ed.). Sage Publications, Thousand
Oaks (2014)

19. Kokkonen, K., Hannola, L., Rantala, T., Ukko, J., Saunila, M., Rantala, T.: Digital twin
business ecosystems: preconditions and benefits for service business. Presented in 21st
International CINet Conference, 20–22 Sept 2020 (2020)

https://doi.org/10.1007/978-3-319-99353-9_2
http://www.sitra.fi/en/publications/the-future-of-europeancompanies-in-data-economy/
https://doi.org/10.1007/s40171-019-00228-3


The Use of Goal Modelling for the Analysis
of Value Co-creation in Collaborative Networks

Garyfallos Fragidis(B)

Faculty of Economics and Business, International Hellenic University,
Terma Magnisias Campus, 62124 Serres, Greece

gary.fragidis@ihu.gr

Abstract. Collaborative networks engage their members in sharing resources,
competencies and responsibilities in order to attain advanced results or common
goals. This paper studies the relationship between these two key concepts in col-
laborative networks, goals and collaborative value creation. Goal achievement
can be seen as a value creation behavior and as a value co-creation procedure
since it is based on the collaboration and the interdependencies between actors.
Therefore, goal modelling can be used for the analysis of value co-creation in
collaborative settings. The paper develops a goal meta-model that describes the
key concepts of value co-creation. The proposed goal meta-model can serve to
the better understanding of the value creation process, the analysis of value co-
creation in real-world cases and the design and implementation of digital systems
that enable value co-creation.

Keywords: Goal model · Requirement analysis · Requirement engineering ·
Value creation · Value co-creation · Collaborative network · Service design

1 Introduction

Business organizations collaborate with partners and quite often form collaborative net-
works in order to acquire information, knowledge, competencies and resources that
exist out of their boundaries. There are different forms of collaborative networks that
can have various objectives, such as sharing information among their members, seeking
the alignment of their activities and operations in order to achieve improved efficiency
and engaging their members in sharing resources, competencies and responsibilities in
order to attain advanced results or common goals [1]. In general, businesses participate
in collaborative networks and collaborate with others in order to serve better their goals
or pursue mutual benefits and common goals.

Two key concepts in the study of collaborative networks are the attainment of the
goals of their members and the collaboration in the creation of value – that could be
termed also ‘value co-creation’. Participation in collaborative networks absolutely serves
the achievement of certain goals of their members, either their common goals or indi-
vidual goals. The attainment of goals and the collaborative value creation are closely
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related to each other as the goals have or bring value to the members of the network
and/or their stakeholders and their attainment is certainly a collaborative procedure. In
particular, value creation is a direct collaborative procedure when the members collab-
orate and coordinate their activities for the creation of value in concert, while it is an
indirect collaborative procedure when they exchange or share resources and information
so as to enable their partners to create value.

In this paper we focus on these two key concepts in collaborative networks, goals and
value creation, in order to study their relationship and suggest a method for the analysis
of value co-creation as a goal attainment procedure. In this realm, the paper describes
how goal modelling techniques can be applied for the analysis of value creation in
collaborative networks and presents a meta-model that integrates goal attainment and
value creation in the same analytical framework. The proposed meta-model can serve as
a general pattern both for the study of the relationships between actors and the various
interdependencies that are present in value creation in collaborative networks and for
the development of particular goal models that describe value co-creation in particular
cases and settings.

The research approach employs methods from goal-oriented requirements engineer-
ing (GORE) for the analysis of goals and themodelling of goal structures in collaborative
networks. For the requirements of the value creation procedure, we use the contempo-
rary literature of service management, which regards value creation as a collaborative
procedure that puts emphasis on the role of the service customer/user.

The paper aims at the development of a goal modelling approach for the analysis of
collaborative value creation.Goalmodelling is appropriate for this because it emphasizes
on the intentions and the motivation of the actors and highlights the interdependencies
between their goals and their practices [2]. Hence, it can describe the sharing of goals
and resources and the need for collaboration between the different actors and their
stakeholders. Goal modelling, as an early-phase requirement engineering method, aims
at the clarification and the better understanding of the domain knowledge, emphasizes
on business concepts and can support the analysis of business concerns in the analysis
and design of collaborative processes and systems.

2 Value Co-creation in Collaborative Networks

The concept of value and the process of value creation has gained great interest in the
literature of collaborative networks. Collaborative networks can be seen as ‘value net-
works’ in which a group of organizational entities work together to co-create different
forms of value [3]. Preeminent in the literature is the study of value creation in collabo-
rative networks in the industrial setting [1]. Some studies have also paid attention to the
role of the customer, especially with regard to mass customization, personalization, cus-
tomer integration and open innovation [3]. In general, collaborative networks can create
value propositions that can address the needs of their shareholders, the end-customer,
their members and the external markets [4].

In this paper we build on the contemporary literature of service management that
regards service value as a collaborative procedure that features the key role of the cus-
tomer. We wish to fertilize the research field in collaborative networks with the intro-
duction of concepts that reveal the underpinnings of the value creation procedure and
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introduce a customer-oriented perspective that draws attention to the use of service as
the critical stage in value creation. Notice that in the recent years collaborative networks
have been applied beyond manufacturing to become relevant to a variety of business set-
tings. For instance, collaborative networks are present in e-commerce since many years
with the development of collaborative commerce (c-commerce) [5], while recently social
commerce has emerged as a new type of e-commerce model that includes also the con-
sumers, who participate in collaborative procedures with service providers and other
partners for the co-creation of content, services and value [6].

Major contribution derives from the Service Dominant (SD) Logic [7, 8]. Value
co-creation is defined as a resource-integrating, reciprocal-service providing process
among actors who co-create value through holistic, meaning-laden experiences in nested
and overlapping service ecosystems, governed and evaluated through their institutional
arrangements [8]. It is notable that providers do not create and deliver value by them-
selves, but they support their customers in their value creating processes. Therefore,
service providers can only make value propositions and provide service as input to the
value co-creation process with the customers. If the proposition is accepted, value is
co-created in concert with the customer and in the customer’s context [7]. Hence, value
is defined as value ‘value-in-use’ and ‘value-in-context’/‘value-in-social-context’ [8].

Another prevalent approach, Service Logic [9], suggests value can take place in three
spheres: a) the provider’s sphere, where the firm produces resources and performs pro-
cesses for the customers and, thus, facilitates customer’s value creation, b) the customer
sphere, where the customer creates value as value-in-use, independently of the provider,
by integrating resources and adding self-resources, and c) the joint or co-creation sphere,
where the customer interacts with the provider for the co-creation of value. Hence, value
creation is the customer’s process of extracting value from the use of service and value
co-creation refers to the direct collaboration between the customer and the provider for
the creation of value.

The customer-oriented perspective is further stressed in Customer-Dominant (CD)
Logic [10] that regards services as embedded in customer’s life practices and shifts the
focus towhat the customers are doingwith services and how they involve services in their
daily life practices. Value is driven by customer activities and is influenced/facilitated
by the actions of other actors (providers, other customers, friends, etc.). The ‘customer
ecosystem’ augments a service ecosystem with the dimensions of the social reality and
the physical and mental identity of the customer.

In sum, these approaches enlighten different aspects of service roles and interactions
and allow developing a global understanding of service systems in order to create suc-
cessful business models and architectures. Basic difference between the SD Logic and
the Service Logic is the divergent conception of service interactions: while SD Logic
zooms out and studies the relationships between actors that share service flows in service
ecosystems, Service Logic zooms into the dual relationship between the customer and
the provider and aims to provide a managerial perspective. CD logic, on the other hand,
refocuses and places the interest on the customer, rather than on the service itself, the
provider or the service system, and suggests seeing service interactions from the point
of view of the customer.
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3 Goal-Oriented Requirements Engineering

Requirements engineering (RE) is the initial phase in the process of system engineering
that refers to the definition and the analysis of the needs a system has to fulfil. Goal-
oriented requirements engineering (GORE) uses ‘goals’ as the basic conceptualization
in order to elicit, model, and analyze requirements [11]. In the recent years the interest
for GORE has increased and goal modelling has been incorporated into several RE
frameworks [12], because the ultimate criterion for the evaluation of the success of
a system is that it can meet the goals and address the concerns of the users and other
stakeholders [13]. The key question inGORE is therefore ‘why’ something is happening,
while the key objective is to understand the motivations, intentions and rationales of the
system’s users and stakeholders. Such an approach enables also revealing conflicts and
identifying alternative solutions.

There are several approaches in GORE [12]. In this paper we use i-star (i*) [13]
because it is a well-established and widely-practiced approach [12] that can fit well to
and accommodate several characteristics of the value co-creation literature.

The central role in i-star is the Actor and the central concept is his/her Goals. Actors
depend on others for the fulfilment of their goals – but they may also fall short in their
intentions because other actors (partners) may fail to deliver the necessary outcomes.
Actors are considered as ‘strategic’ and ‘social’ [13] because they seek opportunities
and aim at rearrangements of their environment that could serve better their interests
and they operate (interact) in social structures (e.g. organizations, markets, collaborative
networks) that are governed by social conventions/institutions.

The i-star framework captures requirements by analyzing the strategic relationships
between actors. It uses two types of models [13]: a) Strategic Dependency (SD) models,
and b) Strategic Rationale (SR)models. SDmodels address the early-phase requirements
analysis; they focus on the dependency between actors, i.e. what actors require from
other actors in order to achieve their goals, and represent thus a network of intentional
dependencies,whichbelong in four types: goal, softgoal, task and resource dependencies.
SR models proceed with the systematic refinement of goals identified in SD models to
explore ways for achieving them, a task that is addressed in later phases of requirements
analysis. There are three types of relationships: a) task-decomposition, b) means-end,
and c) contribution. A means-end relationship indicates a relationship between an end
(it can be a goal or a softgoal, a task to be performed or a resource to be produced)
and a means for attaining it; a task decomposition relationship analyses a task into
its subcomponents; a contribution relationship shows the positive or negative effect of
softgoals to the achievement of goals or the execution of tasks.

4 A Goal Meta-model for Value Co-creation

GORE and the i-star modelling methodology are appropriate for the analysis of value
co-creation. GORE aims at understanding the motivations, intentions and rationales of
the actors and stakeholders in the way they pursue their goals. Goals are related to value,
as the achievement of a goal certainly brings value to the actor. The relationship between
goals and value was also discussed elsewhere in this paper.
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Goal models in i-star can highlight the structural, strategic and interactive aspects
of collaborative networks. In particular, SD models can a) accommodate the various
actors and roles that participate in a collaborative network, and b) represent and analyze
the interdependencies in their efforts to achieve their goals. SR models on the other
hand can emphasize on the analysis of the dependencies on the tasks and resources and
highlight the procedural rationale and the requirements for the achievement of goals and
the creation of value.

With regard to value co-creation in service research, the basic conceptualization of
service as activities performed in order to bring benefit to somebody else [7] and the
premise that the service user, as beneficiary, is always co-creator of value reveals that the
service user interacts with and depends on the service provider and other social actors
[8, 10] for receiving the expected service benefit. In i-star the focus is on the analysis
of dependency relationships, while the notion of softgoals can express the preferences
and qualitative requirements of the actors and therefore the idiosyncratic aspects of
value [7]. Therefore, goal models can be used for the general representation of the value
co-creation procedure.

In Fig. 1 we present a goal meta-model of the major concepts of value co-creation.
It includes five types of actors: the Service User/ Customer, the Service Provider, the
Provider’s Partners, the Social Actors and the Institutions that govern service ecosys-
tems. We adopt the ecosystemic approach of SD logic [8] and go beyond the direct
relationship between the Customer and the Provider to include also the Customer’s
ecosystem [10], with the inclusion of the Social Actors, as well as the Provider’s busi-
ness ecosystem, in order to indicate that service development takes place in complex
value chains and networks. Institutions are included as an abstract actor that provides
the institutional framework for the operation of the service ecosystem by creating the
necessary Institutional Arrangements [8].

The central relationship is between the Customer and the Provider. Each actor has a
major goal in this relationship, the achievement of which depends on the other actor. The
goal of the Customer is to Create Service Value, that is value through the use of service
received from the Provider. The goal of the Provider is to have his Value Proposition
Accepted by the Customer, which is prerequisite for selling service to the Customer and,
thus, achieving other more basic business goals (e.g. making revenue).

TheCustomer and the Provider depend on each other also for the Service Co-creation
(it is a task, not a goal in itself), that is the participation of the Customer in the procedures
of the Provider for the development of the service. Figure 1 shows that the Customer
depends on the Provider, meaning that the customer wishes to participate in the service
development procedure; however, the relationship could be reverse when the Provider
requires the participation of the Customer in the procedure.

The major goal of the Customer in service interactions is to Create Service Value.
It occurs as a result of Use of Service (task), which is a procedure performed in the
customer context. Hence, Value Creation has the characteristics of value-in-use and
value-in-context. Value creation depends on the Provider only in a general/abstract way,
as it is not directly related to any particular function, task or resource of the Provider.
This way we denote the role of the Provide in value co-creation is universal [8], while
his contribution can be direct or indirect [9].
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The Use of Service can potentially require to Co-create/ Co-produce Service in close
collaboration with the Provider and thus it depends on the Provider’s Service Develop-
ment process. The Use of Service by the Customer is a particular way of Integrating
Resources in order to Create Service Value and address the needs and requirements of
the daily life practices. In particular, the Use of Service refers to case that service is
acquired from Providers to be used for the Creation of Service Value. The Customer
can integrate other resources as well that he/she owns, such as his/her experience and
personal knowledge and skills. As the Customer operates in a social context, he/she
can integrate and use also Resources (e.g. supplementary services, information, knowl-
edge, competencies, comments, suggestions, etc.) received from Social Actors (family
members, friends, colleagues, peers), in a similar way that receives and uses service (as
a resource) from Service Providers. In sum, the Customer attains the goal of Service
Value Creation by Integrating Resources and Service Value Creation requires the Use
of Service among the resources to be integrated.

The Customer has two additional goals, to Appraise Service Value and to Perform
Life Practices. The Customer Appraises Service Value being based on the personal Pref-
erences and the Social Norms (attitudes, beliefs, trends, etc.) that prevail in the social
environment and govern the operations of the Social Actors; hence, service value is
manifested as value-in-social-context [8]. The Customer performs the daily Life Prac-
tices according to his/ her Needs, while depends on the Social Norms and the Institu-
tional Arrangements that govern and guide the personal life practices and the social life
practices.

The major goals of the Service Provider are to Develop Service and to Make a Value
Proposition (of the service) that will be accepted by the Customer. These goals refer to
the basic function of business organizations to produce and sell, respectively. Both these
goals get operationalized by various Business Practices. The acceptance of the Value
Proposition depends on the degree it meets the Needs and Preferences of the Customer.
Once the Value Proposition is accepted, the Provider facilitates, directly or indirectly,
the value creation process of the Customer. For instance, a particular method for the
direct facilitation of the Customer is to Co-Produce service, which is depicted in Fig. 1.
There can be additional ways for the Customer facilitation in the use of service, either
directly or indirectly [9].

The Provider collaborates with Business Partners in order to Develop Services. The
Provider is also a resource integrator in performing his mission and in creating business
value [8]. Here we focus on the value creation process for and with the Customer and
do not get in details in the collaboration between the Provider and his Business Partners
for the performance of the Business Practices. The Value Proposition and in general the
business and marketing practices of the Provider are shaped and affected by Institutional
Arrangements.

Certain key concepts of the literature, such as value co-creation, value-in-use and
value-in-context, are not depicted in the goal meta-model. The reason is that a goal
model emphasizes on the actor’s goals and their dependencies. These concepts are not
explicit goals, but they occur as the result of the interaction, the interdependencies
and the collaboration of the actors. For instance, in the proposed goal meta-model,
value co-creation occurs as a result of the interaction between the Customer and the
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Provider to achieve their particular goals, i.e. Creating Service Value and having the
Value Proposition Accepted respectively.

Fig. 1. A goal meta-model of value co-creation

5 Conclusions

The concept of value co-creation has been extensively discussed in the literature, but
mostly in an abstract way that does not explicate several practical aspects. Hence, it is
not clear how does value co-creation take place, under what circumstances, who does
contribute and in what way, when it succeeds or fails, why it succeeds or fails, what
alternatives can be pursued, etc. Moreover, value co-creation has not been addressed
by requirements analysis and especially by formal modelling techniques. This paper
addressed these shortcomings in the literature by attempting to apply the goal modelling
technique for the analysis of value co-creation.

Goal modelling can be a promising method for the analysis of value co-creation
because it can accommodate many key notions of the literature of value co-creation: it is
based on the concept of the goal that is pertinent to the concept of value as the goal carries
intrinsic value, it emphasizes on the goal achievement of the actors and especially on
the interactions and the interdependencies between the actors during their goal seeking
behavior, and it recognizes the role and the contribution of several actors and stakeholders
that may have a role in the design and the function of complex structures, such as service
ecosystems and collaborative networks. Hence, goal modelling can provide the baseline
for the requirements analysis and design of service systems. In this paper we suggest the
behavior and the operation of the actors in order to achieve their goals can be seen as a
value creation behavior and moreover it can be seen as a value co-creation procedure,
since the goal achievement is based on the collaboration and the interdependencies
between the actors.
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The paper proposes a goal meta-model of value co-creation in collaborative net-
works that can serve to the better understanding of value co-creation and the analysis of
value co-creation procedures in real world situations. As an early-phase requirements
engineering method, goals models can be used for the analysis of the needs and the busi-
ness requirements of digital systems that support value co-creation. Goal models can
be supplemented with other modelling techniques for the design and implementation
of procedures and services in collaborative business architectures in e-business and in
e-commerce that require and support value co-creation procedures (e.g. collaborative
commerce, or social commerce).
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Abstract. Theprinciples of a circular economy (CE)—social, economic and envi-
ronmental—could enhance the sustainability of the manufacturing sector, but rad-
ical transitions and collaboration are required in order to fully engage with this
paradigm change. This study is based on the assumption that, through collabo-
rative strategies, a CE could transform the inefficiencies of linear value chains
into novel competitive advantages for manufacturing companies. This conceptual
paper presents a framework that integrates the identified inefficiencies of linear
manufacturing value chains and an assessment model describing the five matu-
rity levels of CE. At the lowest level—linearity—there is no collaboration; at the
next—industrial piloting—experiments are conducted with discrete pilot projects
within supply-chain partners. The third level—systemic material management—
cannot be achieved without close collaboration and fair data exchange, while
the next level—CE thinking—envisages a closed-loop supply chain. The highest
level—full circularity—contributes not only to environmental, but also to eco-
nomic and social sustainability. This paper argues that the identification of novel
value circles and the co-creation of value with a variety of partners are crucial
aspects for enabling the CE transition.

Keywords: Circular economy · Connected factories · Collaboration ·
Manufacturing companies · Digitalisation · Supply chain

1 Introduction

The manufacturing industry—as, increasingly, with all industries—is faced with the
challenging requirements of a transition to sustainability, which, in the literature, is
discussed mainly from an environmental perspective, while the social and economic
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dimensions are often neglected [1]. Despite the term being widely used, the definition
of CE is rather vague, and most of the literature has focused on one specific region or on
a specific CE-related application [2]. A broader formulation of consistent CE strategies
therefore remains a challenge [1, 3]. In line with the collaborative networks approach, we
highlight the systemperspectives and useKorhonen et al.’s definition: ‘CE is an economy
constructed from societal production-consumption systems that maximizes the service
produced from the linear nature-society-nature material and energy throughput flow.
This is done by using cyclical materials flows, renewable energy sources and cascading
type energy flows. Successful CE contributes to all the three dimensions of sustainable
development. CE limits the throughput flow to a level that nature tolerates and utilises
ecosystem cycles in economic cycles by respecting their natural reproduction rates’ [4].

In this paper, we present a CE matrix for the manufacturing sector, which aims to
assist in i) identifying the level of CE at which a company operates and ii) the needs for
improvements and collaboration that would enable the next maturity level of circularity
to be achieved. The CE matrix seeks to translate the maturity levels of CE to help
in conceptualising the sustainability vision of a company and to provide a conceptual
framework for an elaborated roadmap to that vision’s realisation.

2 Relationship with Existing Theories and Research

The principles characterising CE are a great driver for sustainable industrial systems—
especially for the manufacturing sector [5], where it is called circular manufacturing
[6]. In the context of the manufacturing industry, the regeneration of resources hap-
pens through different strategies, which, if adopted concurrently, support the sustainable
development of manufacturing firms. Thus, there remains a clear need to identify novel,
promising innovations to shift from linear business models to circular ones [7].

There are two main cycles typically identified within CE concepts: biological and
technical [8]. In parallel with a sustainable transition, a digital transition disrupts ways
of doing business, enabling, by the flow of information, more effective product and
material circulation [9, 10]. CE implies not only decreasing one’s own environmental
footprint within the take–make–dispose model, but also interacting with the supply
chain to optimise the entire materials loop. Thus, collaboration is a crucial enabler of
sustainability [11] that can be practically implemented using Industry 4.0 technologies
[12] and is necessary to enable interaction and fair data exchange between companies
[13].

TheCE provides opportunities to turn the inefficiencies of linear value chains (unsus-
tainable materials, underutilised capacity, prematurely ended product lives, wasted end-
of-life value and unexploited customer engagement [Fig. 1] [14]) into business value.
However, due to production and consumption often taking place in different coun-
tries, supply chains may need to be reorganised to facilitate reuse and remanufacturing,
and product lifetimes can be extended by upgradeability [15]. Collaborative incentives
throughout the supply chain are needed for companies to actively consider sustainable
materials, durability and reparability.

To overcome inefficiencies along the manufacturing value chain, deeper investiga-
tion is needed of the distinct points at which the different levels of CE strategies can
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Product 
design Sourcing Production Logistics Marketing 

and sales
Product 

use
End of life 
disposal

Unsustainable materials Underutilised capacity Premature 
product lives

Wasted end-of-
life value

Underexploited customer 
engagement

Fig. 1. Substantial inefficiencies may occur in all parts of themanufacturing value chain. Adapted
from [14].

be implemented. Collaborative strategies are needed to enable meta- and macro-level
transitions [16]—that is, to broaden the approach from the concept of sustainable islands
[17] towards a green transition—and the environmental challenge calls for commitment
from and collaboration by companies, industries and authorities [18].

However, companies face difficulties in deciding how to examine and proceed with
the sustainability transition [19], and various methods and tools have been developed
to guide them in their CE transformation journeys. For example, Blomsma et al. [20]
created the Circular Strategies Scanner, a tool to support the visualisation of circular-
oriented innovation, to make the CE concept more tangible, to map ongoing circular
initiatives and to generate new ideas for circularity. Unal and Shao [21] provided a
taxonomyof strategies forCE implementation; according to the authors, despite common
assumptions, companies cannot make simultaneous improvements to all CE practices
simply by emphasising them equally, and need to select a CE collaboration strategy such
as trade-off, cumulative model or threshold model.

Organisational sustainability readiness can be assessed with tools that are based on
capability maturity models [22–24], and the ManuMaturity tool has been highlighted as
an example of an implemented maturity tool that includes the sustainability dimension
[25]. Its sustainability dimension has two questions: “How are resources used?” and
“How are environmental impacts considered?” Applicable tools are included in the
CE playbook for Finnish SMEs [14], including ecosystem partner identification and
technology maturity assessment.

The CE pathway developed in the Connected Factories 2 (CF2) project raises aware-
ness and highlights the importance of the CE paradigm for the sustainability of the
manufacturing sector. The CE maturity levels are i) linearity, ii) industrial CE piloting,
iii) systemic material management, iv) CE thinking and v) full circularity. Each level is
described in more detail in Table 1 [26].

3 Research Methods

The aimof this paper is to identify collaborativeCE strategies that can boost the transition
towards a sustainable manufacturing industry. Through the lens of design science [27],
the goal of exploratory researchers is to develop a ‘means to an end’—an artefact to solve

https://www.connectedfactories.eu/pathways-digitalisation-manufacturing
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a practical problem. In our study, the practical managerial challenge and the research
question were distilled to ‘How can collaborative CE strategies enhance the transition
towards sustainablemanufacturing industry?’ The conceptual framework for sustainable
industrial systemswas constructed through a literature review that combined the relevant
streams of literature: circularity in value chains, collaborative (CE) strategies and CE
maturity assessment. Based on this preliminary framework, a matrix combining value
chain analyses and CE maturity assessments was configured.

Table 1. CE maturity level descriptions.

Level Description

Full circularity Company has achieved full circularity of products, processes
and operations, which are sustainable on the environmental,
social and economic levels. This is accomplished by a broad
understanding of value flows (such as synergies among
forward and reverse logistics, local value chains and
zero-waste manufacturing) and the co-creation of new value
circles within manufacturing networks (such as flexible
remanufacturing networks, upgrading of products and
on-demand production) as a key managerial practice

CE thinking Eco design and circularity are an essential part of new
products and the deployment of new services. The company
is internally able to re-purpose industrial materials, but
further opportunities are found externally. In particular,
the exchange of resources with third parties is promoted
through the creation of an industrial symbiosis network, and
an attempt to establish a closed-loop supply chain is
envisaged

Systemic material management The adoption of CE is extended to the whole company to
identify and exploit all the emerging opportunities, at least
from an internal perspective. The ‘R-cycles’
of industrial materials have become standard practice adopted
by the company in order to systematically identify
possibilities to reuse, refurbish, recycle and remanufacture
materials

Industrial CE piloting Senior management has pushed pilot projects for some
strategies that seek resource sufficiency either internally or by
exchange with external industrial actors

Linearity Senior management of a manufacturing company is stuck in
the traditional linear concept of make–take–dispose. Legal
requirements for recycling, waste management and other
environmental obligations are met, and the company’s
performance is monitored only to ensure no additional costs
rather than to find new opportunities
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The framework building and testing was conducted in collaboration with CF2
research practitioners [28]. The preliminary framework was presented and tested in
the Pathways to Digitalisation of Manufacturing and Associated Use Cases webinar
on Wednesday 24th March 2021, organised by the European Factories of the Future
Research Association (EFFRA). Out of 77 people registered, 55 attended the webinar;
three represented associations or standardisation organisations, seven consultancies, 14
industrial companies and 31 research organisations. Feedback was collected in an inter-
active session via an online collaborative whiteboard platform, the Miro board. Infor-
mation on the pilot projects was also gathered during the workshop, particularly case
examples of the different development pilots of companies seeking to solve identified
value chain inefficiencies at each CE maturity level. The input from workshop—the
development pilots illustrating the CE strategies and readiness of companies in the con-
text of the manufacturing industry [22]—was analysed, and the matrix was finalised by
the researchers.

Instances of collaboration were identified in the solutions implemented in CF2
projects, see Table 2.

Table 2. Collaboration in the solutions of CF2 projects.

Level Instance of collaboration Projects and solutions

Linearity No collaboration, prevalence of
make–take–dispose paradigm

No instances among CF2 projects

Industrial CE piloting Collaboration and
experimentation with external
industrial actors, with an emphasis
on production and logistics

QU4LITY: quality pilots on the
reduction of unnecessary scrap
material and augmented reality
(AR) demos to support the
maintenance
European Factory Platform:
logistics traceability via
blockchain

Systemic material
management

Integrated concerns with
opportunities to reuse, refurbish,
recycle and remanufacture
materials

Kyklos: automatic product design
for a personalised 3D-printed
wheelchair with AR manuals
TRICK: tracing ‘from sheep to
shop’ via blockchain
European Factory Platform:
digital marketplace with
automated B2B matchmaking and
new market opportunities
AI.SOV: AI-based solution to
forecast and optimise spare parts
production

(continued)

https://miro.com/app/board/o9J_INkcsk=/
https://cloud.effra.eu/index.php/s/ilUESNNA5leeQS5
https://qu4lity-project.eu/
https://www.efpf.org/
https://kyklos40project.eu/pilots/
https://boost40.eu/
https://www.efpf.org/
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Table 2. (continued)

Level Instance of collaboration Projects and solutions

CE thinking Commitment to an industrial
symbiosis network in which the
ultimate goal is to leverage a
closed-loop supply chain

Kyklos: in addition to the
web-based configuration tool (a
digital twin), the IoT is embedded
in the product, enabling predictive
maintenance
European Factory Platform: smart
waste management with
connected factories, real-time data
analytics and blockchain

Full circularity Aspirational goals reflecting a
broad understanding of value
flows and the co-creation of new
value circles within
manufacturing networks

None to date

The co-development of the framework to integrate the CE maturity levels and the
analysis of the value chain processes together entailed the identification—by the par-
ticipating companies—of solutions to the challenges encountered at each self-assessed
stage of maturity and how they intersect with the various stages of the value chain:
product design, sourcing, production, logistics, marketing & sales and product use.

4 Preliminary Conceptual Framework for a Sustainable
and Circular Manufacturing Industry

Our framework combines the linear value chain [14] and the maturity levels of the CE
pathway [26] into a matrix in which the value chain appears as rows and the maturity
levels as columns, as shown in Table 3. The illustration of the embodiment and per-
formance of the company in each cell guides both the assessment and identification of
further steps in developing sustainable manufacturing.

https://kyklos40project.eu/pilots/
https://www.efpf.org/
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5 Conclusions and Future Work

In this paper, we presented a matrix that combines the CE maturity levels defined in
the CF2 project with the linear value chain. The readiness (or maturity) assessment
enables capability-building and a sustainable manufacturing strategy, which is made
visible via solutions and development pilots that decrease environmental impact and
increase collaboration along the supply chain. The collaboration viewpoint emerges
whenmoving from the linearity level towards full circularity.Collaboration also indicates
data exchange along the supply chain, which was a key enabling element in the CE
solutions presented in the webinar.

At the linearity level, no collaboration takes place, while industrial piloting indicates
some goals, trials and pilots around production and logistics that remain discrete and do
not flow throughmaterialmanagement processes. Systemicmaterialmanagement invites
R-cycles, like the reuse, refurbishment, recycling and remanufacturing of materials. The
CE thinking level envisions the closed-loop supply chain, and the highest level—full
circularity—contributes not only to environmental, but also to economic and social
sustainability, but is not possible without collaboration.

Companies needmethods and tools to guide them in their CE transformation strategy
and journey. The proposed preliminary framework enables the assessment ofCEmaturity
along the manufacturing value chain and seeks to upgrade that maturity level, contribute
to the CE strategy of the company and provide options to proceedwith both collaboration
and digital solutions that require data exchange.

Critically, the linear model is insufficient to the transition towards a sustainable
industry because it neglects the values and interests of other actors in the value chain,
and sustainability needs to be approached through collaboration and jointly set goals,
steps and practices. Collaboration can leverage the CE by turning the inefficiencies of
linear value chains into novel competitive advantages for the manufacturing industry.
Potential approaches, such as circular supply chain and product-as-a-service, require
strategic collaboration within both business models and solution development.

In the next paper, we will present the results of assessments of company pilots;
validation will be done with pilots from the CF2 project.
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Abstract. Collaborative networks are becoming increasingly important in pro-
duction and product-service-systems. By linking cooperation partners along the
value chain, they offer the opportunity to make the product-related value creation
process efficient and transparent. In addition, collaborative networks facilitate the
work of employees by improving social and organizational working conditions.
Driven by digitalization and its efficiency andwork facilitation potential, providers
of person-related services are also increasingly using collaborative networks. This
raises the question of how collaborative networks must be (re)designed in the con-
text of social services to support the core of work and value creation, the personal
interaction between people. To answer this question, a novel social service engi-
neering approach is applied that combines methods of work science with those of
service engineering and design to address the specifics of designing person-related
services. The potentials of the approach are exemplified by the concrete use case
of childcare.

Keywords: Social service engineering · Collaborative network · Person-related
services · Interaction

1 Introduction

Person-related services are defined as services that create value through the interaction
(value-in-use) of the service provider and the service recipient [1], for example medical
or care services but also educational or cosmetic services.

In Germany, childcare, as a type of person-related service, is anchored in law to
provide all children the opportunity of early childhood education and care and enable
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both parents to pursue a professional career [2]. Therefore, every child has a legal right
to a childcare place in a “Kindertagesstätte” (Kita), a facility that provides care for
children from the age of one until they start school. The partnership between Kita, child,
and parents or legal guardians1 is as individual as the expectations and requirements of
those involved. The value proposition associated with the service of childcare in Kitas
focuses on promoting personal development, creating equal opportunities with regard to
the future school career of the children, and providing protected space for playing and
learning in a community of peers. It cannot be successful without trustful and transparent
cooperation between parents and educators, describable as educational partnership. This
term reflects a particularity and challenge of the childcare service, in which not only the
child assumes the role of a value co-creator, but also its parents.

The use of collaborative networks in a Kita offers an opportunity to foster efficient
communication channels between those involved in the child’s care and therefore creates
time for the core of the value creation process – the interactionwith children and families.
Designing “humane” digital networks might also contribute to the employability and
health of service providers, e.g. by relieving themofmonotonous routine tasks, providing
opportunities for learning on the job, and fostering improved social relationships [3]. To
achieve these goals, the requirements of all actors involved in the value network must be
considered. A mere focus on technical innovation falls short and does not do justice to
the demands of person-related services and the actors’ roles as interaction partners and
value co-creators. Therefore, a novel methodology is required.

The main objective of this paper is to answer the following research question:
How can collaborative networks in Kita settings help improve the quality of person-

related services while addressing all stakeholders’ needs equally? For this purpose, the
technology-driven, economic and customer-oriented approach of service engineering
and the employee-oriented view of work science are combined in an approach we call
Social Service Engineering.

2 Collaborative Networks in Person-Related Service and Care
Systems

Collaborative networks are used for the exchange of information between a variety of
people and organizations that are “largely autonomous, geographically distributed, and
heterogeneous in terms of their operating environment, culture, social capital and goals”
[4]. Network examples in person-related services include clinical information systems
used for structured collection and use of patient and administrative information [5] and
expert networks to connect and share knowledge between science and practice experts
[6]. In the context of childcare, studies on how to implement collaborative networks
in Kitas are rare, and the existing studies only look at the process partially, as, e.g.,
in [7]. Scientific literature that deals with technology use in childcare facilities often
focus exclusively on media usage concepts, media education, and media literacy [8].
Increasingly, collaboration technologies are coming into focus, not only to facilitate
interaction between educators and children, but also to improve interaction processes
with external parties, e.g., through digital documentation (ibid.).

1 For better readability, only the term “parents” is used in the following.
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Still, collaborative networks need to be subject of further research in order to realize
their full potential for improving person-related service quality. Therefore, it is necessary
to develop a methodological framework and tools for the development, implementation
and evaluation of collaborative networks in childcare facilities. Neither classical service
engineering nor labor science alone provides the theoretical and methodological frame-
work required for the analysis and design of a collaborative network in this particular
field ofwork. For improving the quality of interaction for both, the service provider (work
quality) and the receiver (service quality), an interdisciplinary methodological approach
is needed, as proposed by [9] for the topic of collaborative networks in general.

Therefore, the study combines two significant perspectives on services, namely (I)
the design of good work as aimed at by the methods and models of labor science and
(II) the engineering of efficient and customer-oriented services as aimed at by service
engineering.

3 Methodology

We applied an iterative design science research approach as suggested by Peffers [10],
combined with a work analysis based on criteria for evaluating the extent of human-
centered work design [11]. For this paper, only the steps problem analysis, objective
description and design & development will be considered, as they represent the current
status of the research.

The study was conducted in two Kitas of different sizes, one with 280 children and
45 educators, the other with 140 children and 21 educators. The larger Kita is divided
into three administrative units in three buildings for children of different age groups.
Both Kitas are divided into different care areas: nursery (for children under three years)
and kindergarten (for children three years and older).

To identify the requirements for the design and implementation of a collaborative
network in the daycare setting, the current situation of collaboration and communica-
tion was analyzed. For this purpose, nine qualitative semi-structured interviews with
educators and the daycare management staff were conducted in the two Kitas. Process
flows and framework conditions of the Kita work were determined concerning daily
documentation, communication and administration processes, as well as the subjective
perception of working conditions and all aspects of the interaction between the stake-
holders involved. Additionally, two quantitative online surveys were conducted. The first
one was about the current satisfaction with communication processes, the second asked
about the work design as perceived by the employees. Furthermore, 160 documents
were reviewed, of which 47 were coded and analyzed in terms of work design. From
the service engineering perspective, a process and interaction analysis were combined
with customer journeys and touchpoint and stakeholder analysis. From a labor science
perspective, analyses were carried out on working conditions, information flow, and
occupational health and safety, based on the German alliance criteria or occupational
safety and health (Gemeinsame Deutsche Arbeitsschutzstrategie – GDA) [11].

While the analysis was performed separately by experts from each scientific disci-
pline, the methods were combined for the service design phase. Ten design dimensions
were identified as fields of action for joint design activities, namely idea and change
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management, occupational health and safety, cooperation with parents, social relations
within the team, work demands in the Kitas, process design, childcare ratio, qualification
and training, feedback, design of information flows, and documentation.

4 Results

Fig. 1. Stakeholder map Kita network

The results of the analysis indicate com-
plex and interconnected communication pro-
cesses in the two childcare facilities.

Analysis:

The stakeholder map in Fig. 1 gives an
overview of the large variety of stakehold-
ers and co-producers involved: The child
as primary service recipient, its educators
and family (parents, grandparents resp. other
guardians) represent the core actors within
the childcare service. They interact with each
other and exchange information. External
stakeholders like teachers from cooperating
schools, therapists (e.g., speech therapists)
or external service providers (e.g., photogra-
phers) are also involved in the childcare ser-
vice, interacting with the child and exchang-
ing information with educators and families.
They can be understood as part of the extended childcare network. The Kita administra-
tion does not interact with the child but with its parents and educators. The administration
interacts and exchanges work- and child-related information with the parents’ council,
the Kita association and official bodies such as youth welfare offices which thereby
frame and influence the provision of the person-related service. In the following, we
focus on the internal communication within the core group (blue in Fig. 1) as a starting
point for implementing a collaborative network.

Families and Kita exchange a wide range of information on a daily base such as
information about the emotional state of a child, events, or special occurrences. As the
touchpoint analysis showed, the communication channels for the information exchange
between parents and educators are primarily personal conversations but also notice
boards, flyers, or even small notes in the children’s wardrobe compartment.

The analysis revealed that the informational needs of both the parents and the edu-
cators could not be satisfied in the current situation. Approval rates show that parents in
the two Kitas do not feel sufficiently informed about the daily pedagogical work with
the children (35%/46%) and the individual development of the child (37%/67%). Like-
wise, educators expressed the desire for better structured, daily updated and accessible
information about their children as well as the work organization.

We saw in both Kitas that internal information flows were quite complex and partly
confusing. For example, in one case, more than 50 paper lists were stored and used
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to transfer information between educators or educators and the Kita administration.
The numerous lists included information about the children (e.g., attendance, allergies,
napping time behavior, pick-up authorization), contractual matters (e.g., exceedance of
contractual care hours), and theKita (e.g., educators’ areas of responsibilities and contact
information).

The Kitas face several information-sharing challenges, leading to insufficient
exchange of information, information overload or missing information, including:

• high complexity and amount of information for all internal stakeholders
• highly distributed information
• exchange of information in parallel with other activities (e.g., supervising children
and holding conversations)

• Overburdening of parents due to short time windows for receiving information when
dropping off and picking up the child

• language barriers due to language diversity of parents

The survey carried out on communication satisfaction showed that the insufficient
information exchange for both parents and educators lead to frustration and dissatis-
faction (for the value-in-use and value-in-work). Although information processes are
not primary value creation processes but supporting processes in value creation, the
provision of information has a significant impact on job and service satisfaction.

Herein shows the high need for a re-design and digitization of existing communica-
tion processes, which creates time for interaction between child, educator, and family
by shifting some of the (mainly administrative and organizational) information into the
digital space.

Design of an Interaction Environment: With the aim of improving the current situ-
ation by digitizing information flows and support documentation activities in the Kita
network, a platform architecture was designed. As shown in Fig. 2, the Kita network is
composed of three functional blocks (modules).

At the center of the platform is the administration module, supporting internal col-
laboration between the educators or the educators and the administration by bundling
information and enabling it to be communicated and accessed regardless of time and
place. It allows collecting all child-related information, fromdocumentation of the child’s
development to the daily activities to organizational aspects such as check-in and check-
out times. The module also supports the information logistics on group level and care
area the children belong to. It is open to the educators via tablet in each Kita room to
access and enhance information about the children.

The second module, the external communication module, enables digital commu-
nication between the Kita and the children’s families. Information can be distributed
individualized so that families are only provided with relevant information or relate to
their child. In this way, parents can participate in their children’s everyday life at the
Kita. Vice versa, families can communicate information regarding their children directly
and easily to the Kita, e.g. cancel their child’s visit due to illness. The digital availabil-
ity of a sick note, in turn, makes it easier for the Kita to plan the day. An optimized
exchange of information creates transparency and contributes to the realization of the
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legally anchored ideal of educational partnership. Integration of a translation service
allows information to be exchanged across language barriers.

Fig. 2. Stakeholder map Kita network

The third module is an enterprise social network (ESN). An ESN combines various
advantages of Web 2.0 and hereby allows its users to exchange ideas, organize, share
information, and network [12]. Characteristic functions are user profiles, group chats
and video conferences, micro-blogging, media sharing, screen sharing, and functions
for tagging, rating, or marking (bookmarks) of content (contributions or comments).
In the Kita context, an ESN allows educators and administration staff to document
and reflect on their pedagogical work. This creates an opportunity for mutual feedback
and recognition. Besides, the digital exchange of work documents within the Kita or
between different Kitas of the same Kita association simplifies work processes, since
the documents can be retrieved from any location and can be structured and displayed
individually (e.g., via timeline) according to one’s priorities (e.g., via subscriptions to
channels).

5 Discussion and Conclusion

In person-related services, value-creation takes place in the interaction of the persons
involved. Mutual understanding and trust are of great importance in this regard. There-
fore, the design of service processesmust consider the needs of both, the service provider
(Kita staff), in order to experience value-in-work, and the service recipients (children
and parents), in order to benefit from value-in-use. Currently, there are few established
and validated methods for such an approach. We have chosen a balanced and structured
interdisciplinary approach that considers work design on an equal footing with customer
experience. This approach combinedmethods for analyzing and designing services from
labor science, such as psychological risk assessment, work observations, employee sur-
veys, and from service engineering, including process analysis, stakeholder mapping,
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and touchpoint analysis. Subsequent research will expand the application areas of the
approach and improve person-related services in other fields of action.

The results from the design phase show that the approach of digital collaboration is
promising for Kita networks. It facilitates the crucial process of information exchange
between educators and parents, which is considered a prerequisite for good educator-
child interaction [13]. By facilitating communication among the Kita stakeholders, the
platform-supported collaborative network can improve the work in the Kita, primarily
by creating capacities (time, energy) and necessary information for the interaction pro-
cesses between child and educator. By establishing digital information channels and
collaborative spaces, relevant information can be exchanged quickly, and transparency
can be increased.

The presented approach has the potential to increase both value-in-work for the
educators and value-in-use for the families. For educators, the network improves the
predictability of information exchangewith parents and reduces parallelwork (e.g.,mon-
itoring children communicating with parents, simultaneously). Furthermore, employees
are relieved of the effort required to obtain information (by scanning through paper lists).
For parents, the location- and time-independent provision of information can reduce
information overload and stress since they get the chance to deal with the information
at a time and place of their choosing. In addition, by using digital communication tools,
it can be ensured that information reaches its intended recipient (such as the child’s
primary educator). Moreover, collaborative networks can facilitate communication by
incorporating translation tools to remove language barriers.

The presented results are limited to the analysis and design of a collaborative network
in the childcare context of twoKitas. Implementation and evaluation of the platform in the
Kita are still pending. Evaluation should consider the perspectives of all stakeholders.
The use of network technology must not lead to wrong expectations on the part of
the parents (e.g., permanent availability of the educators and immediate response to
questions) or increased pressure or stress on the part of the employees (e.g. disruption
due to incoming messages). As part of further design loops, it will be necessary to
examine how other stakeholders from the network, such as external service providers or
the Kita association, can be integrated beneficially.

In conclusion, implementing a collaborative network is a promising approach in
person-related services. However, sharing information on a collaborative platform has
its limitations when it comes to sharing non-verbal (e. g., facial expressions) or non-
verbalizable (tacit) information [13]. This can only succeed if the use of technology in
the context of interaction work is seen for what it is, namely an enabler for interaction.
The process of digital information transfer supports the actual core of person-related
service work, the interaction, but never replaces it.
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Abstract. The paper presents the experience collected in a case study in the con-
struction equipment concerning the use of physical prototypes for the development
of product-service systems (PSS) enabled by new digital technologies. The paper
firstly presents how a scaled physical prototype has been deployed to foster value
co-creation with customers about the cross-disciplinary opportunity of the tran-
sition toward autonomous and electrical construction sites. Secondly, the paper
presents the lessons learned during the empirical study.
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1 Introduction

Engineering design and systems engineering practices are centered around the collection
of the customers’ needs followed by a series of activities that culminate in the creation of
prototypes to validate and test a final solution (e.g. [1]). The use of early prototyping for
quick learning circles through trial and error is a recurrent topic in the literature on design
thinking [2]. Traditionally design thinking has been related to the human-centered and
creative part of the design, slightly in contrast with the established analytical approaches
for systems engineering [3]. In addition to this, the digitalization ofmanufacturing indus-
tries is increasingly seen as an opportunity to differentiate and create customer value.
Digital technologies have been identified as amajor instrument to build knowledge about
product-service systems (PSS) solutions that could drive innovation from both a busi-
ness strategy and an engineering capabilities perspective [4]. However, PSS brings new
challenges for those design teams that have been historically predominantly built with
mechanical engineering competencies at their core. The research presented in this paper
focuses on the early design stage of the PSS and builds on the potential synergies in
using design thinking principles in systems engineering to address design complexity
by recognizing systems interdependences and interactions [5]. In particular, the research
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focused on how can physical prototypes facilitate customer co-creation and transdisci-
plinary collaboration in the early phases of PSS design in the context of a traditional
manufacturing industry transitioning from pure product to PSS provision.

The paper presents the findings from a case study in the construction equipment
industry featuring the use of physical prototypes in PSS conceptual design as an instru-
ment to foster customer value co-creation. The PSS context is introduced by the transition
toward autonomous and electrical construction sites that forces construction equipment
companies to consider the possibility to retain the ownership of the physical products
along its life to grant data accessibility and hardware and software updates. The paper
presents how a scaled physical prototype has been deployed with customers to inves-
tigate the uncertainties in customer value creation and to co-define opportunities and
challenges of the PSS. Finally, the paper describes the lessons learned from the empirical
study reflecting on their generalizability and on the opportunity for future research.

2 Research Approach

The research presented in this paper has been performed in the frame of the Model-
Driven Development and Decision Support Research Profile at Blekinge Institute of
Technology. The research was performed through a combination of participatory action
research and case study analysis partially in collaboration with an industrial partner
operating in the construction equipment industry.

During participatory action research, data were gathered by means of open-ended
and semi-structured interviews, company presentations, and concurrent development of
demonstrators. During the case study, data were qualitative and were collected through
interviews and observations that were later triangulatedwith surveys. The data collection
about value co-creation and prototyping was supported by the use of a physical replica
of a construction site (described in Sect. 3.1). Data from potential customers about
emerging needs and expectations of future solutions were collected on the occasion of a
national exhibition at the university facilities and 3 international exhibitions in the US,
China, and India sponsored by the partner company.

3 Case Study: Context, Focus, and Limitation

The case study focused on the transition toward autonomy and electromobility in the
construction equipment industry. Such a future scenario raised several challenges in the
design that goes beyond machine development, stressing the need for the re-design of a
whole PSSwith a related supporting ecosystem [7]. The new PSS solution aims at drasti-
cally reducing air pollutants, increase workers’ safety, and create value for customers by
reducing the cost of operations. However, while the possibility to drive fully electrically
and autonomously on a single machine is nowadays a reality, there is still a low under-
standing of the implications of scaling this innovation up to a network of machines and a
large collaborating system. Among those uncertainties the results presented in this paper
focus on two aspects: the uncertainty of the customer perception of such innovation and
the uncertainties introduced by the increased availability of machines and ecosystem
data.
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Toclarify the positioningof the case study in relation to the current literature, thework
can be seen as targeting the technology trade-off phase in the Product Innovation Process
framework proposed by Kennedy et al. [8]. Such a framework describes the innovation
process as divided into a knowledge value stream and a product value stream. The
knowledge value stream represents the capture and reuse of knowledge about markets,
customers, technologies, products, and manufacturing capabilities, which is general
across projects and organizations. The product value stream is instead specific for each
project and consists of the flow of tasks, people, and equipment needed for creating,
for example, drawings, bills of materials, and manufacturing systems. This model is
increasingly proposed as a lean enabler for systems development and has been further
contextualized by Isaksson et al. [9] as a framework to support value and sustainability
decisionmodels, with different needs observable progressing along the two streams. The
main activities along the value streams can be summarized as:

• Concept/technologyScreening (Scoping):whenpossible solutions need tobe screened
quickly and with limited effort and time, typically in the order of hours.

• Concept/technology trade-off: where a set of the most promising solutions is selected
for further analysis. Here the solution space is more limited but the trade-off is still
driven by simple models with low maturity and dependent on variable input.

• EmergingDesign (product commitment): here decisions aremade to enable the design
team to confine the design space and down select a limited number of concepts from
the previous set.

• Concept development: here the knowledge value stream is abandoned to commit to a
specific product value stream. Product and process definitions are refined to minimize
risks and costs.

Fig. 1. The focus of the case study in promoting customer co-creation framed in the Product
Innovation Process (adapted from [8])

As shown in Fig. 1 the research performed in the case study targeted specifically the
role of physical prototyping as support for value co-creation limited to the technology
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trade-off stage, that is, when preliminary ideas of the most promising PSS solutions
were already identified, but uncertainties about different dimensions of customers and
stakeholders’ value were still present.

3.1 The Physical Prototype - The Small Scale Site

The physical prototype deployed in the case study, and named “small-scale site”, is a
concept centered around generic scenarios that could be relevant for a broad audience of
potential customers and engineers. The small-scale site consisted of a 5 m× 5 m scaled-
down site including two autonomous haulers in loading and dumping interactions (Fig. 2)
typical of a quarry or mine operation. The machines were 1:14 scale remote control
versions of electric excavator and hybrid wheel loader concepts, with the addition of the
prototype autonomous haulers. To best reflect the reality of the current transition period
from manual operation to a fully autonomous future, loading machines (excavator and
wheel loader) were left as remotely (human) controlledmachines, while the haulers were
fitted with sensors, control boards, and communication devices to enable an autonomous
experience for the user. Alongside the site, a prototype of an augmented reality interface
was created capable of voice and gesture commands to control the autonomousmachines
as well as displaying basic information about the machine. Such a feature was initially
introduced as an add-on to the physical prototype to attract customer attention to it.

Fig. 2. The small scale site during a loading operation with autonomous wheel loader [6]

3.2 Findings of the Case Study

Physical prototypes are at the core of traditional product development, validation and
testing activities are run both internally and with customers to test verify e.g., function-
alities, aesthetics, and systems integrations. Customer needs and “first-impressions” are
often gathered through prototyping to improve the final product before production and



386 A. Bertoni and R. Ruvald

ramp-up. Modern innovative product development processes stress the importance of
creating tangible prototypes for their ability to communicate complexity, enable rapid
feedback and provide guidance on design changes in the early stages of the process [6].

In the case study, the physical prototype was meant to be used as an effective tool for
engaging relevant stakeholders in meaningful dialog around small details or the entire
physical system, ultimately expanding the focus of the conceptual design activities to
operational questions that might not be directly visible for the company developing the
new PSS. In such a context the small-scale site was used to convey information and raise
discussion and understanding about the new PSS. The scaled site provided tangibility to
the feasibility claims about the full-scale operation and engage customers in conceptual
value co-creation design activities. Here customers could raise concerns, evaluations,
and wishes about the future PSS.

The collection and post-analysis of customers feedback and interactions allowed for
the formalization of new needs and expectation that not only concerns product features
(e.g. dimensions and or productivity of a machine) but encompass general reflection of
the PSS system as awhole with the related support infrastructure and physical and digital
ecosystem, In the case study, the co-creation activities with customers generated design
feedback related to operational changes, flexibility, availability, and feasibility of the
systems, while the same activities run internally at the development company focused
more on technology readiness, technology bleed, and manufacturability of the machines
(results also presented in [6]). In relation to the aim of the research two main benefits
from the case study concerning the use of physical prototypes for customer co-creation
of PSS were identified and are summarized as follows.

The Physical Prototype Provided a Sense of Full-Scale Feasibility. The small-
scale site worked effectively in suspending customer disbelief in the new technologies
encouraging explorative enquiring. For instance, customers started inquiring how other
machines could be designed differently rather than arguing about the feasibility of the
presented solution.

The Physical Prototype Worked as Boundary Objects for a Shared Experience. The
value of the functional site as a boundary object was multilayered from the individual
machines to the overall solution. On the system level, it provided an easily comprehen-
sible overview of how the system components will interact to provide the functional
result. Stakeholders from different groups were able to inquire in a meaningful way
on the impacts compared to their current solutions building empathy around the future
scenario concept, resulting from both a shared cognition of the system and the subjective
impact on their disciplinary context.

In addition to such results, the use of an augmented reality interface emerged as an
interesting source of qualitative data concerninghuman-autonomousmachine interaction
and trust. The qualitative observation suggested that:

The Augmented Reality Interface Helped to Build Trust in Human-AutonomousMachine
Interaction. This happened because envisioning the future scenario of autonomous
machines sharing the same worksite as humans raised several questions. One of those
concerned howhumanswould trust their autonomous counterparts on theworksite, given
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traditional communication methods were absent due to the loss of the (human) machine
operator. The prototype of the augmented reality interface integrated into the small-scale
site allowed to create a contextualized experience for users and customers and gather
additional feedback on new the new PSS concepts including individual perceptions and
personal trust in the technology.

4 Discussion

While in traditional product development, customer needs are translated into functional
requirements mainly focusing on the product as a physical entity, in a PSS context,
the physical entity is only a part of the complete solution, thus, more inferences can be
made about the PSS by analyzing the behaviors in its surrounding. Both PSS and systems
engineering literature (e.g. [10]) highlight the challenge in identifying the impact of a
change in a design variable at the sub-system level on the performance requirements of
the overall system.When it comes to the design of smart PSS that will operate in a digital
ecosystem it is not straightforward to define what corresponds to such performance
requirements, mainly because needs and expectations for a system that is not yet existing
are poorly defined.

The case study focused on the opportunities linked to the use of physical prototypes
of a PSS, and related ecosystems, to collect the customer needs concerning both the
configuration of the future PSS solutions and the potential value added by digitaliza-
tion and data acquisition from the PSS operations. In the context of the new PSS, the
small-scale site was used to convey information and raise discussion and understanding.
Besides the findings described in Sect. 3.1. lessons learned gathered during the work
can be summarized as follows:

Lesson Learned 1. We as humans experience the world as a series of events so it makes
sense to have live prototypes, especially in the PSS context. These new products will
interact, move and communicate in unexpected ways. Providing all relevant stakeholders
with the ability to comprehend and inquire about the system solution at multiple layers
of the concept, enables designers to collaborate more effectively with customers and
other stakeholders up and down the value chain.

Lesson Learned 2. In the process of design, enabling informed decisions early has
shown to greatly impact the value of the final solution. The fidelity level of the scale
site elements and system shown in the case study reflects the needs of the designers at
that stage, as such this is not generally applicable to all situations. Zooming out we see
the site concept as part of a larger framework for rapidly growing impossible ideas into
nearly improbable solutions. To generate the desired level of feedback and input from
stakeholders a concerted effort must be expended in the decisions of the designers to
convey the uniqueness in a clear and interactive experience.

Lesson Learned 3. By creating a physical representation to capture the complexity of a
PSS we capture people’s desire to feel and touch the future in a way that videos or 3D
models cannot. There is a threshold that allows the observer to properly suspend disbelief
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enough to engage in generative questions that otherwise are less likely to occur or seem
relevant based on the horizon distance of the new technology. New PSS solutions that
utilize unrecognizable technology benefit by finding ways of conveying their possibility
to potential users to find partners for case studies of deeper applications.

5 Conclusion, Generalization, and Future Research

The paper has presented the rationale, the setting, the findings, and the lessons learned
of a case study run in the construction equipment industry with the intent to promote
customer value co-creation in the conceptual design stage of the development of a PSS
featuring a future scenario based onmachine autonomy and electromobility. The findings
presented in this paper concerned the experimentation of the use of a physical prototype
in conceptual PSS design to capitalize on potential synergies in using design thinking
principles in a system engineering setting, by supporting the recognition of systems
interdependencies and interactions.

The prototype showed to be useful as a boundary object for cross-disciplinary com-
munication, giving at the same time a sense of system feasibility and building trust in the
interaction between the human and the autonomous machine. However, the data collec-
tion concerning customer co-creationmight suffer from intrinsic biases given the context
inwhich the feedback from the customers was collected, that is, on the occasion of events
sponsored by the partner company under the partner company brand. Based on this the
generalizability and validity of the findings cannot be confirmed and further validation
activities need to be run in future research. Similarly, the lessons learned collected would
benefit from further verification in contexts other than construction equipment. This calls
for future research concerning the definition of case studies with multiple industrial part-
ners. Based on the experience emerged while integration augmented reality in physical
prototyping, future research will focus on recreating more advance augmented reality
setting with a larger capability of interaction with the physical machines. Concurrently,
further validation on the benefits of using physical prototypes for early PSS design will
need to be performed by comparing those with the use of 3D models in a virtual real-
ity setting. Although the latter not being currently at a level of maturity to be used for
comparison, it can be expected that virtual reality solutions will soon be available to a
degree that will allow comparative research evaluating the benefits and the drawbacks
of the two different settings.
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Abstract. The ongoing digital transformation raises the need to address the evo-
lution of legacy systems in response to integration requirements. One challenge is
integrating sensors and actuators (and their controllers), modeled as IoT elements,
and linking them to data analytics, management, and operations decision support
functions or processes. Since legacy technology systems follow proprietary archi-
tectures, their integration into open service-oriented architectures (SOA) requires a
strategy that maintains a high degree of reliability. This paper presents the strategy
adopted to integrate legacy software in an open SOA to manage an agri-food silos
infrastructure. This approach follows the Informatics System of Systems (ISoS)
idea and is based on the ISoS framework. A reference implementation concept
is used to validate the (re)construction of legacy systems and make them ready
for collaboration with agro-industry business partners considering their Enterprise
Resource Planning.

Keywords: Collaborative networks · Internet of Things · Systems integration ·
Cyber-physical systems · Distributed systems

1 Introduction

Today, several strategies are already available to implement the digital transformation
processes. However, the support for a coordinated and collaborative effort for partici-
pative contributions is still lacking. Furthermore, a significant challenge is the need to
update legacy systems while maintaining their proven reliable features. Whenever the
changes required to migrate legacy systems compromise the system’s quality, alternative
strategies must be adopted. In this context, the SITL-IoT project [16] develops an open
technology infrastructure for the industry agri-food sector adopting a System of Systems
(SoS) framework that integrates Internet of Things (IoT) elements (a kind of IoT Bus).
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Extensive work has been done regarding IoT and its corresponding platforms at dif-
ferent levels. One pragmatic perspective relates to connecting simple sensors through
radio frequency links based on protocols like Sigfox, LoRa, and NB-IoT, popularized as
low-powerwide-area networks (LPWAN) [11].More recently, the LPWANnetworks got
the attention of cellular phone networks and Internet providers to establish a unifiedWAN
for connecting any device with sensor/actuator, computing, and communication capabil-
ities. Communication between things based on limited resources often adopts LPWAN
and machine-to-machine (M2M) connection, complemented by 4G LTE technologies.
Lately, 5G seems to show a convergence betweenM2M IoT device communications and
personal communications with enhanced quality [6]. This unification seems essential for
cases where things cross local LAN domains, and public communication infrastructure
is necessary. An extensive survey on 5G IoT [10] confirms the trend of highly available
and reliable 5G wireless communications connecting IoT devices or systems. However,
the IoT devices or systems do not exist in isolation, and there is a need for some framing
strategy, making clear the responsibility for their lifecycle management.

The focus of our research is how to get things to be “plugged” as elements of a
computing system, rather than IoT connections or the convergence between wide and
local networks. Following a similar direction, the Ethernet Time-Sensitive Networking
(TSN), as discussed in [7], emphasizes the convergence of Information Technology
(IT) and Industrial Operations Technology (OT) as a trend-making towards open data
exchange between the operations field and the enterprise systems, which is referred
to as Industrial IoT (IIoT). There is some tendency to establish the concept of an IoT
Bus as a facilitator to seamlessly merging specific protocols, e.g., OPC-UA, towards
a symbiotic industrial technology landscape, which can be modelled as a system of
systems where IoT devices plug as services. As suggested by other authors [7], both
legacy communications and legacy systems need to evolve in such a way that current
“manufacturer lock-in” conditions do not force the acquisition of new devices.

This paper presents a strategy to represent IoT devices in the cyber-space as services
and their application to themigration of an existing legacy systemnamedFORSIL.Under
the proposed approach, the FORSIL system evolves to a combination of two systems:
(1) the ISysFORSIL-PROC, responsible for the silos processes automation, and (2) the
ISysFORSIL-MON, responsible for monitoring the ISysFORSIL-PROC services. The
migration strategy is based on the ISoS framework [15] and consisted of revisiting the
legacy FORSIL architecture towards a newmodular structure. One important motivation
for adopting the ISoS framework was its readiness to support collaboration processes
between the silos infrastructure and its business agro-food industry partners. As any
informatics system (Isystem) in the ISoS framework can be accessed both from inside
and outside the organization, based on a canonical interface named I0, collaborative
exchanges can go through direct invocation of the ISystem services. In other words,
without the need for heavy changes, implementing service abstraction enables wrapping
the legacy technology and make it evolve to comply with the ISoS pattern and, in this
way, participate or plug to the adaptive IoT Bus.

The paper is organized as follows. Section 2 presents and discusses the SITL-IoT
challenge for an open IoT Bus for the agro-food silo infrastructure. In Sect. 3, we clarify
the IoT Bus design in the context of the ISoS model. Section 4 extends the discussion
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into a collaborative space, where networked organizations need to access services for
business collaborations. Finally, Sect. 5 presents the main conclusions of our research
work and outlines the open research challenges.

2 Collaboration Challenges in the SITL-IoT Industry Case

Current approaches to structure computing artifacts do not follow any kind of common
and generic reference model or strategy. As a result, products developed by different
companies usually adopt custom solutions that quite often result in proprietary archi-
tectures. The legacy FORSIL product from the FORDESI company also followed this
approach. FORSIL is an enterprise software system composed of technical parts orga-
nized within a computing responsibility. Such monolithic technology solutions present
fuzzy “responsibility borders”, which makes it difficult to establish accountability deci-
sions. Those less clear responsibility borders make IT governance a complex endeavour.
Such modular monolithic systems, even if agile and possible to integrate with any other
system, require the development of specific adapters.

The SITL-IoT project was motivated by the will of the FORDESI company to make
FORSIL evolve towards an open IoT Bus, combined with cloud services [16]. The chal-
lenge was to (re-)structure the legacy FORSIL to make its functionalities available to
other enterprise systems, both from internal and external business partners. It is interest-
ing to identify that depending on the viewpoint of the researchers, adopted approaches
emphasize either what is known as enterprise systems or the production infrastructure,
where the notion of “things” prevails. An example of the second perspective is the pro-
posal of an IoT platform as a “piece of software that works like a kind of “glue” to
combine platforms and orchestrate capabilities that connect devices, users and appli-
cations/services in a “cyber-physical world” [18]. Such an idea is quite similar to the
Enterprise Service Bus (ESB) concept since it combines a suite of adapters to inte-
grate microservices [4]. However, adopting a centralized integration strategy, either an
IoT platform or an ESB as an integration hub, leads to dependencies from a single
responsibility or single vendor. Therefore, the proposal in [4] considers a Service Ori-
ented Architecture (SOA) and microservices under a similar rationale. Commonly both
SOA services and microservices are widely discussed as capable of abstracting inde-
pendent computing entities. At the same time, the microservice concept often tends to
be associated with the cloud.

When the goal is to achieve integrated process automation in complex heteroge-
neous collaborative contexts, one major challenge is establishing a systemic structuring
strategy capable of incorporatingmulti-vendor and/ormulti-supplier contributions while
maintaining confidence in the system as a whole. Like other application domains, the
SITL-IoT project addresses a critical scenario where the adopted technology arrange-
ment needs to be reliable, as discussed in [17]. Any failure potentially harming a business
function needs to be accountable for direct responsibility. However, the association of
accountabilities is not simple to determine in the current diversity of technology struc-
turation approaches since they are based on mappings between specific architectures.
When integration is required, the inclusion of diverse technology architectures faces
the lack of a “unified model” where independent contributions still lead to a consistent
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system. More than its parts, such a uniform system requires a suitable strategy to man-
age the various heterogeneous contributions under the same coordination and operation
model. Research on integrating heterogeneous models [2] suggests the implementation
of five phases: (1) pre-integration assessment, (2) preparation of models for integration,
(3) orchestration of models during simulation, (4) data interoperability, and (5) testing,
addressing both the physical world and enterprise business processes. Often, the dis-
cussion of interoperability does not seem to cope with the integration pressure of the
digital transformation. As suggested in [12], “…we need formalization of interoperabil-
ity grounded in the general system theory: the Ontology of Interoperability (OoI) …”,
for instance, based on the CEN/ISO-11354 Framework for Enterprise Interoperability
standard.

To contribute to this open challenge, we suggest an alternative approach that consid-
ers that, even when maintaining diversity, we need some kind of “reference framework”
to model the resulting transformed system. Hence, our approach is focused on finding
a balanced model for the “digitally transformed system” where independent computing
responsibilities collaborate under pre-established conditions, preferably based on open
standards. The strategy for such collaboration among sub-systems shall be similar, both
when addressing the physical world or the automation of enterprise business processes.

3 The ISoS Model and the Open IoT Bus

To tackle the above issues in the context of the SITL-IoT project, we adopted the ISoS
framework [15] as a “glue”, nonintrusive, integration referencemodel. The ISoS abstrac-
tion plays the role of a registry for the enterprise informatics systems (ISystems). A par-
ticular ISystem0 operationalizes the registration of any enterprise ISystem. The ISystem
concept is simply a composition of Service elements, and these are, in fact, the exec-
utive entities. The Service concept refers to an independent and possibly autonomous
computing entity, representing some computational responsibility. By computational
responsibility, we mean the answer to the functional and the non-functional require-
ments through a set of capabilities. If other Service entities need to access some Service
computing capabilities, the interoperability realization is in the associated metadata.

Therefore, the ISoS concept aims to establish a unified model for the enterprise
system’s architecture. By adopting the ISoS framework, we unify what [9] calls Appli-
cation Architecture specific for each enterprise system supplier or integrator. The het-
erogeneous application domains comprise computing-related technology ranging from
enterprise systems, which wemodel as an ISystem, to IoT devices withminimal comput-
ing capabilities, which we mimic as a Service entity. For example, when an IoT device
is a simple sensor or actuator with minimal computing capabilities, the Service entity
can be the gateway responsible for the communication with the device.

Figure 1 depicts a simplified view of the validation case with a Silos located in
Leixões (SDL). Two cyber-physical systems (CPS) comprise a programmable logic con-
troller (PLC) coordinating temperature sensors in the silos and truck weighing bridges.
The CPS computational parts (a kind of digital twin) are modelled as a Service regis-
tered into the ISystem0 as SerTemperature for the temperature subsystem and SerWeigh-
ingBridge for the weighing bridges. Both SerTemperature and SerWeighingBridge are
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computational wrappers abstracting the interactions with the legacy physical equipment
since they do not yet embed the ISoS Service entity.

Fig. 1. A centralized approach to IoT Bus

Furthermore, Fig. 1 refers to a centralized approach to integrating IoT services.
The model considers a classic technique where a kind of Enterprise Service Bus (ESB)
manages the access to the IoT services [5]. The centralized IoT Bus is operationalized by
amessage broker service, in this case, implemented by themessage-orientedmiddleware
(MOM) RabbitMQ1 and the events management SerEVS. It is worth mentioning that
(i) the message broker (CesEVS) and its services, and (2) the IoT services, all must be
registered at the ISystem0. Any Service entity registered at ISystem0 makes us question
the need for the intermediary CesEVS. Depending on the problem domain constraints,
e.g., if a reliable messaging mechanism is necessary because IoT events cannot be
lost, having an “intermediary” approach is an option. However, an alternative is to
embed the IoT service with messaging capability and enhance the implementation with
event subscriptions and other features, thus avoiding intermediary entities. Instead of
adopting such a decentralized architecture, if IoT shares some advanced features, then
the CesEVS mediator must be considered. A mediation strategy is also proposed in
[14] for predictive streaming data processing for real-time context-aware microservice
actions. Within ISoS, such mediation services can be grouped as part of a CES in a
similar organization of the implemented CesEVS.

To clarify the architectural options to structure the technology artifacts that are
ISoS-enabled, in Fig. 2, we depict the approach that considers reliable IoT services
embedding messaging middleware features. The CesEVS component is removed, and
the services SerTemperature and SerWeighingBridge are enhanced with messaging and
event management features.

It is worth mentioning that depending on the application domain, the possibility of
changes to legacy systems, and reliability or dependability issues, among other aspects,
the ISoS architect can decide by alternative options. Furthermore, the ISoS model
accommodates offering services under both centralized and decentralized models.

1 Message Oriented Middlware (MOM) RabbitMQ - https://www.rabbitmq.com/.

https://www.rabbitmq.com/
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Fig. 2. A decentralized approach to IoT Bus

According to the ISoS model, everything is an abstract ISystem, an abstract CES,
or a specific Service implemented in any technology. The Service artifact models any
computational entity regardless of its complexity or size. Compared to a microservice,
the ISoS Service concept does not imply any size or complexity restriction nor imposes
an interaction protocol. A primary challenge addressing legacy systems is to make them
evolve formulti-supplier technology composites, reducing vendor lock-in problems [13].
The ISystem, CES, and Service are the ISoS constructs where a Service abstracts a single
computational responsibility regardless of its size.

4 The SITL-IoT Collaborative Contexts

The Silos of Leixões (SDL) organization collaborates with agro-industry factories
(denoted as FACT), managing the trucks transporting the cereals from the silos to their
infrastructures. The coordination of such transports requires the ERP at a factory to
interoperate with the ISyFORSIL-PROC at SDL. This kind of interdependency is grow-
ing fast as organizations move to digital and automate their business processes, i.e.,
internal processes and those managing actions or events from business partners. These
interdependencies, typically addressed under the Collaborative Networks perspective,
are challenging since the state of such interactions relies on specific adapters that are
difficult to maintain and evolve [3, 17].

To address the SITL-IoT collaboration needs,we consider two complementary strate-
gies. The currently implemented approach considers the ISoS I0 interface offered by
the ISystem0 of any ISoS enabled organization to access any implemented service. A
complementary approach considers the adoption of the ECoNet collaborative network
infrastructure introduced in [17]. We first discuss the direct access through the ISoS I0
meta-services, followed by adopting ECoNet.

Collaboration Through the ISoS I0 Meta-service. Internal services of an organiza-
tion implementing the ISoS framework access the meta-service I0 to locate other ser-
vices. Furthermore, any business partner organization can also access the meta-service
I0 with the required authentication to access authorized internal services. In the current
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reference implementation, the ISoS I0 meta-service is located at the address endpoint
isos.<organization domain>:2058 as a simple REST interface. However, even without
adopting ISoS, any organization can access a computational service of an ISoS enter-
prise with ISystem0 running on the isos. <organization domain> server, by default at
port 2058. Figure 3 depicts the SITL-IoT case where an ERP from a business partner
we identify as FACT (some agro-factory) needs to access services at SDL.

Fig. 3. Business collaborations between SDL and FACT organizations

The advantage concerning the current point-to-point specific adapter interactions
where the client computing service needs to know a priori the location of the peer service
does not happenwith ISoS. In the current approach, if, for some reason, the target service
location changes, the calling business partner might face a failure if business partners did
not update the new endpoint. As depicted in Fig. 3, a service of ISyERP accessing, e.g.,
the SerEVSWebAPI, first lookups for the service at SDL ISystem0 (ISy0) and retrieved
meta-data to access the target service. We assume that at SDL, any change that occurs
in any internal service the ISy0 updated.

It is worth mentioning that ISystem0 tends to play technology landscape opera-
tions and governance roles. Therefore, the model considers any independent or atomic
computational entity, the Service concept, to behave according to ISoS principles.

Collaboration by Adopting ECoNet. The SITL-IoT collaboration needs could also be
successfully fulfilled by adopting the ECoNet Collaboration infrastructure [17]. How-
ever, using this infrastructure requires centralized coordination of the data and control
exchanges. As depicted in Fig. 4, there is a single direct interaction between services
in both organizations in this alternative approach, likewise in the implemented solution
illustrated in Fig. 3. However, with ECoNet, the interactions occur exclusively through
a special ISystem responsible for all the collaboration processes - the Enterprise Collab-
oration Manager (ECoM) - and its specific application domain, Collaboration Contexts
(CoC).

Compared to the first approach, where interactions go through the I0 interface of
ISystem0, low-level communication and security protocols and mechanisms are shared
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Fig. 4. Business collaborations through ECoNet

across the ECoNet network. Furthermore, the ECoM implements the concept of Virtual
Collaboration Contexts (VCC), making it possible for any ISystem to establish virtual
groups of collaborating organizations. As a result, Service entities can access ECoM
services to create or join a VCC and manage through CoC, multi-tenant collaboration
spaces, for data and control exchanges. The advantage of adopting theCoCconcept is that
data exchanges in the same specific application context, e.g., transport management of
agro-products from/to silos infrastructure, canbe sharedby anERP, invoicemanagement,
or other informatics systems.

The migration of the legacy FORSIL product to the ISoS framework demanded
the (re)thinking of its original monolithic architecture. Tightly coupled parts must be
reorganized as independent Service elements. Structuring FORSIL as a composite of
Service elements demonstrates the advantage of supporting the coexistence of alternative
implementations for accessing implemented functionalities. As discussed, themediation
implemented by the CesEVS services composite and the integration of the mediated
services as part of the IoT Bus introduced alternative interoperability mechanisms for
the internal and partner organizations’ informatics systems. Another significant result
of the SITL-IoT project is the practical demonstration of the added value of the ISoS
concepts in constructing an agile and adaptive IoT Bus made of independent Service
elements managed through the ISystem0.

5 Conclusions and Further Research

In this work, we present and discuss a strategy to address the open IoT Bus formulated
by the SITL-IoT research project in a partnership with the FORDESI company. From
simple sensors and actuators through devices with computing capabilities and cyber-
physical components to enterprise systems or (applications), different perspectives of
the IoT concept are discussed towards a definition for the SITL-IoT project. Accordingly,
the adoption of the ISoS framework is presented and discussed, following the evaluation
of integration strategies for multi-supplier heterogeneous computing artifacts. Finally,
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the adoption of ISoS also considers the validation of a reference implementation for
the ISystem0 of the SDL organization as a strategy to validate services developed by
FORDESI and incorporating their FORSIL-PROC product.

The collaboration dimension considers the adopted approach based on direct inter-
actions between Services in the involved organizations, which are accessed through the
ISystem0 canonical I0 interface. While presenting the advantages of this approach com-
pared to the commonly used point-to-point interactions supported on specific adapters,
the adoption of the ECoNet collaborative infrastructure is also discussed.

Although the migration of the FORSIL product to comply with the ISoS framework
was revealed to be quite promising, further research is necessary to consolidate the adop-
tion of the proposed adaptive integration framework by other companies. The adoption
of the ECoNet also needs further research, in particular the use of the ECoM ISystem
for managing virtual collaboration contexts supporting critical business processes.
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Abstract. Digitalization and Industry 4.0 continue to shape our industrial envi-
ronment and collaboration. For many enterprises, a key challenge in moving for-
ward in this matter is the integration of their shop-floor systems (hard- and soft-
ware) with their office-floor systems to harvest the full potential of industry 4.0.
A multitude of different technologies and respective use-cases available on the
market leave many companies startled. This paper presents a set of use-cases for
IT-OT-Integration to bring transparency into a company’s digital transformation.
Additionally, a technical requirements profile for integrating IT- and OT-Systems
based on the use cases is presented. Both, use-cases and their requirements, guide
companies in selecting the digitalization measures that fit their current situa-
tion and help in identifying technical challenges that need to be addressed in
the transformation process.

Keywords: Industry 4.0 · IT-OT-Integration · Digitalization

1 Introduction

Industry 4.0 together with digital transformation pose great innovation opportunities for
many different industries and enterprises [1]. Amajority of Industry 4.0 use-cases require
integrating shopfloor systems, so called OT systems, with an enterprise’s office floor
systems (IT systems) [2, 3]. Being a central component of Industry 4.0, the integration
of IT and OT also becomes a main component for collaborative networks, enabling to
harvest their full potential [4].

However, realizing IT-OT-Integration is a main challenge for companies, especially
for the limited budgets of SMEs [5–7]. Furthermore most enterprises’ IT-OT-Landscape,
meaning the existing IT-Systems,OT-Systems and interfaces, are very heterogeneous and
companies are lacking transparency [8]. In addition, suitable methods for approaching
a structured IT-OT-Integration process are missing [9, 10].

To address the issue the authors have developed a systematic approach for IT-OT-
Integration based on the as-is assessment of an IT-OT-Landscape as well as a selection
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of Industry 4.0 utility potentials. Thus, combining a company’s digitalization goals with
the as is assessment of its infrastructure.

After a brief introduction into IT-OT-Integration and utility potentials, this paper
presents an overview of industry 4.0 (utility) potentials forming the base for a struc-
tured IT-OT-Integration process. Next to that, an IT-OT-Integration profile prototype for
assessing the status-quo of an IT-OT-Landscape as well as the matching process with
the utility potentials is presented.

2 Developed IT-OT-Integration Methodology

To tackle the challenges of IT-OT-Integration, both the potential digitalization use-cases
that are of relevance for a company’s digital transformation as well as the existing IT-OT-
Landscape need to be considered. This ensures the alignment of a company’s strategic
goals with its current situation. IT-OT-Integration refers to the interconnection of IT-
and OT-Systems [10, 11]. The term, IT-System refers to the office floor systems of an
enterprise such as: ERP (Enterprise Resource Planning) or Customer Relationship Man-
agement (CRM) [10, 12]. OT-System refers to the shop floor systems such as machines,
scales, scanners and sensors, but also the software included for controlling them, such
as MES (Manufacturing Execution System) [10, 12]. For structural reasons, MES is
considered as an IT-System in terms of the methodology presented in this paper.

In their previouswork the authors presented amethodology for strategically selecting
different digitalization measures [10]. Based on this work, this paper presents the next
building blocks within the developed general IT-OT-Integration process. Figure 1 gives
an overview of this process.

In the beginning, potential digitalization measures, the so called utility potentials,
are selected. In this paper, the term utility potential is used to describe business benefits
(utility) in combination with their digitalization measure (potential) [10]. The selection
process is covered in detail in [10]. In Sect. 3 the authors present a list of predefined
utility potentials for industrial application, also providing orientation in the process of
the digital transformation.

After that, a company’s or a certain environment’s (such as a disctinct manufacturing
line) IT-OT-Landscape is assessed. Themethodology uses amorphological box as profile
for assessing the as is status of the IT-OT-Landscape. For every system that is part of
the assessment a profile is filled and stored for later assessment. Section 4 of this paper
gives a detailed description of the assessment profile.

Step three uses the same profile for the matching process. In that process, the profiles
from the assessment are compared with the profiles filled with the requirements of the
utility potentials, revealing, which of the potentials can be easily fulfilled and which
require further integration effort.

Finally, the matching results are combined with a set of action recommendations for
starting the integration process. From there on, a company can take individual steps in
realizing their IT-OT-Integration potentials.
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1. Selection of 
Utitity Potentials

3. Matching of Utility
Potentials and as is
Assessment

4. Action 
Recommendations 

2. IT-OT as is 
Assessment Focus of this 

paper

Fig. 1. Overview of developed methodology

3 Industry 4.0 Utility Potentials

The presented list of Industry 4.0 utility potentials was developed within a research
project which forms the basis for this research. The potentials are derived from both
literature research as well as expert interviews and were verified with the members of
the user committee of the research project. The main literature sources include [13–
18]. The expert interviews yielded individually applicable use cases and their respective
analysis in the context of utility potentials.

Utility potentials map to general benefits to be achieved in production, consisting of
cost reduction, optimization of process time, enhancement of the product’s quality and
flexibility of production. They describe specific measures that are classifiable into the
categories promotion of transparency, decision support and active production adaption
(compare Table 1).

The categorypromotion of transparency includesmeasures, inwhich data is collected
to visualize operational conditions and further allow the analysis of simple causalities
between process parameters and the product.

The support of decision-making builds on top of the enhanced transparency, by
utilizing further data sources and active analysis to generate insights into production,
forecasts and detect necessary actions.

The final category, active production adaption, usually adds onto the previous
decision-making, by actively reacting to available information. The adaption takes the
form of automatic decision-making and regulation of the process or system. In contrast
to the perceived complexity, the measures implementing active adaption can also repre-
sent a simple functionality such as the automatic configuration of machines in response
to an order command.

The identified utility potentials were each analyzed to determine the required func-
tionalities and architecture within the construct of IT components, OT components and
their corresponding connectivity. This analysis was supported bymodelling the expected
data flow, to demonstrate the individually required system in a network of general IT
and OT components, as shown in Fig. 2. The model allowed an intuitive translation of
the utility potentials into the proposed IT-OT-Integration Profile.
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Table 1. List of utility potentials clustered into three categories

Promotion of transparency Digital order tracking

Digital worker guidance (e.g. AR)

Realization of a digital twin

Realization of a digital shadow

Digital capture of lead time

Realization of condition monitoring

Automatic process quality documentation

Automatic collection of production KPI

Data-based derivation of actual process cost

Order status transparency in production

Decision
support

Predictive maintenance

Dynamic pricing in production

Realization of a production’s digital show

Automatic quality evaluation with data analytics/Machine
learning

Active production adaption Reduction of machine downtime

Production process optimization with data analytics/Machine
learning

Optimization of process duration

Active energy management using data analytics

Adaptive production adjustment for errors and downtimes

Automatic machine configuration based on the order

IT
C
on

ne
ct
iv
ity

O
T

MES Data-Analytics 
(e.g. IoT-Analyics)

Measurement 
System on AssetOT Asset

Asset-specific
(e.g. Server-Client)

Sensor-Gateway
(e.g. Messaging / IoT)

Notification or scheduling for
maintenance /

workflow trigger

Push Notification:
Order-related data &

machine utilisation data

Retained or requested:
Specific sensor data

Total operating time, 
total output, product

rejection rate

Data transfer

System component

Data & specification

Fig. 2. Requirements on the IT-OT-architecture for the utility potential “Predictive Maintenance”
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4 Prototype of IT-OT-Integration Profile

The matching of a production’s IT-OT as is assessment to the determined utility poten-
tials requires a unified IT-OT-integration profile. The goal is to establish a general-
ized framework that allows a representation of both actual, specific production sys-
tems/architectures and the diffuse requirements of a utility potential, without dictating
definitive solutions and technologies. Furthermore, the as is and the proposed architec-
ture need to be comparable to derive technical measures that are required to fulfill the
utility potentials requirements.

The proposed profile divides the underlying architecture into OT-components, IT-
components and interfaces, whereas each specific component in an actual production
is represented as its own instance within either of these sections. An ERP-System for
example is represented as an IT-component, a production machine as an OT-component
and their interconnection as an interface component. The whole structure including the
list of options for the components’ attributes is shown in Table 2 (table is split into
three segments due to print formatting). The structure and attributes were derived and
developed in expert interviews. The profiles are used to capture the specification of a
component, by selecting relevant options of a given attribute.

The OT profile comprises the general type of exchanged data (namely order data,
process data and environment data), the technical nature of the interfaces, regarding
physical ports and data protocols, and the capabilities of the data transfer. It represents the
digital capabilities and functionalities of the OT system under consideration, including
all its applied additions e.g. sensors and retrofits.

The IT profile comprises the type of IT system at hand, the implemented commu-
nication protocols, the exchanged data (similarly to the OT system) and the general
functionality extended by eventual data analytics capabilities. The exchanged data is
further divided into required and provided data.

Interfaces between each one or more IT and OT systems are defined by its commu-
nication protocol, its configurability and the characteristic of the data transfer regarding
directionality, format and bandwidth.Additionally, the interface references the IT andOT
systems it is connecting. Multiple interfaces of similar nature, e.g. a one-to-many con-
nection, can easily be summarized within one interface instance by referencing multiple
IT or OT components.

The generalized requirements of a utility potential are summarized in exactly three
components, one of each type. The specific attributes of each component are disregarded
(marked in gray), as they dictate a technical solution. This approach was chosen to allow
for a general evaluation ofmultiple and vastly different specific production architectures.
In fact, disregarded attributes only serve to evaluate possible interconnections of com-
ponents and eventually the difficulty of achieving such. The matching of a production’s
as-is assessment to the utility potentials is demonstrated in Table 3.

By assessing an attribute’s delta to the desired utility potential and evaluating its
difficulty of solving the delta, using the specific attributes (in grey), an appropriate
measure can be derived. Similarly the interfaces, the IT-systems and the interconnectivity
is handled. The overall assessment then allows for an identification of critical measures
and their respective difficulties, e.g., solvable by using Retrofits, to achieve the utility
potential.
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Table 2. Unified OT-, Interface- and IT-profiles with corresponding attributes and their respective
list of options (gray attributes are not defined by utility potentials)

OT
Attribute Value Options
Exchanged Data Process data Order data Environment data

Push-Capabilities 
(Data out)

Real-time < once per day < once per hour
Events only None

Pull-Capabilities 
(Data out)

On request / polling Short-time buffered
Real-time Historical None

Access Permissions Read Write Execute None

Hardware Interface None Analog / parallel IO Basic serial IO
RJ45 Profibus <custom>

Avl. Communication 
Protocols

None HTTP(S) MQTT
OPC-UA Profibus <custom>

System Modifiability Proprietary Proprietary, but 
unlockable Open

IT
Attribute Value Options

Required Data Process data Order data Environment data
Provided Data Process data Order data Environment data

Avl. Communication 
Protocols

None HTTP(S) MQTT
OPC-UA Profibus <custom>

Type ERP MES IoT-Platform
Database Dashboard PLM <custom>

Functionality (data-)

Acquisition (from OT) Acquisition (from IT/user)
Preprocessing Enrichment Virtualization
Distribution Storage Analytics

Delivery Visualization

Data Analytics
None Target vs. actual

Generate visibility Transparency & diagnostics
Forecast Adaption & decision automation

Interface
Attribute Value Options
Communication 

Protocol
HTTP(S) MQTT OPC-UA

Profibus <custom>

Configurability Proprietary Programmable
Static configuration Low-code / No-code

Roles of the IT 
System Server Client

Transfer Format Stream Database File
Request/transaction Manual <custom>

Transfer Volume Low Medium High
Connected Systems <OT references> <IT references>
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Table 3. Attribute-wise matching of as-is assessment (crosses) and chosen utility potential
(circles) in an exemplary OT profile

OT
Exchanged Data Process data Order data Environment data

Environment data ist not handled: Sensor are to be fitted
Push-Capabilities 

(Data out)
Real-time < once per hour < once per day

Events only None
Push rate is too low: Proprietary modifialbility dictates Retrofit

Pull-Capabilities 
(Data out)

On request / polling Short-time buffered
Real-time Historical None

No Requirements by utility potential
Access Permissions Read Write Execute None

Requirements are met

5 Outlook and Conclusion

Mastering the IT-OT-Integration process is a challenge for many companies, especially
SMEs. Therefore, this paper presents a set of utility potentials as well as an IT-OT-
Integration profile to structure and assist the integration process.

In the beginning, the developed IT-OT-Integration approach is presented and put into
the context of previous research activities. Afterwards a set of utility potentials to select
in the beginning of an IT-OT-Integration project is shown. Subsequently, an Integration
profile with the categories IT, OT and Interface to assist the structured as is assessment
of an IT-OT-Landscape is introduced. Finally, the matching process between the selected
utility potentials and the as is assessment of the IT-OT-Landscape is explained.

Future research will further explore the presented approach to prove its validity.
Additionally, the methodology will be assisted by a web-based application to facilitate
the access to IT-OT self-assessments.
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Abstract. Managing heterogeneous software and hardware artifacts from mul-
tiple suppliers is a complex and challenging process. The integration of sensors,
actuators, and their controllers, modeled as IoT elements, also presents signifi-
cant challenges. Typically, a vendor supplies one or more parts, each one with
its proprietary interface, which may raise vendor lock-in and supplier dependen-
cies that can compromise the replacement of some of the artifacts by equivalent
ones from competing vendors. The research presented in this paper addresses
such challenges in the context of the SITL-IoT project aiming at transforming an
industrial agri-food environment towards an open, integrated system-of-systems.
We present and discuss a reference implementation of a collaborative platform to
simplify the management of different artifacts, supplied by alternative suppliers,
modeled as services. More specifically, the concepts of ISystem (Informatic Sys-
tem), CES (Cooperation Enabled Service), and Service are used to manage the
different elements that compose an agri-food environment transparently and uni-
formly. We argue that the adopted model simplifies the collaboration among tech-
nology suppliers along the life cycle maintenance and evolution of their enabled
products.

Keywords: Internet of things · Systems integration · Collaborative networks ·
Cyber-physical systems ·Microservices · Distributed systems

1 Introduction

Organizations that use different software or hardware elements face challenging prob-
lems when updating or upgrading their technological infrastructures. Typically, each
technology solution or product is provided by a different supplier with its own propri-
etary protocols, which quite often makes it very difficult and expensive to replace a

© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
L. M. Camarinha-Matos et al. (Eds.): PRO-VE 2021, IFIP AICT 629, pp. 411–420, 2021.
https://doi.org/10.1007/978-3-030-85969-5_38

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85969-5_38&domain=pdf
https://doi.org/10.1007/978-3-030-85969-5_38


412 C. Gonçalves et al.

given element with an equivalent one from a competing supplier. On the other hand, the
Internet of Things (IoT) enables industries tomanage their existing sensors and actuators
as elements that exist on their local networks or WAN. However, because collaborat-
ing suppliers deliver sensors and actuators using different protocols and Application
Programming Interfaces (APIs), the integration of such technology artifacts results in
complex and demanding processes both in terms of the development and maintenance
cycles. Indeed, competing suppliers source elements under technology diversity, raising
risks of vendor lock-in or supplier dependencies. Such dependencies compromise the
replacement of artifacts, being an obstacle to sustainable innovation.

This paper presents and discusses a reference implementation of an Informatics Sys-
tem of Systems (ISoS) platform [8] that contributes to the Model-Driven Open Systems
Engineering (MDEOS) and promotes an open market competitive technology landscape
for organizations. The ISoS model establishes a system-of-systems where each system
might havemarket competitors able to provide possible substitutions. Themain objective
is to make a system, or elements of a system, replaceable by an equivalent technology
artifact from an alternative supplier. The notion of Cooperation Enabled Services (CES)
is adopted as part of the strategy to attain partial substitutability, a challenging endeavor
to achieve. The ISoS model comprises three abstraction layers: i) ISystem, establishing a
coarse computational and cooperation responsibility border; ii) CES, as a composite of
Services; and iii) Service, as the operating element that can be a pure software artifact or
a cyber-physical element, e.g., an IoT sensor/actuator, as the finer-grained computational
responsibility border. By ISoS reference implementation, we mean the instantiation of
an operating ISystem, named ISystem0, aiming to validate and certify the compliance of
all the ISystem/CES/Service products.

This work expands further the initial approach of the SITL-IoT project [12], aiming
to evolve an industrial agri-food environment towards an agri-food ecosystem supported
by an open, integrated system-of-systems.We present the first ISoS reference implemen-
tation and discuss its utilization for simplifying the management of artifacts supplied
by alternative vendors. Such ISoS reference implementation is the first effort to deliver
an actual implementation of the ISoS model, thus allowing organizations to be ISoS
enabled. As a case study, we demonstrate the ISystem, CES, and Services instances
developed within the SITL-IoT project devoted to structure and manage the agri-food
silos environment transparently and uniformly.

The remainder of this paper is organized as follows. Section 2 briefly presents the
ISoS background, while Sect. 3 reviews the SITL-IoT project and its strategies to inte-
grate the ISoS reference implementation. Finally, Sect. 4 presents the conclusions and
discusses future work.

2 Enterprise Architecture with ISoS Background

By adopting the ISoS framework [8], an enterprise platform architecture is based on three
core modeling elements: ISystem, CES, and Service. Furthermore, to be ISoS enabled,
an organization needs to instantiate the meta-ISystem, i.e., an instance of the ISystem0,
an ISystem with the unique role of managing the ISoS landscape. Figure 1 depicts the
primary elements that make an ISoS organization using a SysML Block Definition
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Diagram. The ISoS abstraction is a composite of exactly one ISystem0 and zero or more
ISystems. Each ISystem is composed of one or more CES, which are composed of one
or more Services. The ISoS elements model the technology artifacts through a set of
properties, e.g., name, version, supplier, or description. In the case of a Service, the
modeling element instance has associated the meta-data required for a peer Service to
access the implemented functionalities.

Fig. 1. The simplified SysML block definition diagram of the ISoS model

The ISoS model considers a meta-element with management or coordination roles
at the ISoS, ISystem, and CES levels, respectively ISystem0, CES0, and Service0. A
primary role of the ISystem0 is to act as a directory service managing the metadata
of the ISoS elements that exist within an organization. In the current version of the
ISoS reference implementation, the ISystem0 relies on Apache Zookeeper [4]. Figure 2
depicts the internal structure of the ISystem0 linked to the ISoS Znode, the children
nodes ISystem0, ISystem1,…, ISystemN , the corresponding children CES, and, for each
CESJ , the children Services. ISystem0 has a CES0 composed by Ser0 and Ser1. The
ISoS administration user interface has a CESUI composed of Ser0 and SerUI that makes
possible the navigation across ISoS instance elements, facilitating introspection of its
properties.

Apache Zookeeper /

ISystem1 ISystem2 ISystemN

ISoS

CESKCES0

ServiceZService0

ISoS 
Administra�on

ISystem0

Server1 Server2 Server3 ServerN. . .

ISystem0

CES0

SerI0

Ser1

CESUI

Ser0

SerUI
CESUICES0

SerUISer0
. . .

. . .

Ser0 Ser1

. . .

Fig. 2. The internal organization of the ISystem0

The adoption of the open-source Zookeeper system is motivated by ISystem0 being
a critical system since the other ISystems depend on its availability. If configured in
redundancy mode, the Zookeeper system maintains a consistent replica in N indepen-
dent servers, preferably based on separate hardware. The approach follows the strategy
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proposed in [10], considering a reliable ISystem0 dependent on the fault-tolerant config-
uration of the Zookeeper, implementing the Zab distributed coordination algorithm [3,
4]. Furthermore, beyond the fault-tolerance and distributed coordination strategies [6],
the ISystem0 implementation is prepared to scale several Service instances through the
Observer nodes concept to speed up read-only service lookup operations [5].

One important feature of the ISoS is its capability to make any Service instance
accessible both inside and outside the organization. The ISystem0 is accessible at
isos.organizationDomain:2058. Business partners, such as a technology supplier of an
ISystem, aCES, or a Service, can use this access to collaborate in the maintenance or evo-
lution of the supplied technology artifacts. The access facility offered by ISoS, through
ISystem0, is accessible in any business collaboration context by following the appropri-
ate authentication and security mechanisms. In the next section, we detail implemen-
tation issues of the reference ISystem0 developed in the SITL-IoT project with further
contributions from [12].

3 The SITL-IoT Project Case Study

The SITL-IoT research and development project aims at developing an open IoT Bus for
cyber-physical elements modeled as Services. The project answers the research question
of how to evolve towards an open multi-supplier technology landscape. In this section,
we show how the ISoSmodel was used to structure the computing elements that compose
the SITL-IoT project.

3.1 The SITL-IoT Base Scenario

Figure 3 depicts a simplified view of an agri-food company located nearby the seaport
of Leixões in the north of Portugal, identified as Organization A.

Fig. 3. Case study scenario

In this scenario, we consider only a subset of the elements necessary for loading and
unloading cereals to/from trucks for reasons of simplicity. For truck control, access to the
industrial facilities is done using two gates: North for inbound and South for outbound.
Moving agri-food barges inside the seaport requires an authorization issued by the Port
Authority, represented by Organization B. The purpose of the gate in Organization B
is to control the trucks discharging the bulk-carrier ships from the seaport area. This
area is the Portuguese and EU border with customs and border-police control. As such,
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the movement of products between the seaport and the agri-food organization requires
drivers to authenticate and validate its transport. As shown in Fig. 3, trucks are weighed
both inbound and outbound using industrial scales from different suppliers with its own
specificweigh controller technology and interfaces. The silos include several temperature
sensors that are used tomanage the temperature at regularly spaced levels of its structure.
This weighing bridge infrastructure, the temperature sensor elements, and other cyber-
physical systems of Organization A are modelled as IoT devices. Each IoT device is a
Service element of the ISoS framework. All ISystem, CES, and Service elements may
have an associated synoptic panel for the monitoring and operating of the physical
elements. For the visualization of interrelated technology elements, from ISystems to
Service, a generic Synoptics of Things framework is being developed to simplify central
supervision interfaces [13].

3.2 The SITL-IoT Project Structure and Elements

The ISoS reference implementation groups the artifacts into specialized projects as
Application Programing Interface and Model Elements (APIM), Operations Elements
(OPE), Deployment andOperations Elements (DOE), andMonitoring Elements (MOE).
This approach aims to facilitate the integration of complex technology landscapes, com-
plying to the reference structure and following the guidelines suggested by the Collabo-
rative Enterprise Development Environment (CEDE) [7]. Figure 4 shows the ISoS refer-
ence implementation structure with the ISystem0 and the correspondingCES and Service
elements. The elements ISystem and CES are organized using the above-mentioned spe-
cialized projects (modules) DOE and MOE, since the APIM and OPE are exclusive of
the Service elements.

Fig. 4. ISoS reference implementation project structure (CEDE concerns)

The DevOps approach inspires the DOE project incorporating the mechanisms to
coordinate the development and instantiation of executive parts of ISoS [1]. The MOE
aims todealwith themonitoringmechanisms, e.g., by adopting theSimpleNetworkMan-
agement Protocol (SNMP) with the respective Management Information Base (MIB) to
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model the instrumentation of Service elements. The technology selection can also use
the Java Management Extension (JMX) protocol and the respective instrumentation
modeling using Mbean to be managed by JMX agents. The monitoring of technology
artifacts is of paramount importance to achieve reliable integrated systems, as discussed
in the ISoS framework reliability [11]. OPE organizes the computational logic mak-
ing a Service entity. The project of a Service also includes: i) the APIM module, to
define interfaces and models specific to the Service; ii) the MOE module, to support the
implemented monitoring elements; iii) the DOE module, responsible for deploying the
Service. An alternative is to associate the CES DOE module responsible for deploying
the composing Service elements. Another option is to consider an integrated deployment
of an ISystem done by its DOE project element. In the current ISystem deployment, the
strategy is to invoke the DOE projects of the ISystem orCES composites recursively. For
each CES, the element executes the deployment logic until the leaf Service elements.

The ISoS reference implementation was developed based on the Java ecosystem,
using Apache Maven to structure the project, manage the dependencies, and generate
isolated and composed artifacts. Nevertheless, very similar principles can be used to
develop an ISoS reference implementation using any other technological ecosystem.

As discussed in [7], while ISoS aims to contribute to the substitutability of technol-
ogy artifacts (Service,CES, or ISystem), technology independence needs to be completed
by a unified development environment for unique technology artifacts. Accordingly, the
ISoS reference implementation establishes a separation between ISystems, CES, and
Service elements as concepts, what we refer to as system thinking to enforce tech-
nology independence. The realization of Services in some technology and executed
within the organization (on-premises) or on the cloud refers to software and deploy-
ment/management issues. Figure 4 depicts System Thinking and Software Development
dotted boxes. The System Thinking dotted box represents the ISoS ISystem, CES, and
the Service concept as system elements. The Software Development box represents the
software and integration issues considering the required technology artifacts making the
Service an executable entity.

As presented and discussed in Sect. 2, the ISystem0 primarily acts as the ISoS direc-
tory service of an organization (to locate Service technology elements). Thus, depending
on the current state of Service (Deployed, Running, Undeployed, Restarting, Shutting-
down, etc.), such state is reflected in the administration interface of the ISystem0. The
diversity of technologies and strategies to address the DevOps approach, e.g., Ansible,
and Kubernetes (container orchestration), motivated a comparative study for a contin-
uous architecting with Microservices and DevOps [14]. Our reference implementation
aims to make the ISystem0 a governance platform generalized to manage the life cycle
of Service concept instances and their containment structures (CES and ISystems). Since
a Service exists in the context of a CES and a CES exists in the context of an ISystem,
we can consider the registering of a Service within the ISoS landscape involving the
following steps:

a. Create (or update) the meta-information of the corresponding ISystem;
b. Create (or update) the meta-information of the corresponding CES(s);
c. Create (or update) the meta-information of the Service(s);
d. Start the OPE and MOE modules of the Service(s).
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As a result, the ISoS reference implementation includes i) a generic ISystem DOE
capable of implementing step a; ii) a generic CES DOE capable of implementing step
b; and iii) a generic Service DOE capable of implementing steps c and d. Furthermore,
since in this case study the Java ecosystem was used as the base for the ISoS refer-
ence implementation, the above artifacts are made available as independent JAR files.
This approach allows us to change the implementing artifact by a competing one (sub-
stitutability). Although the discussion presented in this work is focused on the Java
ecosystem, the proposed concepts can be extended to other ecosystems. In fact, that
extension can be a very straightforward process that consists only in the configuration
of the above mentioned JAR files to execute native Operating System processes rather
than Java processes.

For an ISystem reference implementation, the DOE project module is a Java
command-line tool (CLI) that receives two XLM files as arguments. The ISystem meta-
data is specified with the argument -d isystemDef.xml. The list of configuration elements
used to start all the CES included in this ISystem is set with the argument -c cesCfg.xml.
Each configuration element has the location of: i) the CES DOEmodule; ii) the file con-
taining the CES metadata; and iii) the file containing the configuration of the services
included in the CES. All file paths in the configuration elements are relative to a base
directory, specified as an attribute in the configuration file. Additionally, the configura-
tion file has two attributes to specify the path of the Java Virtual Machine (JVM) and
the base working directory of the modules to start.

TheCES reference implementation considers that the DOEmodule follows a similar
approach to the one used in the ISystem DOE module. It is a Java CLI application that
receives as arguments the name of the XML file containing the metadata of the CES (-d
cesDef.xml) and the name of the XML file containing the configuration of the Service
elements that compose the CES (-c serviceCfg.xml).

The file used to define the Service configuration has all the information to start a
Service, including the DOE, OPE, andMOEmodules and the corresponding arguments.
Please note that the OPE and MOE modules are the only ones committed to specific
functionalities, represented using a darker blue in Fig. 4. The ISoS reference implemen-
tation offers a default DOE module, assuming that the OPE and MOE Service modules
are JAR files receiving their arguments in the command line.

3.3 The ISoS Administration User Interface for the SITL-IoT Case

An administrator can use the ISoS user administration interface to register the different
Services that compose the ISoS landscape organization using only the OPE and MOE
modules of each Service and a set of configuration files, as discussed in the previous
section. The fulfillment of the ISoS interface with the tree ISoS/ISystem/CES/Service
is, therefore, a quite straightforward task, as a result of the reference implementation
discussed in the previous sections.

It is worth mentioning that advanced abstractions are under evaluation, namely the
use of container orchestrations, e.g., the Kubernetes automated container deployment,
scaling, and management toolset. However, our approach does not aim exclusively for
the cloud. In fact, we strive for a balanced strategy for the organization’s computing tech-
nology landscape that can be deployed either on-premises or on the cloud, depending on
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resource allocation needs and the most advantageous options that can change dynami-
cally. The vendor lock-in risks motivated the proposal of a “… overlay layer that pro-
vides users with an inter-operable and visibility-supported environment for MSA-based
IoT-Cloud service composition over the existing multiple clouds” [2]. Nonetheless, the
proposed layer seems to introduce additional complexity. The DOE project structur-
ing element can manage the deployment issues in our approach, eventually providing
alternative implementations to cope with cloud provider‘s heterogeneity.

3.4 Revisiting the SITL-IoT Scenario Under a Collaborative Perspective

The ISoS implementation described in the previous sections also enables to analyze the
SITL-IoT scenario presented in Sect. 3.1 under the collaborative network perspective. As
discussed above, every time a truck needs to enter the agri-food area located on-premises
of Organization A, it is necessary to obtain inbound access issued by Organization B.
Using the ISoS model and its associated reference implementation, the collaboration
between the two organizations is a straightforward process. Each of the gates shown in
Fig. 3 is running a Service, denoted as ServiceA, performing the following actions:

1. Collect the driver and truck identification;
2. Contact the ISoS landscape of Organization B (isos.organizationB:2058) to get an

instance of its ISystem0, denoted as ISystem0B;
3. Using ISystem0B, ServiceA performs a lookup operation to obtain the Service

responsible for granting the entry access, denoted as ServiceGateB;
4. ServiceA uses ServiceGateB to authenticate the driver and the truck;
5. If the authentication is successful, the truck can access the agri-food area.

This simple example shows that the presented ISoS reference implementation allows
establishing collaboration among two different organizations, each with well-identified
responsibilities, without knowing the internal details of the involved organizations. How-
ever, the example can be extended to more complex scenarios involving several orga-
nizations. The only requirement is that the involved organizations can access the ISoS
landscape of each other, i.e., access the involved ISystem0. One main problem is that
for ServiceA of Organization A to access ServiceGateB of Organization B, there is a
need for ServiceA to know a priori the path ISystemi/CESj/ServiceGateB and with it
obtain the ServiceGateB meta-data. This problem can be resolved using ISoS. With the
ServiceGateB metadata, the ServiceA client from Organization A can get the necessary
data to configure the client proxy to access the implemented functionalities properly.

The collaboration infrastructure offered natively by the ISoS framework can be
enhanced by adopting the ECoNet collaborative infrastructure [9]. In this case, ServiceA
ofOrganizationAused its ECoM ISystem to have access to a collaboration context shared
with Organization B, that provides the required interaction with ServiceGateB using an
ECoM instance in Organization B. The advantage of collaboration through the ECoM
ISystems is that domain application ISystems share low-level communication, security
mechanisms, and higher-level virtual collaboration contexts multi-tenant groups.
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4 Conclusions and Further Research

This paper presents and discusses a reference implementation of the ISoS framework,
which models the computing technology landscape of an organization. The Java ecosys-
tem adopting the Apache Zookeeper and other open-source projects supports the valida-
tion of the framework in the context of the SITL-IoT project. Beyond the ISystem0 as a
core technological element for any ISoS enabled organization, we present and discuss a
project structure to avoid dependency from subcontracted developments. Furthermore,
we discuss a modeling schema for the automatic management of ISoS concept instances.
Also, we demonstrate how this approach enables configuring operating system services
to automatically register an ISoS Service and the corresponding ISystem and CES when
the computer (physical or virtual) supporting the Service’s execution starts.

We further discuss a monitoring strategy based on SNMP agents operationalized by
the ISoS Service concept and managed by the MOE project structuring element. The
association of monitoring Service agents to domain application Services requires further
research considering the need to abstract legacy protocols, following the adaptive ISoS
Service interoperability mechanism.

For software solution providers like Fordesi, ISoS is a tool that brings industrial IoT
solutions to the transport and logistics sector. The modularity and decoupling strategies
used by the framework enables a quick-wins project management approach that leads
to time and cost-effective solutions.

Concerning collaboration issues, the proposed approach based on the ISoS frame-
work offers collaboration support facilities, since services from collaborative organiza-
tions can mutually find each other and interoperate based on the I0 canonical entry point
and ISoSmetadata facilities. In addition,we discuss the alternative ECoNet using the col-
laborative contexts and virtual collaboration contexts as shared infrastructure elements.
While the collaboration mechanisms offered by ISoS proved to be sufficient for the cur-
rent business case, further research will validate the adoption of ECoNet infrastructure
as a more general approach.
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Abstract. As digital transformation imposes cultural changes in terms of how
value is delivered, continual experimentation helps define optimal solutions for
key stakeholders. From the DIH perspective, the hunt is on for the most impactful
and financially sustainable services that lend themselves to practical customisa-
tion against target group needs. Among these, fostering cross-border collaboration
amongst themselves and between SMEs is also a desirable, albeit challenging
strategy to be pursued by DIHs. We present the approach of DigiFed (Euro-
pean Commission funded project), which relies on a network of 12 DIHs and
Research Technology Organisations (RTOs) to design and experiment with novel
innovation support mechanisms for SMEs across Europe. We analyse the cur-
rently implemented cross-border cooperation instruments and their preliminary
results and describe additional instruments under ongoing experimentation. We
also elaborate on prospects to generalise these instruments for adoption by other
DIH networks.

Keywords: DIH network · Collaborative methods · Innovation support ·
Application Experiments · Cross-border collaboration · SMEs

1 Introduction

The experimentation of tools and collaborative services that are offered by DIHs is a
matter of interest at the national and European level. The offered support occasion-
ally benefits from the opportunities presented by European Commission’s (EC) R&I
funding programmes. This is the case of DigiFed - Digital Innovation Hubs (DIH)
federation for large scale adoption of digital technologies by European SMEs, which
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is currently experimenting with different pathways to foster cross-border collaborative
innovation, primarily among SMEs. The paper discusses the currently implemented
cross-border cooperation instruments and their preliminary results, as a contribution to
the investigation of collaborative services and success stories among DIHs.

To maximise the benefits of digital innovations for European industries, the EC is
realising its Digitising European Industry (DEI) Strategy [1]. It focuses on upgrades of
assets and processes, and business models adaptation to the digital age. This calls for the
full integration of digital innovations across all economic sectors. One of DEI’s key ele-
ments is DIH. These hubs support Small and Medium Enterprises (SME), start-ups and
mid-caps in boosting their competitive advantage by fostering the adoption of the lat-
est digital technologies. Acting as a one-stop-shop, they provide access to digital tech-
nologies and competence, infrastructure to test digital innovations, training to develop
digital skills, financing support, market intelligence and networking opportunities. The
EC invests in EU-wide collaboration across the network of DIHs. What started in 2013
with the ICT Innovation for Manufacturing SMEs (I4MS) initiative [2], was followed
by the Smart Anything Everywhere initiative (SAE) in 2015 [3]. The SAE covers differ-
ent projects, involving DIHs throughout Europe, in several technology areas, including
Cyber-Physical Systems (CPS) and Embedded Systems. All projects offer so-called cas-
cade funding to SMEs andmid-caps to enhance their assets through the inclusion of inno-
vative digital technologies. The expectation is for the selected projects to achieve techni-
cal maturity worthy of sustainable introduction to the market, as also reported by oth-
ers [4]. By improving digital maturity levels, DigiFed also leverages created solutions to
enable new use cases and services in an industrial context. Hence, the focus is placed on
successfully formulating and implementing go-to-market strategies based on expressed
customer needs. Such an approach is critical for customer-driven innovation [5].

EChas financed 16 projects under the umbrella of SAE.Besides aiding industrial dig-
italisation, these projects open newmarkets enabled byCPS and embedded systems. One
of those projects is DigiFed, which was launched in January 2020. Its objectives include
supporting the digitalisation of companies, enhancing DIH services offer, improving
collaboration among DIHs and experimenting with new funding schemes to support
the digital transformation of European companies. The consortium currently gathers the
following DIHs: Minalogic, France; Ikerlan, Spain; Digital Catapult, UK; and Steinbeis,
Germany. All DIHs work with and enhance cooperation within established ecosystems,
expanding and linking with other networks to create an EU-wide Federation of DIHs.
These DIHs offer sustainable cross-border services and partnerships between relevant
European innovation stakeholders (e.g. research & technology organisations (RTOs),
Universities, Accelerators, etc.). To that purpose, the project implements 3 interrelated
innovation pathways: Application Experiment (AEs), Generic Experiment and Digital
Challenge.

AEs are at the core of DigiFed. This pathway attracts companies with varying digital
maturity levels. Thosewith lowdigitalmaturity are supported in upgrading existing prod-
ucts and skills with dedicated services, tools and solutions. Digitally mature companies
are offered further innovative technology integration and access to potential customers,
including large industrial stakeholders. AEs have proven their worth through several
initiatives, especially in the cases of I4MS and SAE.



Experimentation of Cross-Border DIH Cooperation 425

This paper contributes to the research question “How DIHs can effectively foster
cross-border collaboration among each other and between private companies?” by
describing the toolbox of services implemented within DigiFed project and by analysing
the evaluation results and success rate of collaborative projects (TWINAE) against those
that are originating from individual organisations (SINGLEAE) at the application stage.
The analysis facilitates the assessment of the potential of such supporting instruments
to effectively promote and foster cross-border collaboration. The paper also attempts to
identify if DigiFed’s support infrastructure could serve as a portable example of DIH
collaboration to foster similar cross-border partnerships between SMEs and midcaps
across Europe to achieve increasing returns through innovation enticed by cross-border
cooperation, as reported in [6].

Open Calls for Application Experiments. AE is a cascade funding pathway that
selects and finances SMEs and mid-caps to develop CPS solutions based on existing
or to-be-developed prototypes and products. The selection process is initiated via public
open calls and obeys the EC’s principles of transparency, confidentiality, equal treat-
ment, and avoidance of conflict of interests. Applicants may apply via two different
configurations:

• Single AE: a company requests funding (maximum e55k) for an exclusive collab-
oration with one cross-border DigiFed technical partner, which is selected by the
applicant based on a portfolio of technological offerings.

• Twin AE: two SMEs or mid-caps jointly apply for maximum funding of e55k per
applicant, while respecting the cross-border eligibility criteria.

The experience acquired through innovation actions, such as EuroCPS [7] and
FED4SAE [8], suggests that the SINGLE AE type is better adapted to the needs of
organisations that are already engaging digital technologies or wish to integrate new dig-
ital technologies and increase digital maturity. TWIN AE is already tested in a slightly
different form by other SAE innovation actions, such as Tetracom [9] or Tetramax [10].
While also open to companies with a high digital maturity level, TWIN AE attracts
“non-digital” applicants that wish to create the first product/service demonstrator based
on digital technologies. TWIN AE fosters the collaboration of companies that aim to
further CPS-based innovation and have a clear market vision but lack expertise to vali-
date the concept with companies that bring the complementary expertise to realise the
prototype or directly access the market.

The two AE types are evaluated through the same evaluation process using the
same scoring criteria (i.e. business development potential, excellence, impact and quality
of implementation). They are also ranked in a unified evaluation list. The top-scoring
applications are selected for financing. To ensure the maximum possible transparency
and equal treatment of all applicants, each proposal is evaluated in parallel by 3 external
independent experts and a panel of DigiFed internal evaluators, generating an aggregated
scoring list. Considering that noAE type is favoured (i.e. there is nominimumguaranteed
number of SINGLE or TWIN AEs to be funded), the emerging results from two open
calls (OC) provide insights into the success of each AE type.
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2 Support Provided by DIHs to Open Call Applicants

The described OC organisation and management is complemented by specific actions
aimed at supporting AEs in their creation, application, implementation and sustainable
exploitation. The crucial support at the creation phase often helps to form the basis for
sustainable collaboration. The initial support considers two basic aspects:

• The eligibility criteria are clarified to potential applicants at the start of the process.
• Proposal creation- support guidance identification of the project’s crucial aspects
and their mapping to the requirements of the proposal. Aside from the benefit for
the applicants to gain experience with the proposal writing, this process also fosters
improvement in the realistic estimation of the project’s scope, time and budget.

This support takes several forms, including self-service materials (e.g. guide for
applicants, detailed application template), an online application platform (including Fre-
quently Asked Questions, information helpdesk), and interactive sessions. As concerns
the latter, the following formats have been implemented:

• Webinars with a focus on specific application aspects are also recorded and provided
as aYouTube video reference for further self-help. An example includes business pitch
video guidelines. The pitch replaces the originally planned short interviews with the
applicants. In order to optimise the effectiveness of the process and reduce the time
needed to process the relevant amount of applications expected and actually received,
the pitch enables the applicants to present their value creation concisely.

• Bootcamps represent an opportunity to discover DigiFed’s technology and innovation
management offer, while also enabling applicants to meet prospective partners (i.e.,
a form of matchmaking).

The support is geared towards the creation of structured proposals through dialogue
that encourages applicants to question their own ideas. Thus, the selection process dis-
tinguishes the most promising AEs. Further support aids the creation of TWIN projects
through several matchmaking opportunities for the prospective partners. Where applica-
ble, DigiFed also facilitates dialogue between those partners to perfect a common offer.
The complete process, together with the monitoring of the selected AEs, aims at the
sustainable success of the generated assets in the post-AE phase.

3 Application Experiment Analysis and Discussion

The effectiveness of the DigiFed AE pathway is based on statistical evaluation (basic
distribution and dispersion analysis) of the results achieved so far. the outcome of the
analysis is interpreted using the direct experience of the authors in the implementation
of the DigiFed project and interaction with the involved beneficiaries, in a living-lab-
like approach. OC1 (active from March to June 2020) received 72 eligible proposals,
submitted by 94 companies from 26 (EU and associated) countries. They ranged from
start-up to mid-cap size, with an expected prevalence of smaller applicants, i.e. start-up
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and SMEs up to 10 employees representing 72% of applicants. After the implementation
of the selection process, OC1 resulted in 14 projects selected for funding and 22 com-
panies receiving a total of over e1.1 million for digital innovation. OC1 served as an
experiment to assess the reception and application capability of EU companies concern-
ing different collaboration requirements of SINGLE and TWIN AEs. These instruments
were well received as OC1 resulted in over 90 companies applying and a total of 48
Single AE and 24 TWIN AE proposals received.

OC2 (launched in September 2020 and closed in December 2020) received a total
of 75 proposals from 96 companies originating from 25 EU and associated states. The
application rate per AE type was again fairly – and even better- balanced, with 32
SINGLE AE and 43 TWIN AEs eligible for evaluation. Once again, there was a clear
prevalence of applicants from smaller companies (i.e. 28% start-up, 48% SME 1–10
employees), confirming the trend observed inOC1.OC2 resulted in 16 proposals selected
for funding, which involved a total of 25 companies.

These initial data on application rates raised two indications:

• AE is confirmed to be particularly appealing to smaller companies,
• Despite being in its experimental stage, the cross-border aspect of the TWIN AE
type is confirmed to be an interesting approach for collaboration amongst peers in the
framework of a financed research & innovation project.

Upon confirming the appeal of the TWIN AE, the following step was to understand
whether the TWIN AE proposals were also successful in the selection process. The
evaluation process data indicate not only that TWIN AEs were equally represented
among selected AE, but their evaluation scores were also on average higher than those
of SINGLEAEs. Table 1 displays the comparison of the TWIN and SINGLEAE success
rates for both OCs, with 14 and 16 proposals being selected, respectively. The initial
observation is that the final proposal ranking for both OCs generates a fairly balanced
ratio between the two AE types.

Table 1. Success rate at the application stage

TOTAL
SELECTED

TWIN AE SINGLE AE

OC1 14 (100%) 6 (43%) 8 (57%)

OC2 16 (100%) 7 (44%) 9 (56%)

Yet, to define the relevance of these data or their bias by a higher application rate in
one or the other cluster, the number of selected proposals was compared to the number
of applications submitted per each AE type to determine the actual success rate, corre-
sponding to the ratio between awarded and submitted proposals per type. This resulted
in divergent trends between two OCs, as the success rate per AE type was:

• OC1 → Twin AE 33% success rate vs. Single AE 13% success rate
• OC2 → Twin AE 16% success rate vs. Single AE 26% success rate
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Nevertheless, further data analysis (Table 2) suggests that smaller companies had
a consistently higher success rate when applying within the TWIN AE configuration
rather than in a SINGLE AE; suggesting that this instrument is particularly apt to aid
the major target audience and smaller companies (as per DIH mission).

Table 2. Success rate with respect to the company size

Start-ups SME 1–10 employees

TWIN AE success
rate

SINGLE AE
success rate

TWIN AE success
rate

SINGLE AE
success rate

OC1 23% 25% 16% 5%

OC2 35% 13% 24% 14%

The analysis of the evaluation scores per AE type is visualised in Fig. 1. The dis-
tribution of the scores of all the applicants in each of these categories per OC shows
a general tendency of a higher scoring of TWIN over SINGLE AEs, albeit without a
strong dominance. If focusing only on the call winners, the dispersion of the scores is
reduced. However, a soft dominance of TWIN AEs is present.

The total score per application is also analysed. The score is obtained by simply
adding the scores in the four criteria. A clearer dominance of TWIN AE is observable,
especially if only focusing on thewinners of OC2.A difference is also observed in TWIN
AEs between the two OCs. In this case, the dispersion of the scores drastically increases
for winners, as well as overall applicants. A possible explanation could be related to the
fact that SINGLE proposals were being more comprehensively guided by the DigiFed
technical partners, hence containing the dispersion of scores. The in-depth investigation
of this aspect exceeds the scope of this paper and will be the object of further analysis.

Hence, the analysed data suggest that the TWIN AE was an effective tool to boost
cross-border collaboration among peers, and, mostly among smaller companies, in line
with themission of DIHs. Further information elaborated at the qualitative level suggests
added relevant impacts. First, it has been noticed that TWIN AEs were particularly
suitable to promote the participation of low digital companies. Indeed, based on the
direct interactions that the DigiFed monitoring partners had with the applicants during
the OC1 implementation phase and during the helpdesk sessions, a qualitative trend of
low digitalised companies’ participation predominantly in TWIN AEs was appreciated.
For this reason, a first assessment tool was introduced in OC2, based on a single question
asked to all the applicants during the registration phase (for preliminary characterisation
of the applicant population). The results of this test confirmed the fact that, among
low digital maturity companies (13% of the total OC1 and OC2 applicants), two thirds
applied as TWINAE. Indeed, the number of applicantswith lowdigitalmaturity has been
twice as high in TWIN AEs than in SINGLE AEs. Based on the preliminary evidence,
DigiFed is experimenting in its third OC with a specific AE type aimed at increasing the
participation of low digital maturity companies and is working in parallel on an extended
structure of digital maturity assessment and impact estimation (see Sect. 4). The complex
issues of assessing the maturity level of SMEs [11] is simplified to the level adequate for
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implementation within DigiFed. Secondly, based on a brief online survey addressed to
all awarded TWINAE beneficiaries, it has been noted that this AE type is also functional
to support the business of the applicants. Most respondents (66,7%) confirmed that the
TWIN AE allowed them to consolidate ongoing collaboration partnerships and that the
expected benefits of this collaboration encompass the complementarity of competences,
the consolidation of long-lasting collaborations and the possibility to enter newmarkets.

a. Scores of all applicants b. Scores of the winners

Fig. 1. Distribution of the scores of applicants and winners of both DigiFed OCs according to the
different evaluation criteria and the total score

4 Other Collaborative Actions

Although the TWIN AE instrument is the key mechanism of fostering cross border [12,
13] technical and business innovation amongst SMEs [14] through cascade funding-
supported projects, DigiFed is experimenting with other variants of similar engagement.
The other variants are not presented in detail here, but we will further explore recognis-
able topological features of these instruments to provide improved understanding and
potential reuse in DIHs and collaborative scenarios.

Three other instruments had been developed to foster the close-knit cross-border
cooperation, taking a different angle on how the projects could be formed:
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• Low-digital TWIN AE (conceived based on the evidence discussed above) targeting
asymmetric scenarios with one SME as a technology provider that integrates innova-
tive concepts into the environment of a low digital maturity SME in another country.
Funding up to e50k is offered for each applicant.

• Digital Challenge is another asymmetric scheme, where a large enterprise (Digital
Challenge Owner) acts as an early adopter seeking cutting-edge digital solutions
to a defined challenge. The purpose is to highlight attractive market needs to be
addressed through CPS and embedded systems to solve industry challenges set by
corporate stakeholders. The mechanism is applied where no available solutions have
been identified in the market and the proposed solutions are to be developed and
integrated into their core processes by the selected SME. The financial support of the
Digital Challenge Owner to SME is matched by DigiFed (up to e55k).

• Generic Experiment (GE), distinguished from the others by the active technology sup-
port to SMEs from the coordinating facility (DIH or otherwise) with a technological
research and development function. In particular, GE revolves around key-enabling
technology building blocks which the cascade funding coordinator develops through
exploration of the international market and value-chain requirements. This inquiry is
conducted with SMEs participating in the GE community through various activities,
e.g., workshops to implement advanced technology demonstrators with co-funding
from regional authorities.

The variants are not necessarily mutually exclusive. They can complement one
another e.g.; an AE project might result in an innovative solution that can be later inte-
grated into a Digital Challenge. Overcoming differences in business culture yields direct
benefits for the future endeavours of the involved SMEs. The general benefits for partici-
pants involve cross-border collaboration through administrative rules of cascade funding,
improved funding and networking opportunities, access to knowledge and equipment,
a better understanding of foreign markets and transferability potential, possible staff
exchange etc. There is also a major benefit of customised schemes of co-funding and
scale of funding coordinator involvement to provide distinct results based on resources
and objectives of DIHs. European DIHs strive to engage more actors to increase cov-
erage of industrial sectors and widen own networks for future opportunities [15]. Thus,
quick transferability and replicability are essential for paced implementation to support
these common goals [16]. In our assessment, the AE cascade funding instrument with a
focus on cross-border cooperation is portable to other ecosystems. Sustainability poten-
tial, transferability in other DIH potential, adaptability to context variation and common
approaches, balancing flexibility and control, external collaboration [17] within new and
established innovation mechanisms, are to be further investigated in a longer and more
diversified scenario.

5 Conclusion

DigiFed is on the lookout to create the most impactful mechanism to aid the creation of
value and competitive advantage for European SMEs and mid-caps. The analysis of the
proposal for the Application Experiment (AE) facilitates the portability assessment for
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the innovation pathway. While TWIN AE was tested by other initiatives in the past, its
relatively recent appearance allows further experimentation in a quest to optimize this
instrument according to target stakeholders’ needs. In DigiFed’s case, the experimen-
tation focuses on fostering cross-border collaboration, which has had limited coverage
in the past involvement of DIHs, which are typically working on a regional level. Two
recent open calls have created a balanced portfolio of AE types (SINGLE vs TWIN).
The smaller companies (1–10 employees) had a consistently higher success rate in terms
of proposal application to TWIN AE type. Equally, companies with lower digitalisation
maturity level are more likely to apply to the collaborative AE (TWIN). The future
investigations will consider AEs’ implementation progress and sustainable exploitation,
as well as the evolution of the funding mechanisms. Authors consider that there is a need
for a deeper understanding of the DIH impact and their improved collaboration for the
benefit of innovation and digitalisation in Europe’s SMEs.
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Abstract. Digital innovation hubs (DIHs) are a strategicmeans to drive European
Small andMedium Enterprises (SMEs) digital transition. The European Commis-
sion has envisioned four main functions characterizing DIHs’ service portfolios
(“Test before invest”; “Support to find investments”; “Innovation ecosystem and
networking”; and “Skills and training”). However, DIHs target different functions,
e.g. focusing on helping launch novel digital technologies to market, or directing
investment opportunities. DIHs are also at different maturity levels, interact with
different actors and exist in regions with different conditions for innovation. There
might not be an equal need for all four functions, and they might not be equally
well served. This study aims to explore and derive implications for the deployment
of the four main functions by DIHs. It builds on the activities of DIHs involved
in the DIH initiative through several innovation actions, including FED4SAE and
HUBCAP.

Keywords: Digital innovation hubs · Service portfolio · Innovation ecosystems

1 Introduction

Digital innovation hubs (DIHs) are entities that support European companies in the
ongoing digital transformation of society. This support is provided in the form of services
related to four “functions” [1]: (a) “Test before invest” (services related to technical
expertise and experimentation); (b) “Support to find investments” (services related to
brokerage between firms and funding organisations); (c) “Innovation Ecosystem and
Networking” (services related to finding and supporting connections that enable or make
innovationmore effective); and (d) “Skills and training” (services related to ensuring that
firms can access the training or adequately trained professionals they require for pursuing
digitalisation). The European Commission (EC) has supported the establishing of DIHs
since 2014, primarily through funding innovation actions. DIHs form the nucleus in a
growing number of public-private innovation ecosystems, i.e., interconnected production
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and user side organisations of both public and private character that, directed by a lead
organisation, focus on value creation [2, 3].

While innovation ecosystems are gaining increasing attention, the concept itself
[4], their genesis [5], and the associated implications of public-private cooperation [3]
are understudied. Which actions public actors should take during ecosystem genesis
to ensure that an innovation ecosystem thrives is unclear. The four functions relate
to activities necessary for successful ecosystem growth that typically fall under the
responsibility of different roles, such as the provision of advice by experts (“Test before
invest”) and the forging of partnerships by ecosystem leaders (“Innovation Ecosystem
and Networking”). Different DIHs will strive to fill different roles, either by choice or
to ensure a fit with their current capabilities. DIHs might thus, rightfully, not strive to
address all four functions, and they should possibly also address them differently.

This paper aims to problematize theDIHdeployment of services according to the four
functions, exploring difficulties for DIHs in providing services in one or several of the
functions. More specifically, this study probes such difficulties to identify implications
for public innovation ecosystem leadership.

2 Related Work

Organisations participate in innovation ecosystems for different reasons [6, 7]. Depend-
ing on whether they are public or private, they often enter into innovation ecosystems
from central positions either in knowledge or business ecosystems [8, 9]. That said,
many areas that used to be the responsibility of either public or private organisations
have become shared [10], and the increased public-private collaboration in innovation
ecosystems is a part of enabling this shift.

However, this collaboration is not without friction. Firstly, the basic culture and
character of the work outputs of firms and academia usually differ, introducing prob-
lems when cooperating [11, 12]. Secondly, the reasons for participating in an innovation
ecosystem can also mean that organisations choose to take on specific roles. Focusing
on a leadership, direct value creation, value creation support or entrepreneurial ecosys-
tem role [5] will both provide and remove opportunities. Thirdly, the governance of
innovation ecosystems is often supported by platforms that constrain the evolution of
technology and services [13]. The control of such platforms, and associated non-pricing
instruments, can be critical to avoid innovation ecosystem failure [14]. Ultimately, the
success of ecosystem genesis also depends on the characteristics of the people that
form the collaborative network(s) within an ecosystem. Over time, this should select for
relationships with little initial knowledge overlap [15], and between narrowly focused
academia and firms focusing on technology recombination [16].

3 Methodology

This paper builds on the activities of several DIHs that have cooperated over several
years. Each of the functions mentioned in the introduction is approached using data
sets gathered by the authors during Horizon 2020 innovation actions associated with the
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DIH initiative. This section discusses the associated data gathering, data analysis, and
associated validity concerns.

The “Test before invest” function is analysed using three data sets from the HUB-
CAP [17] innovation action, which started in 2020 to facilitate the use of model-based
design technology for cyber-physical systems (CPS) by bringing together an innovation
ecosystem around a collaboration platform1. The collaboration platform provides a web
application that features a collaboration environment (consisting of an enterprise social
software) enhanced with a sandbox (a cloud-based solution catering tools and models in
a ready to use virtual environment). The first data set comes from a survey integrated on
the collaboration platform to obtain initial feedback fromusers on its usability and limita-
tions. Responseswere gathered from a population of small andmedium-sized enterprises
(SMEs). The second data set comes from the 8 DIHs in HUBCAP, and consists of a sum-
mary of the most important innovation support services they provide. A central member
from each DIH listed their most important services. Then the types and descriptions of
the services were harmonized by a single investigator. The result was reviewed by two
independent investigators to identify mistakes during the harmonization.

The “Support to find investments” function is analysed using two data sets. The
second data set used for the “Test before invest” function is used again. Furthermore,
the contacts providing funding opportunities to the 8 DIHs were also collected. This
information was gathered through iterations with several members of each DIH and
constituted: (a) the organisations that are part of their ecosystem; (b) their relationships;
and (c) the associated learning, networking and funding opportunities. 7 ecosystems
were mapped out with enough quality to be useful for comparative purposes.

The “Innovation ecosystem and networking” function is analysed using data from
the effort of the HUBCAP project to build a more tightly connected network of DIHs. To
foster the ecosystem building and networking HUBCAP set up an open call programme
with multiple trickle-down funding calls. Before each call a number of open workshops
and Q&A sessions brought SMEs together, creating opportunities for new partnerships.
The data set for this function was collected by asking each DIH in the network which of
the SMEs that were funded by first two open calls that were also new to the ecosystem.

The “Skills and training” function is analysed using data from the FED4SAE inno-
vation action, which between 2017 and 2021 aimed to lower the technical and business
barriers for innovative companies in the CPS and embedded systems markets. As part
of this project 8 DIHs were asked to provide details on the organisations in their public-
private innovation ecosystems, their relationships, and their ways of upskilling their
employees. After networks maps for the knowledge and training relationships had been
established, the firms seeking to join the DIH innovation ecosystems through FED4SAE
were approached for interviews. Out of a 100 such firms, 20 were interviewed for about
20 min each by two interviewers. An interview script focusing on learning opportunities
and the skill set of SME employees were used to ensure a coherent coverage across all
interviews. As both the questions and number of interviewees were limited, the inter-
viewers created summaries of the replies for each question during the interviews. These
summaries were then used to discuss each question in separation when all interviews
had been concluded.

1 https://dihiware.eng.it/dihwelcome/

https://dihiware.eng.it/dihwelcome/
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4 Results

The detailed results from the survey on the initial HUBCAP industry experience2 and
the summary of innovation support services3 are available in separate reports.

4.1 Test Before Invest

Survey respondents were overall satisfied with the platform. Nonetheless, 40 percent
declared that the platform limits features of the asset deployed to it, as a cloud-
based/virtual machine always has limits that a physical machine does not have in terms
of hardware, software, or licensing. In some cases, only part of the features of the assets
provided by the initial population of SMEs were feasible to deploy.

In regard to the summary of available services, Table 1 describes the number of
“Test before invest” services provided by the DIHs. These services aimed at providing
(a) physical, exceptional testing and validation equipment, (b) demonstration facilities,
(c) insights and training on novel technology, and (d) collaborative research.

Table 1. Testing and funding – DIH functions

DIH Testing services Funding services Ecosystem funding opportunities

1 2 1 13

2 0 1 9

3 2 0 14

4 3 0 1

5 1 1 5

6 1 3 12

7 1 2 11

8 1 - -

The most important “Test before invest’” services identified by the DIHs are centred
on the DIHs themselves. They involve firms collaborating with DIHs through a hub-and-
spoke collaborationmodel. i.e., a network designwhere theDIH as a central organisation
(a hub) is connected to firms which themselves (mostly) lack direct connections. In con-
trast, the HUBCAP collaboration platform enables point-to-point collaboration between
firms. One of the most important aspects of a central platform is that it allows innovation
ecosystem leaders, by constraining technology and services, to avoid low quality that
might turn away potential users. It is then noteworthy that survey respondents mentioned
that only part of the features of some platform assets were feasible to deploy. This might
lead to users becoming frustrated with the digital format. Successful quality control by

2 https://www.hubcap.eu/assets/res/files/D3_2.pdf.
3 https://www.hubcap.eu/assets/res/files/D2.1_DIH-Services.pdf.

https://www.hubcap.eu/assets/res/files/D3_2.pdf
https://www.hubcap.eu/assets/res/files/D2.1_DIH-Services.pdf
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ecosystem leadership rests on them being prepared for actively using non-pricing instru-
ments, such as legal agreements, licenses, and oversight. Therefore, even if the services
provided by firms are only intended to demonstrate the functionality of their products,
DIHs must ensure this is framed correctly to give users the right impression.

4.2 Support to Find Investments

Table 1 also describes the number of funding services provided by the investigated DIHs,
and the funding opportunities that they perceive in their ecosystem. 7 DIHs, which were
possible to map with a good enough quality, are included. These DIHs provided funding
services aimed at (a) helping other organisations write competitive research proposals,
(b) providing direct financial support in e.g. open calls, and (c) building business and
innovation skills.

Many funding services in the innovation ecosystems, and especially those focused
on enabling firms to separately apply for funding, were not emphasised by the DIHs. The
culture and character firms and academia differ, most likely making DIHs as ecosystem
leaders lean towards funding opportunities that firms can explore in synergy with the
research focus of academia. However, SMEs are often very focused on identifying fund-
ing to grow opportunities from early discovery to sustainable business. This suggests
that DIHs should increase their emphasis on brokering funding that targets also higher
technology readiness levels.

4.3 Innovation Ecosystem and Networking

Table 2 describes (a) the number of proposals that were accepted in the two calls, and
(b) how many of the associated SMEs were already known to the involved DIHs.

Table 2. Networking and open calls

Open call Number of accepted
proposals

Previously known SMEs

#1.1 21 4

#1.2 14 3

The results suggests that the open calls enabled many new SMEs to enter the DIH
innovation ecosystems. Unfortunately, this is not only positive. DIHs might be unable
to collaborate smoothly with firms they are not familiar with, since they can for instance
be active in application domains unknown to the DIHs4.

An online collaboration platform, like that of HUBCAP, could possibly ease such
collaboration difficulties: as collaboration is built upon point-to-point relationship, such
platforms can allow networking firms to tie other DIHs to their original innovation

4 This was the case in this data set, as shown in https://www.hubcap.eu/assets/res/files/D2.2_Ecos
ystem_Building.pdf.

https://www.hubcap.eu/assets/res/files/D2.2_Ecosystem_Building.pdf
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ecosystem. In other words, these platforms can allow SMEs to build networks of DIHs
able to jointly support their specific needs.

4.4 Skills and Training

The network maps indicated that the learning opportunities deemed most important by
the FED4SAE innovation ecosystem participants could be divided into preparatory and
continued education. The former preparing professionals for employment, and the latter
meant to provide upskilling during their careers. Important preparatory education was
carried out by the (primarily academic) partners in the innovation ecosystem nucleus.
However, important continued education was almost exclusively provided by periph-
eral organisations or initiatives that were only open to paying members. The interviews
probed the implications of the network maps, as these indicated that SMEs would strug-
gle to access advanced continued education. However, most SMEs indicated that they
had a close relationship with academic institutions, for instance through founders that
were formerly, or even currently, employed within academia. Through these informal
relationships they were able to access both knowledge, learning opportunities and exper-
iment facilities related to advanced state-of-the-art research at low or no cost. In fact,
even if continued education would have been accessible through more formal relation-
ships, the SMEs would struggle to pay for it. The solution to accessing necessary skills
was thus seldom upskilling, but rather recruiting someone who already possessed the
right set of skills.

It is positive that the interviewed SMEs do not have difficulties in accessing the
advanced training they need, but not that this access is dependent on personal contacts.
DIHs shouldwork towards also formalizing access to training, to ensure that it is provided
on a fair and equal basis. However, if not supported by authorities or funding agencies,
this could come with a price tag rendering the training inaccessible to most SMEs. One
way of overcoming this obstacle could be for DIHs to work towards securing a training
budget in other activities that involve novel technology. This could involve other services,
such as those within the “Test before invest” function, or the trickle-down funding of
open calls.

5 Discussion

The results obtained through this research confirm that different DIHs play different
roles, addressing specific combinations of the four functions defined by the EC. These
differences in emphasis are the prerogative of the individual DIH, as the EC envisions an
extended pan-European ecosystemofDIHs – eachDIHdefined by its own nature, region,
and focus regarding industries and digital technologies. As long as the pan-European
ecosystem can activate innovation-driven collaboration, any single DIH would not have
to strive to concurrently address all of the four functions. However, this emphasis should
impel informed choices to ensure ecosystem growth.

This should include recognizing the impact of public innovation ecosystem leader-
ship.We explain the importance attributed to funding services focused on exploiting syn-
ergies with research with the leadership of research institutions. Although this is in line
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with the primary needs of public, especially academic, institutions, suchDIHs should not
forget to put effort into brokering funding that targets higher technology readiness levels.
As funding is often the basis for enabling collaboration this focus on research might also
further drive the selection for specific collaboration partners observed in public-private
collaboration, i.e., firms focusing on technology recombination. Similarly, we explain
the lack of formal pathways to continued education with higher education institutions
found in the centre of knowledge ecosystems – actors that might easily become impor-
tant stakeholders in innovation ecosystems. To avoid a skewed training provision, these
DIHs should ensure that such pathways are created, and that these do not incur costs
that prohibit SMEs from using them. It should also include recognizing the increased
requirements of the new relationships and types of collaboration that the DIH initiative
is initializing. The investigated DIHs were focused on a hub-and-spoke collaboration
model and were seeing an influx of many SMEs from application domains unknown to
them. As small knowledge overlaps can lead to strong relationships centred on knowl-
edge brokering, this initial large knowledge distance could easily force a large effort
upon DIHs. Collaborative platforms can help mitigate this difficulty by allowing SMEs
to build networks of DIHs ably to jointly support their specific needs, as collaboration
can be built on point-to-point relationships rather than the hub-and-spoke collaboration
model. However, when moving away from an innovation to a business ecosystem, DIHs
must still ensure a collaboration platform with high-quality services and artefacts. This
might require the use of non-pricing instruments, such as licensing and oversight. These
might not be well understood by DIHs run by research-focused organisations, which
suggests that these DIHs should be especially careful when deploying services via dig-
ital collaboration platforms. A main limitation of this research is the study of only one
particular type of DIH ecosystems, i.e., those focused on the CPS industries and with
considerable engagement by public organisations. Other industries or types of innova-
tion ecosystem leadership could have other difficulties. Nevertheless, further research
should investigate these difficulties in more detail to provide further guidance to public
leadership on how to ensure innovation ecosystem growth.

6 Conclusions

The innovation ecosystem literature typically focuses on private innovation ecosystem
leadership. This study highlights how public innovation ecosystem leadership could
fail to support (all) firms in their innovation ecosystem by providing services for the
four functions primarily skewed towards exploiting synergies with their other activities.
Addressing associated bias might involve considering the, especially financial, limita-
tions of the typical SME, as well as making use of contemporary technology such as
collaboration platforms. The latter could bring further benefit through the additional
flexibility brought on by moving innovation ecosystems away from the hub-and-spoke
collaboration model, although it could also bring extended requirements on business
skills that public organisations might find it difficult to address.

Acknowledgments. The work is partially supported by the Horizon 2020 Programme under GA
n° 701708 and 872698, and VINNOVA under GA n° 2015–01524.
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Abstract. Digital transformation is critical for the competitiveness of SMEs.Dig-
ital Innovation Hubs (DIHs) aim to regionally support companies in the devel-
opment of new products, processes, or services, providing access to advanced
technologies. Since DIHs have to be financially sustainable, it is important to dis-
cuss which business models are put forward in such complex arrangements. Our
main goal is to analyse how DIHs, specialized in Industry 4.0 technologies and
services, create, offer, and capture value. The research was conducted through
a documentary analysis of reports about DIHs’ Business Models, generated by
three European initiatives (encompassing more than 300 DIHs). Results demon-
strate that one BusinessModel does not fit all, since regional characteristics, which
vary among different DIH’s, are themain drivers to define value creation, offer and
capture. This work aims to provide DIH managers insights to help them develop
sustainability strategies.

Keywords: Business model · Digital transformation · Digital innovation hub ·
Innovation

1 Introduction

The current phase of the digital transformation, described by initiatives such as Indus-
try 4.0, Smart Manufacturing and Industrial Internet of Things (IIoT), among others,
is receiving increasing attention from manufacturing industries. Through Industry 4.0,
companies aim to reduce operational costs while increasing productivity, quality, and
flexible production supported by the intensive use of technologies in production and
commercialization processes [1, 2]. Improvements are achieved through the integration
of physical and virtual objects that allow a real-time monitoring of people and machin-
ery, adding to the interconnectivity betweenmachines, products, intelligent systems, and
interrelated solutions [3, 4]. Supported by different models such as the Reference Archi-
tectural Model Industry (RAMI) 4.0, industry 4.0 enables the transfer of the decision-
making process down tomachine level, deploying a self-regulating production system [5,
6]. The digitalization of products and processes allowed by improvements in sensing and
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communication are key for advanced decision-making processes [7]. The application of
digitalization in companies can occur in phases or levels of technology implementation,
involving: 1) the digitalization of processes and integration of the value chain; 2) the
digitalization of products and services; and 3) the generation of new digital business
models [8].

To support companies through its digital transformation, DIHs offer a wide range
of services through an ecosystem organization model [9]. DIHs are usually formed by
a network of Research and Technology Organizations (RTOs), universities, and tech-
nology providers, among others, acting as one-stop-shops to offer customized solutions
to companies [10]. DIHs can be considered a Virtual Breeding Environment (VBE)
[11], since they represent an association of different organizations with complementary
skills and resources. There are currently already 664 DIHs across 39 European countries
identified in the European Union (EU) Digital Innovation Hubs Catalogue [12]. The
main challenge of DIHs, given its complex arrangement of technologies and agents, is
to define a proper business model for their operations.

Business model (BM) is a logical structure to create value for all stakeholders of
a business [4] and includes, in general, four main areas of an organization: a) cus-
tomers, b) value offer, c) infrastructure, and d) financial viability [13]. DIHs, however,
usually only stimulate partnerships among the agents of its network and SMEs, while
services are offered in a one-to-one relation between the company (demand agent) and
the RTO/University/Tech Provider. One of the tools used to portray an organization’s
business model is the Business Model Canvas [13] which presents a visual structure that
allows the presentation of the critical elements for business operation. This tool, however,
does not always address all the relevant characteristics of an organization with complex
ecosystems such as DIHs. Consequently, other tools, more suitable to accommodate
DIHs’ BM specificities, had to be identified.

Given this scenario, our objective is to analyse how DIHs, specialized in Industry
4.0 technologies and services, create, offer, and capture value, by identifying business
model patterns. This work aims to contribute to the theoretical body of knowledge on
business model innovation and provide DIH managers insights to help them better steer
their activity. The next section presents the theoretical background about BusinessModel
Analysis and DIHs, followed by the Research Method in Sect. 3. Section 4 presents the
main results, followed by the concluding remarks on Sect. 5.

2 Literature Review

The main objective of a BM is to define how a company addresses aspects of its business
(physical, human, and material resources) to create and deliver value to its customers
[14]. In addition, it also describes how to attract clients willing to deliver value to
the company (capture value), generating financial results to the company [15]. Here, the
business model framework, also known as BusinessModel Canvas (BMC) [13], presents
a visual structure of a BM’s basic elements, and its interrelations, thus emphasizing the
critical elements of business success. The BMC is represented by nine blocks [4, 13,
16], describing:
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• Customer segments: groups or segment of clients the company aims to sell its product
/ service to;

• Customer relationships: how the company will interact and create loyalty within its
clients;

• Revenue streams: company’s income sources;
• KeyActivities: company’s themain activities necessary to deliver its value proposition
and implement its business model;

• Key Resources: company’s key assets, e.g. exclusive machinery, Intellectual Property,
or highly trained employees, necessary to run its key activities;

• Key Partners: company’s external partners (suppliers, partnerships, outsourcing)
necessary to run its key activities;

• Cost Structure: company’s main expenses to run its business model;
• Value Proposition: company’s unique solution – either product or service – that will
be offered to the market. It should address a problem or create value to company’s
customer segment.

The BMCpresented by [13], however, is mainly suited for companies with one single
product, such as start-ups, or companies with independent products. Here, each prod-
uct has its own business strategy, aiming to maximize its individual rentability. A DIH,
however, is a muchmore complex organization, since on the one hand it has its own tech-
nological specialization, according to regional demands, and on the other it orchestrates a
set of different actors with different business strategies [17]. DIHs are network organiza-
tions, usually managed by public organizations, constituted of regional or national inno-
vation actors. Consequently, DIHs must have a broader strategy to encompass different
types of value streams, also addressing social and public impacts.

Therefore, in order to analyse the main characteristics of DIH business models, two
other BM Canvases will be jointly used: the Public Private Partnerships (PPP) Canvas
[15] and the Service Logic BMC (SLBMC) [18]. Adding to the BM Canvas, the PPP
Canvas has four extra blocks describing [19]:

• Extended Beneficiaries: Describes organizations or other type of entities who receive
indirect benefits of the DIH’s services;

• Impact: Describes how the services offered by the DIH benefits its own region through
the creation of social, public, or environmental value;

• Governance: Describes the DIH governance model with its associates;
• Business Ecosystem: Describes how the DIH interacts with regional/national business
ecosystems.

On the other hand, the SLBMC is also composed of nine building blocks, just like
the original BMC, but here, each block contains two perspectives: the organisation’s
(as usual) and the customer’s. The customer perspective was added to make organisa-
tions analyse their business from the perspective of customers’ activities, practices and
experiences, thus focusing on the services they can provide to the customers [18].

Considering the different ways to analyse and detail a business model, in addition
to the specific characteristics of industry 4.0 [20, 21], our analysis will describe and
compare how DIHs specialized in Industry 4.0 create, deliver, and capture value to and
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from its associates and companies served: (1) value creation represents the DIH’s main
activities, identifying its operation, resources, and relationships with key partners; (2)
value offering represents how the services offered by the DIH satisfy customers’ needs;
(3) finally, value capture refers to how the DIH define and engage with its customers,
determine demands and needs, how customers perceive value delivery and what type
of relationship the DIH must maintain with the customers served by its associates. A
key aspect here is not only analysing the BM elements, but how their interrelation
demonstrates the organisation’s full strategy.

3 Research Method

Following this work’s objective, the research question is as follows:What are the relevant
characteristics of value creation, offer and capture for DIHs specialized in Industry 4.0
technologies?

The research design was developed through the following steps: first, we reviewed
the literature about Business Model Design, Business Model Canvas and PPP Canvas in
order to identify the main elements of Business’s Value Creation, Value Offer and Value
Capture. Second, we carried out an exploratory research based on document analysis
[22], mainly based in project reports. Three project reports were analysed: (1) BEinCPPS
- Business Experiments in Cyber Physical Production Systems [23], describing 5 DIHs;
(2) Smart4Europe2 – Catalysing Digitisation throughout Europe [24], describing 5 DIH
networks; and (3) DIH.NET Community [25], presenting survey data of 300 DIHs.

All documents provided rich information aboutDIHbusinessmodels, being reports 1
and 2 based on an in-depth analysis of specific DIHs, while report 3 conducted a survey
with 300 DIHs. This analysis was combined with DIH’s websites and other reports
publicly available. In the next sections we present the consolidated analysis of all DIHs,
presenting the main characteristics of value Creation, Value Offer, and Value Capture
for DIHs specialized in Industry 4.0 technologies and services.

4 Research Results

In order to consolidate the data from different documents, our analysis focused on
describing themain characteristics of value creation, value offer, and value capture of the
different DIHs. As the main objective of DIHs is to support companies in the improve-
ment of their production processes, products or services, using digital technologies [12],
the discussion about value creation, offer, and capture aims to foster the development of
new DIH, or support existing ones with benchmark analysis.

4.1 Value Creation

In order to be competitive and sustainable, aDIHmust create value to its region according
to local demands and governmental goals. As could be observed, most analysed DIHs
create value through five main activities: (1) Ecosystem building, scouting, brokerage,
networking - here collaborative platforms such as DIH4Industry, DIHNET and AI4EU,
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among others, increase DIH’s competences; (2) Collaborative Research among compa-
nies and DIH’s associates; (3) Education and skills development; (4) Concept validation
and prototyping; and (5) Testing and validation. These activities, however, do not create
value by itself. They should be aligned with different strategic definitions, as described
below:

• Regional characteristics and industrial demand;
• Partners and how they complement their resources;
• Legal arrangement;
• Vision, mission and expected impact;
• Main services, technologies and facilities;
• Cost structure.

In addition to these strategic definitions, issues related to the legal structure andmodus
operandi of the DIH emerged. E.g., the main identified DIH strategic decision was to be
established through a public or non-profit organization, such as RTOs, thus sharing its
facilities and cost structure. This type of organization usually assures high commitment
and low cost for companies, as well as high trust for the involved stakeholders. Another
form of legal organization is through the DIH network, without a formal structure. Here
one organization is defined as lead partner, which officially represents thewhole network.
In both cases an executive managing team could be arranged among the most active DIH
partners, committed by a memorandum of understanding that can also describe the DIH
main activities and processes (such as service portfolio, admission process of service
providers, governance, dissemination policy, conflict of interests, financing sources,
advisory group, etc.).

4.2 Value Offer

Although addressing the needs and demands of a specific region, differences in DIHs
value offer represents their own competitive advantage. Companies, as clients, have a
critical eye when choosing a DIH to partner with. Consequently, geographical proximity
does not necessarily mean companies will not look for other DIHs with a better value
offer. Therefore, as the value offer of DIH is mainly represented by how the services
offered by the DIH satisfy customer needs, the greater the quality of the service, the
greater the chance of a certain DIH to attract more clients.

In this sense, the most observed strategy is defined by training services and work-
shops, where companies can discuss how the services offered by the DIH may address
their specific need. The development of training sessions in solutions identified as key
to a specific sector shall bring the attention of a specific cluster of companies, open-
ing an opportunity to demonstrate how new technologies work and how could it be
applied to other companies. Such training activities, often carried out through hands-on
experience in demonstrations labs, may result into future services to implement the tech-
nologies presented, thus upgrading company’s technology maturity level. In a similar
way, workshops open to specific groups of companies may be an opportunity to present
certain technologies in a ‘test-before-invest’ methodology, consolidating the DIH as the
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reference organization for a particular technology. Consequently, through unique value
proposition, DIHs build on new business models for the sustainability of their activities.

4.3 Value Capture

Given the current sustainability challenge, DIHs must define strategies to improve value
capture. One of the main activities in this sense is to properly disseminate the benefits
of the DIH to its region, engaging in dissemination activities. Besides using online plat-
forms, DIHs also offered open seminars, technology demonstration sessions, and work-
shops to representatives of the different regional industrial sectors, using the opportunity
to present its activities, how it could add value to companies, and in which ways com-
panies could engage in activities with the DIH partners. Here the identification of who
are the DIH’s main clients and industrial sectors, adding to which are the most relevant
services offered by the DIH, supports the deployment of a value capture strategy.

Another important issue identified is the definition of the DIH revenue streams, as
they should define a proper strategy for its individual sustainability. Although the DIHs
main funding sources are still public (either regional, national or European), private
funding is one option for half of the DIHs analysed. Here we observed not only the
payment of specific services by SMEs, but also periodic fees or subscription taxes payed
by the DIH network members (who have the advantage of being part of the network,
thus having access to public funding opportunities). Membership services could also be
offered to partner companies,who in turn could have access to technologydemonstration,
dedicated workshops and assessment services. Here the main strategic movement is
agility, keeping the DIH updated in a very fast-moving and complex environment, while
also remaining in line with the emerging needs of companies and the corresponding
answers provided by technology and knowledge.

5 Final Remarks

DIHs are public-funded collaborative networks that, guided by an open innovation strat-
egy, support and promote partnerships between SMEs and technological intense organi-
zations towards increasing the digitalization of industry. In recent years, Europe observed
a rapid growth in the number DIHs, each one with its own characteristics, technologies,
and services. These initiatives are usually led by non-profit organizations as RTOs or uni-
versities, mostly regionally anchored to better address the regions’ demands and needs.
Financial sustainability is a common goal to DIHs to which they develop their own BM.

Based on different BM frameworks, the present study suggests patterns on the way
DIHs dedicated to Industry 4.0 implementation create, offer, and capture value. Results
demonstrated that DIHs use different BMs to create, offer and capture value. Given
their VBE behaviour, which encompasses particular strategies of different organizations,
having a clear BM support DIH’s to be recognized as an important agent of regional and
national innovation system. In this sense, this study was able to show that:

– despite differences in competences, regional contexts, manufacturing sectors, and
needs and demands, it is apparent that the value creation is achieved through five



Digital Innovation Hubs: One Business Model Fits All? 447

main activities: Ecosystem building, scouting, brokerage, networking; Collaborative
Research among companies and DIH’s associates; Education and skills development;
Concept validation and prototyping; Testing and validation - closely aligned with
strategic DIH decisions;

– the value is usually offered by a set of services which aim to capacitate companies
through the implementation technological solutions to improve their processes, while
increasing their digital maturity, as well as through workshops, demonstrations, and
training, which also act as vehicles to better understand those companies’ challenges;

– finally, the value is captured as revenues, paid by customers for the services DIHs
provide, or e.g., fees giving access to the network’s activities, knowledge materials,
demonstration installations, etc. These private funding in the form of revenues play
a very relevant role toward financial sustainability, since after a ramp-up period, it is
expected that the public funding for DIH operation decreases or even ceases.

With this work, we contribute to the body of knowledge about regional DIHs and
the way they operate - concerning the way they create, offer, and capture value. These
results also support DIH managers and customers to better understand the main patterns
emerging from their operation. As questioned by the title if “one business model fits
all?”, our work concludes that regional characteristics – such as innovation behaviour,
collaborative culture, trust, and also funding sources – are themain distinguishing drivers
composing each DIH business model. In addition, as DIHs offer a combination of mem-
bers’ individual competences, similarities in their own business models are key to define
the DIH business model as a whole. This leads each DIH to be more efficient addressing
regional needs and demands while differentiating DIHs from one another in the way
they operate. Future research in this field could address the influence of DIHs in wealth
creation and contributions to GDP at regional and national level.
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gramme for Research and Innovation Horizon 2020 under Grant Agreement nos. 952003 (AI
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Abstract. Digital Innovation Hubs are a policy instrument of the European Com-
mission to keep with the speed of the digital transformation within the European
economy (especially small- and medium-sized enterprises, mid-caps). Within this
article, the Digital Innovation Hub on Business Intelligence & Innovation within
the region of the Federal State of Vorarlberg is presented and a possible network
of collaborators and co-creators get introduced. In doing so, the academic disci-
pline of Service Science – Service-Dominant Logic – is presented as theoretical
manifestation. The contextual embedment of this article at hand is in the Euro-
pean Commission’s Digitising European Industry Strategy (2016) and European
Industrial & Digital Strategies (2020). Based on these, a collaborative network of
collaborators and co-creators for the Digital Innovation Hub on Business Intel-
ligence & Innovation to increase service interaction and system innovation get
introduced.

Keywords: Digital Innovation Hub · Business Intelligence & Innovation ·
Service science · Network collaboration

1 Introduction

European economy run the risk to lack the digitization of its systems [1]. As highlighted
by the European Commission (2021), around 60% of large industries andmore than 90%
of small- and medium-sized enterprises lag behind in digital innovation [2]. The willing-
ness of the managers and organizational decision makers to go with the digital transfor-
mation, as explored empirically, is high. But also, due to limited resources and missing
interorganizational system interaction and service innovation, the organizations run the
risk to miss the implementation of the Industry 4.0 technologies into systems [3].

No organization can innovate in isolation and (European) Digital Innovation Hubs
(DIH), a policy instrument of the European Commission, play an important role within
this field of collaborative innovation. DIHs are designed to build up of structured rela-
tionships with, for example, regional authorities, industrial clusters, SME associations,
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incubators, accelerators, chambers of commerce, etc. Their task is to bring together the
stakeholders among the supply- and value-chain for open and collaborative innovation,
incl. co-creation of value, testing and experimentation.

Fig. 1. Getting a view on EDIHs and
EU-networks (source: [4]; own representation)

Fig. 2. Digital innovation hub model
(source: [5]; own representation)

As exemplified in Fig. 1 and 2, there are a variety of perspectives to design and
develop a network of collaborators and co-creators for a Digital Innovation Hub. This
variety motivates and inspires us to develop a regional ontology of co-creators for the
Digital Innovation Hub on Business Intelligence & Innovation within the Federal State
of Vorarlberg.

The research originates within the guidance of the European Commission: to be a
critical actor of the regional/national innovation ecosystem, a DIH needs to establish and
maintain partnerships with actors with complementary competencies and specializations
on a regional, national and European level [6] and [7].

The structure of this research is built-upon the research question on how a Digital
Innovation Hub as intermediate for service interaction and system innovation for small
and medium-sized enterprises within the Federal State of Vorarlberg can look like. In
particular: who are the (possible) stakeholders of the Digital Innovation Hub onBusiness
Intelligence & Innovation and what are their activities and tasks?

This article is composed of four sections. Section 1 introduces the research problem,
research motivation and research question. Section 2 investigates into related works on
cooperation and collaboration in networks. This section presents the Service-Dominant
Logic as theoretical manifestation and the Digital Innovation Hub initiative (service
science in action) as contextual embedment. Focus within Sect. 2 is on the activities and
tasks out of theoreticalmanifestation on service science and in the contextual embedment
of the Digital Innovation Hub policy initiative. Section 3 investigates into regional,
national and European network collaborators and co-creators for the Digital Innovation
Hub on Business Intelligence & Innovation. Section 4 concludes the article and provides
a future outlook in development of intendedDIH for Business Intelligence& Innovation.
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2 Related Works on Cooperation and Collaboration in Networks

This section investigates into the question on what the activities and tasks of the Hub
stakeholders are. As presented in Sect. 2.1, the theoretical manifestation of this article
at hand origins in the academic discipline of Service Science. The contextual embed-
ment (c.f. Sect. 2.2) roots in the European Commission’s Digitising European Industry
Strategy (2016) and European Industrial & Digital Strategies (2020).

2.1 The Academic Discipline of Service Science

The academic discipline of Service Science (e.g. [8–10]) is a theory to increase service
interaction and value co-creation mechanism among heterogenous system stakeholders.
Main streams of research are the Service-Dominant Logic (SDL) (pioneering articles:
[11–13]), Service Science,Management, Engineering andDesign (SSMED) [14], Viable
Systems Approach [15] and Work System Theory [16]. It is an interdisciplinary field
of research and is about the science of service, service systems and service ecosys-
tems as well as how service systems interact and co-create value [17]. The general aim
of Service Science is to increase customer centricity and to enable enhanced levels of
service innovation. It considers (collaborative, open) service innovation (e.g. technolog-
ical innovation) as most important trigger for service system engineering and evolution.
Especially in Germany, service (system) engineering and innovation has a long tradition.
For example, the articles of Ganz (2006), the work group “Evaluation Service Science”
[19] and Böhmann, Leimeister, and Möslein (2014) could be identified as pioneering
works.

The concept of SDL, according to Maglio and Spohrer (2007), builds the philo-
sophical/theoretical foundation for the general theory of Service Science. It was firstly
introduced and published by Vargo & Lusch in 2004 [11, 12] and investigates into the
shift from Good-Dominant Logic to increased service thinking and thinking systems
in service. SDL emphasizes to move forward “ordinary” service management: service
can be provided through a good but service are superordinate to goods – not substi-
tutes. Service, in this perspective, are the common dominator of social and economic
exchange. Service, in this context, are considered as a “framework for thinking about
value creation, rather than a support activity” [22]. SDL has a strong emphasis on service
interactions, value co-creation and marketing methods such as, for example, customer
relationship management and many-to-many marketing. Core constructs of the SDL are
Service, Value, System, Interaction, Resources.

Service: SDL associate service (singular) as a (collaborative) process of serving [23]
– doing something for and/or with another service system (entities; relationships and
collaborations) to create holistic service experience satisfaction.

Value: Value co-creation principle is existential part of SDL [23]. Value is always
co-created and thus SDL is inherently customer-centric. Value, thus, is assimilated by
existing and new knowledge and is influenced by the service environment [23, 24].

System: SDL considers service systems as networks of multiple, loosely-coupled and
specialized actors that integrate, apply and transform resources. Service systems act in
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service ecologies – “a spontaneously sensing and responding spatial and temporal struc-
ture of largely loosely coupled, value-proposing social and economic actors” [25]. These
value-creation networks contribute to value co-creation, co-production and exchange of
service offerings.

Interaction: SDL bases on service interactions manifested in collaborative commu-
nication (among multiple service systems) and learning via exchange (e.g. feedback
loops).

Resources: “At the heart of Service-Dominant Logic is the transfer and sharing of
resources” [23]. If a resource contributes to a specific outcome/benefit, this process then
is called resourcing (e.g. resource creation, integration and resistance removal) [23, 26].

2.2 Service Science in Action: Digital Innovation Hubs

With this article at hand, a Digital Innovation Hub (DIH) is considered as a special case
of a service system. DIHs are to increase collaboration in networks, service interaction
and system innovation. A DIH is either a single organization or a coordinated group of
organizations (a heterogenous group of actors and constellations [27]) that complement
each other with knowledge, best-practice and expertise [1]. A DIH should act as service
center of a digital innovation ecosystem and shall provide access to services, facilities
and expertise to awide range of stakeholders [6]. Stakeholders of aDIH, for example, are:
public administrations, national and regional authorities, clusters, incubators, chambers
of commerce, industry associations, etc. [6].

As presented by the European Commission, DIHs are a policy instrument to support
the regional innovation ecosystem in the themes of digital transformation and digitization
of existing business and industry [27, 28]. The purposes of DIHs are to bring together
industry, businesses and administrations [1]; to foster business growth, to upgrade local
suppliers, to export/transfer specialization to SMEs [28]; to better organize the innova-
tion support system in the region, to make the system more transparent, to communicate
more clearly to potential beneficiaries [27]). DIHs foster interregional and international
cooperation across the European Union (and beyond, e.g. Africa) and can function as
co-designers or advisors of local smart specialization strategies [6] by, for example, pro-
vision of information and (specialized) knowledge for decision makers [27]. DIHs than
facilitate knowledge exchange, learning and share of good practices between European
regions and are engaged in benchmarking.

DIHs are diverse organizations and range from regional bodies to clusters or research
centers. Their geographical focus can be regional or beyond [28]. Usually aDIHhas local
functions and European functions [1]: at the local level, DIHs are embedded into local
economy and build ecosystems by bringing into contact actors along the value chain;
at the European level, DIHs can connect different ecosystems together by identifying
innovation opportunities for users and suppliers coming from different regions.

A DIH is a flexible organization and should be based on regional needs and existing
capabilities [27] and works with experimentation and co-creation mechanisms [28].
DIHs can also be important partners for strategy development [28]. As depicted in Table
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1, DIHs provide four main services and a sub-set of support services for their clients to
access knowledge, methods and software, technology platforms, prototyping solutions
and testing facilities [1, 6, 29].

Table 1. Main services and sub-services of a digital innovation hub (Sources: [1, 6, 29])

A DIH, at least, should cover the technology side and the business development side.
However, DIHs go beyond borders and supply local industry with highly competitive
services [28], connect DIHs from different regions that can provide companies the com-
plementary knowledge they need [27], coordinate the collaboration between actors in
the ecosystem and foster networking and matchmaking, either directly by organizing or
by participating in events, or through information on the web [27].

3 Business Intelligence and Innovation: Network Collaboration

This section investigates into the question on who the (possible) stakeholders are for
the DIH on Business Intelligence & Innovation. To better understand the economic
system and the ecosystem’s stakeholders within the Hub’s region, Sect. 3.1 presents the
economic demography of the Federal State of Vorarlberg. Sections 3.2, 3.3, 3.4 and 3.5
investigate into the possible network of collaborators and co-creators.

As depicted in Table 2 and presented in the following sections, 57 network collab-
orators and co-creators within the region of Vorarlberg and beyond could be identified.
These stakeholders are clustered among the Quadruple Helix Stakeholders: business &
industry, government & public administration, civil society & users and research & edu-
cation. Furthermore, the stakeholders are assigned to the identified activities and tasks
out of the theoretical manifestation and the contextual embedment.

3.1 Demography and Economic System of the Federal State of Vorarlberg

The Federal State of Vorarlberg/Austria is embedded into the international region of the
Lake of Constance. It is surrounded by the countries of Liechtenstein and Switzerland in
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Table 2. Activities and tasks assigned to the hub stakeholders (Quadruple Helix Stakeholders)

theWest, Germany (Baden-Württemberg, Bavaria) in theNorth andTyrol (Austria) in the
East. At the cut-off date of 31st March 2020, Vorarlberg was home to 427.758 citizens
(398.657 main residences, 29.101 s residences). Vorarlberg count 161.629 dependent
employees and 16.915 commuters to Liechtenstein and Switzerland. Vorarlberg is one of
the strongest economic regions in Europe. The basis of the economic power is an above-
average level of industrialization, coupled with competitive trade and export, numerous
innovative enterprises and a strong tourism industry. The export/import quota is positive
– Vorarlberg exports more than it imports (10.691 Mio Euro export vs. 7.930 Mio EUR
import). Main trade partners are Germany, Switzerland, Italy and France. Vorarlberg is
a highly active region in the field of innovation. For example, in 2019, 116 patents out of
the region have been filed to the Austrian Patent Office. The Government of the Federal
State of Vorarlberg committed itself to five smart specialization strategies that are Smart
Textiles, Energy- and Energy Efficiency, Human and Technology, Education and Health
and Intelligent Production. In doing so, the Government released several lighthouse
projects and innovation projects. Based on a survey about digital transformation in
enterprises, 93% of interviewed managers within Vorarlberg expect impacts caused by
technological change and digital transformation.
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3.2 Network Collaborators and Co-creators Out of Business and Industry

Business- and Industry: at the level of associations for business and industry rele-
vant stakeholders are the Wirtschaftsstandort Vorarlberg GmbH (WISTO), Chancen-
land Vorarlberg, the Vorarlberg chamber of commerce and its youth organization (Junge
Wirtschaft Vorarlberg) as well as the Vorarlberg federation of industries (IV) and its
youth organization (Junge Industrie Vorarlberg). WISTO supports and grants industrial
and entrepreneurial innovation projects as well as organizes Chancenland Vorarlberg: a
platform to recruit knowledge workers for the Vorarlberg labor market. The Vorarlberg
chamber of commerce represents the interests of business and entrepreneurs within the
region. The Vorarlberg federation of industries represents the interests of the industry.
The JungeWirtschaft and the Junge Industrie – the youth organizations of the Vorarlberg
chamber of commerce and the Vorarlberg federation of industries – represent the inter-
est of young entrepreneurs and start-up organizations within business and industry. For
example, an initiative of the JungeWirtschaft that could be relevant for the Hub is Startu-
pland. It provides a platform for entrepreneurs and start-ups and is active in networking
and interest representation. The business association Vorarlberg, the Vorarlberger trade
association, the Export Club Vorarlberg and the Marketing Club Vorarlberg could be
identified as further stakeholders out of business and industry. These organizations are
to support and to lobby for the economic objects of business.

Thematic Associations: the Logistic Research Austria, the Verein Netzwerk Logistik,
its regional branch Verein Netzwerk Logistik RegionWest and the platform Industrie 4.0
are identified as network co-creators. Logistic Research Austria is an association com-
posed of universities (of applied sciences) within Austria that investigates into the fields
of logistics and supply chain management. The Verein Netzwerk Logistik is Austria’s
largest industrial business network in the field of logistics and supply chain manage-
ment. It has several branches within Austria (incl. Vorarlberg: Verein Netzwerk Logistik
Region West) and beyond (e.g. Switzerland).

(Private) Initiatives: there are a variety of (private) initiatives within the region of
Vorarlberg. These are, for example, Platform V and the Platform for Digital Initiatives.
Platform V aims to provide an industrial platform for collaborative design and engineer-
ing of disruptive and digital business models. The Platform for Digital Initiatives is an
association for (young) innovators and provides a maker-space for business, industry
and society. A further relevant stakeholder could be Interactive West. It is the largest
conference on digital transformation within the region of the Lake of Constance. The
platform Industrie 4.0 is a national initiative to bring together business, industry, politics
and academia and to discuss the emergent trends and technologies within the field of the
digital transformation.

3.3 Network Collaborators and Co-creators Out of Government and Public
Administration

The Government of the Federal State of Vorarlberg could be identified as primary stake-
holder from the field of politics and government for the DIH on Business Intelligence
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& Innovation. The government is the owner of the Vorarlberg University of Applied
Sciences. Based on the “Verordnung des Landeshauptmannes über die Geschäftsein-
teilung des Amtes der Vorarlberger Landesregierung (ALReg-GE)”, departments of spe-
cial interest are the departments for European Affairs (§2 ALReg-GE Art. c)), Science
and Education (§4 ALReg-GE Art. b), Gruppe II) and General Economic Affairs (§8
ALReg-GE Art. a), Gruppe VI). Further important co-creators at governmental level are
the Federal Ministries of the Republic Austria for (1) Education, Science and Research,
(2) Digital and Economic Affairs and (3) Climate Action, Environment, Energy, Mobil-
ity, Innovation and Technology. Theseministries enable the connection to a broad variety
of accompanied stakeholders from Austria, Europe and Global.

3.4 Network Collaborators and Co-creators Out of Civil Society and Users

Newspapers and journals that are relevant for the Hub on Business Intelligence & Inno-
vation are Wirtschaftszeit, Die Wirtschaft and Thema Vorarlberg. These are tailored
newspaper for managers, decision makers and accompanied stakeholders out of the field
of executive management, marketing, controlling, manufacturing, HR, etc. Furthermore,
Die Wirtschaft and Thema Vorarlberg are newspaper of the Vorarlberg chamber of com-
merce and deal with topics out of business, industry and economy – at both: operational
and visionary/philosophical level. NEUE and Vorarlberg Nachrichten are daily news-
papers within the region and supply the citizens in Vorarlberg with current news out
of politics, economics, technology, environment, social, legislative, culture, etc. Taken
together, NEUE and Vorarlberg Nachrichten maintain a market coverage of almost 95%.
Relevant for the Hub on Business Intelligence & Innovation are Der Standard and Die
Presse too. These are national newspapers and maintain a large section for science and
innovation.

Beyond the Region of Vorarlberg: relevant stakeholders outside the region, as iden-
tified, are the consortium of the Interreg Central Europe projects 4Steps, CEUP, Chain
Reactions and ECOS4IN. The consortiums could complement with additional, tailored
knowledge, expertise and services. A further important initiative isDIHNET.eu, a project
that aims to create a pan-European network of Digital Innovation Hubs. A stakeholder
from the European Commissions level is the Smart Specialization Platform. This plat-
form captures the tools and instruments to boost smart specialization in the Union’s
region, incl. the (European) Digital Innovation Hubs.

3.5 Network Collaborators and Co-creators Out of Research and Education

At regional level, the Vorarlberg University of Applied Science (FHV) and its heteroge-
nous departments and institutions, SchlossHofen andV-Research aswell asWIFIVorarl-
berg and the Volkshochschule could be identified. The Vorarlberg University of Applied
Science is composed of heterogenous research departments and faculties. These are, for
example, the research department Business Informatics (that is the operator of the Hub),
the research department Digital Factory and the faculty Business&Economics as well as
the study courses on Digital Innovation (Bachelor), Informatics (Bachelor, Master) and
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International Business Management (Bachelor, Master) as well as the formats of Blick-
punkt Wirtschaft and Business Summit. Additional stakeholder is FHV’s startupstube
and FHV’s Alumni network. The StartupStube is a support organization for students,
scholars, young entrepreneurs and innovators to bring an innovation to the market. The
Alumni network consists of people that graduated at the FHV and now are successfully
working in business and industry. Schloss Hofen is an education- and training center at
academic level. It provides several academic courses for further qualification and spe-
cialization (e.g. business and law, human science, health, social, etc.). V-Reserach is a
non-university center of excellence for applied research, development and innovation.
WIFI Vorarlberg and the Volkshochschule Vorarlberg are providers for vocational edu-
cation and training. For example, WIFI Vorarlberg offers more than 1.800 courses and
seminars within a variety of fields related to management, leadership, business, trade,
traffic, etc.

Scholarly Networks and Conferences: a primary stakeholder out of the field of schol-
arly networks with the region of Vorarlberg is the International Bodensee-Hochschule.
This is an international network of universities (of applied sciences) within the regions
of Alpine-Rhine and the Lake of Constance. It enables scientific exchange among the
networking universities. A further relevant stakeholder is the Long Night of Research.
The Long Night of Research is a tailored event to connect science with stakeholders
from politics, society, industry and business.

4 Findings and Conclusion

The scientific discipline of Service Science and theEuropeanCommission’s strategies on
Digitising European Industry has been reviewed as basis for the design and development
of an ontology of co-creators for the Digital Innovation Hub on Business Intelligence
& Innovation. The Hub shall act as intermediate for increased service interaction and
system innovation within the regional innovation system. Service Science, as identi-
fied, provides the philosophical/theoretical foundation and the European Commission’s
strategies on Digitising European Industry the pragmatical direction. To increase service
interaction and system innovation within the regional innovation ecosystem, as identi-
fied in this article, base on a broad variety of activities and tasks that are captured under
the dimensions of innovation networking, skills and training, innovation ecosystem and
test before invest/investment. To perform the Hub’s responsibilities, its activities and
tasks, a tight cooperation and collaboration with stakeholders from business & industry,
government & public administration, civil society & users and research & education
(Quadruple Helix Stakeholders) is key for success. As identified (c.f. Table 2), main
stakeholders are business & industry in close collaboration with research & education.
The cooperation and collaboration of these stakeholders is of major importance to suc-
cessfully install the Hub as intermediate for increased service interaction and system
innovation within the regional innovation ecosystem, including: the interaction and the
sharing of resources (e.g. information and knowledge, pro-active value co-creation and
system innovation) for increased value propositions. There are a variety of actions in
preparation and range from tight relationship management with the co-creators and the
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SMEs, the collaborative organization and conduction of tailored events for digital inno-
vation in SMEs, workshops on technology impact assessment and innovation, digital
business modelling, employment patterns until the provision of services within the area
of Artificial Intelligence, System/Ecosystem Collaboration and Resilience Engineering.

Acknowledgments. This article at hand was made possible by the financial support of Interreg
Central Europe research project “4Steps” (Towards the application of Industry 4.0 in SMEs; project
number: CE1492).
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Abstract. Digital Innovation Hubs (DIHs) are ecosystems sustaining European
enterprises to overcome innovation hurdles and push Europe as a world leading
innovator in the Fourth Industrial Revolution context. They operate as a one-stop-
shop, characterized by four main functionalities, i.e., test before invest, support to
find investments, innovation ecosystem and networking, skills and training. These
functionalities are addressed through the delivery of a set of services, grouped in
the five macro-classes of services of the Data-driven Business-Ecosystem-Skills-
Technology (D-BEST) model, a reference model able to configure the service
portfolios of DIHs and to model collaborative networks in the I4.0 era. The model
has been used in theDIH4CPSproject to classify the extant service portfolios of the
DIHs belonging to the network, to detect which new services should be provided in
the future by the network of DIHs, and to identify opportunities for collaboration
amongDIHs fostering the creation of a pan-EuropeanDIH.However, to support an
easier codification of suchdynamics directly involving companies in the innovative
DIHs ecosystems, a Customer Journey (CJ) analysis method has still to be built.
This paper presents the D-BEST-based CJ analysis method, identifying typical
digital transformation processes for the two main categories of customers of a
DIH, Technology Users and Technology Providers.

Keywords: Digital innovation hub · Customer journey · Service portfolio ·
Digital transformation

1 Introduction

Digital Innovation Hubs (DIHs) are ecosystems sustaining European enterprises to
overcome innovation hurdles and push Europe as a world leading innovator in the
Fourth Industrial Revolution context. They operate as a one-stop-shop, characterized
by four main functionalities, i.e. test before invest, support to find investments, inno-
vation ecosystem and networking, skills and training (European Commission 2018).
Their main scope is to enable companies of different types, sectors, and dimensions to
exploit digital innovations for strengthening their solutions portfolios, streamlining their
processes and adjust their business models to the digital dimension.
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Among the several projects funded by theEuropeanCommission (EC), theDIH4CPS
project (DIH4CPS – Digital Innovation Hub for Cyber-Physical Systems 2020) is work-
ing to create an embracing, interdisciplinary network of DIHs and solution providers,
focussed on cyber-physical and embedded systems (CPES), interweaving knowledge
and technologies from different domains, and connecting regional clusters with the
pan-European expert pool of DIHs. DIH4CPS innately builds on an extensive existing
network, adds value to its existing knowledge transfer capabilities and guarantees the
sustainability of the growing DIH network. The project aims at expanding the already
existing network and creating an integrated platform for DIHs from different, especially
digitally underdeveloped, sectors and regions. The operating context of the DIH4CPS
ecosystem is the CPES domain, with the scope of identifying and materialising service-
based collaboration processes among a network of DIHs oriented to improving this kind
of technologies. So far, the project has developed the Data-driven Business-Ecosystem-
Skills-Technology (D-BEST) model, a reference model able to configure the service
portfolios of DIHs, modelling collaborative networks in the I4.0 era. The model is the
result of an iterative development: conceived originally as the ETB model (Butter et al.
2019), it evolved in the ETBSD model (used in the MIDIH Project (2020)). Finally, it
evolved in the D-BEST, used in the DIH4CPS project (2020) (Sassanelli et al. 2020)
to classify the extant service portfolios of the DIHs belonging to the network, to detect
which new services should be provided in the future by the network of DIHs, to iden-
tify opportunities for collaboration among DIHs and their stakeholders to be combined
in a pan-European DIH. However, to support an easier codification of such dynamics
directly involving companies in the innovative DIHs ecosystems, a Customer Journey
(CJ) analysis method has still to be built. The D-BEST-based DIH CJ analysis method
(whose need and development has been grounded on the practical experience of several
European Commission-funded Innovation Action projects belonging to the I4MS ini-
tiative) identifies typical digital transformation processes for the two main categories of
DIH customers: Technology Users (TU) and Technology Providers (TP). TUs are those
companies using technologies to best perform their business, typically manufacturing
companies. Instead, TPs are instead those companies whose business is to develop new
technologies, typically digital technologies developers. Starting from the service port-
folios of the DIHs mapped through the use of the D-BEST model, this paper aims at
outlining how CJs can be analysed and configured in a DIH for both TU and TP, pre-
senting the results of the pilot case of the Politecnico di Milano’s (POLIMI) DIH. In
this analysis, the D-BEST services composing the DIHs service portfolios are combined
towards the implementation of DIHs Unique Value Proposition, building and defin-
ing flexible service workflows for DIH customers. The paper is structured as follows.
Section 2 presents the research method used to develop the CJ method and introduces
the case. Section 3 presents the CJ method and Sect. 4 discusses its role to foster the
creation of interdisciplinary networks of DIHs supporting the digital transformation
process, presenting limitations and further research.

2 Research Method

This section is aimed at describing how the CJs have been built in the DIH4CPS ecosys-
tem, a H2020 project funded by the European Commission. The input of this work has
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been the result coming from a survey previously conducted in the project, based on
the D-BEST model and aimed at obtaining a preliminary configuration of the service
portfolios of the DIHs belonging to the project’s ecosystem. This paper presents the
specific results of the pilot case so far conducted in the project, the DIH of the POLIMI,
presenting part of the activities conducted by the Manufacturing Group of the Business
School. The main goal is to use the experiment conducted in this pilot case to develop
the method to systematically build the CJs of the customers (TU and TP) of a DIH. This
methodology will be then extended to the other 10 DIHs belonging to the DIH4CPS
ecosystem. Therefore, starting from the result of the survey, the first task conducted
has been the organization of a workshop with the representatives of the DIH analysed
(Project Manager, Research Coordinator, Business Developer) to obtain the complete
overview of the service portfolio. Then, a second workshop with the same users has been
organized, with the support of an online collaborative platform, to build the CJs of the
TP and TU of the DIH.

3 Results

The DIH4CPS project, with the main aim of easing the shift towards digitization of the
manufacturing SMEs through the help of DIHs as innovation ecosystems, has to focus
on the codification of typical CJs. Indeed, the progressive adoption of new technologies
and digital applications strictly depends on the company maturity to employ them in
its manufacturing systems. In fact, the digital transformation journey is a constant path,
affected by several business areas as the business strategy, the operating model and
business model, leading the company to master the Industry 4.0.

Digital transformation entails the support of an innovation ecosystem. The role of a
DIH is to support companies (especially SMEs) to achieve a superior digitization level
compared to the current one by offering services according to the Digital Transformation
pillars.Despite this is a technology-related path, the definition of blueprints,whereDIHs’
tools and services are allocated to cover a wide range of requirements to foster the digital
transformation of manufacturers, are needed. In the following sub-sections, two step-
based digital transformation journeys created in the DIH4CPS project are presented:
they are the TU CJ (for manufacturing companies) and the TP CJ (for digital developers
and providers).

3.1 Technology End-User Customer Journey Templates

The TU CJ is composed of five steps (Observation, Awareness, Experimentation, Expe-
rience, and Adoption), chaperoning the manufacturers towards a higher level of digital
maturity. DuringObservationmanufacturers access to content in a passiveway, driven by
wonder or by individuals looking for information on the digitization concept, through
popular information channels. Then, the Awareness phase follows, once the contact
company-DIH has materialized, accessing to this network. In this phase, the company
actively looks for targeted information with an open up behaviour to new chances. In this
moment, the company needs to know its digital maturity level and plan for a roadmap
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to be pursued in the following experimentation phase. The DIH provides here techno-
logical or informative services as events, webinars, demo rooms, experience centres,
courses and basic training on the I4.0. During the Experimentation, the DIH and its own
network sews the customized digital dress to the company: new technological solutions
and competences are proposed to meet the opportunities and the expected benefits of
digital change. Services here support the new digital solutions concepts development,
delivering proofs of concepts (PoC) and testing them in provided facilities (max TRL
4–5). In the Experience phase, the technologies are shifted in the company’s facility at
the structured level, limited at a test/pilot scale. Service provided are here typically train-
ing of personnel (upskilling/re-skilling), support for organizational change (operational,
decision-making and information management processes), technological development
of customized solutions according to the real environment of the enterprise and defi-
nition of structured KPIs of the digital transformation. Finally, in the Adoption phase
occurs the decision of developing the new solution at the whole company level, flanked
by investments in the innovation of the entire company. Services supporting the defi-
nition of new business models, together with strategic consulting, support for massive
deployment and new project management methods.

3.2 TP Customer Journey Template

For TPs, the CJ is a skill-demanding process model going through five main phases
leading to the final product market launch (Ideation, Design & Engineering, MVP,
Verification & Validation, Go to Market).

During Ideation the business idea is conceived (flanked by preliminary architecture
of the solution to be implemented and by the key technical milestones and (functional
and non-functional) requirements to be addressed in the following stages), through a
creative process (through methods as Brainstorming, Creative thinking, Creative matrix,
Wall of idea, etc.). Services offered to TP are workshops/webinars on design thinking,
SWOT analysis, idea market positioning, hackathons. Once consolidated the business
idea, the Design and Engineering phase starts with the design phase and the specifica-
tions for its technical development. Tools that could be useful in this phase are: Technical
pills, Dockers, Kubernetes, visual analytics, UX, UI, an assessment about how to val-
idate the solution or customer discovery (validation of the idea to see if the idea has a
market). In this phase there could be some deviations from the original business idea
since current software components cannot meet the requirements or new functionalities
can be added without cost increases. A comprehensive Market Requirements Document
(MRD) needs to be prepared in this phase (to articulate the new product plan including
customers, buyers, goals, use-cases, requirements, and specification sizing), leading to
a more streamlined Minimum Viable Product (MVP) definition, useful for the company
to validate products value and growth hypotheses as fast as possible. MVP needs to
be experimented to be confirmed or refuted. Tools such as FIWARE Lab, credit from
Google/Amazon cloud, 3D Printers, sensors, etc., can be provided in this stage as well as
any service to find economical support for subcontracting to realize the final MVP and
elaborating the business part programme.Verification and validation are essential parts of
the product development process (Ulrich and Eppinger 2012). On one hand, verification
(e.g., automated tests, integration tests and code review) checks if the solution confirms
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the specification and looks for mistakes made in the model. On the other hand, valida-
tion assures the satisfaction of user needs and conformity with the solution intended use,
involving the revision of the market requirements (e.g., on-site surveys/questionnaires,
user interaction monitoring and tracking) and the funds finding. The last phase, Go to
market, deals with the commercialization of the product to be launched. Typical activ-
ities are the definition of a commercialization strategy (depending on the milestones
to be reached and covering issues in the legal domain as IPR protection and manage-
ment, management of legal aspects), of a communication and marketing plan, with the
identification of channels for distribution and the definition of the revenue model.

3.3 The Pilot Case: The POLIMI DIH

The D-BEST model was used, through the launch of a survey, to configure the service
portfolios of all the DIHs of the DIH4CPS network. In this section, the services com-
posing the Politecnico di Milano DIH portfolio have been allocated on the two five-step
CJs to build its unique value proposition for TU (Fig. 1) and TP (Fig. 2). The service
portfolio has been fully detailed, going through the five macro-areas of the D-BEST
model (Table 1):

Table 1. The Polimi DIH service portfolio based on the D-BEST reference model

Class of service Service instance POLIMI’s service instance

Ecosystem

SME and people engagement and
brokerage

Academic conferences and workshops;
Training sessions and other events

WMF; Open days; Conferences;
Webinar & seminar (Observatory
Transition I4.0)

Technology scouting Identification of emerging technologies Research projects results; Reports,
articles

Communication of technology related
information to organizations

Research projects results; Reports,
articles

Communication and trend watching Sharing of best practices experiences Research projects results; Reports,
articles; Webinar & Seminar
(Observatory Transition I4.0)

Invitation of experts in business and
entrepreneurship, or industry sectors to
give talks and interact with (potential)
customers and partners

DIH business model definition and
updating through up-to-date
information on the trends in the market

Provision of trend reports Benchmark from CLIMB/DREAMY
maturity models results

Ecosystem management Definition of Intellectual Property (IP)
rules

Technology

Technology concept
development/Proof of Concept (PoC)

Proof of concept development Industry 4.0 lab

(continued)
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Table 1. (continued)

Class of service Service instance POLIMI’s service instance

Access to infrastructure and
technological platforms

Provision of access to lab facilities Industry 4.0 lab

Business

Methods and tools, business
operations modelling

Provision of training and development
in business skills and entrepreneurship
(e.g., formal courses, workshops,
seminars)

Courses on value proposition canvas &
business model canvas

Secondment Orienting partners to the needed
training organization

Development of proposals Provision of technical assistance in the
proposal development process to
comply with specific proposal
requirements (e.g., for project funding)

Building of consortia; Open calls

Skills

Maturity assessment Assessment of the maturity companies,
e.g.: assessment of company readiness
for Industry 4.0

DREAMY digital maturity assessment
model

Human skills maturity assessment Assessment of human skills maturity
(e.g., regarding skills in Industry 4.0)

CLIMB/DREAMY maturity
assessment models

Skills improvement Definition of educational programs
(forming Industry 4.0 employees and
workers)

Workshops (e.g., Industry 4.0
overview, predictive maintenance,
MOVE TO 4.0)
Master’s Program in Industrial
Engineering and the MBA and
Masters’ programs about Industry 4.0

Data

Data analytics Provision of data analytics services:
semantic analysis, data discovery,
advanced data analytics (edge analytics,
cloud analytics) services

Decision support and development Provision and development of decision
support services: cognition, prediction
and prescription, simulation, machine
learning, reinforcement, DNNs, formal
logics

User experience Provision of support/consultancy
services for user experience, navigation
and exploration

Dashboarding and KPIs

3.3.1 Technology End-User Customer Journey

Observation: The generic customer journey of a TU starts with the observation step.
During this first phase, POLIMI organizes (and participates to) many public events like
conferences, webinars, open days and workshops (e.g., of the Observatory Transition
I4.0) that TUs can access to understand and realize which are the possible application of
digital technologies in themanufacturing context. Such events can be focused on specific
topics, to provide the extant state of theory and practice to both academics (professors,
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researchers, students, etc.) and practitioners (manufacturing companies and profession-
als). A reference example of these events is the World Manufacturing Forum (WMF),
a yearly event of general interests in the manufacturing digital domain organized by
theWorld Manufacturing Foundation together with POLIMI. The WMF indeed aims to
enhance and spread industrial culture worldwide, as a means to ensure economic equity
and sustainable development. It promotes innovation anddevelopment in themanufactur-
ing sector, with the fundamental goal of improving competitiveness in all nations through
dialogue and cooperation among the manufacturing sector’s key players. TheWMF sup-
ports national and international industrial agendas, provides a framework through which
its stakeholders can meet and exchange opinions to find innovative solutions, dissemi-
nates knowledge through international and regionalmeetings and publications. This kind
of events is also the best opportunity to share best practices experiences coming from
research projects and to invite business and entrepreneurship experts/industry actors to
give talks and interact with (potential) customers and partners. Always to support the
observation phase, POLIMI defines educational programs allowing to attract and form
next generation talent (forming I4.0 employees and workers). The main examples are
the Master’s Program in Industrial Engineering and the MBA and Masters’ programs
about Industry 4.0 topics.

Awareness: For those TUs interested in further collaborating with POLIMI, a matu-
rity model, called DREAMY (Digital REadiness Assessment MaturitY model) is pro-
vided. Indeed, in the awareness phase manufacturers need to realise which is their digital
status quo. DREAMYmodel assesses amanufacturing company’s readiness level to trig-
ger its digital transitioning process and to identify manufacturing company’s strengths,
weaknesses and opportunities, creating a roadmap for investments in digitisation and
transitioning to smart manufacturing. Moreover, manufacturers need to understand and
to evaluate how these new digital technologies are used to support their product devel-
opment process along the entire company. Indeed, to deliver successful solutions in the
market, companies can choose among various best practices to apply in their devel-
opment process. Chaos-low-intermediate-mature-best practice (CLIMB) model (Rossi
and Terzi 2017) measures maturity in product development activities. Together with
DREAMY, CLIMB provides an evaluation also of the digital skills needed in the orga-
nization to better address the digital transformation of a TU. In addition, these services
are the starting point for more structured collaborations aimed at increasing TU’s digital
maturity level through tailored paid projects. In the awareness phase, also Business-
related services are provided. Technical assistance in the proposal development process
to comply with specific proposal requirements (e.g., for project funding) can be the key
to involve TUs in new European projects collaborations. In this phase, also open calls,
launched throughout research projects, can be exploited to support the ideation of new
technologies (several calls have been launched by POLIMI in the last years thanks to
its belonging to different consortia). Finally, ecosystem services (as provision of trend
reports, communication of technology related information to organization, and iden-
tification of emerging technologies) are provided. They can be provided also during
Open Days including demonstrative applications of the Industry 4.0 Lab functionali-
ties. Afterward, the generic TU can have access to specific didactic services, namely
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Corporate Education & Training courses encompassing realistic demonstrations of I4.0
applications representing the state-of-the-art of manufacturing.

Experiment: In addition to the didactic services offered, companies would be pro-
vided with specific services aimed at experimenting applications in their specific fields.
In particular, POLIMImakes available the facilities and instruments present in the Indus-
try 4.0 Lab to support manufacturing TU in this sense. Doing this, POLIMI supports
the development of proofs of concepts. In addition, strictly related to the technologies
experimented, are provided data analysis services, followed by decision support services
and user experience/navigation (dashboard and KPIs setting) service. Finally, contacts
of POLIMI’s ecosystem (secondment) can be provided in this phase.

Experience: To prepare the TU to best cope with the adoption phase’s issues,
POLIMI provides training on business skills and entrepreneurship (e.g., formal courses,
workshops, seminars). In addition, secondment services are provided.

Adoption: Finally, once the TU has been specifically trained and has both exper-
imented and experienced the technologies needed, POLIMI can provide secondment
services to support TU in the very last phase of adoption.

Fig. 1. Technology users customer journey: the POLIMI typical path

3.3.2 Technology Providers Customer Journey

Ideation: The TP CJ starts with the Ideation step. During this first phase, POLIMI orga-
nizes (and also participates to) many public events like conferences, webinars, open
days and workshops (e.g. of the Observatory Transition I4.0) that TPs can access to
improve and update their knowledge on digital technologies and to get in contact with
TUs. Indeed, such events can be focused on specific topics, to provide the extant state of
theory and practice to both academics (professors, researchers, students, etc.) and prac-
titioners (manufacturing companies and professionals). As stated in the TU’s journey,
one of the main events is theWMF. POLIMI also supports the IPR definition throughout
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the entire TP journey. Also Business-related services are provided: technical assistance
in the proposal development process to comply with specific proposal requirements (e.g.
for project funding) can be the key to involve TUs in new project collaborations. From
this phase up to the last ones, open calls, launched throughout research projects, can
be also exploited to support the ideation of new technologies (several calls have been
launched by POLIMI in the last years).

Design and Engineering: In this phase, as in the case of TUs, ecosystem services (as
provision of trend reports, communication of technology related information to organi-
zation, and identification of emerging technologies) are provided, also during dedicated
events and Open Days, including demonstrative applications of the Industry 4.0 Lab
functionalities. Afterward, the TP can have access to specific didactic services, namely
Corporate Education & Training courses that encompass also realistic demonstrations
of I4.0 applications (representing the State-of-the-Art of manufacturing). These courses
can support TPs in either defining the PoC of the technology to be provided or improv-
ing and refining the design and engineering of their solutions. This combined Technol-
ogy/Training service can be provided by POLIMI from this phase up to the Verification
& Validation. In addition, POLIMI provides services for user experience, navigation
and exploration (through the configuration of dashboards and sets of KPI related to the
developed technology).

Fig. 2. Technology providers customer journey: the POLIMI typical path

MVP: The development of anMVP is supported through the provision of secondment
services to meet TP’s needs. Otherwise, the access to the Industry 4.0 lab is provided to
support them. Finally, educational programs in the I4.0 domain and the involvement in
consortia and open calls can be catered in this phase.

Verification&Validation:The samehappens for theVerification&Validation step. In
case the Technology/Training services are not suitable to the TP’ case, POLIMI provides
secondment services. Also, the participation to new project consortia or open calls can
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be fostered. Finally, before the launch to the market, the generic TPmay rely on POLIMI
for training on business skills and entrepreneurship.

Go to Market: Also in this last step, POLIMI can provide secondment services.

4 Discussions, Conclusions, and Future Work

This paper has the aim of introducing the methodology used to build DIHs CJs. It
supports the definition of flexible service workflows for DIH customers (i.e. TPs and
TUs), by combining the services composing the DIH portfolio, configured through the
D-BESTmodel, towards the implementation of DIHsUnique Value Proposition. Indeed,
the method not only assesses the role of DIHs in catalysing the digitalization dynamics
of SMEs but could also support the definition of the service pipeline of DIHs. Process
gates have been defined along the two digital transformation paths of TU and TP, leading
to the definition of the two 5-step paths towards the full digital maturity and awareness
of the customer. Moreover, allocating and connecting typical D-BEST services along
the two templates, the model demonstrated to be able to develop the two different CJs
for the POLIMI DIH pilot case. Typical paths have been created for both TU and TP,
revealing a different DIH value propositions per each of the two types of stakeholders.
Among the main limitations of the method introduced there is the lack of the blocking
points unlocked along the CJs through the support of DIHs. Indeed, although technology
offers high potentials and DIHs foster the new technologies exploitation for SMEs, the
percentage of companies giving up the CJ before its completion is relevant. For this
reason, the CJs need to be enriched with the blocking points that SMEs might have to
cope with when going through it. A limitation of this paper is the application of the CJ
model only to the pilot case, the POLIMI DIH. From the future extensive use of the
method, it is easy to hypothesise that some DIH will be more targeting the development
and commercialisation of new CPS technologies, some others are more interested in
creating awareness and investments in the demand side of the marketplace. Finally,
based on the journeys presented in this paper, where the typical paths between TPs and
TUs with the DIH have been indicated, success stories and best cases can be detected
and be shared.
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Abstract. Industry 4.0 has become a centerpiece of strategic plans and national
policies in many countries. Studies have pointed out the many obstacles for the
adoption of Industry 4.0 in larger scale towards such strategic plans, including the
lack of skilled people and the low level of companies’ innovation. Triple-helix-
based innovation models have been proposed to reinforce collaboration between
different actors, and it is reasonably clear nowadays “what to do”. However, the
“how to do” is not so trivial, considering the so many existing differences from
region to region, in their culture, and in companies’ Industry 4.0 maturity levels.
Relying on collaborative networks foundations, this paper presents a framework
as a contribution to make those actors working together more effectively and
systematically in way to mitigate some of those obstacles. This framework has
been gradually implemented during the last two years. This paper presents the
framework itself and its main results so far achieved.

Keywords: Industry 4.0 · Collaborative networks · Innovation ecosystem

1 Introduction

Industry 4.0 has become a centerpiece of strategic plans and national policies in many
countries. From an initial vision pretty much focused on manufacturing and on the use
of some technologies to provide flexibility and intelligence to industries, the Industry
4.0 vision has evolved since then. It is no longer seen as a final goal, but rather as a
means to leverage social, economic, and technological development of countries [1].

Many studies have pointed out the several obstacles for the adoption of Industry 4.0
in larger scale towards such strategic plans. They include the lack of prepared engineers
and instructors to understand and to work on the several areas impacted by the Industry
4.0 model; the need to increase the scientific and technological development in the many
areas involved; the lack of proper regulations and secure communication infrastructures;
the low level of management and technological modernization in the SMEs; the several
open points and risks related to ethical and social implications of Industry 4.0; the low
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level of companies’ preparedness to be part of larger and more profitable value chains;
the low level of innovation initiatives inside the companies to strive their competitive-
ness; the cost of some technologies and the need for high investments to deploy them
sustainably; the risk of investments in 4.0-related initiatives against expected ROI; the
lack of innovative business models; among others [2, 3].

Inspired on the classical triple-helix innovation model, diverse actors (such as indus-
trial associations, governments, innovation ecosystems, and universities) have been cre-
ating specific Frameworks, dedicated physical spaces, etc., to face those obstacles,
nationally and regionally [4]. Despite the benefits being got from this and the intrin-
sically collaborative vision of the model, practice has been showing the low level of
their effectiveness in many cases [5]. These initiatives have not been able to create a
systemic innovation culture inside the SMEs, to make them adopt (at least) “less closed”
innovation models, and to consider the involvement of universities in such model [4]; or
to make companies to get real acquaintance on Industry 4.0 to adopt it more effectively
[6]. Several works have highlighted that strengthening collaboration between univer-
sities and industrial-related entities considering SMEs reality represents an adequate
approach to boost Industry 4.0 adoption and technological development [6, 7]. The
underlying research question of this paper refers to how universities can be organized to
help in tackling these problems.

In this direction, this paper presents a framework as a contribution to make those
actors working together more effectively and systemically. Its ultimate goal is tomitigate
some of those obstacles towards a smarter and more sustainable collaborative networked
environment. The framework considers those actors as members of an ecosystem of
independent organizations that strategically decide to work more collaboratively aiming
at reaching better common objectives. It supports most of the many activities/business
models involved in education, research, outreach and assistance to companies, in what
the needs of Industry 4.0 are concerned.

This paper is organized as follows. Section 1 has introduced the problem and the
objectives of the work. Section 2 summarizes the framework’s rationale. Section 3
presents the framework. Section 4 lists the business cases implementedwith the proposed
framework and preliminary results. Section 5 presents some conclusions.

2 Development Methodology and Rationale

2.1 Existing Pre-conditions

There is a vibrant innovation ecosystem in the Greater Florianopolis City, South of
Brazil. It is composed of almost four thousand IT, technology, and automation-based
companies and startups, services providers, incubators, innovation hubs, science parks,
industrial institutions, and some private and public universities. Complementarily, spe-
cial regulations and funding mechanisms have been created by local governments and
banks to irrigate the ecosystem functioning and growth. Groups of investors complete
the list of actors of this ecosystem.

Due to historical factors, there is a long culture of cooperation between industries
and local universities, andmany startups and companies of the region have emerged from
this. Nevertheless, this cooperation does not happen systemically and homogeneously.
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Yet, not as intense as it could be given the number of companies and the potentials of
all that. It mostly involves the same large companies that come to the university to look
for cooperation to carry out research on very sophisticated methods or technologies that
they are not fully able to develop alone. SMEs – both Industry 4.0 technology adopters
and developers – are not used to working with universities.

About two years ago, some SME companies begun to collaborate with the university
as a strategy to leverage their innovation levels. Starting with ad-hoc and individual
actions, this became more common and new types of cooperation arose. It was then
necessary to create a more comprehensive framework, including mechanisms to scale
the model and to keep it flexible for newer actions.

2.2 Framework’s Requirements

Four main drivers have been considered to conceive the framework: the aforementioned
obstacles; the diagnostics from the Brazilian policies related to Industry 4.0 and to the
lack of stronger cooperation between actors [8]; the local interests and regional priorities
looking at future possibilities and trends in Industry 4.0; and the lessons learned from
those previous ad-hoc initiatives.

The priorities were: i) SMEs need a very special attention due to their importance in
the local and national economies. This includes SME technology adopters and develop-
ers. They have a big potential of competitiveness growth, but they are generally limited
(mainly in terms of financial and human resources) to adopt and develop new and inno-
vative industry 4.0-related solutions; ii) the regional industrial pressure to cope with
Industry 4.0 needs, which demands more and better human resources training and tech-
nology development; and iii) the need to increase the level of technological development
and of potential market solutions (e.g. products, patents, software, algorithms, instru-
mentation, etc.) for Industry 4.0 by the ecosystem’s SMEs, also involving undergrad and
graduate students entrepreneurship.

Collaborative Networks [9] has been used as the main foundation for conceiving the
framework. In a time where working with higher efficiency, effectiveness and innova-
tion is becoming a must to underpin organizations’ sustainability, individual initiatives
prevent organizations from the sort of advantages that collaborative actions can provide,
such as: the non-duplication efforts when dealing with given demands; the sharing of
costs and risks between the members of the collaborative action; the sharing or use of
complementary human, technological and knowledge resources; the sharing of infras-
tructures for research, education, professional training, businesses, etc.; the co-creation
of new and less endogenous ideas, solutions, etc., when attending to new business oppor-
tunities; and the access to resources and technologies they do not have or even could not
hire or buy individually [9].

There aremany possible “entry points” to foster the cooperation between universities
and companies.Oneof them refers that several implementation actions related to Industry
4.0 require the deployment of equipment and technologies as well as the assessment of
new production methods and more recent ICT by companies. This is too costly and
risky (mainly) for SMEs as Industry 4.0 also involves the adoption of new theories and
technologies [10]. In this line, the core of the collaborative initiatives of the framework
is mostly based on the use and sharing of physical universities’ infrastructures and
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industrial labs. This aims to make them act as different types of demonstrators, like
testbeds, showcases, living labs, learning factories, and didactic plants [10], depending
on their conditions and sophistication.

2.3 Methodological Aspects

There are many general frameworks to make universities and industries working more
integrated. However, we could not find in the literature neither an existing framework
that coped with the needed requirements nor one specifically devised to boost Industry
4.0 adoption. Thus, some frameworks were selected, analyzed, the aspects considered as
the most appropriate ones to be applied for Industry 4.0 purposes and local goals were
identified, some practices and mechanisms were combined and adapted to the local
conditions, and some new actions were added considering the local culture, goals, and
pre-existing conditions. To be highlighted four frameworks: Babson College, EUA, in
the area of entrepreneurship; Virginia Tech, EUA, in terms of involvement of companies
in the courses’ curricula; the Fraunhofer institute, Germany, in terms of cooperation
between companies and universities for applied research; and the Dual Study initiative
from the MOKSH German Program, in terms of cooperation between industries and
students for integrated internships1.

The Action-Research methodology [11] was adopted to devise the framework.
Adopting a constructivist and evolving approach, this meant that a given artifact (the
framework) was gradually, jointly, and interactively built up with its users (the university
and the other ecosystem’s actors) with the aim of facing the general issues involved in the
collaboration endeavor related to Industry 4.0. The framework has been implemented in
different paces and phases, depending on the issues to address.

3 The Collaboration Framework

The elicited priorities (Sect. 2.2) were decomposed into four very concrete goals to be
delivered by the framework:

i. Improving the skills and increasing the number of undergraduate and gradu-
ate students trained in Industry 4.0-related subjects to become future workers,
entrepreneurs, and instructors/professors;

ii. Increasing the number of works from undergraduate and graduate students whose
Final Works and Theses have the potential to be transformed into future Industry
4.0 solutions or as technology transfer artifacts;

iii. Improving the skills and increasing the number of SMEmanagers trained in Industry
4.0-related subjects;

iv. Improving the innovation level of Industry 4.0 technology developers SMEs.

1 https://www.babson.edu/; https://vt.edu/; https://www.fraunhofer.de/en.html; https://www.mok
sh16.com/dual-study-opportunities-in-germany/

https://www.babson.edu/
https://vt.edu/
https://www.fraunhofer.de/en.html
https://www.moksh16.com/dual-study-opportunities-in-germany/
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As part of the constructivist approach, the way these goals were planned has consid-
ered the general Teaching, Research, and Outreach dimensions, set up in the university
when it was founded 70 years ago.

Figure 1 shows the general framework’s elements. One can see it as “yet another
collaboration framework between universities and industries”, and even less compre-
hensive than other ones (mentioned in the previous section). Its value proposition is
actually grounded on the way the framework’s elements work integrately as well as on
how the different actors collaborate to achieve the framework’s goals considering the
local culture.

• Teaching: it means training undergraduate and graduate students on topics more
directed to Industry 4.0 throughout the several engineering courses and intern-
ships. Students will supply the market needs, acting as engineers in the companies,
consultants, professors/instructors, or future entrepreneurs.

Fig. 1. Framework elements

• Research: it means investigating and developing new techniques, models, algorithms,
prototypes, etc., directed to Industry 4.0 needs. This mostly comes from Industry 4.0
developers and adopters (tech pull) based on their needs. By ‘needs’ it does not mean
developing solutions for companies’ current problems, but rather proof-of-concept
prototypes, technologies assessments, innovations, etc., as bases for future companies’
products and services.

Entrepreneurship is stimulated. Researchers do works that can either be further
interesting to companies (science push) or can use their works for launching their future
startups or spin-offs. The university offers methodological and mentoring support for
that through its pre-incubator.

Although innovation is present in the teaching and outreach activities, it is essen-
tially present in research. The way innovations are developed can vary from case to
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case, requiring a more formal means to manage them. This includes e.g., dealing with
intellectual property rights when pertinent.

• Outreach: it means a set of “services” that universities offer to society. In the context
of Industry 4.0, this usually involves specific courses to companies and professionals;
consultancy to companies; and technical evaluations, advisory, and technical reports
to government/industrial councils.

• Infrastructures: considering the focus on Industry 4.0, it refers to the strategy of
starting using existing infrastructures that industries (mainly SMEs) do not have to
test or develop technologies and solutions on their own. From the business models
viewpoint, this means seeing infrastructures as a “platform” over which “services”
can be offered and used in different modalities by different “actors”.

• Experts: it means the group of professionals, both from the academia and the market
(including former students who are eager to retribute the training got from the uni-
versity) that are skilled to help companies in coping with their needs. This group is
equivalent to the concept of Virtual Professional Community [9], where Virtual Teams
(i.e., subgroups of experts) can be dynamically and temporarily created to attend those
needs.

• Governance: it means the set of principles and regulations that are set up to rule and
guide the diverse types of framework’s actions.

4 Business Cases and Governance

Business cases represent the sort of concrete activities to be supported by the frame-
work to boost Industry 4.0 adoption and development, especially based on the existing
infrastructures. They are described in the next sections.

4.1 A Shop Floor as a Framework’s Physical Instance, and Piloting Actors

The current infrastructure is composed of two FESTO MPS set of stations placed in
two physical locations. These infrastructures are able to communicate with each other,
so they can do some integrated work. One, placed at one of the university labs, is
constituted by six assembly-related stations, which works sequentially (although they
are modular), equipped with Siemens PLC series 1200, and that communicate via wifi
and a Profinet/OPC protocols. It includes some IoT devices and sensors, and a SCADA
system, via the SiemensTIAPortal. The other plant, placed in an industrial training center
5 km far from the university, has three stations and oneAGV, equippedwith Siemens PLC
series 1700, which communicate via wifi and Profinet & Fieldbus/OPC-UA protocols,
also having IoT devices and sensors.

An important aspect to use these infrastructures is the adoption of a ‘plug and play’
& SaaS (Software-as-a-Service) general strategy. Based on a bus integration approach,
and given that the infrastructures strongly rely on ICT standards, the developed software
solutions (from Industry 4.0 company developers and researchers) are made available as
“services”, accessed as SaaS, deployed at different clouds. In the case of hardware and
equipment, they should be locally deployed (Fig. 2).
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The initial implementation of the framework started as a pilot, and new actions have
been gradually added as results appear. The main actors involved in the pilot are: UFSC
(the department of Automation engineering); some selected professors from other UFSC
departments; the computer science department of the State University of Santa Catarina;
the Industrial Center for Apprenticeship; and some companies from the manufacturing
cluster.

4.2 Teaching

The main activities supported by the framework on Teaching are:

– Newcourses (mostly as elective) at both undergraduate andgraduate levels specifically
directed to Industry 4.0 foundations (e.g.,maturitymodels, digital transformation, etc.)
and enabling technologies (e.g., AI, digital twins, IoT and cyber-physical systems,
etc.);

– These courses are flexible to introduce new specific contents, technologies, visits to
industries, classes inside companies, talks by entrepreneurs, etc.;

– Some courses’ topics are taught by professors from other departments or universi-
ties, by specialists on the given topic; and/or by professionals from the market, also
experts, but more focused on real problems, practices and commonly used tools or
methodologies;

– Strong emphasis on hands-on activities, where students can work on selected Industry
4.0-related problems brought by the ecosystem’s own companies. During the scholar
semester and following milestones, undergraduate students are mentored by these
professionals, together with the professors.

– Some more promising ideas and prototypes developed in such courses have been
deepened – also helped by the Pre-incubator – and become initial seeds/MVPs for
future products to themarket, or technologies that can be incorporated into companies’
existing solutions, or themes to be chased in future graduate Theses;

– Adoption of up-to-date tools used in the market, provided by companies, free of
licenses, instead of old-versioned or limited academic tools;

– Use of the lab infrastructure to teach the students.

Achieved results of this include: i) increasing the number of trained students on
Industry 4.0; ii) according to the piloting companies, students are clearly better prepared
tomore comprehensively handle problems related to Industry 4.0 projects; iii) companies
have saved time and costs in initial training when hiring students as internships or
engineers; iv) students’ mindset shift in the way they see the potentials of their final
works in becoming new solutions for Industry 4.0; v) students are trained about how
transforming ideas in potential future businesses; vi) increasing the number of startups
and spin-offs created by the undergraduate students in the several areas embraced by
Industry 4.0; vii) students are more excited with the university itself, with the courses
and related daily activities, and with better potential future jobs.
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Fig. 2. General view of existing infrastructures

4.3 Research

The main activities supported by the framework on Research are:

– From a Tech pull innovation perspective, MSc and PhD students are presented to
problems brought by companies. Problems can be both “infrastructure-related” and
about higher-level topics (e.g., Supply Chain, AI-based control, etc.).

– Companies either sponsor students with scholarships or stimulates their employees
to pursue a graduate course to research on an agreed theme. Considering the usual
restrictions from SMEs in terms of human resources and technologies, this represents
a feasible way to outsource their R&D activities;

– From a Science push innovation perspective, results from someMSc and PhD students
are presented to companies (via pitches), showing envisioned benefits of the developed
“technology” to companies;

– Solution providers make their products available to students and professors to add
some value. This can be subject of IPR and specific business agreements. Some
graduate works can become small research projects, funded by companies and/or
research funding agencies, and can involve other students (including undergraduate)
or professors/researchers.

Achieved results of this include: i) increasing the number of cooperation projectswith
the industry in the area of Industry 4.0; ii) increasing the number of graduate works with
potentials to be exploited at business level; ii) increasing the number of professionals
from companies starting their MSc thesis; iv) increasing in the average awareness level
of students, professors, and companies about pros and difficulties towork collaboratively
in a business-oriented project; v) increasing in the average awareness level of companies
about the intrinsic risks, time, and costs of innovation projects; vi) increasing in the
average awareness level of companies about the role of the university (that it is not a
‘company’); and vii) increasing the number of startups created by the graduate students
in the several areas embraced by Industry 4.0.
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4.4 Outreach

The main activities supported by the framework on Outreach are:

– Professors use the infrastructure to deliver courses and continuous training to
industries and professionals about specific subjects related to Industry 4.0;

– Companies (both Industry 4.0 adopters and developers) can use the infrastructures’
facilities to evaluate technologies, methods, devices, etc., in near-real environments
before deciding to buy them, or as a support for their decisions if they keep investing
in some innovation project whose technical feasibility is not well known. This can be
subject to fees for the university;

– Companies canmake use of the infrastructure as a support for product demonstrations,
integrated to a near-real environment, and for training customers on the developed
solution. This are subject to fees for the university;

– Use of the infrastructure for teaching students and instructors from other universities
and technical schools;

– Formation of Virtual Teams [9] of professors (and eventually also involving profes-
sionals) to attend requests from companies and from funding agencies for consultancy
in issues related to Industry 4.0.

Achieved results of this include: i) increasing the number of courses and training
activities to industries on Industry 4.0 as well as to external students; ii) increasing the
number of companies looking at the university to assess some technologies and to make
some general tests of their products; iii) increasing the number of companies looking at
the university to show how their products can work in real-life; and iv) increasing the
number of advisory services to companies in Industry 4.0.

4.5 Governance Model and Framework Sustainability

Considering there are: i) different institutions and many possible companies interested
in using the available infrastructure and offer their solutions; ii) some equipments (that
needmaintenance, can break, etc.), technical staff, scheduled classes in the labs, and legal
restrictions related to cooperation university: industries; and iii) existing regulations for
installing software and hardware at the university, etc.; a governance model had to be
devised. In general, it means defining the “rules of the game” for the different business
cases and actors involved in each scenario with the aim of mitigating possible conflicts
and problems that can bring the framework down.

Inspired in the life cycles of theVBE andVO (Virtual Organization) types of collabo-
rative organizations [9, 12], the governance model is basically composed of a bylaw-like
instrument and operating rules. The former generally depicts themainworking principles
of the network that is formed to cope with the different business cases (e.g., the existence
of a common management committee, aspects related to payments, and rules related to
sensitive information and to competing companies). The latter comprises the basic rules
for a company: i) to be accepted to work with the university under this framework (e.g.,
rules to make software available, to donate funds and resources, to licensing, etc.); ii) to
operate within this framework (e.g., rules to use the infrastructure and other resources,
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the involvement of professors, technicians and students in research and outreach, etc.);
and iii) to leave the framework (e.g., rules to cancel the permission of a company to
use the infrastructure under the framework, to remove companies’ resources previously
installed, etc.).

5 Final Considerations

This paper has presented a tailor-made framework developed to boost the adoption and
the development of the Industry 4.0 in theGreater Florianopolis City, the South of Brazil.
Considering a set of identified obstacles that have been preventing a larger adoption of
Industry 4.0, the developed framework was conceived taking advantage of some pre-
conditions. In more particular, the existence of a solid innovation ecosystem and a good
number of local Industry 4.0 solution developers.

The main motivation for the framework was that universities and compa-
nies/industries are not used to cooperate at a large scale, systemically, despite the big
potentials. The framework can be seen as a kind of ‘answer’ from the university to the
industrial community, trying to attract companies to work more effectively in terms of
generating more concrete and useful results in terms of Industry 4.0 needs.

A set of concrete actions were conceived regarding the way the university is orga-
nized, namely in terms of teaching, research, and outreach, also involving innovation,
entrepreneurship, and apprenticeship.

The results so far achieved are very promising given the improvements obtained
in all the supported dimensions and the specific goals the framework was tailored to.
However, there is a long way to go. Especially in terms of measures to increase the
level of awareness and general mindset – both from the university and entrepreneurs
– related to the initial difficulties and to the learning and evolving process a cooperation
between them represents. This also involves some legal obstacles to be overcome as
some situations were not explicitly supported by current regulations as some situations
were new. Thus, the framework cannot be taken as finished. Instead, it is constantly
updated as newer scenarios and better practices appear.

Besides identifying the set of business cases for the diverse cooperation scenarios,
a governance model was necessary to be established to regulate the functioning of the
framework, and to preserve and reinforce the relations between the involved actors.
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Abstract. This article presents an industrial workshop on the design of the
Product-Service System (PSS) for the pharmaceutical sector. The result of the
research is a new PSS solution for high-value machines with advanced technol-
ogy used in pharmaceutical production. When designing this PSS, the attention
was paid to the specific features of the pharmaceutical sector and pharmaceutical
production, problems as well as the needs and requirements of a pharmaceutical
company. Taking into account all these elements aim to develop a comprehensive
solution. The workshops were divided into stages and presented in a very syn-
thetic way. The article illustrates the collaboration between the machine selling
company (manufacturer’s representative), pharmaceutical company and scientists
to co-design effective PSS solutions.

Keywords: Product-Service System (PSS) · Pharmaceutical industry ·
Pharmaceutical machine

1 Introduction

Recent decades have brought advances in the design of the Product-Service System
(PSS) [1–4]. The researchers’ attention is focused primarily on the development of new
design methods or the use of already well-known tools in PSS design [5–8]. Much less
importance is attached to the co-design of the PSS in order to generate effective solutions.
The combination of products and services in PSS opens up a number of opportunities
that both producers and users should take advantage of [8–10]. These opportunities often
only become apparent when both sides work together. There is therefore a strong need to
develop this area ofPSSdesign [11–13].Nevertheless, the article undertook the co-design
of PSS for the pharmaceutical industry in a research workshop. An important element on
which the emphasis was placed was the cooperation of the company selling themachines
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(manufacturer’s representative), the pharmaceutical company and scientists. This made
it possible to generate a specific solution.

The paper is structured as follows: the first part is the introduction. The next part
contains the research methodology. The third part presents the literature analysis. The
next part presents results. The fifth part is the discussion and conclusions.

2 Research Methodology

The aim of this paper is to develop a PSS for the pharmaceutical sector in collaboration
with scientists, the machine selling company (manufacturer’s representative) and the
pharmaceutical company. The following research question was posed in the work:

• Can PSS bring benefits to entities operating in the pharmaceutical sector?

The research carried out in the article emphasizes the role of cooperation and provides
suggestions for practitioners regarding the design and use of PSS in the pharmaceutical
sector.

This paper adopts the methodology consisting of the following stages:

1. Systematic literature review.At this stage, two parallel literature reviewswere carried
out. The first focused on the analysis of the PSS found in industry, the second on the
analysis of PSS design methods.

2. Analysis of the pharmaceutical industry. On the basis of industry reports, the phar-
maceutical industry was characterized at this stage. The focus was on the analysis
of users and manufacturers of pharmaceutical machinery.

3. Researching the user of pharmaceutical machines. This stage was carried out in the
form of industrial workshops. This study was conducted on manufacturing issues,
tablet press needs and requirements, and related services.

4. Product-Service System project. This stage was carried out in the form of industrial
workshops. This is the result of cooperation between scientists, the company selling
the machines (manufacturer’s representative) and a pharmaceutical company. It was
developed based on practical knowledge and information obtained at the earlier
stages of the research.

3 Literature Review

3.1 Product-Service System in Industrial Practice and Product-Service System
Design

This stage concerned the analysis of the literature related to the PSS used in industry and
PSS design methods. The table presents guidelines for a systematic literature review.

The investigated industrial PSS cases were created by large companies operating
on the global market. These solutions target many sectors of the economy. Innovation
plays an important role in them. Their use is aimed at creating lasting added value for
customers. The characteristic features of the analyzedPSSare highvalue and long service
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life of the products, the use of advanced technologies and an emphasis on environmental
protection. In most cases, the PSS material element is a product composed of many
systems and parts. On the other hand, the services that guarantee its continued use
constitute an intangible element. The flagship examples of PSS include: Philips Lighting
(pay per lux) and Ivchenko-Progress ZMKB (Support serial production. Repair). The
industrial PSS cases conducted closely did not demonstrate the use of this solution in
the pharmaceutical sector (Table 1).

Table 1. Guidelines for Systematic literature review

Product-service system in
practice

Product-service system design

Analysis period 2001–2019

Information sources ProQues, Springler Link, Science Direct, Taylor & Francis Online,
EBSCOhost, Scopus, Emerald, Insight, Web of Science, Ingenta,
Dimensions, Wilma, IEEE Xplore Digital Library and Google
Scholar

Keywords “Product-Service System in
industry” or synonyms

“Product-Service System in
design” or synonyms

Result 150 works describing PSS
functioning in industry

60 PSS design methods

The conducted literature study on PSS design provides information on 60 PSS design
methods. Out of 60 analyzed methods, 12 were verified in industrial practice, and 21
research projects. The rest are scientists’ proposals. Out of 60 methods (Fig. 1), as many
as 12 are universal methods that have not been assigned to any industry. The remaining
methods were targeted at one or more industries simultaneously. Most of the methods
are directed to the mechanical engineering sector. There are: cutting tools, metalworking
machines, production machines, valves and tank control systems, heavy machinery for
road construction, hoists and elevators, compactors, industrial laser systems, refrigera-
tion equipment, agricultural machinery and aviation. The conducted analysis does not
provide information on the PSS in the pharmaceutical sector [6, 7].
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Fig. 1. Classification of PSS design methods by sector [7].
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3.2 Pharmaceutical Industry and Pharmaceutical Machines

The pharmaceutical sector is an innovative branch of the economy that focuses on the
development and production of drugs and medical devices. Pharmaceutical products
are used to save the health and life of people and animals. Their production is charac-
terized by, among others, meeting strict requirements, high accuracy and cleanliness.
Asia, Europe and North America are currently the largest pharmaceutical markets. The
pharmaceutical sector of the European Union consists of 4,106 enterprises employing
595,751, and the production value is around 287.89 EUR billion [14–16].

One of the key resources of the pharmaceutical sector is the production machinery
(e.g. capsule presses, tablet presses, blister machines). These machines differ signifi-
cantly in size, level of automation and the way they are operated. The production of
the drug in a specific form (e.g. a tablet) can only be carried out on a specific machine
equipped with specific format parts (tablet press). Currently, leading manufacturers of
machines and lines (for example Norden, Citus Kalix, HAPA) for the production of
pharmaceutical products offer machines in various equipment variants. Services, on the
other hand, constitute a narrow part of their offer. In 2018, pharmaceutical companies
operating in the European Union invested approximately 6.73 EUR billion in production
machinery [14–16].

4 Results

This part of the paper deals with research workshops carried out with the participation
of the company selling the machines (manufacturer’s representative), a pharmaceutical
company and scientists.

4.1 Company Problems and Needs

The aim of this phase of the workshop was to find out what problems the user of phar-
maceutical machines is facing. In addition, it was possible to precisely define and what
needs related to the said machine.
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Despite its experience and tradition, the pharmaceutical company struggles with
many problems during production. The implemented improvements are aimed at reduc-
ing losses, but not always these actions bring the expected results. In order to illustrate
their diagnosis, the Pareto-Lorenz analysis was used (Fig. 2). The losses presented in
the figure are very characteristic of the analyzed sector. The problem with the greatest
losses is the retooling of pharmaceutical machines.

The workshops also allowed to identify the needs of the manufacturer of pharma-
ceutical products related to the machine. The needs relate to four main areas: machine
purchase, training, drug production process, and sanitary and hygienic requirements
(Table 2).

Table 2. The needs of a pharmaceutical company and pharmaceutical machine manufacturer

Purchase of the
machine

Training Drug production
process

Sanitary and
hygienic
requirements

Pharmaceutical
company

Elimination of
high purchase
costs

Operator
training related
to new
machines

Support for the
production
process

Meeting the
sanitary and
hygienic
requirements for
pharmaceutical
production

Full machine
service

Training of
new
employees

Error diagnosis Adequate
protection of
production
workers

Pharmaceutical
machine
manufacturer

Payment schedule Information
about needed
training and
schedules

Collection of data
on the operation
of the machine

Reporting
changes

Declaration of the
period of use of
the machine

Cooperation
with human
resources

Constant contact
with the company

Information about
the problems and
difficulties of the
enterprise

4.2 Interest in Machine User Services and Product-Service System Design
for Pharmaceutical Industry

At this stage, the service preferences of the pharmaceutical companywere examined. The
study covered the company’s employees. All the services the machine user is interested
in have been sorted and presented in the table below. Preferred services will be an
intangible component of the PSS. This is to adjust the designed PSS to the requirements
of the machine user. Additionally, it is aimed at complete elimination or reduction of
emerging problems. At this stage, the user company confirmed its interest in the PSS
with the machine rental option.
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Based on the obtained service preferences and suggestions from other participants of
the workshops, the PSS was developed (Fig. 3, Table 4). The main material component
is a pharmaceutical production machine. The intangible component is a user-preferred
service (Table 3).

Table 3. Services an enterprise that uses pharmaceutical machinery is interested in.

Services related to a
pharmaceutical
machine

Services related to a
Drug manufacturing

Services related to
health and safety at
work

Additional services

Delivery, installation,
commissioning

Cleaning and
washing format parts

Advice, consultations
and training in
pharmaceutical law

Audits

Diagnostics and
troubleshooting

Data visualization
on cards and boards

Noise reduction Disposal of protective
materials

Financial services Giving the right
shape to products

Optimization of the
supply of protective
materials

Integration of data
visualization on cards
and boards

Machine software
update

OEE analysis and
optimization

Optimization of work
ergonomics

Lean tools

Maintenance and
inspection

Optimization and
standardization of
working time

Optimizing job
matching

Optimization and
standardization of
working time

Monitoring, machine
operation

Optimization of
changeovers of
format parts

Safety certificates and
sets of standards used
in pharmaceutical
production

Optimizing the use of
utilities (water, air,
electricity)

Rent Optimizing the
supply of raw
materials and
materials

Security checks Take-bake

Repair shop
equipment

Packing and cost
optimization of
packaging materials

Sterilization

Service agreement Quality control of
finished products

Training

Supply of spare parts Training and
integration

Waste disposal

Training Waste disposal

Updating
(reconstruction,
modernization) of the
machine

Warranty

Washing and cleaning
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In the developed PSS, the manufacturer retains ownership of the machine that is
made available to the user. With the machine, the user receives services tailored to his
needs. The manufacturer charges a monthly fee depending on the work performed by
the machine. The machine user needs to work with the machine and produce as many
products as possible, not to have it. After the agreed period of use, the pharmaceutical
production machine will be reconditioned and made available again. The customer also
chooses whether he wants to get a new or reconditioned machine.

In this case, the manufacturer obtains financial benefits both on the pharmaceutical
machine and the related services. The solution enables the manufacturer to have constant
access and analysis of the machine’s operation. The data collected thanks to this will
be used by the manufacturer in the design of new generations of machines and the
regeneration of used machines. In addition, it will allow for the efficient replacement of
elements that wear out quickly and do not keep precisely defined parameters.

Thanks to this model, the pharmaceutical company does not spend a lot of money on
the machine. It is no longer concerned with service and repair, so she can concentrate on
her core business. In addition, thanks to the services throughout the life of the machine,

Fig. 3. Product-service system concept for the pharmaceutical industry

Table 4. Product-service system for the pharmaceutical industry - assumptions

Ownership The manufacturer is the owner The pharmaceutical company is a user

Sale Subscription depends on the operation of the machine

Services A set of services tailored to the
user’s needs

Services divided into packages

Benefits for the
producer

Co-creating
solutions and
improving
relationships

Machine
performance data

Machine reuse Environmental
Protection

Customer
benefits

Focus on the
development of
new drugs

Elimination of
costs related to the
purchase and
maintenance of
the machine

Faster enterprise
development
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it receives technical support regarding the production process and meeting the sanitary
criteria set for this industry.

5 Discussion and Conclusion

The industrial workshops presented in the paper illustrate the collaboration between a
company selling machines (manufacturer’s representative), a pharmaceutical company
and scientists to co-design effective PSS solutions for the pharmaceutical sector. Coop-
eration as presented in the article and learning about the requirements and problems of
the machine user is an important point that should be taken into account in the design
of the PSS.

The developed solutionwill be an impulse for the development of small andmedium-
sized pharmaceutical companies, which usually have problems with the purchase of new
machines. On the other hand, large enterprises will be able to concentrate on developing
new products. The framework of the PSS presented in the article shows close cooperation
between enterprises throughout the life of a pharmaceutical production machine. This is
an important fact that will be helpful in developing machine usage scenarios in a specific
enterprise.

The paper is the first stage of research on the use of the PSS in the pharmaceutical
sector. It highlights elements and aspects that will be discussed and analyzed more
extensively in future studies.
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Abstract. The world industrial economy has turned into an economy of service
over the past two decades. Evidence can be easily found, such as the shift of
more and more manufacturers from traditional product-centered logic towards a
service-centered logic. Transactional business models are evolving towards recur-
ring revenue models, which raises questions about the new value proposition
to be met. The addition of complementary services to the product to maintain,
among other things, the performance of assets throughout the whole PSS life
cycle presents both an opportunity and a complexity. To make this integration sus-
tainable, we suggest operationalizing the PSS concept so that the value proposition
is customer oriented, considering simultaneously the engineering of the offering,
the processes, and the support network. We suggest developing scenarios of new
value propositions based on service value process models. Our contribution will
present a three-dimensional engineering framework as well as a service process
value model.

Keywords: Process value model · Smart product service system · Three
dimensional concurrent engineering · Customer orientation

1 Introduction

Sustainable development has become a priority issue for manufacturing companies
since: their commitment to a responsible policy aiming to avoid waste and resources
overconsumption, rare and precious metals real criticality consideration, individual and
collective awareness to reduce both one’s own waste and environmental footprint, etc.
Consequently, many challenges raise: which offer for which customer? how to do more
with less? how to do better with less globally? how to adapt the offer to individual and
collective usage which evolves over time? which business model for which product?
how to eco-design? how to increase eco-circularity? etc.

Product Service Systems (PSS) defined as integrated solutions of services and goods
based on the sale of a performance in use or a usage and not on the simple sale of
goods” [1, 2], linked to modular eco-designed systems supported by specific business
model, are a first step to reduce the renewable rate of products/service consumption in
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the society–rather measured at a micro economic level, and for specific sectors. Other
strategies, such as the 10 R strategies, are in progress to emphasize circular economy
and intensify the use or expand the life of products or material, or recover products [3].
They allow preserving the value of the products. In general, product design needs to be
thought in a comprehensive way, encompassing production processes, logistics systems,
consumption patterns and lifestyles. The development of IOT and ICT plays in important
role in the implementation of the 10 R strategies, enabling the collection of customer
behavioral data in real time and thus to renegotiate service level agreement based on real
usage or to manage maintenance, etc. [4]. PSS, IOT and ICT association is currently
implemented in what is called Smart PSS solutions. While promoting many advantages,
Smart PSS still question on their effectiveness to satisfy the sustainable character and
thus their design remains prevalent to promote sustainability [4, 5].

PSS design must encompass the compatibility and overlap of some components
(subassemblies of the system) addressed to the consumer, and the processes supporting
the design, manufacture, and provision of this offer. Both PSS design framework and
smart PSS design framework have been proposed in the literature which mostly focus on
the offering, sometimes on the coupling process, sometimes on the supporting network
organization but rarely on these three dimensions simultaneously [6–8]. Modularity in
PSS design is also exploited but only considering the offering dimension and not yet
the support organization. To address such concerns, a three-dimensional PSS design
framework is proposed in this paper based on a modular approach of products, services,
and resources (industrial partners) or production resources used to support the offering
production and delivery.

The following section reviews several useful notions and concepts to address the
scope of our study. Section 3 reviews the design challenges that guided the key princi-
ples of the framework. The implementation and operationalization of the framework is
presented in Sects. 4 and 5. Finally, the paper ends with a conclusion that highlights the
main points of the proposed framework and the directions for future work.

2 Problem Statement

The above-mentioned definition of PSS emphasises the sustainability of a solution devel-
oped to satisfy customers’ requirements through a high value-added offering that favour
companies’ profit [1]. The concept of PSS has taken shape through several typologies
linked to different coupling between the products and the services and to different busi-
ness models. The satisfaction mentioned in the definition and primarily linked to the
customers has been extended over the years to all stakeholders. The sustainability dis-
cussed initially based on environmental concerns has gradually integrated social and
economic dimensions and is trying to consider the whole system lifecycle. The potential
for added value has been opened to users and all stakeholders of these systems through
the development of personalised e-services. All these evolutions, for which the core con-
cepts are outlined hereafter, have a significant impact in the assumptions and structuring
of the design framework we propose.
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2.1 PSS and Smart Typologies and Representation

The first recognized typology distinguishes three types of PSS: product-oriented PSS,
use-oriented PSS and result-oriented PSS [9]. The difference between them concerns the
offer dominant logic and the associated business model. This typology drawbacks are:
first, the unrepresentative of the possibilities found in practice and, second that it is no
more representative of the market evolution: customers’ requirements and sustainable
concerns. The classification proposed by Van Ostaeyen [10] distinguishes PSS based
on: the performance orientation of the dominant revenue mechanism and the degree of
integration between product and service elements. This typology question the coupling
between the product and the service to determine if the service is supported by the
product or added to the product or to the service expected by the product as a tangible
support. Accordingly, the delivery mode can be constrained and the offering component
proper existing conditions challenged. More recently Aas et al. [11] have proposed a
typology with eight categories relevant in the digital era delineated in conjunction with
the business models relates to the suppliers’ ownership of delivered products degree, the
smartness of the services provided degree and the performance orientation of contracts
degree. This typology is more suitable with Smart PSS, the link to the business model
is explicit, and the features of the service are considered. But the product and service
coupling that can be a weakness regarding the sustainable concerns.

Smart services can be viewed as the combination of: (1) products: i.e., tangible sup-
ports for functional services inherent to the products, that cannot be sold independently;
(2) support services: services linked to physical supports/functional services allowing to
preserve its initial performance that cannot be sold separately; (3) additional services:
pure service existing by themselves that can be sold separately. These services can be
online (e-service) or offline. IoT can be used to help users or solution providers to bet-
ter manage the product (e.g., maintenance) or to optimize its performance (e.g., energy
management). It is also possible to imagine helping the system provider to design more
reliable systems through, for example, feedback on incidents that have occurred during
use. E-services as defined by Casati [12], are an “application accessible via the web,
providing a set of functionalities to companies or individuals or viewed as a component
provided by an organization to be assembled and reused in a distributed environment
on the Internet”. For their implementation, product support infrastructures are needed.
These infrastructures may be other PSS or smart PSS solutions created to meet other
primary needs. IOT + ICT can be used to propose either support or additional service.

Figure 1 summarizes the evolution from product to Smart PSS and the underlying
typology.

Fig. 1. From product to smart PSS.
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2.2 Smart PSS as a Lever to Respond to Stakeholders’ Sustainability Concerns

Smart PSS solution are intended to be sustainable as their predecessors should be, either
for customers and providers. Indeed, whatever the businessmodel, customer usage needs
satisfaction remains at the heart of the initial offer to which can be added services to
ensure the tangible supports for functional services performance preservation if possible
(e.g., maintenance). In the latter case, advantage may be: to anticipate failures before
they occur and thus reduce the downtime or, to avoid excessivemaintenance due tomajor
failures in case he would own the solution. In the case where the owner of the solution is
the provider, feedbacks obtained from remote sensors allow, in the case of maintenance,
to anticipate or to remain in control operations and thus to replace just what is necessary,
or even, for a defective solution that should leave the market, to imagine the R4 to
R9 strategies. These strategies show that Smart PSS are high added value solutions
for different stakeholders: users, providers, the society, or politicians, regarding their
injunctions to reduce waste, minimize the consumption of natural resources and reduce
energy consumption.

Smart PSS can be a lever for environmental performance if they are designed con-
sidering the potential they represent and if the support infrastructures for their design,
production, provision, use and end-of-life treatment exist and are rationalized. To help
achieve this objective, several requirements derived from [7] need to be considered (Table
1). As can be seen, the offer reconfigurability to adapt over time to the usage needs and
to satisfy the customer in the long term is a common requirement to both the user and
the provider of the solution.

Table 1. Stakeholder’s requirements regarding a Smart PSS offering (derived from 7).

requirement
customer /

user provider society politicians

response to functional requirements X X

quality of user experience X

customised offering X

reconfigurable offer X X

market drivers X X

economical dimension X X X X

social dimension X X X X

environemental dimension X X X X
good compromise between cost, quality and time X X
technological innovation X X

e-service proposition X X

safety and reliability X X

2.3 From Smart PSS to Smart Reconfigurable PSS

Reconfigurable systems have been around for a long time now. The well-known are
Reconfigurable Manufacturing Systems (RMS), defined as being able to quickly change
their structure, as well as their hardware and software components, to quickly adjust
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to new production needs. To do so, RMS are designed based on predefined equipment
components that can be rearranged, moved and replaced quickly using the following
principles:modularity, scalability, integrability, convertibility, reliability,maintainability
and customization [13]. Considering the definition and typology of Smart PSS and the
requirements set out inTable 1, aSmart PSScanbeviewed as a new typeof reconfigurable
system which must obey the same rules of rapid adaptation to needs, i.e. usage needs
and not production needs. In any case, the adaptation must be quick and with the least
effort. We thus propose to use modularity, key concept of RMS to design Smart and
sustainable PSS [14].

Modularity concept has already been used to design PSS [15, 16]. Here we assume
that the design of Smart PSS will be based on the composition of products and ser-
vices functional units, assembled to obtain a sustainable composition, considering all
the requirements above-mentioned. Smart PSS instrumentation allows to consider two
different cases: one involved in the design of the initial solution and the other involved
in the redesign or adjustment of this solution to the customer’s usage needs over time.

In the first case, the choice of products, support services and additional services can
be personalized and the whole can be instrumented according to the customer’s needs,
defined based on the desired uses and the accessible product support infrastructures.

In the second case, since usage information can be collected either through direct
interaction with the customer or through direct feedback from sensors integrated into
the initial offer, the system can be augmented or reduced in functionality. The use of
modularity is, in this case, a key element to increase or decrease the functional scope of
the physical part of the PSS and thus improve PSS sustainability as it allows to reach
the highest level of the 10 R strategies. Reconfigurability through modularity has an
advantage for scalable solution design, able to meet users’ needs over the long term,
provided that the user can explicit his needs when designing the first offer. For this, we
suggest a co-design user-provider of the offer.

2.4 User-Provider Smart Reconfigurable PSS Co-design

Acustomized solution, co-designed by the user and the provider at the outset and adapted
to changes in usage throughout the link between the solution and its user, ensures a
high value-added solution for these two stakeholders. This is because the system is
then adapted to the most demanding requirements and its unused components can be
reused by the provider to meet the needs of other customers. This opportunity is part
of the Corporate Social Responsibility (CSR) and on the way in which organisations
make a PSS offer available to their clients, other objectives such as the search for quick
profitability compromise the sustainability of the offers proposed. Several drawbacks
emerge in this context: the needs to which the PSS respond are sometimes unclear, the
scope of the related service system is poorly defined and the impact of the definition of the
service system on its components poorly qualified and quantified. These facts generate
problems of mismatch between specifications and needs, service delivered, and service
wanted, cost and value, or services offered and uses of services, which negatively impact
on the objectives of the companies. This is reinforced in a multi-organisational context
because the difficulty is not only to propose a coherent offer, but also to analyse the
compatibility of the processes and the logistical network supporting this offer throughout
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its life cycle, while guaranteeing the satisfaction of all its stakeholders. The co-design
user-provider allows to have a customer centric approach recognised by several authors as
allowing the delivery of higher service quality and enhancement of customer satisfaction
[17].

Based on all the considerations presented in part 2, we propose in the next section
the design challenges and principles on which we propose to build the three-dimensional
framework for Smart reconfigurable PSS design.

3 Design Challenges and Framework

The design framework is based on the simultaneous engineering of product, process and
supporting infrastructure. The product is here extended to Smart PSS. The requirements
that drive this design are those presented in Table 1. Interactionwith the customer is heard
throughout the design process, i.e., until the best compromise between all expectations
is found. The processes here are the support processes for the design, manufacturing and
implementation of the Smart PSS consisting of the product, the supporting and additional
services, and the associated technologies. The supporting infrastructure is considered as
being made up of all the partners constituting the supply chain required for the design,
realization, provision, maintenance in operational conditions and treatment at the end of
the product’s life (Fig. 2).

The principle of modularity consists in assuming the smart PSS as an arrangement of
functional units of products and services. Therefore, as soon as the needs are expressed,
an analysis of the functional units of the library formed by solution providers is carried
out to see whether units are available. Three scenarios can occur:

– all the necessary units exist without a variant. An analysis then consists in simulating
the coupling and comparing the solutions on the basis of criteria classically used in
reconfigurability analysis (time, difficulty of coupling, etc.).

– all the necessary units are present with a variant, the analysis then consists of simulat-
ing the coupling and comparing the solutions on the basis of criteria classically used
in reconfigurability analysis. Once the choice is done, a double analysis of process
compatibility and support networks design can be carried out.

– some elements are missing and. In this case, either the requirements must be revised
or a solution must be found through innovation.

In case there is no process compatibility or the support network design is not feasible;
the offering must be modified (Fig. 3). The metrics proposed to ensure the sustainability
of the offer and stakeholders satisfaction, the tools as well as the methods allowing to
perform the different sub activities contained in the three main ones are further detailed
in [7]. It corresponds to the first case of the initial design of the offer but does not
exclude other phases related to the redesign of adapted offers over time. Indeed, it will
then be a question of analyzing the additional modules desired or those to be removed
and of redesigning the adapted offer by checking the compatibility of the processes and
supporting infrastructures as initially. Obviously, a digital twin of the PSS, processes
and supporting infrastructures would be useful in carrying out tests, particularly about
the complexity of coupling.
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Fig. 2. 3DCE Smart reconfigurable PSS principles, adapted from (6).
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Fig. 3. 3DCE dynamic.

4 Framework Implementation

4.1 Modeling Process Approaches and PSS

In [18], the authors introduce the basic principle of a service delivery, that is an interaction
within a service provider/consumer pair oriented from the provider to the consumer. The
intensity of the service delivered grows in the sameway as a parameter that characterizes
the provider/consumer pair. A provider is identified by his function and is noted P. A
consumer is characterized by his need. Of course, an object cannot be limited to being
a provider or a consumer. Therefore, it is generally considered that objects can behave
simultaneously as both. The initial principle presents an object as a single provider or
consumer of services. Clearly, a complex object can provide and/or consume several
services. Consequently, an object can be a provider/consumer of several services. The
service provision relationships then become more complex, i.e., each relationship is
defined for a given service. An object is then part of a series of services, linked to
another object upstream as a service consumer and to an object downstream as a service
provider. The authors proposed to call the “object” providing or demanding the service
a “service agent” or, in short, a “sergeant”.

4.2 Modeling of Behavior, Functions, and Data

Indeed, the service modelling also requires the modelling of the interactions between
multiple services; this process can lead very quickly to a significant level of complexity
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from a static point of view and evenmore in a dynamic view. Proposed in previous works
[19] a first tentative to represent service in simulation. We therefore focus in this paper
on the establishing operations for a single service coupling in the G-DEVS formalism
[20]. This discrete formalism is selected because of its formal property and its time
management capability. We propose to model each service component through a G-
DEVS model based on attributes. The model attributes are described from a qualitative
andquantitative point of viewand all elements (actors andmaterial) that interactwithin its
environment are required.NewSmart PSS design and development is based on a strategic
analysis whose objective is to define lines of innovation while keeping sustainability as
core concern. Most of the time, innovations are incremental -series of small steps -as
enterprises findways to update their products and processes or to integrate basic services.
Simulation principle is to analyze the possibility that new functionalities supplement a
PSS existing one while receiving benefits, if any, of components already used to fill these
existing functionalities. Specifically, the assembly of components can be simulated to
measure their capacity to easily interact and to cope with the customers’ need and use,
with the manufacturers ‘profit expectations and with the environmental incentive. The
simulation of scenario tests can give clue to manufacturers to develop and set up a
win-win strategy with their customers, and environment.

4.3 Service Process and Service Process Value Model

Service process is an important part of service as it is the operational workflow for
service delivery. The execution of service processes is respecting anSLAbetween service
provider and customer. The SLA specifies the requirements of the customer used to
monitor and verify the contract. Under the SLA, the candidate service elements of
each service can be divided into different service set, and the service process reaching
customer’s requirements can be constructed quickly. As described by Zhou in [21],
for the same requirement of the customer, under different SLA constraints, the service
provider can select different service elements to form different service processes.

According to Zhou [21], Service value is a common metric recognized by the stake-
holders of a service, the service requester, and the service providers. System requirements
of smart PSS toward customer needs and co-creative value propositions Several parties
have to contribute to co-create value in a collaborative production to meet an overall
value expectation [4]. However, in general, different PSS actors can have different PSS
value expectations [5]. Therefore, value is multidimensional, and an actor’s expectation
of value may contain only some of these dimensions. Because of the different concerns,
each person may define their values from different dimensions. For example, value can
be defined from the economic point of view, ownership of the product, the economy of
resources used and the customer experience, etc. Three dimensions were used to define
service value: time and space, profit, and experience in [21]. The time and space dimen-
sion refers to the requirements of creating service value in time and space, which can
only be achieved by meeting the requirements. Service value is strongly related to the
activities in the service process. Time and space dimension reflects the time consumption
and location/status changes in activities.

The profit dimension refers to the different benefits obtained by actors in the ser-
vice activity, including economic benefits, physical products ownership, information
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obtained, etc. It is related to the service actors since each actor in the service process,
including the customer, benefits from it.

The experience dimension refers to the intangible value or impact of service process
or service results, including corporate reputation, social impact, customer satisfaction,
experience, and skills, etc. Experience dimension is related to the effect of service process
or result.

The sustainability dimension must be considered in the early design phase to reduce
potential failure to meet the environmental and social requirements in delivery stage.
However, according to [22], the existing PSS evaluation frameworks consider less about
characteristics of digitalization and smartness.

In addition, in the design process of smart PSS [23], since the creation of value
is inseparable from the use of smart resources, the resources need to be extended
to smart objects, tools, materials, products, data, etc. The operationalization of the
3DCE framework in the context of Smart PSS consists in adding the process and value
dimensions.

5 Framework Operationalization

5.1 Smart PSS Value

Smart PSS value includes the profit and usage dimensions that refer to the benefits
obtained by actors in the service activity. Since Smart PSS, it adds the sustainability
dimension [22] as a core global benefit since it reduces the environmental and social
impact. Obviously, it is related to the service actors involved since each actor in the
service process must contribute in a sustainable way and/or benefits from it.

Then, the experience dimension refers to the intangible value or impact of service
process or service results, including corporate reputation, social impact, customer sat-
isfaction, experience, and skills, etc. Experience dimension is related to the effect of
service process or result. The PSS user experience dimension is increasingly important
in the service and digital domain (in digital domain it is known as UX, i.e., User Expe-
rience). It corresponds to the way a service is perceived by its users or the customers.
The user experience includes several criteria that are not yet extensively defined but
literature up to now. It can include criteria such as ergonomics, usage, and satisfaction.
In addition, in the process of PSS, the creation of value is inextricable from the use of
resources. These resources can be human, materials, data, such as described in MDISE
[24].

5.2 Smart PSS Service Process

In the proposed approach, a smart PSS is composed of different service elements coming
either from a library (Fig. 4 top left side), such as described in sergeant approach, which
represent specific activities or tasks in the service process or service to be created on
demand. Hence, each service process is composed of different activities organized in
workflows (Fig. 4 middle left side), which are executed by resources (Fig. 4 bottom left
side) to complete the whole service. In the service process described in Fig. 4 right side,
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each activity needs to be fulfilled by at least one actor that can be human, including
customer, service provider and participant and artefact or digital support form IT. By
participating in the activities, resources (co-)create value, exchange value, and meet
their own value expectations. Workflows are picked from library or created on demand
according to the specification of customer needs.

Fig. 4. Coupled approach mixing product and service for Smart PSS.

5.3 Smart PSS Process Value Model

The user experience and sustainability are central element in mixing product and digital
content in the building of Smart PSS process value. The goal is to create the most fluid
and frugal pairing possible between the product, service, and user through a PSS and
potentially a web-based data collection form IoT for smart PSS such as described in
the Fig. 3 right side. The idea is, when pairing process, to limit the overlap between
functionalities and resource used at the frontier of PSS subcomponents connection. A
fluid connection of services and its smart support generates less consumption of resources
and make much easier the smart PSS usage, reduces the impact on the environment and
can increase loyalty of customer, as it is the case in buying and using physical products.
In a chaotic e-service where it is almost impossible to find, produce and provide what the
user is looking for or in slow PSS delivery; the potential customer will not be inclined
to proceed to the PSS usage. On the contrary, in an ergonomic and aesthetic service
delivery approach, the same customer will be much more likely to spend time there and
to proceed to the act of service usage. The main causes of unpleasantness that spoil the
user experience are usability issues that prevent from non-expert to use it, bugs that start
over the service during run time, non-intuitive usage that slow down the access to the
service, information not found that demotivate to reuse the service. Users who leave
the e-service support frustrated are unlikely to try again on the same PSS, so they will
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naturally go to its competitors. Therefore, the contribution proposed will contribute to
monitor the user experience on the service delivery process and applications and make
it a central element of the PSS digital strategy.

6 Conclusion and Future Works

This paper presents a framework for Smart Reconfigurable PSS design that lays on
several principles: the integration of multiple stakeholders’ requirements to reach sus-
tainability objectives, the co-design user/provider of the solution to increase satisfaction,
the use of modularity to ensure user satisfaction over time, the use of IOT and e-service
to get behavioral information on the user and update user’ SLA, process and support
infrastructure reconfiguration. A way to implement this framework is briefly presented.
Future research aims at consolidating the framework and testing its implementation on
real design cases. Another perspective is to define the digital twins of the process of
creating the offer and the supporting infrastructure to be able to digitally test the design
possibilities of a Smart Reconfigurable PSS.
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Abstract. The impact of digital technologies in manufacturing organizations has
been felt for decades. Servitization processes themselves have developed from the
traditional Product-Service Systems (PSS) toward new business models infused
with digital technologies, paving the way to smart PSS. There is, however, a lack
of understanding of how digital platforms (DP) can be leveraged for the offering of
smart service offerings. In this paper, we highlight how the emergence ofDP traces
the evolution of PSS and highlight how a platform-based modular architecture
can serve as the reference infrastructure for organizations to deliver smart and
highly customized products and services. The architecture of the Transformer
4.0 platform is used to demonstrate how DP can serve as orchestrators for an
ecosystem of digital twin-driven smart PSS.

Keywords: Smart product-service system · Servitization · Digital platforms

1 Introduction

The impact of digital technologies in everyday life has been felt for decades [1] In the
industrial realm, the Industry 4.0 (i4.0) phenomenon is proof that information tech-
nologies (IT) have changed the nature of products and services. While IT started by
influencing internal organizational processes optimizing traditional product and service
offerings, business model innovation, the emergence of new technologies, and evolv-
ing consumer expectations have pushed IT’s place outwardly, encouraging companies
towards servitization. Even the servitization process itself, that has impacted manufac-
turing companies for decades, and changed focuses toward new business models based
on the bundling of products and services into Product-Service Systems (PSS) has been
infused with digital technologies. Authors such as are now arguing for attention to the
interplay between digitalization and servitization and how this connection paves the way
for PSS embedding digital technologies into smart PSS.

A similar path can be traced for digital platforms (DP). Tracing their lineage to
intraorganizational information systems, digital platforms (DP) have grown to become
the infrastructure of digital ecosystems that are at the core of how (1) organizations
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interact in cooperation, coordination and collaboration [2] and (2) in how services are
provided to users. Previous studies have begun to suggest how manufacturing firms
can leverage a platform approach to overcome some of servitization most common
problems. There is, however, a lack of understanding in how digital platforms both
support the development and selling of advanced, highly customized, smart product-
service offerings and how they structure interactions and data flows between actors of
the ecosystem.

In this paper, we highlight how the emergence of DP traces the evolution of PSS,
focusing on how platform roles, elements of a platform ecosystem, and a platform-
based modular architecture, in general, can serve as the reference infrastructure for
organizations to deliver smart and highly customized products and services.

2 Theoretical Background

The servitization trend of manufacturing firms that shifted from the focus of industrial
products to a strategy that provides a combination of products and services has been
ongoing for decades [3]. This shift led to the emergence of new business models based,
the so-called Product-Service Systems (PSS). Manufacturing organizations adopt a PSS
approach to increase their revenues and enhance customer satisfaction [4] by improving
efficiency [5] gaining access to new business opportunities and adding differentiation
from competitors.

However, in today’s highly competitive i4.0 context, a traditional servitization strat-
egy and PSS-based business models do not automatically increase performance. They
can even create obstacles that may lead to diminished revenues [6]. Studies such as [7]
and [8] have shown that investment in extending service offerings leads to increased
costs but frequently lacks in generating the expected higher returns. In fact, in a 2004
survey achieved, only a small percentage (21%) of firms reached what was considered a
financial success after implementing a service strategy,withmost companies abandoning
their service strategy after a few years. All these factors point to manufacturer’s neces-
sity of deploying efficient mechanisms to exploit the benefits of servitization and deliver
adapted product and services offerings with a clear strategy and competitive prices while
assuring competitive levels of both customization and organizational efficiency.

Recent literature points to how digital technologies help manufacturers improve
service offerings and reduce operational costs [9] and in particular, how digitalization
and DP allow organizations to configure and deploy service implementations that offer
levels of customization at a scale previously not achievable [7]. Although different terms
have been used to definewhat is nowmore commonly called Smart PSS, a comprehensive
definition is presented by [10]. The authors define Smart PSS as “an IT-driven value co-
creation business strategy consisting of various stakeholders as the players, intelligent
systems as the infrastructure, smart, connected products as the media and tools, and
their generated e-services as the key values de-livered, that continuously strives to meet
individual customer needs in a sustainable manner”. Although, as pointed out by [1]
there is still not a commonly agreed conceptual vision and framework for Smart PSS
design and implementation, the implied interplay between intelligent digital technologies
and service-based business models, is becoming crucial to accomplish a successful
servitization model [11].
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Although earlier conceptualizations of platform view these modular elements as
“software products” [12, 13] (Baldwin et al. 2000; Sanchez and Mahoney 1996), others
that analyzeDP inmanufacturing sectors go further into considering “product platforms”
as sets of physical components [14, 15] or service platforms as sets of “service modules”
[16]. On a formal level, [17] and [18] describe platform modularity as the decoupling
of the platform and its addon functionalities plus the specifications of how these addon
systems interact with the platform. This decoupling allows organizations to optimize
offerings by: leveraging product and service modules in different offerings [19] allowing
for the configuration of several offerings using different combinations of modules [20]
and facilitating the creation of pre-defined sets of modules that make up a given service
and make the customization process more agile. On the other hand, it is also important to
highlight that amodular architecturemayalsopresent disadvantages for both the platform
and platform-based PSS. On an implementation level, modularity comes at a cost [17],
with most of it coming upfront in the platform design stages. This increased difficulty
in the architecture design process may lead to significant heterogeneity in offerings [16,
20] and not lead to the expected operational efficiencies [21]. On a business level, the
literature points to greater levels of modularity leading to an increased risk of imitation
by rivals [22] and imposing additional costs on platform addon developers [17]. This
cripples the potential development of the platform’s ecosystem, hindering the long-term
feasibility of the DP [23].

These factors point to the implementation of successful platform-based smart PSS
resting primarily not on the anticipation of all requirements and dependencies to achieve
a completely modular system but on finding the right balance of modularization for the
offering in question. Research has even high-lighted that intermediate levels of mod-
ularity produce the most valuable innovations [24] and that how data and information
components are handled is a more critical indicator into the successful implementation
of advanced service offerings [4].

3 Digital Platforms for Servitization

Recent literature has offered twokey insights into understandinghow the characterization
of the complex servitization process has been lacking. Authors such as [4], supported
by [25], highlight how a predominant unidirectional view of the product to service
continuum has been sup-planted by the customer’s need of a full continuum of products
and services. [1] direct attention to the interplay between the fields of servitization and
digitalization [26, 27] looking to the bulk of literature on “digital servitization” starting
from 2017 and highlight how the unknowns regarding convergence of digitalization
and servitization, the linking between digital servitization and ecosystem management,
and the DP impact on digital servitization strategies still outweigh what is found in the
literature.

Taken together, these two insights provide a first understanding of how a platform-
based approach might serve to alleviate some of the tensions that emerge with servitiza-
tion. [17] summarizes the characteristics that differentiate platform ecosystems into four
properties: (i) compressed evolution as the capacity of platforms to shorten the period
required to observe different market dynamics; (ii) an evolutionary life cycle process that
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requires evolution and transformation to survive; (iii) the capacity to harness external
disruptions; and (iv) the ability of architecture and governance to shape evolution. As
architecture and governance are intrinsically tied in platform environments, shaping the
two elements can be leveraged to mold a platform ecosystem’s evolution.

The flexibility these four properties embed DP with has positioned them as the
preferred infrastructure for developing a new paradigm of business models centered
around customers, suppliers, and the developers’ aggregation. The resulting ecosystem
can generate externalities and synergies where the joint value creation is greater than
the sum of the value created by individual businesses [28].

We argue that these four characteristics also play an essential role in implementing
business models centered around smart PSS. Taking the perspective of a DP that man-
ages and orchestrates the entire product/service lifecycle, we argue that a com-pressed
evolution capacity allows firms to develop, deploy and validate these highly customized
offerings with an efficiency that other infrastructures would not allow for. Furthermore,
as described above, the power of modularity comes into play by giving the DP the abil-
ity to drop or implement different combinations of products and ser-vices according
to current business requirements. This allows organizations to harness innovation and
constantly develop solutions that can be plugged in with current products and services
to improve both returns and efficiency.

The combination of the modularity of physical goods with the layered (and mod-
ular) architecture of software gives rise to architectures that, loosely coupled through
standardized interfaces, lead to products open for new meanings after manufacture [29,
30]. This, in term, pushes the servitization process forward, further away from its linear
continuum to an iterative and flexible process where data is gathered from products and
services and further contributes to the improvement of the PSS.

4 Digital Twins Powering Smart PSS - the Transformer 4.0 Case

Current power transformer development processes are still traditional in nature, relying
on document-based information exchange and a set of product lifecycle management
(PLM) and simulation tools that are not interconnected. As such, an opportunity presents
itself to implement a digital twin-based DP, which will enable the integration of infor-
mation and data originating in various sources and offer services that streamline power
transformer development and add value to the machine beyond its operation and mainte-
nance. Our vision for the Digital Twin (DT) and theDTEnabledDPwill be applied to the
Power Transformer lifecycle in a Portuguese enterprise of the energy field, effectively
shaping its technologies and processes to Industry 4.0 standards.

Based on [17] software four functional elements, the architecture of the Transformer
4.0 (TFR4.0) DP is divided into four components (Fig. 1): a data layer, that com-
prises both data storage and access, a tools layer, and an interface layer. Connecting
these modular layers three abstraction tools are responsible for the orchestration of all
components.

Placed at the core of the DP, the Digital Twin Orchestrator Engine (DTOE) is a
crucial component for the management and orchestration of multiple instances of the
DT. A direct link between platform services and the DTOE allows for a shorter latency



510 H. Silva and A. L. Soares

Fig. 1. TRF4.0 platform modular architecture

between platform services and the virtual and physical realities of products/services.
This direct link benefits the management of the existing products while facilitating the
development and prototyping of new products and services based on the twin. TheDTOE
is responsible for the dual role of: (i) centralizing themanagement of the DT components
by providing the platformwith structured interfaces for direct control, and thus influence
both virtual and physical components of multiple instances of a product or service; and
(ii) interface with the remaining data layer com-ponents to structure and integrate design
and operational data and information.

A modular tools layer, built upon the DTOE, leverages the data and information
available from the data layer, to deliver the platform’s core functionalities. This set of
tools ranges from the standard platform services to power the ecosystem, such as user
and transaction management, to sets of data-driven tools that fuel the PLM from prod-
uct development to after-sales servicing. The BOE is responsible for the abstraction
and orchestration between the platform’s different tools into a coherent set of platform-
services. Through the BOE, platform users can leverage and arrange the different mod-
ular platform tools into different configurations to test and develop new and innovative,
highly customized smart PSS that leverage the full potential of the physical/virtual
interaction.

5 Conclusion

Although the impacts of technology in the servitization process are not a recent phe-
nomenon, its full extent has not yet been fully realized. The recent focus on digital
servitization has started to shed light on how organizations of the future will be able to
leverage technology to deal with the growing complexity of requirements for customized
products and service offerings.

In this paper, we start from an overview of the current literature on servitization to
show that, like how DP have grown in many other sectors of the market, a platform-
based approach can improve service-product offerings. Through the modularization of
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the architecture, a DP can gather loosely coupled value of different services into a set of
highly customized offerings that fit better fit for different customers.

Furthermore, we present the TRF4.0 case that leverages the benefits of a modu-
lar architecture to develop a DP to support a smart PSS business model that generates
added value from the entire lifecycle of power transformers. The platform-based app-
roach plays the dual of (i) orchestrating both the multiple instances of the digital twins
and the remaining platform services to provide platform users with the capability of
developing new offerings, identifying new combinations of products and services and
even identify unmet customer needs and new business opportunities; while (ii) serving as
the infrastructure for the establishing and managing of a multi-sided business ecosystem
that can foster collaboration and innovation between organizations.

The explosion of the platform model has had a profound impact on established
business structures. While information-intensive industries were the first to transition
to see its effects, technological and business advances will soon convert many of the
remaining industries. The integration of PSS business models and digital twin technolo-
gies combined with the managed and orchestrated by platform-provided tools becomes
an important research issue as they become the leading enabler for developing smart
products and services throughout the entire life cycle.

From an operational perspective, system design issues, data management, and how
traditional user roles can be rearranged become critical for efficiently implementing
these systems. In contrast, from a business perspective, how a successful DP can be
designed toward evolution in a way that a sustainable business ecosystem can develop
should still be the focus of research.
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Abstract. Nowadays, Internet of Things (IoT) platforms are becoming a huge
opportunity for companies to collect data from connected machinery and analyse
them to increase efficiency in production, optimize maintenance and introduce
personalized service offerings. Specifically, multiple users can monitor real-time
data and act based on updated information. Nevertheless, few studies are system-
atically focused on the implementation of Key Performance Indicators (KPIs) in
the IoT environment. Based on an empirical case study, the article presents the
implementation of dynamic KPI dashboards for an IoT platform, showing the
challenges to face related to the trade-off between user desire and companies’
technological readiness.

Keywords: KPI · IoT platform · Implementation · Case study

1 Introduction

Among the enabling technologies that are at the basis of Industry 4.0 and are transforming
the traditional factories into smart factories, a prominent role is played by the Internet
of Things (IoT) and its application in industrial contexts (IIoT) [1, 2]. An increasing
number of companies are equipping the physical assets within their industrial environ-
ment with sensors, connecting devices to the Internet through IoT platform that manage
the communication flow between machinery and users and provide application-level
capabilities for users to interact with the IoT system [3]. The adoption of IoT plat-
forms enables the collection of a huge amount of data, that allows dynamic visualization
of information and, among other metrics, of Key Performance Indicators (KPIs) [4].
Moreover, the implementation of advanced data analytics techniques, such as machine
learning (ML) and artificial intelligence (AI) enables to identify future trends and detect
potential problems [5]. The adoption of such a technology, therefore, deeply changes
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the role of KPIs and leads to an improvement in the overall performance and services
of industrial companies by increasing the production efficiency, optimizing the mainte-
nance interventions, and introducing personalized offerings for customers [6, 7]. In the
literature, many studies in the field have focused their research on the development of
ML and AI algorithms, while few describe how to implement an IoT platform and how
to manage traditional KPIs in this new situation. Based on an empirical case, the paper
discusses the path towards defining an IoT platform, focusing on the development of the
dynamic KPI monitoring and visualization, showing its usefulness in supporting compa-
nies in their decision-making process. KPIs are defined as dynamic due to their dynamic
calculation and visualisation, through real-time data acquisition, and their flexibility in
calculating targets and thresholds through automatically updated inputs. The article dis-
cusses how the implementation phase was undertaken and how it was impacted by the
trade-off between specific desired functionalities of the user and actual technological
possibilities of the firm. The paper is structured as follows: Sect. 2 presents the theoreti-
cal background that motivates the research. Section 3 presents the case study, where the
implementation path for the development of dashboards for the visualization of dynamic
KPIs. In Sect. 4 challenges and benefits regarding the dynamic KPIs implementation are
presented. Finally, Sect. 5 provides conclusions and future development of the study.

2 Background

In recent years, companies are continuously looking for production systems characterised
by excellent performance in terms of reliability, flexibility, sustainability and productiv-
ity [8], and the technologies within the Industry 4.0 paradigm represent an incredible
opportunity to achieve these goals [9]. IoT, in particular, enables objects equipped with
radio frequency identification, sensors, actuators to interact with each other and cooper-
ate to achieve common goals [1]. Typically, to achieve a business opportunity like this,
small and medium-sized enterprises, having limited skills and resources, need to join
efforts in collaborative networks (CNs) [10]. A CN structure can provide an appropriate
working environment for IoT because in this way different entities can share informa-
tion in a facilitated way thanks to mutual trust. In this way, IoT assumes a key role
in the provision of efficient and effective monitoring combined with an improvement
in decision-making related to asset management [11]. Business monitoring is typically
supported by an information system that provides information about several KPIs [12],
which are powerful tools that relate enterprise data to business goals, enabling managers
to guide the analytic process and identify deviations in their strategic plan [13]. The
KPIs monitoring process always represented a challenging issue because of different
factors:(1) large volumes and high speed of data that needed to be processed and anal-
ysed, (2) static calculation based on historical data, (3) not enough flexible visualization
to quickly and accurately identify potential problems [6]. The adoption of technological
advancements conveyed in IoT platforms allows users to monitor data in real-time (or
near real-time) andmake decisions based onKPIs calculated and visualized dynamically
[14]. IoT platforms also enable to filter massive amounts of data and to parse out infor-
mation and KPIs according to the different interests of the final users [6, 15]. Moreover,
KPIs can be used to investigate the root causes of a problem and eliciting the future
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behaviour of the production thanks to the adoption of predictive algorithms [16]. An
effective way of monitoring and evaluating performance is the selection of appropriate
KPIs that strongly depends on the company’s strategic intentions and its competitive
environment [17, 18]. Several regulations as [19, 20] list the most common KPIs used
by companies to monitor production and maintenance areas. The Overall Equipment
Effectiveness (OEE) is the main KPI adopted in all the companies to monitor produc-
tion performance. It identifies production losses [19] and their impacts [21] resulting
in better use of available resources and therefore in optimization of production man-
agement and a reduction of associated costs. Besides OEE, other KPIs can be used to
monitor production such as: Throughput rate, Production pace, Setup rate, etc. As far as
maintenance monitoring is concerned, the most important and widely adopted KPIs are
Mean Time Between Failures (MTBF), Mean Time To Failures (MTTF), Mean Time To
Repair (MTTR). This family of indicators provide a synthetic measure of the expected
time between two successive failures of an item, distinguishing between the expected
time spent for repairing it and its expected functioning time [19]. Although automated
process monitoring tools are accessible and already established performance measure-
ments are available, there is a lack of proper processes to guide the transformation of
raw data into applied knowledge [16, 22] and a lack of management tools to guide the
process of capturing KPIs [23].

3 Case Study

In this paper, a case study methodology has been applied because, as indicated by [24],
the intent is to illustrate new and innovative practices that organizations are adopting.
The case study has been conducted in an Italian manufacturing company: SMI, one of
the world’s largest producers of bottling plants and packaging machinery. The company
is characterized by a proactive attitude in the innovation field, and in recent years started
an IoT project, initially focusing only on one of its machinery: the stretch-blowmoulder,
which transforms PET preforms into blown bottles. Through this project, SMI aims to
collect operating data from all the machinery installed at the customer site and provide
continuous real-timemonitoring of industrial plants. This will allow them to enhance the
decision-making process, improve asset and maintenance management and strategies.
Moreover, by exploiting knowledge of the use phase of the machines, other objectives
are related to the improvement of product design, customer profiling and service enlarge-
ment. All the information has been collected through participatory observation, which
involved one of the researchers actively working on the achievement of the IoT solution.
To develop this project, SMI has created a goal-oriented CN, characterised by a coop-
erative environment between different entities - SMI, university, technology providers
and reseller, customers - working together to realise the IoT platform project. Thanks to
this environment, many companies managers and external experts have been involved
through semi-structured interviews and cross-department workshops to consider differ-
ent points of view, and several established tools as Business ProcessModel and Notation
(BPMN 2.0) and Failure Mode, Effects, and Criticality Analysis (FMECA) have been
used to organize all the information collected [25, 26]. During the project collaboration,
the researchers have elaborated an implementation path, that can be taken as the model
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for future IoT implementation works. The path can be divided into four main steps:
(1) definition of the platform desired functionalities; (2) re-engineering of the business
processes affected by the platform; (3) development of the proof of concept of the plat-
form dashboards (which represents the core of this paper); (4) implementation of the
IoT platform with the connection of customer machines. At the beginning of the project,
the different departments of the company have been asked to work on the definition of
their needs and the desired functionalities that the platform should include (phase 1).
This work has also been supported with an analysis of the company business processes
(phase 2), to understand the peculiarities of SMI’s processes and identify the areas and
departments that could mostly be impacted and benefit from the introduction of IoT.
Among the desired functionalities, the visualization of metrics related to production and
maintenance performance emerged as fundamental to monitor the machinery function-
ing, but also to define internal business performances and using them to define targets
and continuous improvement strategies. The proof of concept of platform dashboards
(phase 3) contains all the information, data and KPIs that the end-users want to manage
in the platform. To achieve this outcome, several activities have been carried out in this
third phase. First, an FMECA on the machine has been carried out to understand the
main critical components. Then, based on these results and the functionalities previously
defined, the machinery data to monitor has been selected. Particularly, the company has
recognised that not only machine-specific telemetry data (e.g. temperature, vibration,
peak current, electric consumption) plays a central role in the machine monitoring pro-
cess, but also production and maintenance KPIs. Indeed, the role and the calculation of
traditional KPIs change with the introduction of IoT, shifting from a static and always
historical analysis towards dynamic calculation thanks to real-time data and data ana-
lytics algorithms. To define which KPIs include in the proof of concept, a literature
analysis on most adopted KPIs has been conducted. To this purpose, the most common
standards [19, 20] have been taken into account. The KPIs report has been presented to
the internal users, who then evaluated each KPI considering the theoretical benefits and
all the possible uses in the SMI context.

Before starting the development of the proof-of-concept, a study on how the plat-
form is structured has been performed. The platform is characterized by a recurrent
hierarchical structure. Starting from the homepage dashboard, the user can explore the
platform in different ways, using the direct link on the dashboard or using the navi-
gation menu with the button “GROUPS”. Groups are organized in a hierarchical way
and, gradually deepening the analysis into connected subgroups, it is possible to obtain
information and statistics related to smaller samples of devices, until the visualization
of the dashboards of a single machine. Each machine can be reached by the exploration
of all groups since it is assigned to more than one group using a one-to-many logic. This
structure combined with the scalability property of the KPIs enables the creation of a
realistic proof of concept; it represents several standard dashboards that contain all the
information requested by the users and can be applied in all the different hierarchical
level of the platform. Based on these characteristics, preliminary proof of concept has
been developed. Figure 1 shows an example of a dashboard; it depicts the KPIs and
data selected in order to monitor, in the specific case, the aggregate production of the
customers. The same dashboard can be used at each level of the hierarchical structure:
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Fig. 1. SmyIoT dashboard example with fictitious values

the framework and KPIs will be replicated but their calculated values, targets and thresh-
olds will change depending on the level of aggregation and trends of input data. Before
the implementation phase, some important considerations of the prioritisation and fea-
sibility must be done. All the data and the KPIs selected until this point represented
the desires of the internal-end users, without considering technological and economical
constraints. Thus, through several interviews, the software developers validated the fea-
sibility of the proof-of-concept requests, considering what the company technological
readiness permitted and what was feasible. Given the central role of the KPIs, also their
implementation feasibility evaluation was crucial. So, four steps have been identified:

1. Theoretical analysis: define how the KPIs are calculated theoretically
2. Analysis of data availability: define what the company already has, and which data

is missing
3. Analysis of possible solutions: define how to collect the necessary missing data and

its feasibility
4. Definition of the implementation priority: select what should be implemented and

in which order, also considering the component FMECA criticality

An explanatory case of the implementation feasibility evaluation is reported in
Table 1, considering the OEE.
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Table 1. OEE analysis

Steps Description

1 OEE is a synthetic indicator of the effectiveness of the work units. Its formula is
OEE = AxPxQ which represents the actual production ratio net of the time losses:
A = Availability It considers the plat uptime considering time losses for setup,
breakdowns, and corrective maintenance
P = Performance It considers the plat uptime considering speed losses and detects
time losses due to minor stops and waiting times
Q = Quality It considers the plat uptime considering losses due to defective parts
production and rework

2 SMI, being already oriented to the Industry 4.0, has implemented in its machines its
OEE formula to answer to the characteristics of the specific reference market. The
OEE is calculated as a global index for the whole machine, without distinguishing
the recipe used and with a simplification regarding the counting of relative times
(planned shutdown time, setup time, etc.). Furthermore, at the machinery level,
events and times related to shutdowns for maintenance and set-up operations are not
detected and classified because such detailed calculations and analysis are typically
left to higher-level factory IT applications

3 This state of the art has indicated the need for specifics enrichments of the current
machinery dataset, not only considering the machine level but also all IoT stack. It
will be possible to collect and classify data according to the used recipe, link single
machine state and alarms to specific machine components and track related
occurrences and timing. Furthermore, to collect set-up and maintenance time it will
be necessary to define and implement an appropriate IT infrastructure to interact
with operators and technicians to collect this information from their feedbacks

4 SMI decided to improve the current OEE by adding the recipe and components
identification, due to its low software development effort and its importance for the
internal users. SMI decided to not take into consideration the set-up time, although
operators could provide this information with active feedback, currently, they are not
engaged in these kinds of activities. Therefore, SMI needs to provide an unfailing
system to obtain them, but its costs are high and there is no implementation urgency

After this analysis, SMI decided to keep the previously defined OEE formula, but
improving it, adding the possibility to exploit the scalability potential through the detec-
tion of recipes used and components effectiveness. Some of the issues raised for the
OEE analysis were also visible in the calculation of others KPIs. In particular, given
the actual difficulty of collecting and interpreting in the right way data about mainte-
nance intervention traceability, SMI decided that, at the current state, the MTBF would
be considered later. In fact, even if MTBF is a useful KPI, the effort needed to detect
maintenance interventions would have slowed down the IoT project excessively. At this
point, the software developers had all the information to develop the IoT platform (phase
4). The implementation phase followed an agile approach characterized by flexibility
and adaptability principles, to maintain the platform open to modification and exten-
sions, always supported by technology provider personnel. SMI started to collect data to
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feed the platform from the machines of the showroom and test department allowing the
developers to get responsive feedback on their work, and improve the platform features
one piece at a time until the ultimate platform version has been installed in a set of SMI
machinery.

4 Discussion

The development of the IoT platform highlights several challenges that SMI had to face
for the successful implementation of dynamic KPI, that can be generalized for other
companies too. Overall, it is possible to notice that there are potential issues related to
the complete availability of data, since the machine protocol often does not include the
necessary data to compute specificmetrics. The collection of these datamay require soft-
ware developments, the selection of proxy or the development of a system that enables
operators to collect feedbacks. Considering this last choice, the level of confidence in
the machine operators is still low, since they are not usually prone to use such solu-
tions, not considering them essential for their daily work; so, it is clear that there is a
need to improve a digital culture and a proactive mentality at all levels of CN com-
panies. In particular, this culture must emerge among end-customers, because they are
a key part of the data collection; if the customer does not understand the usefulness
and importance of this data, it may not be inclined to collaborate effectively. However,
once the right data and KPIs are implemented in the platform, they will be accessible
in real-time, will increase machine reliability, and will be scalable at different levels,
paying back the efforts required for their collection and calculation. The real-time com-
putation will enhance the monitoring of production and the recognition of problems, as
well as the definition of the responsibility when a certain KPI lowers under predefined
limits. In addition, it will be easy to carry out benchmarking analyses on machine per-
formance, which can be used, among other options, to improve machine design. The
chance to access real customer data will enhance the possibility to show the perfor-
mance of machinery to increment sales, but also to introduce new business models and
customized solutions thanks to better customer profiling. Another interesting utiliza-
tion is the opportunity to compare machinery performance over time and give evidence
of the enhancement achieved after maintenance interventions or adopting preventive
maintenance approaches.

5 Conclusion and Future Research Direction

Thanks to the CN collaboration, SMIwas able to quickly develop an IoT platform for the
dynamic visualisation ofKPIs; having a common goal, the entities cooperated effectively
by leveraging the network’s expertise to overcome challenges. In future, the CN will be
able to exploit the IoT platform to strengthen communication between its parts. However,
the work does not come without limitations: even if the proposed work has been proven
to be effective for the reference company, multiple applications are recommended to
reach a higher level of generalisation. Because of the initial state of activities, the most
severe limitation of the project is represented by the absence of numerical data that
represent the platform’s benefits. In parallel with the continuous development of the
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platform functionalities future research directions have been defined. First of all, there is
the need to define ways to create a digital culture and mentality for the use of platforms,
or to improve it where it is already present. Besides the qualitative evaluation of benefits,
whichmay bemore attractive for managerial departments rather than the operative users,
and traditional training sessions to explain tools and their benefits, one suggestion could
be to work on the gamification of specific platform parts, to involve the end-users with
real incentives. Moreover, a new way to conduct the development process should be
conceptualised and introduced in the industrial setting including both user-centric and
technology-driven perspective and competencies, considering the need to understand
the technological dimension related to digital components of the machinery, and the
user-centric dimension.
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Abstract. In this contribution we explore a design technique for business ecosys-
tem applying conceptual modelling techniques as a means to conceptualize such
environments and provide capabilities to explore and analyze its outcomes in a
comprehensive manner. The motivation for this work is attributed to the need of
methods in thefield that support design, collaborations during evaluation/evolution
phases of business ecosystems. The requirements are derived from a review of lit-
erature and case studies, used as input for a conceptual analysis performed. As
an outcome we propose a modelling method and prototype that provides a for-
mal representation of the concepts identified, interaction and sharing capabilities
of models and enables domain-specific extension capabilities realized through
metamodeling.

Keywords: Business ecosystems · Business strategy · Conceptual modelling ·
Metamodelling ·Modelling method engineering

1 Introduction and Problem Statement

Today’s consumers no longer need standardized products or services, nor goods in har-
monized quantities. Instead, they demand integrated and complex solutions that satisfy
their specific needs. Consequently, the value-adding processes of a company are not
limited to its structural boundaries and require an integrated organizational structure
that utilizes resources allocated flexibly and in a cooperative manner.

Considering these trends, interactive and dynamic structures between organizations
are required. However, a single organization can no longer meet the above challenges [1,
p. 24] in isolation. The alternative for vertically integrated companies is a market with
many participants that respond independently to quantity and price. In suchmarkets there
is a low level of coordination and no common evolution of specific capabilities. When a
common benefit is advantageous and complex knowledge is required, such markets fail;
they lack in skills as they are specialized in standardized goods [1, p. 24].
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1.1 Business Ecosystems as a Concept

“Business ecosystems” offer a solution to these problems: they are characterized as net-
works of organizations and individuals who jointly develop skills and coordinate their
investments. Assuming the rapidly changing environment, this form of organization
offers advantages in the appropriate context to traditionally integrated enterprises. Flex-
ible configuration of the ecosystem enables intelligent offerings based on coordinated
activities, and capabilities to respond to unexpected events.

The concept of “business ecosystems is not new and has been under investigation in
recent years (e.g. [2, 3], [4, pp. 50–51]), lately experiencing a boom in strategy develop-
ment [5, p. 2256]. In “The Palgrave Encyclopedia of Strategic Management” [6] Teece
assumes that “the concept of ecosystemmight now substitute for the industry as a useful
domain for performing economic analysis.” [6, p. 2]. Reviewing these results published,
it can be observed that due to extended definition space, a common understanding of
the terminology cannot be derived; conceptual design instruments are required to ret-
rospectively understand and learn from past developments with respect to ecosystems
but also provide tools for planning and assessing future designs and their evolution. As
such, this contribution aims to clarify and derive systematically a conceptual view of
the terminology established, develop a modelling method formalizing the terminology
including processing techniques for design interaction and assessments.

1.2 Observations and Identified Challenge

Tsujimoto explores in [4] that the focus of research is set to a limited degree on ecosystem
dynamics and patterns as well as organizational behavior [4, p. 52]. It is increasingly
important to investigate design approaches for business ecosystems and understand how
one needs to construct value-creating systems [7, pp. 255–256]. Following Philips and
Srai in [8] there has been limited focus on the creation and design of business ecosystems
[8, p. 3], further extended by Senyo et al. in [9] arguing that this research trend should
be supported by modelling artefacts as a basis for validation [9, p. 58]. Consequently,
the research objective underlying the work presented aims to introduce a metamodel for
business ecosystem, having its baseline on a conceptual analysis of the terminology used
in literature and elevating the formal knowledge representation towards functionality
to support the design and evaluation phases systematically, using the representation
capabilities of digital model artefacts.

The remainder of the paper is structured as follows: Sect. 2 provides an introduction
to related work as input for the concept development performed in Sect. 3.1. Sect. 3.2
presents the BEDe modelling method applying the framework of Karagiannis discussed
in [10] and using the design technique discussed in [11]. The paper concludes with
a presentation of the resulting prototype in Sect. 3.2 as an evaluation and concluding
remarks/further research directions in Sect. 4.

1.3 Related Work

This chapter introduces related work within the domain and establishes the foundation
for the conceptualization performed.
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Business Ecosystem. Business ecosystems according to Moore [3] are “an economic
community supported by a foundation of interacting organisations and individuals (…).”
[3, p. 9]. Jacobides et al. see their distinctiveness in complementarity:“(…) they provide a
structurewithinwhich complementarities (of all types) in productionand/or consumption
can be contained and coordinatedwithout the need for vertical integration.” [5, p. 2263].
Adner suggests they are a “(…) multilateral set of partners that need to interact in order
for a focal value proposition to materialise” [12, p. 42].

We can recognize that “structure” for coordination between nodes is required. This
implies that nodes are typed and represent partner relations, which, based on their clas-
sification describe the coordination structure. Thus, a distinction can be made based
on the classification of a business ecosystem as suggested by Adner in [12, p. 40]
into ecosystems-as-structure, focusing on the value proposition and ecosystems-as-
affiliation, focusing on communities, sharing a common network and platform. This
observation is defined within the proposed metamodel as “views” on the ecosystems,
characterized as a network structure, utilizing the concepts for describing them and
resulting in a meaningful, human-interpretable visualization. Four types of concepts are
recognized from literature:

– Actors: as typed members within the ecosystem,
– Activities: as a classification of interaction,
– Positions: as a classification of actors in the network, and
– Links: defined generically as relationships.

These concepts are considered in the conceptualization specifically focusing on
Actors and Relationships as the combination of both aspects result in Activities (tasks
performed between actors), Position as the relative position within a concrete ecosystem
and Links as the foundation for any relationship established. The related work shows
that the semantics of ecosystems is derived from the relationship of actors which define
the behavior aspects and domain purpose in the design.

Actors. The work of Iansiti and Levien in [2, p. 4] and Moore in [3] identify three types
of actors. They are understood as constraints imposed on the generic type of an actor
and relate to their prevalence, position as influence, characteristic in the domain, related
activities and the role they play in the ecosystem.

Table 1 provides an overview of the findings and the classification based on common
characteristics. A dimension that is relevant for the modelling artefact and the design of
the metamodel relates to the contextualization of an ecosystem. Context as the domain-
specific representation influences the characteristics and their assessment.

Relationships. Although relationships in business ecosystems originate with one actor
and endwith another one, they are also reciprocal and interactive [13, pp. 158–159]. Tsu-
jimoto et al. find that vision sharing and trust are essential elements of business ecosys-
tem relationships [4, pp. 52–55] though literature about business ecosystem relationships
offers varying views.
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Table 1. Actor types and characteristics

Characteristic Actor type

Keystone Niche-player Dominator

Prevalence Few Numerous Numerous/few/none

Influence Powerful Low Powerful

Task/activity Regulation, change
initiation, guiding

Specialization,
expertise

Controlling,
destruction,
exploitation, value
draining

Ecosystem supportive Yes Yes No

Camarinha-Matos and Afsarmanesh see collaborative relations as central and divide
them into organised-collaborative and ad-hoc ones. The former are long-term and strate-
gic, the latter are short-term and focused on specific tasks. The existence of organized-
collaborative relations makes business ecosystems possible [14, pp. 2464–2465]. Actors
and relationships represent the core concepts considered for the design supporting
hierarchy and modularity (as discussed in [5, p. 2260]), boundaries (introduced as
interdependencies in [15]) and evolution.

Structural Analysis. Although literature widely discusses collaboration benefits, there
is still no suitable way tomeasure them [16, p. 238]. Iansiti and Levien aim to find factors
of a healthy ecosystem and identify these: productivity, robustness and niche creation
[2], extended by reciprocity [13] and value alignment [17].

1. Productivity: This could be measured by evaluating the conversion of technology
and materials into reduced costs and new products. A traditional way of measuring
this is return on invested capital [2, pp. 3–4].

2. Robustness: Organizations in a robust business ecosystem have relative predictabil-
ity, and buffer external shocks. A metric is the members’ survival rate in relation to
benchmark ecosystems [2, p. 4].

3. Niche creation: An ecosystem’s ability to create meaningful diversity helps to absorb
external shocks. One way to assess niche creation is to measure the application of
new technologies in organizations and goods [2, pp. 4–5].

4. Reciprocity: Every actor who invests should receive something in return. It is not
purely mathematically, as it is intuition or gut feeling and its analysis examines the
ratio between providing and receiving. [13, p. 197].

5. Value Alignment: A quantitative way of analysis is the alignment of the system
members. Three areas of analysis are proposed: shared core values, positive impact
and potential for conflict [17, p. 416].

For the modelling method design these criteria are considered as evaluation and
assessment that operate as model-value functionality on the model artefact and utilizes
the design results achieved.
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2 Modelling Method: BEDe

In this chapter, the conceptual metamodel for the Business Ecosystem Design Envi-
ronment (BEDe) is introduced based on the related work section above. The concepts
identified above are systematically mapped in the Generic Metamodeling Framework
introduced in [10], and utilized during various domain-specific modelling method devel-
opment projects (see [18] for examples). Two areas are considered in the conceptual-
ization: a) the modelling technique (as the metamodel, defining the modelling language
and modelling procedure) and b) model-processing algorithms based on the metamodel.

Modelling Language as the Metamodel. The modelling language defines the con-
cepts, characteristics and connectors relevant for the domain of business ecosystem
design. The language is constituted as the metamodel, defining notation, syntax and
semantic of the concepts and their interdependencies in a formal manner.

The conceptual metamodel defining the language capabilities is graphically shown
in Fig. 1. Applying the CoChaCo approach as a domain-specific language for metamodel
design (introduced in [19] and applied on conceptual structures in [11]). Concepts are
depicted as squares, connectors as ellipses and characteristics as dotted boxes. The
relations in the metamodel are defined according to core RDF syntax. A specific aspect
in CoChaCo is the assessment of the purpose of metamodel elements, depicted as orange
edged squares.

Fig. 1. BEDe metamodel design result
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The BEDe metamodel considers at this stage the following aspects:

– Temporal/evolution aspect of a business ecosystem: represented using a predecessor
relation

– Composition: general composition logic to support the view characteristic (contain-
ment relation between abstract actors and relationships)

– Typing: Actors and Relationships are typed by the domain-specific classification. The
tying logic operates upon the characteristics and defined constraints on each concrete
type

– Network structure: an ecosystem is characterized by a network structure between
Actors applying Relationships. Cardinalities in the structure are currently disregarded
but would elevate the constraint logic based on their types.

Themetamodel is considered a conceptual structure that covers the structural aspects,
but also logical representation as a serialization of the design artefact.

Mechanisms and Algorithms. Model processing in BEDe is established based on the
metamodel introduced in Sect. 3.1. As a means for structural assessment, a continuous
evaluation approach is suggested that informs the business ecosystem designer during
the modelling task on the artefact’s “health” status. The processing logic uses the con-
textual information (defined in accordance with semantic lifting approaches introduced
in [20]) as a flexible technique to elevate the formal representation. The definition of
the assessment logic is shown as pseudo-code for the specific case of modularity in the
ecosystem.

Modularity calculation in BEDe

The example shows the implication of the metamodel concepts and characteristics
for the purpose of the calculation and provides an assessment of each actor as well as a
weighted, position-based calculation of the overall ecosystem design.



532 M.-S. Schoder and W. Utz

Modelling Procedure. The modelling procedure on how the modelling language is
applied during the phase of model creation, evaluation and assessment is based on the
business ecosystem design approach by den Ouden (2012), the following procedure for
designing and modelling business ecosystems is defined:

1. Get a clear picture of the value proposition: the value proposition is a characteristic
in the context of the business ecosystem

2. Define stakeholders: the actors are defined and typed
3. Define stakeholder interests and roles: describing each actors interest
4. Identify relationships between stakeholder: similar as for stakeholders, the relation-

ships are established and typed
5. Structural analysis: during the design, the structural analysis is continuously per-

formed and provides immediate feedback to the designer. The indicators are defined
a) as constraints and b) processing logic for specific types of indicators that can be
extended dynamically

The procedure definition is based on the work of den Ouden [13], having informed
the metamodel design and processing algorithm specification.

3 Evaluation: BEDe Tool Prototype

For evaluation purposes of the modelling method, a prototypical implementation has
been performed applying the metamodeling techniques established by the ADOxx plat-
form [21]. From a technical viewpoint, the implementation and deployment represent
a proof-of-concept evaluation of the modelling method, elevated by case studies from
literature represented with the prototype.

3.1 Case Study: Android

Experiments with different ecosystemwere conducted to test the prototype for adequacy
of its capabilities. As an indicative example, the Android-Google system based on the
case-study developed in [22] is presented. The procedure starts with understanding the
value proposition of the system, which in the case of Google’s Android is universally
accessible information of the world through a standardized open mobile platform in
the form of an ecosystem. It forms the basis for the second step, which is to select the
stakeholders and assign them to the characteristics of the actors defined in themetamodel
and position them according to their similarity. The following step serves to identify the
interests of the different stakeholders by formulating it for each of them and evaluating
it in relation to the value proposition. The next step is to describe the role and function of
each stakeholder in the system. The fifth step is to draw connectors between the actors by
using the metamodel relationships. Here, several different relations can operate between
two actors. Based on the actors, their characteristics and relations among each other, the
analysis is carried out, which continuously evaluates whether the system is in a good or
bad status. This procedure’s result is presented in Fig. 2.
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Fig. 2. BEDe modelling toolkit: example android case

The implementation results are shown in Fig. 2. The business ecosystem of Android
exemplifies the design capabilities (graphical modelling and formal representation),
interactive assessment logic (structure performance indicators) and evolutionary aspects
(temporal trajectory) of business ecosystems. The implementation follows the program-
ming paradigm of ADOxx as “instantiation” of meta-meta concepts and embedded
scripting using the ADOxx language AdoScript for its realization. As a metamodel-
ing technique is applied, the prototype allows for a flexible extension of the base classes
of BEDe to capture domain-specific semantics in case required.

3.2 Evaluation and Lessons Learned

As an outcome,we can recognize that the conceptualization of business ecosystems in the
form of a metamodel supports a common, structured approach for design and evaluation,
whereas domain-specific aspects become feasible and are reflected within the design.
This is specifically related to the use of metamodeling concepts and consequently results
in a knowledge representation that supports the modelling and design aspects in business
ecosystems, depending on the purpose of design and assessment. As such, the BEDe
metamodel and prototype tool is positioned as a mediation layer (building on conceptual
models) to enable the interaction of domain experts and share their knowledge about
the domain collaboratively, but also provide input for machine interpretation as model
processing algorithms and service invocation are enabled, without excluding the work
on tool and concepts from the research community.

An observation related to the explorative assessment performed, relates to the use of
concepts and their understanding when applied in a collaborative manner. The semantic
assigned to the concepts in the metamodel can potentially lead to an interpretation by
the modeler which impacts the model results and their evaluation. Consequently, further
work is required in the way how concepts can be communicated, and which constraints
and rules might be applied on the metamodel concepts. This means that the typing of
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e.g. actors is not directly related to a designers choice but the outcome of a machine
reasoning process based on the structural and relation semantics the actors has been
described.

4 Conclusion and Outlook

This paper contributes to the field of model-driven design techniques, specifically in the
domain of business ecosystems and aims to provide a conceptual framework as a mod-
ellingmethod to clarify and establish a common understanding within the community on
a) how to design and evaluate business ecosystems, b) provide means for digitally shar-
ing innovative new design concepts and c) embed processing techniques as model-value
functionality. At this stage, the research performed showcases that modelling concepts
are required in the field that are flexible in a sense that domain-specific adaptation is
possible as extensions to the core structure established in this research.

Further research direction includes a) domain-specific assessment of the applica-
bility of the proposed concept and comparability/similarity matching techniques, and
b) a dynamic assessment of the behavior of business ecosystems. In contrast to the
structural aspects demonstrated, behavior view provide means for animating/simulating
ecosystems to understand the effects of evolution already during design time utilizing
operational data from the system environment as well as behavior definition on actor
and relationship level.
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Abstract. Innovation is the only way the EU can maintain a strong, sustainable
and competitive economy. However, at present there are large imbalances between
degrees of innovation of EU countries. Statistics of 2018 and 2019 classify Roma-
nia as the least innovative country of EU. One solution to mitigate this drawback
consists of development of collaborative networks that replicate the best models
of innovation from advanced countries and adapt them to underdeveloped coun-
tries from Europe. Such a collaborative network was proposed by HPI Potsdam in
2018 to ULBS with the aim to create an active knowledge transfer center between
academia and business/society in the Sibiu region. This paper describes how the
center contributes to increasing competitiveness in the Sibiu region by creating col-
laborative networks, digital education and training platforms as well as fostering
applied research projects building on HPI’s experience in Potsdam, Germany.

Keywords: Innovation · Knowledge transfer · Digital education platform

1 Introduction

Statistics at European level from 2018 and 2019 show that Romania remains the EU’s
least innovative country having approx. 31% of the EU average [1]. The country reg-
istered 15% diminish of the innovation index compared to 2010. The limited vision of
leaders, limited communication and comparison with what is happening only at the local
level (within the organization/region/country) and the lack of collaborative activities at
the international level, the lack of investments in human resources and scientific research
show their long-term effects. For a long time, the gross domestic product (GDP) allo-
cated to education was less than 5%. According to Eurostat in 2019, Romania has the
second lowest public expenditure on education among the 27 EU member states with
3.6% of GDP [2].

Figure 1 illustrates the four categories of innovative countries from the EU emphasiz-
ing the dishonorable place occupied by Romania. The lack of qualified human resources,
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lack of research investments in both public sector and private companies, lack of any
kind of innovation inside small and medium enterprises (SME), difficulties to attract
and retaining talents in research centers and universities represent the main problems of
innovation in Romania (Table 1).

Fig. 1. The 2019 EU map of innovation Source: elaborated by authors using https://mapchart.
net/europe.html and data from [1]

Table 1. The main problems of innovation in Romania.

Innovation features Relative to EU in 2019 [%]

SME’s Product/Process/Organizational innovations 0

Lifelong learning 0

Population with tertiary education 9.1

Investments in research and development of public sector 2.9

Enterprises providing ICT training 5.6

After the European summit from 8–9 May 2019 organized at Sibiu, Romania, the
participants came with the recommendation and commitment that Europe can shape its
future through research and innovation focusing on cutting-edge research and innova-
tion projects materialized in viable projects being able to become a successful global
competitor with the other developed economies of the world [3].

The scientific contribution of this paper consists in proposing of an innovativemecha-
nismofCollaborativeNetwork for territorial innovation. First, the characteristics of com-
petitiveness in the Sibiu region are briefly described. Then, the paper arguments how the
creation of collaboration networks, digital education and training platforms, industrial
clusters and the use of recent concepts in product development like Design Thinking

https://mapchart.net/europe.html
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(DT) and Design Value Creation Process can be considered innovation guidelines in
Romania.

Additionally, the paper focuses on the following specific objectives:

O1: To prove and emphasize the collaboration for innovation between two institutions
(in this case laying the foundations of a Knowledge Transfer Center (KTC) in Romania
at ULBS), showing the sustainable impacts and highlighting the importance of a KTC
for accelerated innovation in Factories of the Future (FoF).

O2: To illustrate the knowledge transfer (i) amonguniversities and industrial companies,
but also (ii) among different levels of research and innovation groups within HPI to
ULBS, through the re-use of German practices that could be applied in Romania. We
illustrate also the steps developed for KTC gaining visibility.

2 Fostering Innovation and Knowledge Transfer: State of the Art

2.1 Mission of KTC

H. Etzkowitz and L. Leydesdorff used first the concept of “technology transfer cen-
ter” or “knowledge transfer center” in the 1990s [4], by introducing the “Triple Helix”
innovation model. Thus, to intensify the interaction between the academic environ-
ment (high education institutions - HEIs), industry and government, which favors eco-
nomic and social development by stimulating innovation, technology transfer centers
and industrial parks were proposed. The main role of technology transfer center consists
in capitalizing on basic research generated by universities by transferring it to the devel-
opment of new products, commercial goods, the efficiency of technological processes
from industrial companies, following the rules established by, or stimulated by, gov-
ernment through smart specialization strategies, the government also having the role of
regulating commercial markets. Thus, the Japanese, well known for aiming the “critical
technologies” and knowing that these represent the prerequisites for future industrial
growth to a high level, invest in developing their academic research and graduate train-
ing capacities [4]. HEIs must confront the transformation from a knowledge-importing
economy to a knowledge-generating economy [5]. Furthermore, the new paradigm and
methodology for Digital Innovation is called Open Innovation 2.0 [6]. Its core feature
is represented by the “Quadruple Helix” innovation model where government, industry,
academia and civil participants work together in a synergistic and faster way to create
structural changes.

2.2 Examples/Case Studies for Knowledge Transfer

According to [7] “University-industry knowledge transfer is an important source of
wealth creation for all partners; however, the practicalmanagement of this activitywithin
universities is often hampered”.

Hasso Plattner Institute in Potsdam,Germany, was founded in 1998with the vision to
establish a university excellence center in Germany for mastering digital transformation.
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The approach for making this vision reality was - and still is - to combine excellence
in research and teaching with providing an ecosystem for innovation while focusing on
human needs and the user when developing complex IT systems and software solutions.
This combination is the source of value creation at HPI and provides various touch
points where knowledge is transferred from the university to external organizations such
as enterprises, public institutions or NGO’s. The process starts with the design of the
study programs which are offered at HPI. All programs include a practice-oriented and
research-focused project, called bachelor project and master project or lab, which takes
around one to one and a half semester andwhich is structured as teamassignmentwith the
aim to find solutions for real problems posed by external project partners. One example of
a successful bachelor’s project is the “In-Memory Data Management” project together
with SAP in 2008/091. This project resulted in the development of SAP’s successful
HANA platform. SAP and HPI received the German Innovation Award in 2012 for this
joint development.

In many cases, project partners stay in cooperation with the institute in various roles
- be it as research partner of HPI’s research groups, partner for student projects at the
HPI School of Design Thinking2, executive education customer of HPI Academy3 or
as a speaker and supporter of HPI’s conferences. This strong network based on the
aim to organize effective knowledge transfer as well as to contribute to the economic
development in the region and the country has also led to a diversification of HPI’s
financial resources (Table 2).

Table 2. Third-party funds of HPI in 2020.

Financial resources [%]

Hasso plattner foundation 59

Public organizations 28

Private organizations 13

HPI School ofDesign Thinking started teaching the innovationmethod in 2007 as the
first in Europe. Since then, DT courses are an integral part of HPI’s degree programs. HPI
School of Design Thinking identified three core elements of design thinking: multidis-
ciplinary team-based mindset, variable creative workspace and iterative process focused
on six phases like understanding, observing, formulate of viewpoint, ideate, prototyping
and testing.

The teaching offers are complemented by research on design thinking and innovation
which contributes to understanding why and how design thinking works in organizations
(improves work culture, makes efficient innovation process, reduces the costs) [8]. Addi-
tionally, our research highlighted the importance of prototyping in problem-solving and

1 https://hpi.de/plattner/projects/project-archive/bachelor-project-hana.html.
2 https://hpi.de/school-of-design-thinking.html.
3 https://hpi-academy.de.

https://hpi.de/plattner/projects/project-archive/bachelor-project-hana.html
https://hpi.de/school-of-design-thinking.html
https://hpi-academy.de
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innovation processes [9]. This insight comes into play again in research projects with
third parties and is a powerful tool of knowledge transfer.

HPI invests significant energy in projects on digital learning for diverse user groups.
One of these projects is openSAP4 - a Massive Open Online Courses (MOOC) platform
jointly developed together with SAP with the aim to provide online courses for an audi-
ence interested in SAP’s solutions. The digital education platform, developed 2011/2012
at HPI, is also used at the World Health Organization5 which must ensure that front-
line health responders have access to lifesaving knowledge anytime and anywhere. This
platform saw a tremendous rise in course enrollments with the spread of COVID-19, as
did other HPI’s online learning platforms (Fig. 2).
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Fig. 2. Course enrollments on openHPI, openSAP, openWHOandmooc.house between Jan. 2019
and Aug. 2020 [10]

While MOOC platforms are designed for a large number of users, HPI also supports
knowledge transfer on a smaller scale and targeted toward SMEs. In 2016, the Ger-
man Federal Ministry for Economic Affairs and Energy started a project funding called
‘Gemeinsam digital’ (Together digital) to support digitalization in German SMEs. For
the federal states, Berlin and Brandenburg, HPI became the project partner. Since then
has conducted many workshops on topics like digital business models, how to use AI
technologies within a company or how to benefit from digital technologies in HR recruit-
ing. The workshop coaches are connected to HPI chairs so that the current research is
transferred to German businesses instantly.

Another novel approach to support innovation in Germany is the ‘Digital Hub Ini-
tiative’6 also started by the German Federal Ministry for Economic Affairs and Energy.
This initiative supports the establishment of focused innovation hubs in Germany. Cur-
rently, there are twelve hubs selected, among them being the ‘MediaTech Hub Potsdam’
leveraging the historically strong film and media industry in Potsdam, Brandenburg. As
part of the hub, the University of Potsdam, the Film University and HPI decided to fund

4 https://open.sap.com/.
5 https://openwho.org/.
6 https://www.de-hub.de/en/.

https://open.sap.com/
https://openwho.org/
https://www.de-hub.de/en/
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a joint accelerator7 to support early-stage startup teams in Potsdam in a 6-month struc-
tured program. The accelerator complements the universities’ own activities to support
students interested in founding a company. At HPI, entrepreneurship is supported by
the HPI School of Entrepreneurship8 and the Chair of IT-Entrepreneurship established
in 2019. They offer courses, competitions, bootcamp, coaching, mentoring as well as
research and support students but also alumni and staff on the path of founding and
building up their company. The result of this unique infrastructure has contributed in
part to the fact that more than 100 startups have now emerged from the HPI’s environ-
ment. One of them, Signavio, has been bought by SAP for one billion Euros9. Although
this may be unusual even for the Berlin startup ecosystem, this acquisition of a company
initiated through a student bachelor’s project by a multinational enterprise shows the
importance of early-on investment in entrepreneurship activities at universities, which
may contribute significantly to the regional ecosystem boosting innovation.

3 Collaborative Network for Territorial Innovation

The collaborative network between HPI and ULBS is a long-term strategic network [11]
with two main actions: creating virtual community targeting excellence in research and
education and strengthening the collaboration between academia, business and adminis-
tration sectors, providing virtual laboratory networks and digital collaboration platforms
[12] for academic and industrial use to equip students and employees with skills required
by Factories of the Future.

In 2018, understanding the need to create an innovation ecosystem that becomes
sustainable, HPI has proposed and financially supported ULBS to create a knowledge
transfer center, and, in 2020, supported the development of a Digitalization Hub around
KTC HPI-ULBS oriented to build capacities through training, coaching and mentoring
as well as digital education to maintain and increase the competitiveness of the Sibiu
region. Building strong networks and helping regional stakeholders to benefit from the
use of digital technologies fosters innovations and new business models attract talents
and contribute toward a responsible society with informed citizens. The HPI support
targets:

– Access to organizations and experts in Germany and Europe to support SME’s to
tackle digital technology challenges

– Access to IT capacities, e.g. HPI’s Future SOC (Service-Oriented Computing) Lab
– Knowledge transfer and expertise regarding the promotion of entrepreneurship (e.g.,
accelerator/incubator/ startup mentoring)

– Potential cooperation in research projects in the fields of security engineering,
knowledge engineering and smart city applications

In Sibiu area the industrial sector predominates. The dynamics of the changes gen-
erated by digitalization are first found in industrial companies. At the level of 2017,

7 https://www.mth-potsdam.de/en/accelerator-en/.
8 https://hpi.de/entrepreneurship/hpi-e.html.
9 https://www.signavio.com/news/sap-acquisition-signavio/.

https://www.mth-potsdam.de/en/accelerator-en/
https://hpi.de/entrepreneurship/hpi-e.html
https://www.signavio.com/news/sap-acquisition-signavio/
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economic statistics show that the turnover of all companies in the industrial sector in
Sibiu County was 3.93 Billion EUR (up from previous years) out of a total of 7.3 Billion
EUR (53.84%). At the country level, Industry was in 2018 the most important economic
branch in Romania, with a contribution to the gross added value of 26%, Romania being
ranked 4th among the EU countries where the industry fundamentally contributes to the
Gross Domestic Product. KTCHPI-ULBS’s mission is to contribute to the enhancement
of economic competitiveness by stimulating and harnessing the scientific and innovative
potential and by assimilating the technological progress in the key areas of ULBS. The
objectives are focused on digitalization, innovation, diversity of research teams, cross-
fertilization of ideas, and digital transformation with impact on improving the quality of
life, economic prosperity, increasing the quality of education and research in Romania
(Fig. 3).

Fig. 3. KTC HPI-ULBS value creation process

KTC HPI-ULBS has as main objective the development and promotion of scientific
research, know-how transfer, innovative entrepreneurship and building research, devel-
opment and innovation infrastructures as well as the promotion of scientific and cultural
values for consolidating a knowledge-based society. KTC must exploit the economic
potential existing in the Sibiu region and the research skills from ULBS.

The overall outputs (key performance indicators) of KTC HPI-ULBS are:

– Information services (e.g. participation to events), Networking activities
– Training activities, innovation labs and hackathons
– Research contracts with companies / Public-Private Partnerships
– Patent applications and awards

4 Experimentation and Validation Feedback

KTCHPI-ULBShas implemented in 2019, thanks toHPIPotsdamand, based on collabo-
ration between OMiLABNPO, ULBS, industrial cluster PrelMet Transylvania and Con-
tinental Sibiu company within DigiFoF10 ERASMUS+KA2 project, a research infras-
tructure11 (Fig. 4) as key asset of a digital ecosystem specific to scientific-innovative

10 https://digifof.eu/.
11 https://www.omilab.org/nodes/omilab_nodes/ulbs/.

https://digifof.eu/
https://www.omilab.org/nodes/omilab_nodes/ulbs/
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activities [13]. Multidisciplinary working teams formed by researchers, students, mas-
ters and doctoral students from ULBS but also from partner companies collaborate for
developing innovative products / services, acquiring new skills like Creation of Busi-
ness Ecosystems, Smart Modeling and Digital Twin Engineering. Through the created
infrastructure we have:

– enhanced the industry-academia cooperation fostering knowledge transfer and edu-
cating about the benefit of digital technologies in the Factories of the Future

– realized vocational training programs using problem-based learning approach and
Design Thinking methods (over 90 MSc students and employees from companies)

– developed innovative teaching and training materials for students and professionals
(6 learning modules, 2 software tools and 4 webinars)

Fig. 4. KTC HPI-ULBS training and research infrastructure

Thedigital educational platformandexperimental environment serveboth to research
and training activities related to modelling and simulation methods and tools, digital-
ization and optimization of business process, AI, image processing, collaborative cyber-
physical systems and Internet of Things, robotics and automation, smart city, etc. One
of the goals is to provide students and professionals the digital skills required by the
Factories of the Future in the context of digitalization and Industry 4.0 society [14].
Considering challenges introduced by COVID-19 pandemic, a solution to mitigate its
impact was to redefine training ecosystem proposing online training and changing the
ULBS teachers’ mindset to use and prepare ownMOOCs, developing webinars, thereby
enlarging the target audience.

The main success factors of the Romanian-German collaboration were the imple-
mentation of the KTC within ULBS, the understanding of the potential activities for
territorial innovation performed by it, the transfer of knowledge from the research teams
from HPI to ULBS and HPI support for developing a favourable mindset for the inno-
vation process in the Sibiu region. Table 3 illustrates some of the key performance
indicators achieved by KTC HPI-ULBS in the period 2019–2020.
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Of the lessons learned from the collaboration between HPI and ULBS, at least two
are worth highlighting (i) digital transformation and value creation through innovation
are prerequisites for sustainable development and, (ii) setting international collabora-
tive networks and the adoption of good practices from advanced countries regarding
knowledge transfer can be solutions for boosting the territorial innovation.

We cannot talk about barriers in the collaboration betweenHPI andULBS; rather, we
can highlight obstacles in the implementation of knowledge transfer to Romanian com-
panies, due to legislative specificity and sometimes, the mentality unwilling to change. It
is a reserved attitude of Romanian companies in the use of technology transfer services
because of their novelty, the difficulty or cost of changing technology or assembly line,
or even from lack of trust in universities and research centers. This fact, also observed
after the discussions with companies, is in accordance with certain market studies [15],
namely, the degree of use of technology transfer services (4.03%) and product devel-
opment services (6.71%) is very small, and can be a basis for developing this type of
service in Sibiu and in the Central Region of Romania. The KTCHPI-ULBSmust invest
further in education, especially since the entrepreneurs placed on the 3rd place in the top
of the preferences of technology transfer services the training and assistance services
regarding innovation.

Table 3. The main actions of KTC HPI-ULBS for boosting innovation.

Actions developed in 2019–2020 at ULBS with the support of HPI Potsdam Number

Developing ULBS Design Thinking school and starting first activities. Connecting
with Global Design Thinking Alliancea managed by HPI Potsdam

1

Organizing conferences to increase the visibility of KTC HPI-ULBS: SIDb 1

Hackathons / Innovation Labs 3

Meetings with companies: setting further collaboration activities 50

Scientific papers based on KTC HPI-ULBS activities 4

Patent applications 6

Providing services for/collaborative projects with companies 21

Investments in R&D grants for building capacities 6

Investments in infrastructure of existing research centers/create new ones 21

Providing educational and vocational training 10

Partnerships with Digitalization HUBs and IT professional cluster 3
ahttps://gdta.org/about-us/member-institutions/#1600250243638-b971147b-bfb5.
bThe Sibiu Innovation Days 2020 – https://events.ulbsibiu.ro/innovationdays/2020.php.

5 Conclusions and Further Work

For boosting regional innovation in Romania a greater collaborative effort is required
from clusters, universities and research institutes to position themselves as transfer vec-
tors of technological progress. A top - down approach for boosting innovation should

https://gdta.org/about-us/member-institutions/%231600250243638-b971147b-bfb5
https://events.ulbsibiu.ro/innovationdays/2020.php
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follow the next steps: 1) Romanian government should launch innovation initiatives fos-
tering startups/students interested in founding a company; 2) if this is not possible or
feasible, initiatives should be launched at a regional level – supported by digital innova-
tion hubs and collaborative actions between stakeholders; 3) pilot (prototyping) projects
between university and third-parties should be showcased at conferences, workshops, or
regional networkingmeetings to serve as ‘role models’; 4) learning offers by universities
should be jointly developed together with industrial and/or public partners to combine
research findings with approaches from practice.

Although the paper presents the HPI-ULBS collaboration aiming territorial innova-
tion in the Sibiu region, this can be considered as innovation pattern that can be applied
and extended to other regions or countries, provided it be determined the characteristics
of economic competitiveness, the local stakeholders in innovation, both academically
and industrially, from the respective region.

As future directions of development, we will carry on with all specified KTC activi-
ties, but especially we evaluate the knowledge transfer process in relation to the initially
set objectives. Examining the effectiveness of knowledge transfer practices is an ongoing
effort that needs to be reviewed as the organization grows.
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Abstract. Peatland is important to rural communities’ livelihood due to its poten-
tial for aquaculture and agriculture. Nonetheless, human activities such as slash-
and-burn can greatly increase forest fire risk, which can release a great amount of
greenhouse gases and carbon dioxide into the atmosphere. To sustainably man-
age and restore peatlands, the Internet of Things (IoT) system can incorporate
with Cyber-Physical System (CPS) for peatland management. In this study, an
IoT system is deployed in the peatland to monitor the ground water level (GWL)
and upload it to the server for the machine learning (ML) process. The trend of
GWL will be modelled, and the CPS using the developed ML model will control
the peatland rewatering process. As a result, the peatland condition can be moni-
tored in real-time, and the risk of forest fire can be mitigated through rewatering
automation before the GWL drops to a critical level.

Keywords: Machine learning · Peatland · Sustainable · IoT · CPS

1 Introduction

1.1 Backgrounds

Peatland is the accumulation of partially decayed organic materials due to the water-
logged soils causing the anaerobic condition, where the rate of organicmatter production
exceeds the decomposition rate [1]. As a result, the peatland is a gigantic pool of carbon
storage and habitat for many natural wildlife [2]. Peatland is also very important for
water management as it can hold water equivalent to 20 times its own weight. Tropical
peatland is commonly found in South-East Asia region, covering around 23.6 million
hectares which represents 56% of the global tropical peatland.
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For rural communities, peatland is the key to their livelihood due to its potential
of aquaculture, agriculture, collection and utilization of forest products. As a result,
deforestation rate of peatland reached almost 4% per annum, which is comparatively
higher than other forest type [3]. Timber extraction using drainage method often damage
the forest with poor recovery and depleted conditions [4]. Furthermore, large scale
agriculture development for rice plantation involving slash-and-burn has driven the peat
swamp forest loss and leaves the areas susceptible to annual forest fires.

Overall, overexploitation has severely harmed the peatland and increased the risk of
forest fire. To make the matter worst, peatlands are the most critical terrestrial carbon
sink of the world. The carbon is stored mainly in the peat form and peatlands plays an
important role in regulation of climate by absorbing great amounts of carbon dioxide
(CO2). Forest fires in peatland not only release the CO2 into the atmosphere, but also
two other greenhouse gases, namelymethane (CH4) and nitrous oxide (N2O). Therefore,
effective method of peatland forest fires management is key to sustainable environment
and climate change mitigation.

In this work, a collaborative Internet of Things (IoT) and Cyber-physical System
(CPS) system is proposed for sustainable peatland management. IoT system is deployed
in the peatland to collect real-time in-situ data to replace the conventional data collection
method involving labor-intensive measurement by professional. Data collected by the
IoT system is uploaded to the server for data analytic process. The data analytic process
helps to predict the trend of Ground Water Level (GWL), which is key to determine the
risk of forest risk.Basedon the risk projected,CPSconduct the hydrologicalmanagement
using automated water pump facilities. Consequently, the GWL of peatland can be
sustainably managed and preventing the occurrence of peatland forest fire.

1.2 Related Works

Hydrological management is a proven-effective method in ensuring the peatland ecosys-
tem sustainability and preventing natural fires. During dry season, forest fire is more
likely to happen if the GWL of the area is low. Hence, to maintain a high GWL – reduced
risk ofmajor fire, blocking of drainage ditches in peatland forest can be conducted.While
fires caused by slash-and-burn cannot be exterminated through water management, high
GWL can mitigate the spreading of forest fires. For high fire risk areas, rewatering pro-
cess can be employed by pumping water from nearby rivers and lakes, to ensure the
GWL is not more than 20 cm below the surface [5].

Wireless Sensor Network (WSN) or the more advanced IoT network have demon-
strated both their flexibility and capability in handling various applications such as fleet
management, localization, and healthcare [6–8]. Similarly, CPS has displayed great
potential in industrial automation, where a feedback loop is created and integrated with
decision making and appropriate response from actuators [9]. In [10], Intelligent pre-
dictive management (IPdM) is proposed to achieve zero-defect manufacturing (ZDM)
through data-driven CPS. Similarly, [10] explored the architecture of dynamic manu-
facturing IoT with real-time data collection. Overall, CPS and IoT has shown promising
traits that can be used to help manage the peatland.

Due to the ongoing threat of transboundary haze caused by peatland forest fire,
peatland management has received a lot of attention in South-East Asia. In [11], an IoT
system with piezometers known as AGROMIST is deployed to collect the peatland data
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in real-time and help improve the water management. Authors of [12] take on a similar
approach and improve system by including local atmospheric data into the analysis.
To encourage the involvement of stakeholders in the effort of peatland management,
[13] used a LoRa-based IoT network to collect the ground parameters and upload to
dashboard that is easily accessible.

To fully harness the potential of IoT along with CPS, the author proposed to incor-
porate IoT with CPS for the peatland management. In this work, an IoT network using
LoRa technology is deployed on site to monitor the condition of the peatland, includ-
ing ground data and atmospheric data. Collected data are uploaded to the server and
undergone data analytic process for GWL prediction. Based on the outcome of data
analytic, the CPS consists of peatland water pump room will be controlled to automate
the peatland rewatering process. Rewatering process commenced is based on the forest
fire risk code detailed by the Global Environment Centre to minimize the chance of fire
occurrence.

2 Methodology

In this section, the architecture and working principle of proposed peatland management
system is discussed.

2.1 IoT System with CPS

To aid the peatlandmanagement, the condition of peatlandmust bemonitored constantly.
As such, an IoT system consist of ground sensor nodes (i.e., piezometer), in-situ weather
station and LoRa gateway is deployed. The overall architecture of the IoT system is
shown in Fig. 1. LoRa communication technology is used for the local sensor nodes’
communication due to its low power and low connectivity cost [14]. A reliability test
was conducted using the LoRa scanner to verify the packet delivery rate of the network.
Subsequently, the spreading factor and data rate of the network are configured for the
best performance. At the center of the map, there is an observation tower with the
height of approximately 25 m above ground. Weather station and LoRa gateway are
installed near the top of the tower to avoid signal distortion by the peatland bushes
and trees (around 2 to 10 m of height and of various density). LoRa gateway will
aggregate all the data collected by the local sensor node, and upload to the cloud server
using 4G cellular communication. The cloud server is located at MIMOS Malaysia,
which is also responsible for the development of dashboard for collected data. The
dashboard is accessible for local stakeholders for peatlandmonitoring and promotemore
efficient management process. Weather station installed is used to collect all the in-situ
atmospheric data, including all the Fire Danger Rating System (FDRS) parameters (i.e.,
wind speed, ambient temperature, relative humidity, accumulated precipitation). Both
the weather station and LoRa gateway are solar powered using the solar panel installed
on top of the observation tower.

Two ground sensor nodes are installed at forest fire prone area suggested by the
forest rangers from Selangor State Forestry Department. Ground data, including soil
temperature and GWL or water table are monitored by the sensor nodes. These sensor
nodes are battery powered and the battery status along with the Signal to Noise Ratio
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Fig. 1. Overall layout plan of the deployed IoT system, with each component highlighted.

(SINR) and collected ground data are transmitted to the LoRa gateway. The location of
sensor node 1 (SN1) and sensor node 2 (SN2) are depicted in the Fig. 1.

Fig. 2. Block diagram of IoT and CPS.

For the CPS, the plan is to integrate the water pump room into the IoT system for
automated rewatering process. The block diagram of the collaborative IoT and CPS is
illustrated in Fig. 2. The direction of the arrow represents the transmission direction
of the data. 1-way arrow means the data is transmitted from source to the destination,
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whilst 2-way arrow means both uplink and downlink process are involved. Water is
pumped from the nearby reservoir and distributed to the peatland using systematically
installed water pipes. The water pump room is shown in the Fig. 3, where ultrasonic flow
sensor is used to monitor the amount of water pumped to the peatland. The water pump
room is also powered by solar panel for sustainable power management. Through the
combination of cloud-based data analytic, the CPS can collaborate with the IoT system
for automated actuating process and open up the possibility to smarter decision-making
using external data.

Fig. 3. Water pump room and its components.

2.2 Data Analytics

Efficient peatland management, especially rewatering method is a time-consuming pro-
cess. It is benefited to commence the rewatering process early before the GWL drops to a
critical level. Therefore, a GWL prediction model is developed using machine learning
(ML). The complete process of the ML is depicted in Fig. 4. Prior to the training of
MLmodel, the input data are cleaned and pre-processed. Multivariate regression is used
because it encompasses the simultaneous analysis of more than one dependent variable
(next-hour SN1 and SN2 GWL, next-day SN1 and SN2 GWL) based on more than one
independent variable (FDRS parameters).
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Fig. 4. Complete procedure of ML in proposed peatland management.

In this ML model, FDRS parameters and GWL detected by SN1 and SN2 are used
as training attributes. The label of the ML model will be next hour and next day GWL.
Alert system and automated of the water pump roomwill be based on the projected GWL
comparing to the fire risk code. The main objective is to maintain the peatland GWL
sustainably and stably at low fire risk according to the fire risk table provided by Global
Environment Centre (GEC), tabulated in Table 1. To avoid disruption to the establishing
vegetation, the water level will halt after the low fire risk is achieved, i.e., GWL around
0 mm.

Table 1. Fire risk codes from GEC.

Water table depth range (mm) Colour code Fire risk

500 to 0 Blue Low

−500 to 0 Green Medium

−500 to −700 Yellow High

−700 to −1000 Red Extreme

3 Results and Discussion

For ML training, the data collected between January 2020 until March 2020 is used
for the proof of concept. These data are verified, cleaned and subject to pre-processing,
including standard scaler and attribute selection. After the cleaning process, 1739 data
points are available in total. Following the data splitting, 1391 and 348 data points are
used as train set and test set, respectively. GWL is the focus of this study as the CPS
involves peatland rewatering process to reduce the risk of peatland forest fire. Figure 5
shows the trend of the GWL over the course of 3 months. The distance of the deployed
ground sensor nodes is estimated around 86m, so the recorded GWL is expected to
demonstrate similar trend. From the figure, the trend of the GWL recorded is almost
identical, with a Pearson Correlation of 0.9695. The difference of the water level is
constantly maintained at approximately 200 mm.

Figure 6 illustrated the performance of our ML model in predicting the next hour
water level inmm after comparing the predicted values with true values. Blue line plotted
on the graph represent the perfect prediction, while the red dots are predicted water level
against the true water level. It is obvious that the trainedMLmodel has very good level of
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Fig. 5. GWL recorded by ground sensor nodes.

performance in terms of predicting the GWL for both SN1 and SN2. Upon analysis, the
root mean square errors (RMSEs) of the ML model for next hour water level prediction
are 7.2221 and 7.6592 for SN1 and SN2, respectively.

Fig. 6. Performance of ML model in predicting next hour GWL, left for SN1, right for SN2.

The MLmodel for next day water level prediction is also developed as a safety mea-
sure in case of any unexpected problem occurred to the water pump room or rewatering
process. The performance of theMLmodel is shown in Fig. 7. Compare the performance
of next hour prediction, the performance of ML model in predicting next day GWL has
slightly degraded. This observation is reasonable as the relevancy of data at current time
degrades heavily over the span of 24 h. Nonetheless, the projected values (red dots) still
lie very close to the true values (blue line). The RMSEs of theMLmodel are 25.1012 and
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29.8331 for SN1 and SN2, respectively. According to the 68-95-99 rule [15], this means
that 99.7% of the prediction by the developed ML model will fall within the 75.303 mm
and 89.499 mm of the actual GWL for SN1 and SN2, respectively.

Fig. 7. Performance of ML model in predicting next day GWL, left for SN1, right for SN2.

4 Conclusion

In this study, a IoT system with CPS is proposed for sustainable peatland management.
The reliability of IoT system to collect real-time data from the peatland can effectively
reduce the labour cost of peatland management. Wireless communication at the site
is established using LoRa technology for cost efficient transmission. Collected data are
aggregated at the in-situ LoRa gateway before uploaded to the cloud server for dashboard
presentation and data analytic process. ML model is developed using the collected data
to predict the ground water level of the peatland in one hour and 24 h. The RMSEs of
the developed MLmodel are averaged at 7.4407 and 27.4672 for next hour and next day
ground water level prediction, respectively. The ability to estimate the peatland ground
water level enable the stakeholder to take early initiatives in reducing the occurrence of
forest fire. Water pump room at the peatland is integrated as part of the CPS to automate
the water distribution process from the nearby reservoir.

For future work, the ML model will be trained with more data, including data col-
lected from Meteorological Department Malaysia. Apart from the prediction of GWL,
the dashboard of the system will be furnished with calculation of real-time Fire Weather
Index. Furthermore, discussion has been held with the regulatory bodies to enhance the
system with surveillance system for prevention of illegal slash-and burn activities.

Acknowledgments. The authors would like to acknowledge NICT Japan and ASEAN-IVO for
funding this project NAPC (Networked ASEAN Peatland Forests Communities), Selangor State
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Abstract. Data is a key component of smart manufacturing coming from various
sources and in different forms. The amount of data produced in theManufacturing
Data Life Cycle (MDLC) could be vast and remain useless if not processed and
mapped into information that is understood by users. Because of the data volume,
velocity, variety, and veracity, it is not feasible to expect humans to analyze it using
traditionalmanufacturing tools; business analytics solutions providemore efficient
means. In this paper, first, we aim at identifying the latest research areas and trends
of business analytics (BA) in the production management (PM) literature using
text mining, bibliometric mapping, and visual analytics. We discuss the related
research gaps, BA challenges and problems and give suggestions for possible BA
applications and future research directions. Second, we selected the performance
management and decision-making cluster for presenting a real-world case and
we applied MDLC as a framework. The case study presents a big data analytics
performance monitoring system from a multi-product refinery.

Keywords: Business analytics · Production management ·Manufacturing Data
Life Cycle · Data-driven decision making · Performance management

1 Introduction

Data is a key component of smart manufacturing coming from various sources and in
different forms. The amount of data produced in the Manufacturing Data Life Cycle
(MDLC) could be vast and remain useless if not processed and mapped into information
that is understood by users. Because of the data volume, velocity, variety, and veracity,
it is not feasible to expect humans to analyze it using traditional manufacturing tools;
business analytics solutions providemore efficient means. The “information age [1]” has
laid the foundation of information technologies, that capitalize on manufacturing data
for business analytics and process monitoring. Smart manufacturing however delivered
the supplementary technologies that were required to handle data in larger quantities,
from diverse sources and in disparate formats and to accomplish significantly more
complex data transformations and analysis for more responsive decision making. There
are numerous challenges related to data driven performance monitoring: vast quantity
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of data, diverse sources, questionable data quality, ongoing use of legacy systems and
the absence of strong analytics culture. This latter means that data is not perceived as
a core asset of the organization, senior management is not leading the organization to
become more data-driven and analytical, and the organization is not using analytical
insights to guide strategy [2]. We examine how the new business analytics technologies,
and a strong analytics culture could contribute to production management, performance
monitoring and performance improvements in the manufacturing environment.

In this paper, we have two goals. First, we aim at identifying the latest research
areas and trends of business analytics (BA) in the production management (PM). From
methodological aspects we followed the steps of systematic literature review combined
with text mining, bibliometric mapping, and visual analytics (we discuss the method-
ological steps in Sect. 2.1). As a result, we got research areas, clusters, which are worth
to investigate. We detail the related research gaps, BA challenges and problems and
give suggestions for possible BA applications and future research directions. Second,
we selected the performance management and decision-making cluster for presenting
a real-world case and we applied Manufacturing Data Life Cycle as a framework. The
case study presents a big data analytics performance monitoring system from a multi-
product refinery. The contribution of our research is the following: 1) identification the
latest research areas and trends of BA in production management based on the literature
2) discussion of research gaps, BA challenges and problems; providing suggestions for
possible BA applications and future research directions 3) demonstrate and connect our
findings through a real-world case performance monitoring solution.

2 Business Analytics in Production Management – Literature
Review

The term “business analytics” was introduced to represent the key analytical components
of business intelligence in the late 2000s [3]. Chen, Chiang and Storey [4] distinguish
3 phases in the history of business intelligence and analytics (BI&A), denoted as BI&A
1.0, 2.0, and 3.0 according to Gartner BI reports on platforms’ core capabilities and the
hype cycle. Data management and data warehousing is considered as the foundation of
BI&A 1.0, BI&A 2.0 bringing in text and web analytics capabilities for unstructured
contents, using web intelligence and the analysis of user-generated content. BI&A 3.0
is opening new opportunities by utilizing data from mobile devices and their complete
ecosystems, as well as from sensor-based Internet-enabled devices equipped with RFID,
barcodes, and radio tags (the “Internet of Things”). Business analytics covers descriptive
analytics (what is happening), predictive analytics (what will happen next) and prescrip-
tive analytics (what is the best course for the future) [5]. Business analytics applies
various advanced analytic techniques answering questions or solve problems related to
business [6]. Isasi et al. [7] surveyed the literature of big data and business analytics
applications in the supply chain using bibliometrics and systematic analysis. Zhang and
Chen [8] provides a comprehensive review of the recent research on Industry 4.0, IoT,
Blockchain, and Business Analytics.
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2.1 Literature Review - Methodology and Preliminary Results

Our literature review approach is split into two phases. First, we collected the relevant
articles fromScopus to prepare a corpus of BA in PMdomain, and analyzed these articles
using text mining, bibliometric mapping, and visual analytics. Second, using the results
from the first phase and combining it with our own experience in the field, we extended
the analysis to potential research challenges, directions and relevant BA solutions using
a more detailed and focused discussion.

Fig. 1. Bibliometric mapping and text mining of business analytics articles with VOSviewer1

1 The Figure is an illustration it doesn’t contain all concepts’ labels.

Preparing the corpus for textmining,we focused on papers fromScopuswith primary
keywords of “business analytics” and “productionmanagement”, resulting to 314 articles
(up toDecember 2020).We testedWebof Science as an alternative source but discarded it
due to their limited number of articles (less than 50 papers). To explore the main research
areas of BA in PM, we clustered the articles with VOSviewer bibliometric mapping and
text mining solution [9] and described the clusters using the most compelling keywords
(Fig. 1).

The analysis resulted to five clusters, however due to the similarity of the fourth
and fifth clusters, both related to knowledge, information management and business
analytics were combined. Table 1 details the research areas defined by the clusters, their
domain, and their BA related keywords, as well as the research challenges, directions,
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Table 1. Research areas/clusters of business analytics in production management corpus

Research
area/cluster name

Keywords describing
the research domain

Keywords describing
business analytics
characteristics

Research challenges,
directions and
opportunities from BA
viewpoints

Sustainable and
competitive supply
chain

Competition
Resource-based view
Competitive advantage
Sustainability
Supply chains
Sustainable
development

Predictive analytics
Data mining
Regression analysis
Learning systems

How to process
unstructured data
produced in a supply
chain (e.g., log file,
image, data from
sensors)? This field is
usually not included to
predictive analytics, but
most data produced in
this category

Performance
management and
decision making

Supply chain
Performance
Industry 4.0
Performance
Firm performance
Performance
management

Business intelligence
Decision support
systems
Decision making

Which BA tools
support problem
solving process, cause
effect analysis
correlation and
optimization?

Big Data analytics Supply chain
management
Industrial research

Big data
Big data analytics

Which BA applications
to apply, what are the
related conditions?

Knowledge and
information
management

Innovation
Knowledge
management
Information
management
Enterprise resource
management

Supply chain analytics
Data analytics

How to map and store
domain knowledge and
which is the way of
application of domain
knowledge in BA
solutions?

and opportunities from BA viewpoints. Our view is that the key challenges are the
following: 1) predictive analytics and datamining require developingmethods to process
unstructured data produced in a supply chain, 2) business intelligence and decision
support systems need developing and implementing BA tools to support the problem
solving process, cause effect analysis, correlation and optimization, 3) big data analytics
need developing BA applications and that take into consideration production specific
conditions, and finally 4) supply chain data analytics poses the challenge of how to map
and store domain specific knowledge and which is the way of applying this domain
knowledge in BA solutions.
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2.2 Business Analytics Problems and Challenges in the Manufacturing Data Life
Cycle

The aim of this section is to identify the typical BA problems and challenges related
to the phases of MDLC. We use MDLC of Tao et al. [1] as a discussion framework
to connect the research challenges identified in the literature review, from our experi-
ence and the issues revealed from our real-world case (Fig. 2). Data in a manufacturing
environment is collected from numerous sources in a variety of ways, that can be struc-
tured (e.g., databases), semi-structured (e.g., XML documents), or unstructured (e.g.,
textual information from equipment and error logs) [10]. Data processing starts with
the pre-processing steps of data cleaning and data reduction; it is usually a complex and
non-trivial operation. In the manufacturing environment, missing values are common,
and they pose a challenge to the application of machine learning algorithms [11].

Fig. 2. Business analytics challenges using Manufacturing Data Life Cycle MDLC [1].

Data reduction transforms the massive volume of data into ordered, meaningful,
and simplified forms, followed by data analysis covering a wide variety of techniques,
including machine learning, data mining, time-series analysis, large-scale computing,
and the use of forecasting models. Visual analytics and visualization support the com-
munication with end users, it helps having a clear, user-friendly view of the data and an
easy understanding the data processing results [12].

Tao et al. [1] distinguished three types of data applications: The first (design) helps
in demand analysis, smart design, and market forecasting through better understanding
of customers, competitors, and markets. The second (manufacturing) supports decision
making, product quality control and equipment supervision. The third phase (MRO -
maintenance, repair, and operations) enriches monitoring operations, fault predictions
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and smart maintenance. These data applications can lead to informed decisions concern-
ing whether, when, and how to adjust the manufacturing processes and equipment, and
how to facilitate the control and improvement of product quality, yield, or energy usage.

3 Business Analytics Problems and Challenges from a Real-World
Case

We utilize experiences collected in a real-world case to discuss the business analytics
problems and challenges in production management. The case is from a large multi-
product refinery that has recently implemented a performance monitoring system using
big data analytics.Management was driving the implementation to sustain the previously
achieved annual performance improvements of over 10% per year in several areas like
energy efficiency, yields and volumes; and to make the operation more secure for the
long run. The plant applies World Class Manufacturing methodology, of which visual
performance management (VPM) is a key component. VPM helps improving internal
and external communication, facilitates performancemeasurement and review, enhances
collaboration and supports the cultural change [13]. The system was developed with the
desire to use existing data sources, demonstrate compliance to performance standards,
visualize performance trends and assist with performance improvement initiatives as a
diagnostics tool. The case was specifically selected as the plant possessed large number
of Industrial IoT sensors, however the utilisation of data from these sensorswere sporadic
and ad-hoc. It was therefore interesting to explore how a business analytics system could
add value to this installation.

3.1 Background on the Case

The plant had high levels of process control with state-of-the-art automation, Indus-
trial IoT process measurement and data storage, recording numerical values of process
parameters (e.g. flow rates, temperatures, pressures) and also alarm and error logs. Lab-
oratory results were collected using Excel workbooks, being migrated to a Laboratory
Information Management System (LIMS). Maintenance records were stored in a Com-
puterized Maintenance Management System, recording equipment failures, repair and
restoration activities as well as predictive maintenance related data. This broad range of
separate systems made it difficult the concurrent analysis of data from different sources,
limiting process optimisation efforts (Fig. 3).

The project started by reviewing existing key performance indicators and perfor-
mance metrics, defining new ones, with the desire to get an integrated, holistic view on
business performance. Both lead and lag indicators [14] were used in the final set, the
former being proactive, preventive and predictive while the latter displaying the final
outcome. Process parameters like temperature, pressure, flow rate were often used as
lead indicators supporting the process optimisation efforts: setting the optimal parameter
values and using process control to ensure the adherence to those set values.
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Fig. 3. Performance monitoring system architecture using big data.

3.2 Challenges to Implement Business Analytics in the Real-World Case

Design science methodology for information systems [15] was used for investigating the
problems and challenges of performance monitoring and business analytics solutions in
relation to theMDLC phases. The case showed that with the currently available business
analytics tools, a performancemonitoring solution could be relatively quickly developed,
demonstrating the value of data-driven decision making. The amount of data stored in
the systemwas rather a burden than an advantage; finding the appropriate information of
process parameters among the ones that were recorded required the thorough knowledge
of system. It requires the careful selection of those that objects that are connected to key
performance indicators.Data quality poses a serious threat to the success of such projects,
often realised only after the project is underway. Structural errors (format errors, typos)
could break the data extraction, transformation and load (ETL) process, while missing
data and outliers would result to implausible results, making visualizations meaningless.
TheETLprocess thereforemust be prepared for both the initial cleansing and the ongoing
data quality issues [16]. The benefit of such an automated system over a manual system
is enabling real time data processing and alerting, flexible analysis of larger data sets,
from desperate sources and better supporting problem solving and decision making by
cause and effect analysis. However, the case drew the attention to the fact, that taking
advantage of this would require a strong analytics culture. A key success factor of such
an initiative is a commitment from management, encouraging the use of analytics and
data-driven decision making, and developing the human analytical competence.

4 Conclusion

Our investigation of the real-world performance monitoring and business analytics solu-
tion in the context of the MDLC of Tao et al. [1] resulted to the following findings: The
divers data sources in manufacturing, often with questionable data quality poses some
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serious challenge to the success of developing a business analytics solution. Missing
data and outliers, often related to the unreliability of field equipment makes especially
difficult data aggregation, requiring foresight and sound business logic. The data collec-
tion requires skills in both industrial and business systems as data sources. Regarding
data storage, there are limitations and security concerns of storing data in the cloud. On
premises data storage therefore could be a requirement to overcome these problems. The
data processing would require the appropriate selection of models, including text mining
methods for processing alarm and error logs. The amount of data from IoT sensors would
require data reduction, to enable processing it over a longer period. Dashboards should
facilitate performance review and problem solving, choosing the right visualizations for
different metrics and performance indicators. Finally, Specific business analytics appli-
cations should be selected based on key performance indicators that could vary from
simple dashboards to complex machine learning models. Our investigation highlighted,
that the lack of business analytics skills and analytics culture could be a barrier to suc-
cess. It needs to be developed simultaneously with the development of the performance
monitoring and business analytics solution.
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Abstract. Cyber-physical systems are not designed to integrate an industrial col-
laborative network when their integration with other systems is required. It is
necessary to adopt a strategic model of integration and value creation that allows
the interoperability of equipment supported by open technologies, based on the
concepts underlying Industry 4.0. To this end, a conceptual information architec-
ture is proposed to manage industrial robotic platforms based on a Cyber Device
Bus design. The challenge is to contribute to an open technological framework
involving computer systems, cyber-physical systems, and IoT elements in a logic
of integration by adaptation without the need for specialized adapters. Adaptation
occurs through the adoption of the Informatics System of Systems (ISoS) tech-
nological framework, providing an integrated service-oriented (micro-services)
view of technology elements and establishing cooperation between computer and
cyber-physical systems under different responsibilities and based on a diversity
of technological frameworks.

Keywords: Interoperability · Industrial collaborative network · Communication
platform · Systems of systems

1 Introduction

Increasingly, associations seek to increase flexibility and responsiveness tomeet the indi-
vidual requirements of each client. Industry 4.0 has demanded that physical processes
interconnect with cyber components, defining cyber-physical systems (CPS), enabling
an environment where the physical world merges with the cyber world [1]. From the
point of view of information and computer science, new information technologies must
be gradually applied on the shopfloor, integratingCPS framed into architectures based on
the Internet of Things (IoT) as a strategy to create a collaborative environment. The IoT
represents a technological revolution where the goal is to connect independent devices
(each having its computing and communication parts, technologically differentiated and

© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
L. M. Camarinha-Matos et al. (Eds.): PRO-VE 2021, IFIP AICT 629, pp. 567–576, 2021.
https://doi.org/10.1007/978-3-030-85969-5_53

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85969-5_53&domain=pdf
https://doi.org/10.1007/978-3-030-85969-5_53


568 L. Vicente et al.

possibly ownership from different responsibilities) in a network, through the establish-
ment of a global communication system, providing themwith the ability to communicate
with each other [2, 3].

Currently, any process under the concept of smart factories is carried out using sev-
eral enterprise information systems (EIS), such as supervisory control and data acqui-
sition (SCADA) systems, manufacturing execution systems (MES), enterprise resource
planning systems (ERP), human resource management systems (HRM) and customer
relationship management systems (CRM), among others. In this context, it is essential to
guarantee the cooperation between EIS and their interoperability in order to achieve an
effective management structure of corporate systems. Collaboration between different
EIS is hampered by the fact that they are often developed by different suppliers, which
creates the need to integrate them into a single collaborative platform [1].

The ability to interconnect systems within a system of systems framework empha-
sizes the need for an innovative approach to organize the diversity of technological arti-
facts that may be under the responsibility of different entities. This approach amounts to
providing intelligent and communication capabilities to all devices, thus driving automa-
tion and monitoring capacity [4]. Currently, the typical EIS framework of organizations
is still built on automation islands, as a set of disparate systems for process automation
in a given application domain [5].

This paper addresses industrial robotic platforms’ management that consists of a
collaborative industrial network connecting robots and automated systems. A con-
ceptual information system architecture based on the Informatics System of Systems
(ISoS) framework and architectural methodology to achieve that goal is proposed, which
guarantees interoperability and allows easy collaboration between different EIS.

This article is organized as follows: Sect. 2 analyses the state of the art of collabo-
rative information architectures; Sect. 3 describes the ISoS methodology; a conceptual
information system architecture based on the ISoS approach to achieve a collabora-
tive platform of industrial robots is presented in Sect. 4. Finally, the conclusions and
recommendations for future work are summarized in Sect. 5.

2 State of the Art

In the last century, the added value for industries came from the development of the
mechanical domain. Today, the computer domain made possible through the evolution
of information technologies has become the main driver of the development of orga-
nizations [6]. The growing mass customization requires that large volumes of data be
simultaneously exchanged in real-time between different organizational systems. Thus,
the challenge is to achieve direct communication between the Fieldbus and the appli-
cation layer that promotes interoperability between all software and physical processes.
This communication paradigm translates into a communication infrastructure over the
internet. Each node represents a computer or CPS within the organization that can com-
municate with many other nodes (Fig. 1), thereby creating an environment based on
collaborative processes. In this interwoven network, machines and applications need to
communicate in the same language, coexist in the same infrastructure, and comply with
multiple requirements [7].
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Fig. 1. Collaborative information network.

Usually, computers and CPS are not designed to cooperate when the goal is the
integration (interoperability) with other systems, potentially from a different business
organization, seller, or supplier. When two or more systems under different responsibili-
ties communicate, their managers must agree on the interfaces to use or provide access to
a repository (database) through which systems can share data. Despite being a common
practice to share information between systems, the access to databases generates strong
dependencies between them, reflected in the dependence on changes, which are difficult
to manage, e.g., in the face of a change to the database schema [5]. In order to avoid
strong dependencies in networks, mediation strategies are adopted involving special-
ized computer systems to establish “bridges” through the “Hub and Spoke Integration”
model [8] or the organization/company service bus (Enterprise Service Bus - ESB) [9,
10]. However, the use of mediation systems, e.g., ESB, contributes to strengthening
the technological dependence. Often, these systems centralize dependencies of different
technological systems and do not support a more competitive framework of responsi-
bilities, in which exchanging systems or parts of systems would be seamless [11]. From
the above, it can be concluded that system diversity hinders traditional systems from
achieving the goals of Industry 4.0.

Communication on an industrial network is performed through a cyber platform
commonly called Cyber Device Bus. To ensure communication between different sys-
tems, a computer systems architecture based on the design of an open Cyber Device Bus
is necessary, with the following requirements: provide an open computational platform,
ensure collaboration and ensure interoperability between computational entities and/or
cyber-physical systems [12]. The design of this platform and the underlying architec-
ture requires a set of non-functional requirements, typical of this type of open and dis-
tributed systems, namely: interoperability, transparency in location, fault tolerance, data,
and communication security and scalability. In addition to the non-functional require-
ments, further requirements are needed, such as resilience, performance, portability, and
substitutability [13].

In recent years, there has been much research into new collaborative reference
architectures for Industry 4.0. However, works on conceptual architectures often lack a
physical implementation, and application examples do not typically generalize to other
systems [14].
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There are currently several initiatives aimed at developing standardized system archi-
tectures.As an example, theGermanReferenceArchitectureModel Industry (RAMI4.0)
(DIN 2016) [15] proposes a reference model focused on system hierarchy, vertical com-
munication network, and life cycle management, while the American Industrial Internet
Reference Architecture (IIRA) [16] aims to achieve global adaptation and collaborative
autonomy in an industrial Internet of Things (IIoT) system.

In the current technological landscape, the trend is towards a concentration of func-
tionalities that, depending on the risk, are only accessible to proprietary technological
frameworks (SAP, IBM, ORACLE, Microsoft, Amazon, Google, among others). These
approaches, which include the concept of micro-services [17], do not convey relevant
innovation in the context of a Service-Oriented Architecture (SOA) [18], so they are
unlikely to promote integrated approaches that support processes in the digital age.
There are currently several approaches to perform interoperability tasks between CPS,
but these are proprietary systems. The diversity of techniques means that to perform
changes or upgrades in the system, the customer is very dependent on the proprietary
organization. Thus, the existing standards do not guarantee the substitutability of sys-
tems or elements of a computer system with potentially more competitive alternatives.
In other words, the current standards are not complete in the sense of guaranteeing the
exchangeability of systems or computer system elements with potentially more com-
petitive alternatives [19]. The lifecycle of a CPS may span decades, depending on its
application domain. Thus, it is necessary to ensure those information architectures and
their associated support services are available throughout the CPS lifecycle. Current
approaches are struggling with the problem of technological dependency, known as the
vendor lock-in situation. It is well known that public and private entities experience
difficulties developing their innovation processes when they depend on technological
devices, from the IoT level to the decision support services [11].

To avoid problems associated with vendor dependency, many companies using CPS
have recently chosen to keep the development of their information architecture in-house
as a means of avoiding potential risks inherent in commercial architectures. This strat-
egy gave rise to open-source solutions, e.g. Papyrus (2020) [20] and Capella (2020)
[21], which allow companies to develop their own customized information architectures.
Several open-source initiatives have also been launched, as evidenced by the efforts of
NASA, the Japanese Science and Technology Agency, and several consortia of industry
and academia in Europe in creating open-source tools to assist in the development of
collaborative information architectures [22].

More cooperative EIS environments based on information/knowledge are needed to
meet current business demands. The cooperative EIS need contrasts with today’s infor-
mation architectures in most applications, which simply connect devices and can hardly
support collaborative optimization for production systems. Other than that, information
architectures should promote a relationship chain where all computers and CPSs provide
support for knowledge construction, process monitoring, decision support, requirements
management, and control [1].

There are currently numerous technological approaches that can be used to build
a collaborative information architecture ensuring interoperability between various EIS.
However, most of these are proprietary approaches that are difficult to budget and are
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not based on previously validated models. Most technological artifacts are not based
on standard or reference models, which implies that the market does not moderate their
cost. Thus, any change to the system, such as an integration requirement, is dependent
on the involvement of those responsible for it, at a price that has no reference to be
supported [23]. The fact that state-of-art relies on unique computer systems developed
as custom software without a formal framework and open modularity foundations has
been a barrier to sustainable innovation.

3 Informatics System of Systems Approach

Today’s industrial challenges havemade production structuresmore complex and require
new management and organizational strategies that offer greater flexibility, agility, effi-
ciency, and effectiveness. In order to meet this challenge, remote and intelligent control
and monitoring systems must be developed that deal with the distinctive functionali-
ties of sensor and actuator networks, monitor hardware and software, and connect with
production management and planning. These smart systems require high automation
and information processing levels, allowing for rapid response to shop floor changes.
An outcome of coupling smart supervisory with real-time decision support systems is
the reduction of lead-times and costs on the shop floor, achieved through flexibility
improvement of the production processes and by enhancing management control, which
is supported by new decision support tools based on self-learning approaches and smart
analytics. Hence, this paper addresses the implementation of a service-oriented Coop-
eration Enabled Services (CES) as a modularity abstraction framework to reduce the
technology dependencies and empower the modeling and intelligence capabilities.

The Informatics System of Systems (ISoS) [11] founds an open technological frame-
work and incorporates the concept of Open Adaptive Coupling Infrastructure (OACI) to
facilitate interoperability. This framework has been applied in several systems to struc-
ture technological artifacts of a company/organization, e.g., the Brisa tolls, speed control
network (ANSR/SINCRO), and the automatic payment control in service area networks
[23]. In the ISoS framework, a computational or cyber-physical element of an Infor-
matics System (Isystem) is structured as the composition of one or more CES. A CES
models a composite of Service elements. An innovative aspect of the ISoS model is that
a CES is made up of services (computational parts of CPS or computer systems) that can
be developed under any technological framework. The ISoS model allows any service
belonging to an Isystem to be instantiated as an element of a computer or cyber-physical
system. ISoS makes it possible for an organization/company to cooperate with any other
Service of a CES from another Isystem without the need for specialized adapters.

The aim of developing ISoS is to contribute to an open technological framework
that encompasses computer systems, CPS, and IoT elements and promotes adaptation
without special adapters. Instead, adaptation takes place by obtaining meta-data on the
service elements and through cooperation between computer systems and CPS under
different responsibilities and on the basis of a diversity of technological frameworks [11,
25].

The proposed OACI as a loose coupling strategy based on the CES and Isystems con-
cepts unifies the factory of the future computational infrastructure allowing the separation
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(decouple) of intelligent processes sharing a common distributed computational infras-
tructure (coordination, security, scalability, fault tolerance, quality of services reliability,
and costs moderation through a multi-supplier framework). The capability of establish-
ing hybrid computational execution environments on-premises and on the cloud, aligned
with the microservices dynamics, makes the proposed approach scalable (elasticity)
and prone (open) for emerging intelligent services and facilitates business intelligence
applications integration.

4 Information System Architecture for Collaborative Networking

In the industry 4.0 approach, robot control and supervision system can be considered as
a CPS, henceforth referred to as a robotic cyber-physical system (CPS-R). It is essential
to reorganize them on a computational platform based on the internet to achieve a global
collaborative network that allows covering all EIS, including CPS. The exchange of
information between systems creates a collaborative, productive environment. In this
work it is defined a system architecture based on the open technological framework
ISoS, addressing the use of CPS-R to perform the collaboration and interoperability
between CPS and EIS in an industrial plant with robots. Figure 2 shows the context of
the adoption of the ISoS framework and the concept of a Cyber Device Bus, forming
a computational platform that integrates computational and/or cyber-physical entities.
Notice that the presented robot is illustrative only. The information system architecture
can be applied to any robot configuration.

Fig. 2. Collaborative network based in the ISoS framework using CPS-R elements.

The framework of the collaborative network represented in Fig. 2 is based on the ISoS
system approach, where the ISytem0 meta-system translates the strategy of integration
and coordination of the set of technological systems that make up an organization.

In this approach, the CPS-R constitutes a CES that in turn is composed of Services
that are constituted as computational elements that guarantee its operation and the avail-
ability of functionalities to be accessed by other services, the cyber-physical system, or
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other computer systems. The CPS-RCES occurs as an element of the ISystem MCPS (A
computerized management system for cyber-physical systems). This ISystem may be
composed of other CES elements associated with other CPS of industrial robots, which
exist or may be added to the organization.

This approach allows you to integrate The CPS with the organization’s computer
systems, e.g., an ERP computer system can obtain data from a CPS. Each computer
system, according to the ISoS approach, will constitute an ISystem, which is in turn
composed of CES. In fact, the CES elements are a composition of independent compu-
tational elements to which we call the Service. Thus, with this approach, the access of
an ERP system modelled by an ISystem is considered as an ISystem to a service of the
CPS, as shown in Fig. 2.

Communication in the proposed approach can be carried out between two services,
from any CES, even if they are in conformity with different systems. A Service uses the
Isytem0 computer meta-system in its management/coordination function to locate each
computational element, that is, the information that allows access to a particular service.

Fig. 3. Isystem architectures to perform interoperability with several CPS-Rs.

Additionally, with this architecture may be developed user interfaces (UI), for exam-
ple, a web interface, fromwhich a person can have access to information from the various
services and in specific relevant aspects of the desired CPS.

Usually, processes are performed by several robots that work collaboratively and
share data between them or control and supervision systems. Thus, this approach allows
to be extended with the creation of new services associated with existing Isystems or
new Isystems to take into account the several CPS-R, i.e., with the CPS-R1, CPS-R2,
…, CPS-Rn, being n the number of robotic systems that may come to incorporate into
the organization (Fig. 3).

This computational platform allows responding to the new service-oriented function-
ality management paradigm, providing an industrial collaborative network that guaran-
tees interoperability, security, and scalability in accessing and exchanging data.With this
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computational architecture, an infinite number of computers and CPS can be integrated.
At any time, a new service, computer system, or cyber-physical system can be added,
integrating it into the organization’s collaborative network.

Through the ability to exchange information between services, machine-to-machine
communication is promoted, allowing two or more industrial robots to exchange infor-
mation autonomously with each other, without the need for human intervention, using
this computational platform. Because this architecture is internet-based, this allows the
integration of all CPS of an organization regardless of their location. In this way, even
in different facilities, the CPS can communicate with each other and with all computer
systems, thus ensuring a global collaborative network.

5 Conclusion

In this article, a conceptual information architecture is proposed to manage industrial
robotic platforms based on the design of a Cyber Device Bus, using the ISoS tech-
nological framework. The structure of the proposed architecture was built to create a
collaborative industrial network through the reorganization of all systems that incor-
porate an organization, allowing interoperability between systems. This architecture
translates into a computational platform that covers an infinite number of EIS, as well as
an infinite number of CPS, promoting a collaborative environment. The computational
platform presented allows users to have an overview of the entire organization, allowing
access to all information from both computer systems and CPS through the various UI.
By adopting the architecture presented throughout the organization, a service-oriented
colouring mechanism is provided, allowing customers, manufacturing processes, and
suppliers to be integrated, making it possible to respond to the high rate of customiza-
tion required by the market. Future work should focus on the implementation of the
architecture presented with a view to its validation in the construction of a collaborative
industrial network.
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Abstract. Vehicular communication is a very challenging and essential research
area capable of supporting safety and routing decision-making. Vehicle to Infras-
tructure (V2I) communication often refers to communication between vehicles
and Road Side Units (RSU), and recently several technologies have been devel-
oped to support it, such as ZigBee, Wi-Fi, GSM, Long Term Evolution (LTE), and
802.11p Direct Short Range Communication (DSRC). In this field, there is a com-
petition between wireless DSRC and cellular LTE to define the most efficient type
of communication. This paper aims to analyze the strengths and weaknesses of
the DSRC and LTE to evaluate their performances and select the right technology
for communication between vehicles and RSUs. Therefore, a vehicle equipped
with both LTE and DSRC modules is assumed, and we propose a game-theoretic
formulation to select the most efficient type of communication. The proposed
formulation results in two equilibria; based on them, the vehicle and the RSU
select the same communication module. Here it presents the correlated equilib-
rium when a trusted source makes the decision, and it discusses the two equilibria
as a potential game formulation.

Keywords: LTE · DSRC · RSU · Vehicle · Game theory

1 Introduction

The automotive industry offers an enormous testbed for new technologies such as vehic-
ular communication, supporting safety, and routing decision-making in themodern envi-
ronment. Many sensors are embedded in vehicles, and information is exchanged among
them, establishing the Vehicle to Vehicle (V2V) communication. Moreover, Vehicle to
Infrastructure (V2I) utilizes Road Side Units (RSU) to exchange information, which
paves the way for new services.

V2I communication is essentially the exchange ofmessages or data between a vehicle
and an RSU. V2V communication is an ad-hoc network in which vehicles create a
Vehicular Ad-hoc Network (VANET), and when two vehicles are within range with each
other, they transfer data, or they encapsulate multihop communication [1, 2]. In other
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words, VANET is a form of wireless network, which includes mobility in conjunction
with the other properties of the wireless channel. Multiple RSUs, hotspots, and cellular
base stations are deployed in the road network. The network infrastructure includes
wired devices such as routers or switches and cloud formations [3] or fog computing [4]
devices.

Several technologies are available for V2I communication, including ZigBee, GSM
[5], DSRC, Wi-Fi [6], LTE, and LTE-V2V [2]. In this field, a competition between
wireless DSRC (i.e., 802.11p protocol) and cellular LTE (i.e., 4G telecommunications)
has been established to define the most efficient type of V2I communication. If a vehicle
includes both technologies in a dual-mode, the most efficient selection is based on the
current conditions in the network, such as density, interference, and distance.

This paper aims to analyze the strengths and weaknesses of the DSRC and LTE to
evaluate their performances and select the right technology for communication between
vehicles and RSUs, which are available at traffic lights. The proper technology should
be selected to communicate between vehicles and traffic lights to transfer their data and
information. Note that LTE can be substituted by a 5G telecommunication system [7]
since it will offer less latency and higher throughput, but this is beyond the scope of this
paper since 4G/LTE is a standard technology for vehicular networks, we selected it for
this work.

Here, we propose applying a game-theoretic model, whereby the vehicle and the
traffic light device must select the same technology. The proposed method reaches an
equilibrium of the game, where a central planner chooses the players with respect to
the type of messages that will get exchanged. Furthermore, it is proved that this is a
potential game that has two Nash equilibria. Finally, it is also proved that the fictitious
game learning converges to the two Nash equilibria.

More specifically, in this paper, we show the following contributions:

• We suggest a game-theoretic model for selecting the same network (LTE or DSRC)
between a traffic light and a passing vehicle for data transmission.

• We show a correlated equilibriumwhen a trusted centralized planner selects the choice
for both players.

• We propose a modified game as the model for our solution.
• We show that this game is a potential game, which means that it converges to a Nash
equilibrium.

• This game has two Nash equilibria in the pure strategies.

The remainder of this paper is as follows: Sect. 2 briefly discusses LTE and DSRC
technologies, Sect. 3 provides a brief comparison of the two technologies, Sect. 4 gives a
background on game theory and potential games, Sect. 5 describes the derivation of the
game-theoretic model, Sect. 6 gives the results and in Sect. 7 conclusions are provided.

2 DSRC and LTE

In this section, we provide a summary of the LTE and DSRC technologies for vehicular
communications. Our purpose is to show the critical points of each communication
medium.
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2.1 DSRC

Vehicular wireless communication evolved with the emergence of the IEEE 802.11p
standard, which results in DSRC. The environment where V2X devices are deployed is
quite tricky since interference is high due to buildings infrastructure or other frequencies
that act in the area. The DSRC medium offers 75 MHz broadband communication in
the 5.850–5925 frequencies [8]. Moreover, DSRC offers high data rates for V2I and
V2V communications. The DSRC standard embeds the IEEE 1609.x protocol family
and the 802.11p. In particular, the IEEE 1609 resides on top of IEEE 802.11p. It enables
the operation of the upper layers from the physical layer and the access control of the
MAC layer, across multiple channels, without having information regarding parameters
of low-level layers [9].

Fig. 1. DSRC example

At the PHY layer, DSRC utilizes orthogonal frequency division multiplexing
(OFDM) with convolutional coding. The IEEE 802.11p operates in a 10 MHz band-
width channel and uses doubled OFDM symbol duration and guard interval to counter
larger delay spreads. It results in the subcarrier spacing that is halving to 156.25 kHz.
Furthermore, IEEE 802.11p introduces improved receiver performance requirements
in adjacent channel rejections, handling cross-channel interference. There are defined
four spectrum masks utilized in different operations and are more stringent than those
demanded of the IEEE 802.11 radios. As for the MAC layer, IEEE 802.11p uses Carrier
Sensing Multiple Access with Collision Avoidance (CSMA/CA). In order to improve
latency of the Basic Service Set (BSS) procedure, the standard introduces theWave BSS,
whereby vehicles transmit signals without prior association, speeding up the whole pro-
cess. In order to overcome packet collisions, decentralized congestion control techniques
are used, with which adaptation of transmissions concerning congestion of the channel
is promoted [10]. Figure 1 presents the DSRC V2X communication structure.

2.2 LTE

The LTE standard by the 3rd Generation Partnership Project (3GPP) [11] has come
into play, offering excellent performance in throughput and latency. The access network
consists of the eNodeBs and the user equipment (UE). The eNodeBs act as centralized
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base stations, containing a packet programmer, which selects the traffic rate depending
on service demands. In theory, LTE can reach a 150 Mbps downlink data rate and a 50
Mbps uplink data rate. In combination with latency less than 5 ms in the user plane, LTE
is a strong candidate for vehicular communications.

Moreover, LTE uses orthogonal frequency division multiple access (OFDMA) for
downlink and Single Carrier Frequency Division Multiple Access (SC-FDMA) for
uplink connections. The width of the channel is from 1.4 to 20 MHz. LTE also supports
MIMO giving an advantage in dynamic conditions, such as vehicular applications.

Fig. 2. LTE example

The eNodeBs comprise the radio access network (RAN) of the LTE network archi-
tecture, responsible for radio control and management functionalities and the commu-
nication between the UEs and the LTE core. The eNodeBs relate to the Evolved Packet
Core (EPC), which can take care of mobility management quality of service and inter-
operability with legacy 3GPP or other technologies [12]. An amendment of the LTE is
the LTE-A, which offers a more significant bit rate, capacity, and spectrum utilization
[13]. Lastly, LTE may offer direct communication between UEs, like DSRC communi-
cation, which does not require a base station for its operation. The LTE standard provides
broadband communication and enables vehicular applications either by using On-Board
Units (OBU) or by smartphone LTE connectivity. Figure 2 presents an essential LTE
communication.

3 LTE and DSRC Comparison

There is a competition between wireless DSRC and cellular LTE, which defines the
most efficient type of communication among vehicular applications. Several research
works attempt to find the proper answer. DSRC has been installed in USA cities even
though there is an issue with its reliability and efficiency, particularly in high vehicle
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density applications [14]. The DSRC radio spectrum requires high data traffic demand
for in-vehicle Internet access. On the other hand, cellular approaches, such as LTE,
offer high capacity, broad coverage, range, and widely existing infrastructure. The main
issue with cellular approaches is the centralized means of communication, which may
cause problems in the latency between V2V communications. The support of distributed
resource management is a significant problem, which is a requirement for allowing V2V
operation in the absence of a network infrastructure. Latency may also appear, which
is a severe drawback, especially for safety-critical applications. Moreover, a potential
problem with using cellular approaches, such as LTE, is the accommodation of V2X
data traffic and the increasing data traffic from its legacy users.

Mir and Filali [12] evaluated the IEEE 802.11p and LTE in terms of delay, reliability,
scalability, andmobility using different networking conditions and settings. LTE exhibits
better network capacity and supports in-vehiclemobility than IEEE802.11p. Concerning
the transmission delays, the authors pointed out that the delay increases with the increase
of the network load. On the other hand, IEEE 802.11p exhibited acceptable performance
when there is mobility support, and the topologies are sparse. It identifies that IEEE
802.11p performance decreases when it suffers from large vehicle density or traffic
load. LTE includes infrastructure-oriented scheduling and access control, as well as it
does not contain a vast number of network elements; hence, its performance may surpass
the IEEE 802.11p.

Theoretical work shows that in safety-critical vehicular applications, beaconing in
LTE is poor due to network overload, even in idealistic conditions [15]. Therefore, the
DSRC architecture indeed appears more promising in safety-critical vehicular appli-
cations. Based on [16], a combination of the two technologies is the best option. In
particular, LTE wins in terms of capacity and communication range, and it does not miss
any beacons due to collisions. On the other hand, 802.11p accomplishes better latency
due to direct communication.

Overall, the performance of IEEE 802.11p and LTE depend on the conditions even
though LTE could be characterized as a better choice in most of the studied cases.
Therefore, we may consider “infrastructure” and “passing vehicle” as players that want
to select the best communication medium for their data transmission in the proposed
methodology on game theory.

4 Game Theory and Potential Games

Game theory studies mathematical models of conflict and cooperation between players
[17]. The meaning of the term game corresponds to any form of interaction between
two or more players. The rationality of a player is satisfied if it pursuits the satisfaction
of its preferences through the selection of appropriate strategies. The preferences of a
player need to satisfy general rationality axioms, and then its behavior can be described
by a utility function. Utility functions provide a quantitative description of the player’s
preferences, and the main objective is to maximize its utility function.

In this work, we propose strategic non-cooperative games since we consider players
to act as selfish players that want to preserve their interests. The intuition behind this is
that the players will reach an optimal state without paying the price to maximize their



582 E. D. Spyrou et al.

payoffs. The Nash equilibrium [18] is the most crucial equilibrium in non-cooperative
strategic form games. It is defined as the point where no node will increase its utility by
unilaterally changing its strategy.

In 2008, Daskalakis proved that finding a Nash equilibrium is PPAD-complete [19].
Polynomial Parity Arguments on Directed graphs (PPAD) is a class of total search
problems [20] for which solutions have been proven to exist. However, finding a specific
solution is difficult if not intractable. The class of Potential Games [21] gained interest
since they guarantee the convergence to pureNash equilibria and best response dynamics.

This class of games consists of the exact, ordinal potential and weighted. This work
employs weighted potential games. For the sake of clarity, we mention the necessary
conditions for games to be classified as potential. More formally:

A game �〈N,A, u〉, with N players, A strategy profiles and u the payoff functions,
is an exact potential game if there exists a potential function.

V : A → R (1)

subject to

∀i ∈ N ,∀x−i ∈ A−i,∀xi, x′
i ∈ Ai (2)

Where xi is the strategy of player i, x
′
i is the deviation of player i, x−i is the set of

strategies followed by all the players except player i and A−i is the set of strategy profiles
of all players except i such as

V (x−ixi) − V
(
x−i, x

′
i

)
= u(x−i, xi) − u

(
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′
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)
(3)

In terms of an ordinal potential game, the necessary condition for its existence is

V
(
x−i, xi

) − V
(
x−i, x

′
i

)
> 0 ⇐⇒ u(x−i, xi) − u
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′
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> 0 (4)

A game � is a weighted potential game [21] if there exists a vector of positive
numbers w = (w1, . . . ,wn) ∈ R

2++ and a real-valued function V : A → R is a weighted

potential if for every i ∈ N and for every x−i ∈ A−i, for every xi, x
′
i ∈ Ai

u
(
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) − u
(
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i

)
= w−i(V

(
x−i, xi

) − V
(
x−i, x

′
i

)
) (5)

Also, we provide a formal description of the correlated equilibrium [22]. We denote
players as p = 1, 2, . . . , n. Each player has a strategy Ap and we define the strategy
profile as S = ∏n

p=1 A−p, where A−p is the profile for all players except p. We define
as y the distribution on A where for x ∈ A−p we denote by yi,x the probability that a
player p chooses strategy I when all the other players choose x. The payoff to player p,
upi,x for selecting strategy i ∈ A when everyone selects to play x. The distribution y is a
correlated equilibrium if and only if conditioned on player p accepting the recommended
strategy i

∑
x∈Ai−p

upi,xyi,x ≥
∑

x∈Ai−p
upj,xyi,x,∀i, j ∈ Ap (6)
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5 Game-Theoretic Communication Selection

Here, we assume that a passing vehicle and the traffic light ahead of it have two commu-
nication mediums, an LTE and a DSRCmodule. In order to accomplish communication,
both the vehicle and the traffic light need to select the same medium. The selection
is made based on the density of the network and the type of communication, namely
safety-critical messages or multimedia download. Any of the two players could select
a medium that suits the most. LTE example shows only the communication from the
vehicle to the traffic light. Direct communication between the traffic light and the vehicle
can achieve using LTE-V; however, we only take the situation where the base station
serves the data. As for the DSRC, direct communication is at play.

Here, we propose using the Battle of the Sexes game model, and similarly, we
design a payoff matrix. There are two Nash equilibria in the specific game model in
pure strategies, which occurs when both the two players make the same choice (DSRC,
DSRC) or (LTE, LTE). Furthermore, there is a mixed strategy equilibrium, when player
one is choosing LTE with probability 2/3 and DSRC with probability 1/3 and player two
is choosing LTE with probability 1/3 and DSRC with 2/3. The utility will be (2/3, 2/3),
which ensures fairness but exhibits lower than the worst outcomes of the Nash equilibria
in the pure strategies.

It is suggested at [23] to have a centralized trusted authority that informs the players
to select the same outcome. Based on the type of messages exchanged by the players,
we see that the players do not have an incentive to change their strategies since it will
be worse. The advantage of this process is that the expected rewards are higher (3/2,
3/2) comparing to the Nash equilibrium in the mixed strategies. Formally, we can say
that this game has a correlated equilibrium. This suits to the current problem under
investigation since we want the two players to select the appropriate strategy depending
on the message type.

In the absence of a centralized authority, we formulate the Battle of the Sexes as a
potential game, with the potential being:

LTE DSRC

LTE 2 1

DSRC 0 2

The revenues and costs do not rise with a different selection in this model. On the
other hand, there is a good revenue in the same selection by our two players.

6 Results

We use the game formulation in [24] for our scenario. The strategies of the players are
{DSRC, LTE}, which can be reflected by the utility function values. Each player has her
own payoff from a function involving revenues and respective costs. When both players
select LTE the revenues are assumed to be (10, 10) and the respective costs (1, 3). If the
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two players select DSRC the revenues are (10, 20) and the costs (2, 5). If the players
select different means, they incur only costs. Note that this could be addressed by the
necessity of communication in practical scenarios, i.e., if it is a safety message or a video
streaming. The payoff matrix of the proposed game is given below:

Player 2

Player 1 LTE DSRC

LTE (9, 7) (−1, −5)

DSRC (−2, −3) (8, 15)

This game is a weighted potential game with the weights being 1 for player 1 and
3/2 for player 2. The values of the potential are given below:

LTE DSRC

LTE 11 3

DSRC 0 12

Player 1 wants to select (LTE, LTE) while player 2 wants (DSRC, DSRC) depending
on the type of communication and density, as has been described in a previous section.
In particular, when there is knowledge of the players regarding the type of message
required, the game will converge to the respective equilibrium.

Furthermore, this game has the finite improvement property whereby no improve-
ment path can be larger than 2 in length. The finite improvement property is based on
Theorem 2.15 given in [24]. It refers to a two-player game with two strategies and two
equilibria. If a player deviates from a common choice, then the other player will follow
by selecting the same strategy (medium), as shown in Fig. 3.

Here player two (the traffic light) selects DSRC and sends the message to player one.
Player 1 (the vehicle) could also select DSRC and reach one equilibrium state. However,
Player one changes its action to LTE since it requires video transmission, and player two
responds by selecting LTE, giving her a higher payoff than if she remained to her DSRC
choice. Regardless of the messages, we observe that improvement gets accomplished
with two moves. It is pretty easy to see the exchange of messages and the convergence
when the vehicle begins the communication first, i.e., Player 1.

Additionally, every potential game has the fictitious play property and converges to
equilibrium [25]. This means that there will be two equilibrium points according to the
beliefs of the players.

We also produced the set of correlated equilibria. As we can see in Fig. 4, three
equilibria are found, namely the two Nash equilibria (9,7) and (8,15) as well as another
equilibrium (3.5,3) for Players one and two, respectively. Note that every Nash equi-
librium is a correlated equilibrium [26]; hence we see that the two equilibria described
previously appear on the graph.
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Fig. 3. LTE selection example of the game

Fig. 4. Set of correlated strategies and correlated equilibria [27]

7 Conclusions

This paper discusses the DSRC and LTE technologies, and it highlights their strengths
and weaknesses for ensuring communication among V2I and RSU. An interesting
problem is a proper selection between the two technologies.
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We propose a game-theoretic formulation to select the most efficient type of commu-
nication between a traffic light and a vehicle. This gamemodel has twoNash equilibrium
points in the pure strategies and one in the mixed strategies. It is proved that this game
exhibits a correlated equilibrium, and it is also formulated as a weighted potential game
whereby the centralized authority is absent. Moreover, it is proved that the two players
converge to the same medium according to their functionality on the road segment.

It is also essential to highlight the crucial role of the responsible authority in practice
since higher efficiency could be achieved by supporting the sustainable development of
modern cities that invest in modern technologies to provide higher accuracy, safety, and
better quality of life.

Our future work aims to investigate multiple players in this game and examine the
behavior of our model.
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Abstract. Every day, the water supply network evolves to fix or prevent leaks or
contaminated drinking water, and hook-ups to buildings are set up or removed.
Most technical interventions are planned in advance, but emergencies can abruptly
disturb the planning. This work intends to propose a methodology to evaluate
various planning strategies in order to maximize the resilience and efficiency of
the water supply network scheduling. An industrial application is developed on a
large French water management company. The baseline of this case is the existing
planning process observed in the field. Then, based on a literature analysis, a set
of alternative planning processes when removing some constraints. The proposed
methodology allows to compare the existing solution to these alternatives. Finally,
as the research is in its infancy, the paper develops avenues for future research
through a specific research agenda.

Keywords: Water supply maintenance · Planning under uncertainty · Computer
modelling · Robust planning

1 Introduction and Problem Statement

Population increases in both developed and developing countries around the world con-
stantly puts a greater stress on the needs for amenities. Tap water is one of the most vital
of these. However, providing reliable access to it proves to be an increasingly complex
task, both by creating new water networks and maintaining the older ones. This paper
deals with the latter and especially with the routing of maintenance teams to planned or
spontaneous tasks.Maintainingwater supply networks calls for three types of actions: (i)
first, the evolution of the network with new buildings to hook up, (ii) second, preventive
maintenance such as sample collection and proactive leak search and (iii) reactive main-
tenance when failures occur in the network. While the first two types are predictable,
the last is composed of emergencies, thus creating uncertainties in the planning. On top
of these, real intervention times and real transportation times in a wide area add more
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sources of uncertainty to the problem. Both these types of uncertainty can be consid-
ered as a stochastic phenomenon, for data analysis and field expertise can provide the
grounds for a probability distribution, rendering them predictable to a degree. In this
study, we focus on the French regional scale. Consequently, we must consider both the
effectiveness of the service provider, defined as the capability to deliver the expected
service, and the efficiency, defined as the capability to limit the costs of operations, in
the wake of the increasing concurrency of providers. In the meantime, the uncertainties
in our problem warrant the construction of resilient and robust plans. We define a robust
planning as a planning that is not significantly impacted by hazardous events. A resilient
planning strategy is a strategy with a high capacity to go back to an acceptable state after
having been impacted by a hazardous event. These definitions follow the works of [1].
A vast part of the literature analysing water network maintenance focuses on predictive
algorithms that help to decide which canalizations are the most susceptible to fail and
should be changed. For example, [2] compare various statistical models to evaluate the
failure risk of pipes, using the history of pipe breaks and [3] review state-of-the-art mod-
els to use in order to predict the remaining useful life of individual pipes. But producing
a proper estimate of the demand (maintenance operations) is only a part of the problem.
The other part consists in using these estimates to feed optimized maintenance planning
systems, able to better manage disruptions and cost-effectiveness. In such a context,
our research question is the following: how to challenge and improve the maintenance
planning strategies for water supply networks? To solve this issue, we share an applied
methodology to improve this maintenance by considering the optimization of water pro-
duction and distribution networkmaintenance planning in an uncertain environment.We
start by reviewing the literature on dynamic planning problems. Section 3 then details
our methodology to quantitatively compare different planning alternatives and dynamic
routing approaches, while looking for resilient, efficient and robust options. Section 4
elaborates the first steps of this applied to a French regional case, along with specificities
of their processes, and we conclude with avenues for future research.

2 Smart and Collaborative Dynamic Routing Problems

At its core, our maintenance planning problem has two components. It is a capacitated
vehicle routing problem (CVRP) with water provider workers having to optimize their
maintenance planning. It must also deal with planning uncertainty, rendering it dynamic,
with emergency repairs appearing during the day.

Solving the Capacitated Vehicle Routing Problem. CVRP problems were
first defined in [4] with the intention of finding optimal routes for several fuel vehi-
cles to refill multiple stations. The capacity aspect of the problem is often represented
as variable demands of customers, but it may also view task and travel time as consum-
ing the vehicle capacity. The static version of the problem is most often posed as a set
of customers with coordinates and varied demands, along with a number of available
vehicles. Over the years, several varieties of the CVRP have been formulated: including
time windows to fill customer requests (VRPTW in [5]), taking profit into account and
allowing customers to be left out of the routes (CVRPP in [6]) or even adding pickup and
delivery aspects in between customers (VRPPD in [7]). Interested readers may look for
further details in the transformation of VRP problems to job shop scheduling problems
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in [8], a paper that can have implications in solving the problem in alternative ways.
For a survey on heuristics and exact methods on how to solve VRPs and its variants, the
reader may turn to [9]. An updated review, but only for exact methods, is also available
in [10].

Dynamic Workforce Routing in Uncertain Environments. Dynamic vehicle routing
problems (DVRP) are a variation on the classic vehicle routing problem where requests
(usually in the form of new customers, but equivalent to emergencies in our case) pop up
while vehicles are executing their route [11]. The ‘dynamic’ refers to the fact that these
new requests (i) were not part of the starting set of requests and (ii) must be considered
in the reconstruction of an updated route. Several methods are used in order to deal
with these problems, as for example in the review of [11] and the use of periodic or
constant re-optimization. The same authors, along with [12] for example, also consider
tackling the problem by identifying the stochastic nature of customer appearance ahead
of time. The literature mentions several ways to solve DVRP problems, such as [13]
with a greedy random search procedure if the problem is viewed with the scheduling
paradigm. Other approaches are available in a series of works from W. Kool and his
co-authors, represented in [14]. In this recent paper, they train a reinforcement learning
agent to dynamically adapt vehicle routes, thus leveraging the power of deep neural
networks. Other meaningful resolution methods are found in [15] and the coupling of
simulation software to metaheuristics. We must also mention recent advances in [16]
and [17] using multiple stages algorithms implying a clustering of clients to visit for the
DVRP. Several use cases were recently documented with the sharp increase of highly
connected supply chainswith contributions like [18]who consider dynamic optimization
of supply chains. Other hyper connected network cases exist with the works of [19] and
smart transportation management systems. The different cases of DVRP give rise to
various types of uncertainties in the planning like in [20] or [21]. At that point, literature
on the DVRP shows many alternatives to both model and solve different variants of
the problem. In our case of water supply maintenance, we aim to evaluate if, and to
what extent, the existing approaches fit our needs. Consequently, we wish to bridge
the gap between statistical methods for predictive maintenance in water networks and
dynamic routing of teams in a structured design of experiments. In parallel, bymeasuring
performance against efficiency, resilience and robustness criteria, we should be able to
conclude on our problem. The next section details our proposed methodology to answer
this question.

3 Proposed Research Methodology

Our methodology is summarized by Fig. 1. The first step consists in gathering the
maximum amount of information on the existing model: what are the roles of each
stakeholder, what are their constraints, how do they cooperate in planning routes with
or without emergencies. The end goal of this first step is three-fold: (i) establish the
meaningful rules and mechanisms governing the problem at hand, while getting rid of
noise in order to build the simulation with the correct degree of precision, (ii) describe
the static and dynamic planning methods already used in our use case, that should act
as a comparison baseline and (iii) use the data we collected to tune our simulation
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model to reality, a step also called model calibration. The choice of using (discrete)
simulation is motivated by its ability to model the necessary degrees of complexity [22].
Model calibration is an essential part of using simulations for decision-making (see also
[22] for further details). The next step of the methodology is to build a list of alternative
planning processes, either from the literature, or with new contributions. It must be noted
that, for each alternative process, there may be variants due to hyper-parameters or sets
of constraints. These two aspects are taken into account by simulating different versions,
much similar to a design of experiments. Lastly, each simulation run is evaluated against
several performance criteria. We consider two sets of criteria: one coming from the use
case, in order to link our results to business expectations, and one tied to resilience and
efficiency aspects.

Fig. 1. Methodological steps to compare planning alternatives

Real System Modelling. In order to establish a baseline, we started by conducting a
series of interviews with the water maintenance actors.We asked two series of questions,
one for eachplanningprocessingmethod: predictive scheduling (before the occurrence of
disturbance during the execution) and reactive (after disturbance) scheduling. 5 people,
each with a different role in the general planning and routing process were interviewed.
Interviews contained semi-openedquestions in order to guarantee a commonbase but still
allow for a possibility to gather supplementary information [23]. In addition, we gathered
historical planning data from planning tools over 2019 and 2020. Data covers planning
and real execution.We also built amathematicalmodel of the problem, transforming data
into tasks, and the information retrieved into resources and constraints, while staying as
close as possible to the use case reality. Finally,we completed themodel by concatenating
the information into synthetic business processes (using the Business Process Model
Notation).

Simulation Engine Building. Having only modelled the problem and the baseline pro-
cess is not sufficient. More steps are needed in order to build the simulation engine. Each
experiment we will carry will run on a parallel instance of the problem based on our data
collection. As a result, we start by implementing a representative instance generator by
fitting its probabilities of intervals and gravity to field data, as well as a failure generator
simulating two kinds of uncertainties: the occurrence of an emergency intervention and
the real processing time of each intervention.
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Real System Planning Process. Next the real system processes are implemented based
on their previous modelling and can be run on the instance previously generated. Sim-
ulation calibration is then done by iterating over the model until behaviours match to a
satisfying degree, by comparing output signals.

Alternative Planning Processes. Each alternative is either extracted from the literature
or built by modifying the constraints of the baseline use case. More details in Sect. 4.
We remind that each alternative must be fed with the same instance of the problem in
order to give general conclusions.

Process Performance Comparison. Possible performance criteria to compare to out-
puts of real system and alternative processes include inverse schedule tardiness or inverse
miss rate [24]. Othermetrics follow a statistical approach, such as the standard deviations
of routes, the entropy generated or the lateness likelihood of routes ([25, 26]). Feedback
from the use case allows to add time spent on maintenance tasks over total working time,
time and distance travelled and degree of unforeseen operations in a given time win-
dow. The result of these different steps is threefold as they will lead to (i) an exhaustive
understanding of real field processes, (ii) a calibrated evaluation tool validated on a real
basis, (iii) performance indicators reference values opening the way for improvement.

4 Application Case: Veolia EAU Sud-Ouest

Description of the Ongoing Application Case Specific Problem. The application
case is the water production and distribution network maintenance activity managed
by the company Veolia Eau in 18 departments in the southwest of France. The planning
problem consists in a set of interventions to execute, each having a precise location, a due
date, a predictive processing time and a set of skills needed to intervene. The resources
necessary are a set of agents, each having a specific set of skills, working hours and an
agency location, which determines their position in the beginning and end of each work
shift. The material resources issues are set aside as we consider that each agent has a car
available at all times, and small intervention material available. The decision variables
considered are the agent and the date associated with each intervention. The problem
constraints are the following: for each intervention the due date has to be respected, and
the agent in charge must have every skill needed. For each agent, the working hours
have to be respected, and of course, time and space consistencies have to be preserved.
This planning problem is rendered dynamic with the arrival of emergency interventions
randomly popping and intervention times taking less or more time than expected.

Planning Processes in the Ongoing Application Case. The complexity of this gen-
eral problem is reducedwith some additional organizational constraints specific toVeolia
Eau: the planning processes are executed in small geographic areas, and each executing
team composed of 5 to 10 agents has its own interventions set to handle. Moreover,
the planning processes are executed each week with a weekly horizon, and each agent
is allocated to a specific type of intervention every week. Finally, the interventions on
emergencies are only added to an agent’s schedule with no re-planning process, and if an
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Fig. 2. Planning decision steps in Veolia Eau

intervention lasts longer than expected, the remaining interventions in the schedule are
just shifted in consequence. This organizationmakes the planning problem small enough
to be handled by human intelligence and divides it into three subproblems depicted by
Fig. 2: (i) the allocation of each agent to a specific type of intervention, (ii) the interven-
tion tour definition for each agent, consisting in selecting the interventions to execute
and their order, (iii) the choice of an agent to handle an emergency occurring during the
intervention tour.

All these steps are executed manually, with practice field intelligence. The alloca-
tion of agents to intervention types is made according to the general volume of each
intervention type. The intervention tour is decided for each agent, one at a time, in the
form of an ordered list of interventions to execute, with the objective of filling their
schedules with the maximum number of interventions, while prioritizing time-sensitive
interventions. When emergencies occur during the execution of interventions, one agent
is chosen according to a geographic criterion and interrupts his tour to intervene. When
the emergency is fixed, he executes the other planned interventions in the same planned
order, with the risk of not being able to execute the last interventions of the day.

The representation of these processes in a computer tool requires only simple algo-
rithms and a CVRP resolution on a small number of interventions and one agent. The
results are not expected to be consequently better than human scheduling and their quality
will be considered as a baseline for the further alternative processes.

According to the proposed research methodology, the organization established in
Veolia Eau to provide such planning processes was synthetized in Business Process
Model Notation (BPMN). The main planning actors are the operations manager of each
executing team as well as dedicated schedulers in charge of designing the intervention
tours of a certain category of agents. These agents are those allocated to particular
types of intervention, characterized by their high quantity and their small processing
time, such as water meter reading interventions. Such intervention types generate a
more combinatorial dimension to the tour definition. Depending on the intervention
type, schedules proposed by dedicated schedulers are directly applied by agents or are
reviewed by operations managers before their final application. This organization is
depicted in Fig. 3.

The dedicated schedulers also maintain a continuous watch for emergencies. When
an emergency occurs, they are the first informed and have the responsibility of calling
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the appropriate agent and provide him with all the necessary information. Meanwhile
each agent intervenes according to his planned schedule, until a hazardous event occurs:
a call for emergency, the impossibility to execute an intervention… At the end of each
intervention, weather it is correctly achieved or not, the agent reports the time and result
into a tracking tool.

Fig. 3. Scheduling organization in Veolia Eau

Alternative Planning Processes Scenarios
All the organizational constraints added to the general problem allow to find reason-
able solutions to the planning problem manually, but they consequently narrow the
field of planning solutions, and as a consequence probably diminish the quality of the
adopted schedules. Relaxing such constraints in the planning problem requires the use
of a computer tool embedding CVRP algorithms inspired from the literature integrat-
ing our specific additional constraints. To estimate the gain obtained by removing each
constraint, one scenario will be built for each of them, namely (i) small geographic
boundaries, (ii) pre-allocation of agents to specific types of interventions, (iii) planning
horizon of one week. Figure 5 illustrates with basic fictional examples the potential lim-
its induced by each of these constraints. In this figure, interventions are represented by
circles and arrows of the same colour represent the intervention tour of an agent. In the
first illustration, blue and orange areas represent two distinct geographic territories, for
which the schedules are presently planned separately. Removing this separation could
save transportation costs, especially for interventions located near the boundaries. In
the second illustration, blue and orange circles are interventions of two different types,
and we assume that the two agents in this figure have the skills to intervene on both of
them. Again, transportation time can be saved by removing the constraint of one specific
type of interventions for every agent. The dotted blue arrows in the last illustration is a
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tour executed the week after the tour represented in orange arrows, with the remaining
interventions. It shows that anticipation over several weeks can degrade the quality of
the first week schedules but improve the global planning in the long term.

The first alternative scenarios to develop are the relaxation of these three organiza-
tional constraints, while keeping the same comparative baseline presently used in Veolia
EAU. The methodology presented in Sect. 3 will allow us to compare objectively the
potential gain obtained on realistic planning instances for each one of them. Keeping
the same baseline used presently by Veolia Eau implies to work on planning strategies
before the arrival of emergency interventions. The resilience of each scenario is still
measurable by observing the final executed schedules after the simulation of emergency
or delay occurrence during the realization of an intervention.

Fig. 5. Limits induced by organisational constraints

5 Conclusion and Further Research

The research project presented in this paper is in its infancy. If the real field planning
water supply maintenance processes applied in Veolia Eau have already been described
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and modelled, the other steps described in the proposed research methodology remain
to accomplish in order to provide answers to our core question: how to challenge and
improve the maintenance planning strategies for water production and distribution net-
work in an uncertain environment? The first planning alternative strategies presented in
this study are tightly attached to the real field planning processes, in order to measure
the cost (in terms of loss of efficiency and resilience) induced by changing a complex
theoretical CVRP into a simplified and practical manually resolvable problem. However,
other potential research avenues are consideredwith the integration ofmore sophisticated
re-planning strategies, for a better consideration of the dynamic aspect of the problem.
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Abstract. At the time of instability becomes the norm (climate changes, natural
disasters, epidemic, etc.) the management of collaborative networks, such as sup-
ply chains, is becoming more and more complex and critical. This instability only
adds to the complexity of an already very complex system. Thus, supply chain
managers have to adapt to multi-dimensional complex situations. Dealing with
instability is a key expectation for these managers. One tool to help managers
make decisions in this unstable environment is simulation. This article introduces
some first results on an “atomic” reconfigurable supply chain simulation model
based on Supply ChainOperations Reference (SCOR)model. This simulation tool
will be used to apply an innovative physics-based approach of risk and opportunity
management, that designs disturbances by forces moving the considered supply
chain within its performance framework. This approach enables managers tomon-
itor supply chain’s performance trajectory by viewing and merging the impact of
risks and opportunities.

Keywords: SCOR · Supply chain management · Risk management ·
Performance measurement · Physics and system modeling

1 Introduction

At the times of climate changes, natural disasters and pandemics, instability becomes
the norm. Supply chains as a very common collaborative network, do not escape and
are strongly subjected to this instability. They operate in a dynamic, uncertain and risky
environment. This instability increases the complexity of a system that is already very
complex due to its network organization, which brings together various interdependent
entities interconnected by the flow of money, goods and information. According to
[1], the growth of supply chain complexity is accelerated by the following factors:
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globalization, sustainability, customization, outsourcing, innovation and flexibility. [2]
identifies the eight most common sources generating this complexity: network, process,
range, product, customer, supplier, organizational and information. Thus, supply chain
managers have to analyze and adapt to more and more multi-dimensional complex
situations. Dealing with instability is a key expectation for supply chain managers,
whose purpose is to try to benefit from instability or at least, not to suffer from it. To be
able to take advantage of this instability and manage such a complex system, managers
need knowledge about the network organization and the business aspects of network
operations [3]. But also, to identify and understand the causes of this instability and
determine their consequences on all the activities of the supply chain [4]. Many tools and
approaches exist to manage this complexity and help managers in their decision making.
The solution chosen in this study is simulation. Indeed, according to [5], simulation is a
favorable tool for the analysis and study of complex and dynamic systems such as supply
chain networks. It allows decision makers to obtain accurate results [4]. However, the
more complex the system is, the more difficult it is to model, and the more expensive it
is in terms of time, resources and energy. According to [6], the development time of the
simulation model represents about 45% of the total effort of a simulation project. The
analysis and understanding of the cause and effect relationships of a disturbance and its
impact on the performance of such a system become hard to obtain. Therefore, the use
of standard reference models such as SCORmodel (Supply Chain Operations Reference
model) should make possible to create simulation models more quickly (especially for
the conceptualization andmodeling phases), by introducing understandable and standard
processes and metrics [3].

The aim of this paper is to introduce our preliminary work on amodular recon-
figurable supply chain model based on SCOR and its use as a decision support
tool by serving as an input to a physics-based approach of risk and opportunity
management, called Physics of Decision.

The remainder of the paper is organized as follows: Sect. 2 presents the supply chain
operations reference model. Section 3 introduces preliminary work on our “atomic” sup-
ply chain model and its application as decision support tool. The last section concludes
on some perspective points, defining a roadmap to make this model and the innovative
risk management approach presented functional.

2 Supply Chain Operations Reference Model

2.1 SCOR Scope

The SCORmodel is a process referencemodel, that providesmethodology, standard pro-
cess definitions, metrics, diagnostic and benchmarking tools in order to improve supply
chain processes and performance [7]. SCOR allows to link all these elements into a
unique framework [7]. Since its introduction in 1996 by the Supply Chain Council, this
model has been constantly reviewed and updated to consider all changes and develop-
ments in supply chain business practices. As mentioned in [8], SCOR is composed of
three major parts. First, it is a modeling tool that uses and defines standard processes as
building blocks for supply chain processes. By breaking down the processes of a supply
chain into (re)/configurable process blocks [9], this model can be used to describe and
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model simple or very complex supply chains. This block breakdown gives a balanced
horizontal (inter-process) and vertical (hierarchical) view compared to traditional pro-
cess decomposition models [9]. The objective of this process structuration is to improve
and support the understanding of all supply chain processes and best practices in order to
improve the effectiveness of the supply chain management and its overall performance.
Second, it defines a set of performance indicators called metrics. Third, it is a bench-
marking tool that allows companies to compare with other companies, by comparing
their performance indicators.

The two following sub-sections summarize the structure of the SCOR model based
on information and materials from [7].

2.2 SCOR Processes and Levels

The SCOR model develops standard process divided into four hierarchical levels [3],
as illustrated in Fig. 1. Level 1 defines the six major and macro management processes:
Source,Make,Deliver andReturn for the goods and information flows,Enable for supply
chain management activities and to support the others processes, and Plan to coordinate
the five others processes [3]. Table 1 describes and defines these six major processes.

Table 1. Definitions of SCOR’s major processes.

Major process Definition

Plan Balances the demand and supply of goods and resources in the other processes
in order to develop actions correlated to business objectives [9]

Source “Contains processes that procure goods and services to meet planned or actual
demand” [9]

Make Describes the activities consisting of the transformation of raw materials or
products to a finished state

Deliver Consists of processes that provide finished products or services to meet
customer demand [9]

Return Deals with the activities associated with the reverse flow of defective products
[9]

Enable Describes all the activities associated with the supply chain management [7].
Enable processes support the others processes

These processes are decomposed into process categories in the level 2 depending on
the type of business and strategies of the considered supply chain: make-to stock (MTS),
make-to-order (MTO) and engineer-to-order (ETO). This level offers more details and
simplifies the supply chain. For this level, SCORmodel proposes a tool kit of 32 process
categories. Thus, from this tool kit, each supply chain configuration can be modeled.
Level 3 divides the identified processes of level 2 into generic and standard process
elements. These process elements represent the steps of each process. Once these steps
are assembled and performed in a certain order, they enable supply chain activities to
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be planned, materials to be sourced, products to be manufactured, goods and services
to be delivered and product returns to be managed. Level 4 describes the detailed tasks
for each of the level 3 activities. These tasks, and their interactions, are specific to each
company. This level is not considered in our study, because it focuses on the process
specific to each company.

Fig. 1. SCOR process levels

2.3 SCOR Metrics

In order to evaluate and diagnose the performance of a supply chain, SCOR proposes an
approach based on three elements: performance attributes, key performance indicators
and best practices [7]. Performance attributes represent the strategic performance char-
acteristics on which the performance of the considered supply chain must be aligned to
be still with the business strategy. SCOR defines two types of performance attributes:
customer and internal focused attributes. SCOR associates several key performance
indicators, called metrics, with each of these performance attributes. These metrics are
organized according to a hierarchical structure, i.e. at each level (level 1, 2 or 3) a metric
is associated to evaluate the process. This decomposition of the metrics allows an analy-
sis of the supply chain performance according to root-causes. For example, the analysis
of the performance of level 2 metrics can explain the gaps in performance of level 1
metrics. As mentioned in [8], each process is associated with a list of best practices to
improve the metrics.

3 Proposal: Atomic Reconfigurable Supply Chain Model

3.1 Background

Currently, supply chain simulation is an integral part of discrete event simulation applica-
tions [10]. [11] mentions that the SCORmodel can be used to build powerful simulation
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models based on discrete event simulation. In [11], the authors aim to create supply chain
simulation models using the SCORmodel, in order to facilitate the construction of these
models and to create reusable components from a software allowing discrete event sim-
ulation. [12] proposes a comparison and evaluation of several modeling techniques. In
this paper, the authors compare three simulation tools: Witness (a commercial simula-
tion software), iGrafx Process (a process modelling and analysis tool) and e-SCOR (a
supply chain simulator based on SCOR and developed by GenSym) through the mod-
eling of the same use case. They concluded from their experiments that SCOR-based
simulation tools offer advantages over other simulation tools. In particular, by using
standard processes and performance indicators, these tools make it possible to build
faster and easier to understand models (especially for people familiar with the SCOR
model). The disadvantages of this kind of model are the lack of flexibility and the risk
of simplifying and transforming certain strategies in order to fit the definitions of the
SCORmodel and thus modify the reality. In [13] another SCOR-based simulationmodel
is introduced, IBM SmartSCOR that develops an integrated platform to support supply
chain transformation by using several simulation and optimization techniques. [14] and
[4] develop ontologies, that integrate different models based on SCOR framework and
views using IntegratedDEFinition (IDEF) suite. Supply chain ontology allows to capture
the required knowledge about the supply chain. Their approach generates automatically
supply chain models based on a set of predefined modules, derived from the level three
of SCOR. [3, 8 and 10] offer SCOR Template model, that allows to model a supply chain
by assembling bricks based on the level 2 or 3 of SCOR according to the versions and
designed in Arena simulation software.

Based on all this work, it is clear that SCOR occupies an important place in the
simulation of supply chains.

3.2 Physics of Decision

This atomic simulation model introduced in the next sub-section will be used to apply
the Physics of Decision (POD) approach presented in [15]. Indeed, according to [11],
simulation models are very interesting as a decision support and performance prediction
tool. Simulation is an increasingly important methodological approach to theory devel-
opment in the strategy and organization literature [16]. The POD approach is based
on analogies with physical principles to support decision-making processes and help
managers to navigate in unstable environment. To navigate in this kind of environment,
managers need a tool that gives them access to information on the following three points,
as mentioned in [17] and [15]: (1) the comprehension of the considered system and its
environment, (2) understanding the possible consequences of different changes and (3)
the mechanisms for selecting the different options available.

To answer the first point, POD approach develops twomodelling spaces: the descrip-
tion space and the performance space. In a supply chain context, the description space
is dedicated to the description of the considered supply chain and its environment. It
represents the supply chain’s location within its attribute dimensions (for instance cus-
tomer demand, capacity, number of employees, etc.). It is illustrated in Fig. 2. The value
of its attributes changes as a result of the decisions taken by the managers. The degree
of liberty for each attribute is set by the control space. It is a subspace in continuous
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change representing supply chain constraints and in which the supply chain is able to
move freely (blue shape). The context characteristics represent a zone in this description
space, where the supply chain is more susceptible to certain disruptions and potentials
that may impact it (orange shape). There are four types of potentials:

• Environment: all potentials created by the systemenvironment (e.g. new tax on imports
of coarse metals from outside the European Union, etc.),

• Charges: mandatory system costs (e.g. wages, process times, etc.),
• Innovations: measures taken to improve the system (e.g. buy new machine, etc.),
• Interactions: represent all the potential generated by the relationships between the
network’s actors (e.g. customer request, flow of products, etc.).

Fig. 2. Description (left) and Performance (right) spaces (Color figure online)

The performance space describes the performance of the supply chain. This per-
formance space is illustrated in Fig. 2. The first trajectory modeled in this framework
is the inertia trajectory (dotted orange line). It represents the nominal performance tra-
jectory of the observed system without any perturbation. It will serve as a reference in
the analysis of the impact of risks and opportunities on the supply chain’s performance.
In this multi-dimensional key performance indicators (KPIs) framework, forces model
and reflect the impact of risks and opportunities on the system (color vectors) [18].
Thus, the evolution of the supply chain’s performance (schematically its position in the
framework) is due to the achievement of risks or opportunities. As mentioned in [15],
the main interest of the performance space is to obtain the performance trajectory of the
supply chain, which is considered as a way to analyze the evolution of its performance
over time. Moreover, as mentioned in [18], this framework is used as a decision support
for managers, in particular by studying the best options to choose in order to reach the
target area at lower “cost” (which will be modeled as a multi-objective function whose
objective is to minimize the effort, i.e. at least the time and money, to reach this target
subspace). Schematically, that means defining the best combination of forces to select
in order to reach the target zone (the purple possible trajectories). The target zone is an
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area of the performance space designing the performance objectives of the considered
supply chain (green parallelepiped). Its shape is still under study.

3.3 Atomic Modelling Vision

This POD approach allows to control and monitor the evolution of the global perfor-
mance of the supply chain, by assessing the impact of macro risks and opportunities.
However, with this approach, it is currently very difficult to evaluate and analyze the
micro-consequences generated by the identified risks and opportunities. Especially, their
impacts on certain actors or components of such a complex supply chain network. To
resolve this problem, our idea is to develop a modular, “atomic”, reconfigurable simula-
tion model based on the SCOR model. This model is based on SCOR to take advantage
of all the metrics, standard processes and meshes defined in this model. But also, to
be able to develop a model accepted by the supply chain community, the only model
widely accepted and shared by this community is the SCOR model (according to [14]).
SCOR will also be used to define the level of decomposition of a supply chain network
from which to build the atoms. Thus, atoms will be created from the 32 processes of
level 2 of the SCOR model. In this first version of the model, only the Source, Make
and Deliver processes for MTS and MTO products will be modeled. Thus, six atoms
are necessary as summarized in Table 2. Each atom is a reconfigurable micro-model,
modeling a main function of the supply chain. To be able to fulfill their duties, atoms
will carry out actions corresponding to the steps and process elements defined in SCOR
level 3. Figure 3 illustrates how the atoms are positioned in the SCOR framework.

Table 2. List of required atoms.

Major
process

Atom Atom Id Inputs Outputs

Source MTS S1 M1
D1-suppliers

M1

MTO S2 M2
D2-suppliers

M2

Make MTS M1 S1 D1

MTO M2 S2 D2

Deliver MTS D1 M1 S1-customers

MTO D2 M2 S2-customers

Each atom should be as configurable as possible, which means that each atom must
be parametrizable and change its components (the value of its attributes) in order to adapt
to the considered supply chain, its disturbances and decisions made by its managers. As
mentioned in the previous subsection, this atomic model will be used to apply the POD
approach. To do so, each atom will have its own description and performance spaces,
in order to observe the micro-consequences of risks and opportunities on these atoms.
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In order to maintain a root-cause analysis of performance, the KPIs measured at the
global supply chain level will be calculated using aggregation functions defined from the
indicators measured at the atom level. Analogies with the properties of electrical voltage
will be studied, for example if the network follows a “series connection” type structure, is
the impact of the disturbance equal to the sum of the impacts of its micro-consequences.

Fig. 3. Position of atoms in the SCOR framework

3.4 A Simple Illustrative Example

Let’s consider a simple example to illustrate this approach, taking the case of the supply
chain of a company A. Company A produces plastic bottles and sells them to its only
customer, Company B. To produce its bottles, A buys polyethylene terephthalate (PET)
granulate from C and recycled PET flake from D. All these products follow a make to
stock strategy. With this atomic approach, this supply chain will be modeled from the
atoms of type: S1, M1 and D1. Each atom process will be modeled using Anylogic©
simulation software using the Process Modeling Library. Figure 4 gives an overview of
the modeling of this supply chain with the approach presented in this article.

Fig. 4. Atomic model of this supply chain

This example illustrates how, starting from a simple case, it is possible to build brick
by brick a supply chain and thus to model it, thanks to the atoms developed in this first
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version and their potential links (presented in Table 2). Once the block arrangement has
beenmade, all these blocksmust be parameterized according to the properties and values
of the attributes of the studied supply chain. This example also illustrates the potential
of this approach, particularly in the study of supply chain reconfiguration following
the occurence of risks or opportunities. Studying different implementation of a supply
chain, according to several configurations of building blocks allows to compare different
obtained performance, resistance to disruption and resilience. The last step consists in
implementing the set of performance indicators specific to each atom onto the simulation
models of each of these atoms, and applying the PODapproach presented in Subsect. 3.2.
The objective of this approach is to provide an intuitive and immersive decision support
tool, with which managers, following a “what if” reasoning, will be able to analyze the
impact of disruptions but also micro-impacts on the key processes of their system. This
tool can also be used to visualize and analyze the effectiveness of the corrective actions
implemented.

4 Conclusion and Perspectives

This article introduces the first works carried out on this modular vision of the supply
chain, the following perspectives define a roadmap to make that approach a functional
practice. The first one consists in conducting simulation campaigns and sensitivity anal-
yses to cover the widest range of values of the considered supply chain parameters and
thus cover as much of the potential accessible description space as possible. The pur-
pose of these simulations and analyses is to generate the volume of data necessary to
study the sensitivity and fragility of the supply chain in the face of certain identified
risks or opportunities, and thus define the associated forces. Then in a second step, these
simulations and analyses aim to generate a sufficient amount of data to feed and train
neural networks. They will forward replace atoms, as they offer a more reactive and
even more scalable arrangement. Indeed, once trained correctly, neural networks will
offer the possibility to study and predict the sensitivity and variability of the supply
chain to a wide range of risks and opportunities. The second avenue concerns one of the
key points to turn that model functional and suitable, the connectivity between atoms.
The objective is to develop compatible bonds between atoms in order to allow them to
interact with each other and to be able to build networks of atoms and so model supply
chain networks. In particular, by taking inspiration from what has been achieved within
the Physical Internet, particularly in the way it manages interfaces and interconnectivity
of the developed logistics system.
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Abstract. Supply Chain (SC) uncertainty perspectives must now be translated
into practice. SC entities must accept crises and catastrophes as normal situa-
tions and increase significantly their culture of SC risk management. They should
adapt their decision-support systems to be able considering disruptions as regular
inputs, whether small, large or huge. Collaboration should not be limited to few
entities of a SC, but to the whole SC. Concrete tools allowing entities to share
vital information to give visibility, ensure synchronization of the material flows,
align management of emergencies and use of critical resources must be developed
and used. That is the purpose of this paper. Practically, a framework for SC risk
and opportunity management and a Collaborative and Open Supply Chain Man-
agement Operating Services (COSMOS) platform are presented. An illustrative
case is developed to highlight the potential benefits of the proposal on one service
example.

Keywords: Supply chain management · Collaborative information systems ·
Decision support systems · Uncertainty · Risk management

1 Introduction

Current Supply Chains (SCs) have never been so vulnerable to unexpected disruptive
events along with the increased complexity of highly dynamic business environment.
Recently, as COVID-19 pandemic reveals, an unprecedented disruption in supply and
demand is caused that affects numerous both global and local availability of SC activities
[1]. It’s a fact that today’s SCs have demonstrated during this crisis, a poor ability to
make efficient and responsive decisions to supply on time and in-full vital, but also
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basic, necessities. As illustrated in [2], the pandemic necessitates SCs and tools coping
with enormous uncertainties as a new normal, but the knowledge of an effective and
efficient way of recovering from the disturbance is still quite limited. Certainly, COVID-
19 amplifies the needs for agility and resilience for SCs.

With a long-term view, effective decision-making has a significant impact on resilient
capabilities of collaborative networks [3]. However, such a situation has led to great
pressure on stakeholders tomake prudential decisions, especially in the face ofmultitude
uncertainties and decision options. Developing a Decision Support System (DSS) is
obviously a goodway to provide a better visibility andunderstandingof available options,
which enables an optimal decision-making for SCs [4]. But most of current decision-
support tools fail to act beyond legacy SC management dogmas and practices [5]. So
far, neither in research nor in practices there exist effective and efficient tools that help
with overcoming the stated challenges on a long-term perspective, due to a lack of
methodological foundation and necessary requirements.

Consequently, it is pivotal to develop suitable tools for both researchers and practi-
tioners that provide reliable guidance for decisions in order to create and maintain stable
SCs to support company recovery. What is more, it is crucial that those tools not only
recreate economic growth, but also that they support a sustainable long-term business
strategy and decision processes under the new circumstances by assuring SC flexibility
and resilience in a way that suits the new normal.

In this context, the paper presents an innovativeCollaborative andOpen Supply chain
Management Operating Services (COSMOS) platform that is dedicated to management
of uncertainties, variabilities and disruptions in SCs. The COSMOS platform aims to
provide actors in the SC with a range of tools that could help them to better manage
the huge variabilities they may face in the months and years ahead. In order to achieve
the objective, two building blocks are designed and developed, including a software
portfoliowith open online software services and a knowledge hubwith a set of documents
and methodological tools relevant for managing the new normal. The remainder of the
paper is organized as follows. A brief review of the related works is summarized before
introducing the core proposal of the COSMOS platform. Then, an illustrative showcase
for one service example embedded in the platform are presented before concluding and
opening avenues for future research.

2 Background and Related Work

As the COVID-19 crisis reveals, uncertainty-driven SC management is already the new
normal. Regarding the definition of SC uncertainty, as given by [6], the term is used to
depict decision-making situations that lacks information to accurately predict the effect
of SC behaviors or simply lacks appropriate response solutions. Given that SC uncer-
tainty and risk are usually utilized indiscriminately in the literature of SC management,
some authors suggest that SC risk mainly reflects negative impacts, while uncertainty
may both have positive and negative impacts on SC performance [7]. The article also
holds this vision of SC uncertainty that the term can be used to contain the issues of risk
to some extent.

During the past decades, many uncertainty-driven SC management techniques have
been developed for dealing with disruptions and instabilities. For instance, simulation
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has been widely used in SC risk modeling, which contributes to the understanding of
the impact of interactive factors from a systematic perspective [8]. Besides, stochastic
programming and multi-criteria decision making have been effectively utilized to ana-
lyze or assess SC uncertainties. Although various approaches for uncertainty-driven SC
management have been widely discussed within the literature, they are mainly dedicated
to risk identification, assessment, and modeling. It is worth to mention that there is a
limited formal solution on how to support decision-making processes from a long-term
practical perspective for managing uncertainties.

Regarding the currentDSSused forSCmanagement, numerous technologies and sys-
tems have been set up for SC collaboration, such as EDI (Electronic Data Interchange),
CPFR (Collaborative Planning, Forecasting and Replenishment) or VMI (Vendor Man-
aged Inventory) for instance [9]. With regard to the need of SC planning, it relates to a
series of forward-looking decisions in terms of coordinating information from supplier
to customer, optimizing product delivery and service. The associated systems include
MRP (Material Requirements Planning), MRPII (Manufacturing Resources Planning),
ERP (Enterprise Resource Planning) or APS (Advanced Planning and Scheduling).

To sum up, without any doubt, the development of the above-mentioned tools has
been conductive to satisfying the needs of business in the context of nominal SCs. How-
ever, they are now obsolete as they have been designed to optimize performance in a
stable and deterministic world. Even though many studies point out the importance of
uncertainty-driven SC management in the current complex and dynamic SC environ-
ment; few of DSS in the literature can provide the decision-makers with sound solutions
for the purpose of managing uncertainties. Moreover, opportunity-driven SC manage-
ment will soon be the new normal. Since SCs have become more flexible and open, as
presented in [10], the new state “hyperconnectivity” may bring many available oppor-
tunities for SC stakeholders. Consequently, the deep insight and reliable guidance for
seizing opportunities will be clearly needed, while neither in research nor in practices is
unable to support the ambition.

3 Proposal

In order to solve the problem statement previously described, we develop in this section
our core proposal composed of two main components. First, a theoretical framework
dedicated to the management of risks and opportunities in SC Management context
is developed. Second, considering the previous framework, a Collaborative and Open
Supply chain Management Operating Services (COSMOS) platform is presented.

3.1 COSMOS Theoretical Framework

Uncertainty management relates definitively to the management of risks and opportu-
nities, which might be past, present or future ones. In we refer to the ISO 31000, risk
management process could be defined as formulated by [11] and exposed on Fig. 1. This
process starts with the identification of disruption trigger event(s) (risks or opportunities
in our context) and moves to the criticality assessment (defined as a combination of
occurrence probability and impact potentiality). Then, decision-makers have to imagine
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a set of potential solutions or options allowing to avoid or limit the risk incidence, or to
catch potential opportunities. All these options must be evaluated in terms of benefits
and costs (accessibility) to select the most appropriate one. Finally, through a usual risk
management perspective, themostwell-balanced solutionmight be chosen, implemented
and followed along the time.

If this approach has demonstrated some benefits in the past, it seems a bit obsolete
regarding the new normal described in the previous sections of this paper. Notably,
this risk and opportunity management lifecycle should now be focused not only the
assets as it is usually the case but also on the business processes which are used to
manage and execute the system under study. The new risk and opportunity management
status must include its self-ability to make a situation better or worse. In addition, the
considered trigger disruption events should be past, live and future to better manage the
expected risk and opportunity management capabilities. As a consequence, the set of
actionable options and creative solutions to manage risks and opportunities should be
able simultaneously to:

• learn from past to avoid reproducing previous mistakes and errors: this step should
consist in understanding bad behaviors and decisions regarding past risks or opportu-
nities. This should allowdefining efficientmitigation plans based on past data gathered
from historical database.

• react live to reduce bad impacts of an ongoing situation: this step should consist in
reacting on-the-fly to some real-time data gathered from legacy systems, open-data
sources, IoT devices, etc. This should allow defining some alleviating plans, not to
avoid risks but to reduce their immediate impacts or at the opposite to benefit from
short-term unexpected opportunities.

• proact ahead to prevent potential short-term issues: this step should consist in assuming
(through simulation techniques for instance) what should be the status of the SC in the
near future according to the existing situation and to a set of challenged assumptions.
This should allow designing some sidestep plans able to avoid future disruptions or
at least to reduce their impact significantly. Same approach might also be used to take
advantages of some in-coming situations.

• prepare future to secure long-term perspectives regarding large set of scenarios: this
step should consist in predicting a set of potential futures regarding ongoing or poten-
tial demand, supply or internal variabilities in order to support a large, qualitative
and quantitative “what-if” perspective. This should allow defining dynamic, wide and
effective contingency plans.

This new vision of the risk management lifecycle might be formulated as on Fig. 2.
From this, we suggest developing a dedicated platform able to receive and expose con-
crete technical solutions able to support parts of the functionalities presented in the SC
risk and opportunitymanagement framework. This platform is presented in the following
section.
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Fig. 1. Risk and opportunity management process [11]

Fig. 2. A framework for SC risk and opportunity management

3.2 COSMOS Platform

a) Big picture
The objective of the COSMOS platform is to provide SC practitioners and scholars with
openly accessible resources they can use to foster new ideas for improving and rethinking
their SC management practices and knowledge.

The COSMOS platform is composed of two building blocks:

• First, a software portfolio to provide open online software services.
• Second, a knowledge hub to provide a structured knowledge that can be used to better
understand the SC new normal and its stakes.
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From the business point of view, both building blocks are designed according to the
proposed framework for organizing SCRM practices (Fig. 3). At this stage, most of the
research efforts have been focused on the software portfolio, which is the focal point of
the remaining of this paper.

Fig. 3. COSMOS platform big picture

b) Software portfolio
Research projects in SC management regularly result in the development of software
prototypes. Getting the knowledge and access to these prototypes could be a huge help
to practitioners and scholars for fostering new ideas for improving and rethinking their
SC management practices. However, these prototypes are not often easily accessible to
a large panel of practitioners and scholars. Sometimes they do not even have graphical
user interfaces. Therefore, the software portfolio has been designed with the objective
of making these prototypes, resulting from research projects, openly accessible.

With that objective in mind, the software portfolio has been developed as a cloud-
based platform accessible at the following URL: https://cosmos-portal.mines-albi.fr/por
tal/. Its architecture, from both the user and technical points of view, is illustrated in
Fig. 4.

From the user point of view, it is composed of the following two components: first,
a homepage organizing the software prototypes according to the SCRM framework
introduced in the previous subsection. This homepage provides information about the
prototypes as well as links towards their web interface. Second, for each prototype, a
web interface to use it. From the technical point of view, the web interfaces are divided
in two categories. First, the internally hosted one, mainly used for prototypes that did
not had web interfaces. Second, the externally hosted one, for prototypes that already
had web interfaces. Then, each internally hosted software web interface relies on the use

https://cosmos-portal.mines-albi.fr/portal/
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of software portfolio services, including a single sign-on service as well as a software
services proxy. The latter enables web interfaces to use software services by calling the
corresponding REST APIs.

A first selection of software to be included in the software portfolio homepage has
been made. At this moment, the ones that appear are resulting from research projects
undertaken by IMT Mines Albi and some of its partners. For example, the “SC map-
per” and “advanced sales and operations planner” are resulting from a research project
undertaken by [12, 13]. Another example is the “collaborative plans manager” resulting
from a research project undertaken by [14]. Most of these software prototypes were not
thought to be available online, therefore an effort is made to create web interfaces so
they can be used on the COSMOS platform. Their integration is at different stages, so
all currently displayed ones are not accessible yet.

Fig. 4. Software portfolio architecture principles

4 Example of Service

For the purpose of illustrating the use of software services of COSMOS platform, a
simple showcase is designed in a scenario of pharmaceutical supply chain. The case
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concerns the production and distribution activity of a pharmaceutical product named as
“Magic Capsule”, as shown in Fig. 5, several stakeholders involve in the considered SC
network.

Fig. 5. The SC network of the “Magic Capsule” showcase

Generally speaking, the abilities of these stakeholders and their relationships can be
described as follows:

• Two main raw materials (grapeseed and rose) are needed to produce the magic
capsules, which are respectively provided by a grapeseed supplier and two rose
suppliers.

• When the production of magic capsule is finished, those ones will be packed into two
categories of products: box of 10 capsules and box of 100 capsules. The boxes are
provided by a box producer.

• A central distributor is in charge of distributing the final products into a French
wholesaler and a German wholesaler.

• The wholesalers implement the delivery to the corresponding country of two
pharmacies.

According to the stated showcase, various software services can be instantiated to
show the capabilities of the COSMOS platform. For example, “SC mapper”, one of
applications that concerns automated discovery of a SC map containing all possible
SC options, which is based on an algorithm using information of SC stakeholders’
capabilities referenced in a database. Figure 6 shows the use of it with “Magic Capsule”
showcase. A potential SC map can be deduced by importing a set of company-specific
configuration files. The result map is able to help companies to identify SC alternatives
and then to support SC design decisions. What is more, it also enables other software to
take advantage of this SC map for additional decision-support features.
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Fig. 6. The use of “SC mapper” with “Magic Capsule” showcase

5 Conclusion and Future Works

The first two sections of this paper have highlighted that SCs are dealing with a highly
uncertain, opportunistic, and dynamic environment that challenges their ability to main-
tain their performance at satisfying levels. Companies driving these SCs lack knowledge,
tools, and processes to efficiently make effective decisions in this context. As an answer
to these difficulties faced by SC stakeholders, this paper makes two proposals in the
third section that are then illustrated in the fourth section: first, a framework for SC
risk and opportunity management that structures SCRM activities according to both a
risk management lifecycle dimension and a temporality dimension (Fig. 2). Second, a
platform dedicated to providing SC practitioners and scholars with openly accessible
resources they can use to enhance their SC management practices and knowledge. This
platform, called Collaborative and Open SC Management Operating Services (COS-
MOS), is organized according to the proposed SCRM framework, and composed of two
building blocks: a software portfolio and a knowledge hub (Fig. 3). Finally, this paper
fosters several avenues for future research. First, the consolidation of the COSMOS
portal by making all already identified software prototypes accessible, intensifying the
efforts for developing the knowledge portfolio, and enhancing the user experience so it
can really become a platform that fosters new ideas for improving and rethinking SC
management practices. A second avenue for future research is about identifying addi-
tional existing solutions that would be relevant to highlight according to the proposed
SCRM framework. A third and broader one is about structuring current SCmanagement
challenges and identifying the ones that require research and development for designing
new technological solutions to overcome these challenges.
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Abstract. The International Classification of Functioning, Disability and Health
(ICF) is a standard framework organized as a top-down taxonomycomposed of cat-
egories allowing to describe a person’s functioning within an environment (phys-
ical and social context). ICF aims at helping different clinical professionals and
health stakeholders to adopt a common conceptual basis and standard definitions
for the description of disabilities and impairments, thus easing the collaboration
and clinical information exchange among different actors. ICF is not universally
adopted in clinical practice: this is caused mainly by a lack of understanding of
ICF and of the operative knowledge to qualify impairments. This work introduces
EasyICF, an application designed to facilitate the use of ICF in definingwheelchair
users’ health conditions for vocational therapists and clinical personnel. EasyICF
takes into account the restrictions foreseen in the framework and is designed to
support the definition of ICF categories for clinicians with little or no knowledge
of the classification and its structure. The application was developed with the help
of medical personnel and physical therapists, in a collaborative effort to develop
a tool for daily clinical practice in the context of Return to Work.

Keywords: ICF · Return to work · Clinical stakeholders collaboration

1 Introduction

This International Classification of Functioning, Disability and Health (ICF) is a World
Health Organization (WHO) standard classification aimed at providing a description of
an individual’s health condition, taking into account functional aspects, body structures,
activities and environmental factors. ICF serves as a conceptual standard basis for the
definition of disabilities and impairments and focuses on the person and the context sur-
rounding him/her: the functioning of the individual in specific domains derives from the
interactions between the person’s health condition and the physical and social environ-
ment in which he/she acts [1]. The classification is organized into four main components,
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which should be completed by a fifth component that – to date – has not been developed
yet (Personal factors):

• Body functions describe the psychophysiological functions of the body;
• Body structures identify the anatomical parts of the human body and their components;
• Activities and participation describe, respectively, the execution of tasks in life and
the individual’s involvement in specific situations;

• Environmental factors provide the means to describe the physical and social context
in which the person lives, identifying facilitators and barriers.

Each component involves different health domains and is structured into categories,
which constitute the atoms of the classification. The categories are identified by a prefix
letter (“b” for Body functions, “s” for Body structures, “e” for Environmental factors,
“d” for Activities and Participation) and are further detailed by adding digits: the longer
is the number of the digits, the more detailed is the category; contrariwise, the lesser
is the number of the digits following the letter, the more general is the health-concept
represented by the category. Categories can therefore be structured in a hierarchical
taxonomy in which the categories with fewer digits contain those with more digits
(Fig. 1 illustrates this concept with an excerpt of ICF).

Fig. 1. An excerpt of the ICF classification highlighting its hierarchical structure.

The total number of categories amounts to 1454 and they allow the conceptualization
of several domains involved in the definition of an individual’s functioning and disability.
Each category is providedwith a text providing unambiguous definitions of the item (e.g.:
b51051 – Pharyngeal swallowing is defined as “Function of clearing substances through
the pharynx at an appropriate rate and speed”). The definition also provides examples of
what can be considered within the range of the category (inclusion) and what is excluded
(e.g.: b51051 has as “Inclusions: functions of production and quality of voice; functions
of phonation, pitch, loudness and other qualities of voice; impairments such as aphonia,
dysphonia, hoarseness, hypernasality and hyponasality”, while indicates as “Exclusions:
b167 – Mental functions of language; b320 – Articulation functions; b340 – Alternative
vocalization functions”).

To quantify the severity of impairment, each item is associated with one (or more)
qualifier(s), integer numbers following the item and separated from it by a “.” (e.g.:
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b51051.3): the number of qualifiers an item can accept is determined by its type [2]. For
instance, Body functions accepts only one qualifier (called “generic qualifier”) whose
values range from 0 to 4 (0= “no impairment”, 1= “mild”, 2= “moderate”, 3= “sev-
ere”, 4 = “complete”), with the addition of 8 (qualifier “not specified”) and 9 (qualifier
“not applicable”). However, the component Body structures accepts up to three quali-
fiers (the second indicating the nature of the change happened in a body structure, the
third describing the location of the impairment in the body, all using integers from 0
to 9 to indicate different causes and locations of the impairment), while Environmental
factorsmakes use of the generic qualifier, preceded by “+” to indicate a facilitator (e.g.:
e5400.3 indicates a very relevant facilitator in “Transportation services”) or without sign
to indicate a barrier (e.g.: e410.1 suggests a mild barrier in the “Individual attitudes of
immediate family members”). Activities and participation dedicate the first and fourth
qualifier to describe the performance, which is the activity conducted in the individual’s
current environment, while the second and third describe the capacity, which identifies
a person’s ability to execute a task in a “standardized” environment (like a laboratory
or clinical setting); with/without assistance indicates whether or not the individual exe-
cuting the task is evaluated in his/her performance or capacity while using an assistive
device or personal assistant (e.g.: glasses, wheelchair, etc.) [3]. Table 1 summarizes the
possible qualifiers applicable to ICF items and their meanings.

Table 1. A summary of possible qualifiers applicable for each ICF component.

Component 1st qual. 2nd qual. 3rd qual. 4th qual.

b Generic qualifier – – –

s Generic qualifier Nature of the
change

Localization of the
impairment

–

d Performance (with
assistance)

Capacity (without
assistance)

Capacity (with
assistance)

Performance
(without
assistance)

e Generic qualifier
(+ for facilitators)

– – –

Together with a conceptual framework for the description of disability, ICF was
developed as a tool to ease the communication among health-stakeholders (clinicians,
therapists, bioengineers, designers of assistive solutions, etc.), since it provides an unam-
biguous vocabulary. During the early 2000s, ICF gathered a lot of attention and was pro-
gressively adopted in many health-related fields (e.g.: frameworks for the rehabilitation
[4, 5], Electronic Health Records [6], assessing factors hindering the social participation
of people with disabilities [7], etc.).

However, although some solid examples of ICF applications exist, the adoption of
ICF in clinical practice is still limited. ICF is a very wide classification, and there exist
some barriers in its adoption that prevent healthcare professionals in using the standard as
a common language. In this work, we propose to overcome some of the barriers by using
an application – namely EasyICF – that allows clinical personnel to build individuals’
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health condition descriptions using the ICF. We argue that the possibility to rely on an
application can significantly reduce the need of specialized training and can support
healthcare professionals in selecting categories and qualifiers. Therefore, we argue that
to foster cooperation among stakeholders the use of ICF as a “common language” can be
made easier by relying on digital tools that can help clinicians and health professionals
to overcome some of barriers in the adoption of this standard.

The reminder of this paper is organized as follows: we investigate some of the major
barriers hindering ICF adoption in clinical practice (Sect. 2).Within the context of Return
to Work (RTW) [8], we developed an application aimed at providing a possible solution
(Sect. 3), for which a brief overview of the underlying technology is provided (Sect. 4).
Finally, Conclusions summarize the main outcomes of this work.

2 Major Issues in the Adoption of ICF in Clinical Practice

Although ICF is universally recognized as a standard able to foster professional and non-
professional health stakeholders’ information exchange, its actual application in clinical
practice and rehabilitation is very limited. The first well-known problem is related to the
adoption of ICF in its complete form: as pointed out in many studies [9] ICF structure
does not allow for an agile adoption of all its categories, and thereforeCore sets – subsets
of ICF categories providing a comprehensive description of specific health issues – were
developed to ease the adoption of ICF in clinical practice [10]. Nevertheless, the use of
the framework within clinical contexts remains limited: different studies have analyzed
the reasons behind the underutilization of ICF, which can be summarized in:

a. Need of specific training to increase the actual knowledge of ICF and its underlying
conceptual model [11];

b. Significant difficulties in the implementation in some fields, including rehabilitation
[12] and underestimation of the time and resources necessary for the implementation
[13];

c. Lack of standard methods for the selection of the proper qualifiers [14];
d. The necessity to adapt ICF to the individual territories and clinical realities adopting

it into their clinical practice [9];

These problems may significantly hinder the adoption of ICF in clinical and rehabil-
itation contexts, thus undermining the cooperation among different health professionals
and stakeholders. In particular, for multi-domain interventions in fields requiring the
collaboration of different professionals (e.g.: Ambient Assisted Living [15], Continuity
of Care [16], RTW, etc.), the issues a. and b. may result in the inability to deliver tailored
solutions to patients.

3 EasyICF: Fostering the Adoption of ICF in RTW Contexts

EasyICF was developed to tackle those issues related to the necessity of training to
increase the actual knowledge of ICF and to reduce the difficult implementation of ICF-
based solutions in clinical practice. This problem emerged in the context of research
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project dedicated to RTW, but its underlying questions and findings are common for any
discipline that foresee the adoption of ICF at different levels.

3.1 The Rientr@ Project

EasyICF is one of the results of an Italian research project aimed at fostering the RTW
of novice wheelchair users (WU) [8]: the Rientr@ project, promoted by the Italian
National Institute for Insurance against Accidents at Work (INAIL). In Rientr@, the
patients follow a RTW evaluation process that foresees a multidisciplinary evaluation
of their abilities to understand the extent of their disability and to infer which profes-
sions they can still perform according to their health condition. In this context, many
health professionals are involved: clinicians, physical therapists, biomedical engineers
and vocational therapists need to cooperate to tailor the RTW process to the individual’s
specific needs – therefore they need to “speak the same language”. Working in close
collaboration with these professionals from INAIL, we were able to identify that prob-
lems related to actual knowledge of ICF and time-related issues hindered the adoption
of the ICF as a tool in clinical practice, although some training on the ICF was already
administered to INAIL personnel. Leveraging on meetings and test cases (i.e. a set of
real health conditions of WUs) and adopting a methodology derived from collaborative
engineering of knowledge bases [17], INAIL personnel was able to identify the prob-
lems described above, thus allowing us to developed a tailored solution in the form of
an application: in fact, an application based on ICF serves as a promising solution to
reduce the time necessary to formalize a health condition, and to minimize the necessity
of training. The application, named EasyICF, was based on those ICF Core sets, which
correspond to the main causes that force persons on a wheelchair (Spinal Cord Injury,
Traumatic Brain Injury, Stroke); the Core set for Vocational Rehabilitation was added
to better address the description of concepts related to WUs’ work reintegration.

3.2 EasyICF Development

EasyICF was developed as an application that helps clinical professionals in inserting
and/or updating a WU’s health condition, by selecting the appropriate ICF categories
from those composing theCore sets and guiding the clinicians in selecting the appropriate
code. Considering the specific case of RTW, we decided to focus our attention on the
Body functions component and Activities and participation (offering the possibility to
insert the qualifiers for performance and capacity both with assistance, considering that
the wheelchair is necessary for performing any task in any environment).

EasyICF is designed and developed exploiting Java programming language Standard
Edition and Swing toolkit for Graphical User Interface components. This software is
designed to be a standalone application, easily installed on computer platforms where
health stakeholders are able to insert and/or modify the WU’s health condition – thus,
updating and manipulating the information on the ICF. Due to the complex structure of
ICF, compiling its categories for each patient is an involute procedure that requires a
learning and training phase for the health professionals. However, EasyICF can provide
a simple and easy-to-use interface for health stakeholders with limited or no knowledge
of ICF and helps them in compiling the ICF codes with minimum time and effort. The
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application provides step-by-step guidelines and instructions on choosing the correct
ICF code and proper qualifiers while hiding the complexity of the ICF structure from
the users. It is also capable of checking the quality of data inserted and warning the user
in case of incorporating unacceptable values.

3.3 Use Case: Inserting a New Health Condition for a Wheelchair User

The EasyICF application consists of a set of sequential windows displaying information
from ICF in which the user is guided and supervised to compile the correct ICF codes
for each patient. The process of inserting the health condition of a WU initiates where
EasyICF displays the list of WUs that have been saved within a database (in this case,
a semantic database as described in [18]). Health professional can select the WU for
which they want to insert or modify the health condition (Fig. 2). EasyICF then invites
the health professional to choose the proper ICF Core set which coincides with the main
reason that forced the person on a wheelchair, (spinal cord injury, traumatic brain injury,
or stroke, as illustrated in Fig. 2).

After choosing the proper core set, the application provides a list of ICF categories
– which composes the selected Core set – together with their names and complete
descriptions, and for each code it highlights inclusions and exclusions (Fig. 3).

Finally, EasyICF helps the operator in defining the qualifiers for all the ICF codes
chosen in the previous step with hints on acceptable values and data quality checks
(according to Table 1) to ensure the inserted qualifier is a valid ICF qualifier digit
(Fig. 4). In the end, all the ICF codes and associated qualifiers are stored in a database
– hence the WU’s health condition is inserted.

Fig. 2. Screenshots of EasyICF to choose theWU (left) and the ICFCore set (right) corresponding
to the main cause of WU’s impairment.

The application proposes a description of the category to be selected and highlights
the inclusion and exclusion, thus helping the compiler (i.e. a health professional) to get a
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comprehensive view on the definition of the category. Moreover, by selecting a specific
category that excludes others, the compiler can significantly reduce the time he/she
needs to model a health condition, as the main references and indications to use the
categories are provided by the application. In this way, the personnel adopting ICF can
increase their level of confidence in using the ICF as a tool, thus reducing the necessity
of intensive training to get a comprehensive grasp on the classification (as underlined in
the first problem reported in Sect. 2).

Also, by allowing clinical personnel to select the Core set adopted as a reference to
model a health condition, the risks connected to incurring in a time-consuming activity
for health condition modelling are reduced (second problem proposed in Sect. 2). As
other Core sets can be added to EasyICF, this feature can also help mitigating the issues
related to ICF adoption in particular fields – such as rehabilitation – by using specific
Core sets describing the problem(s) that need to be treated.

Fig. 3. Screenshot of EasyICF displaying the ICF categories, their names, and complete
descriptions to help the operator selecting all the codes to describe the WU’s health condition.

Fig. 4. A screenshot of EasyICF illustrating checks on qualifiers’ insertion to guide the operator
in the correct compiling of WU’s health condition.
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4 Conclusion and Future Works

EasyICFmakes a universal environment that can be exploited by different clinical stake-
holders who are not necessarily experts in ICF: the possibility to rely on the same clas-
sification to exchange health-related information can enhance RTW services provided
to WUs through the active collaboration among various healthcare organizations. The
application presented is still in its prototypical form and needs to be validated by experts:
in particular, to support the hypothesis that EasyICF is able to reduce the time necessary
to model a WU’s health condition and to reduce the necessity of ICF-specific training
sessions, the application will be delivered to social workers (with a very basic knowledge
of ICF) involved in the RTW process of novice WUs to be assessed. Although EasyICF
was developed specifically for RTW [18], its core idea can be extended to other ICF
Core sets to help health stakeholders in describing several health conditions.

From a technical perspective, EasyICF prototype involves only the Body functions
and Activities and participation components due to the necessity to describe the func-
tioning of an individual in his/her real context: however, the knowledge base of ICF
categories underlying the application can easily be extended to include the other two
components, thus providing a more detailed description. In this regard, future works
foresee the addition of Environmental factors categories to identify also social and/or
physical facilitators and barriers in theworking context inwhichWUs should be inserted:
in this way, vocational therapists could exploit the application also to plan specific inter-
ventions dedicated to tackle environmental issues: also, this feature would allow to start
tackling the problem of adapting ICF to the specific territories (as underlined in Sect. 2).
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Abstract. Evidence-based Health Tourism (EHT) is a branch of general tourism
foreseeing tourists to travel with the aim of receiving healing treatments or enhanc-
ing a specific mental, physical or spiritual health condition through medically-
proven offers. EHT competitiveness is increasingly linked to the sustainability
and exploitation of unique natural resources of tourism destinations, which often
lack the access to knowledge and networks of stakeholders to improve their offer-
ings, even by the use of digital tools. This study illustrates a Collaborative Design
approach for the development of an ontology-based Decision Support System
for modelling the relationships between the available natural resources, the value
offerings and the target groups of EHT destinations in the Alpine region. The
Collaborative Design approach foresees the involvement of end-users (i.e. EHT
destinations, stakeholders and tourists) as both sources of knowledge and valida-
tors of the ontology and its outputs, aiming to inform decision-making processes
in a shared knowledge model.

Keywords: Health tourism · Evidence-based health tourism · Collaborative
design · Ontology-based decision support system · Collaborative ontology
engineering methodology · Alpine region

1 Introduction

Evidence-based Health Tourism (EHT) is a branch of general tourism foreseeing tourists
to travel with the aim of receiving healing treatments or enhancing a specific mental,
physical or spiritual health condition through medically-proven offers [1, 2]. EHT com-
petitiveness is increasingly linked to the sustainability and exploitation of unique nat-
ural resources of tourism destinations. Natural healing resources as waterfalls, Alpine
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herbs and peculiar mountain microclimates offer proven health-promoting effects [3–5].
As central components of EHT products, they are a strong unique selling proposition
and also increase the authenticity of these Alpine offerings. This opens up numerous
approaches for involving different regional actors (e.g. tourism and medical service
providers, agriculture, crafts) into the value chain [2], especially the more collaborative
ones. Nevertheless, tourism destinations often lack the access to knowledge and net-
works of stakeholders to improve their offerings and exploit the synergic combination
of possible EHT sources and activities [6]. There is the need to identify and adopt solu-
tions that facilitate the connection among key actors by exchanging evidence-based data
and systematizing knowledge and local experiences in a collaborative effort. Along with
this line, several digital tools are revolutionizing healthcare sectors, including the devel-
opment of solutions based on Artificial Intelligence and Semantic Web that can help
cross-national interactions, redefining competitive EHT services and delivering better
management strategies [7]. This work aims to develop a DSS for the creation of a shared
knowledge base among EHT destinations, to support them in understanding the poten-
tialities of their territory and to suggest them on which services and natural resource
to invest [8]. Specifically, it addresses the destinations delivering healing solutions for
tourists in Alpine regions, which are characterized by a high range of natural health
resources and high environmental quality, but are still not sufficiently integrated in value
chains to properly face the demanding market of health travelers [2]. In particular, the
high demand for knowledge from different disciplines as well as the necessary involve-
ment of numerous different actors makes it difficult for these destinations to further
develop evidence- and nature-based health tourism and exploit related opportunities.

The result of this work is an ontology-based DSS that leverages the collaborative
efforts of different key stakeholders of EHT as part of the HEALPS2 project, which aims
at developing and improving framework conditions and tools for a better utilization of
Alpine-specific natural health resources for the development of innovative tourism prod-
ucts and service chains. It connects academia, different business sectors such as the health
sector, tourism and local service providers, as well as innovation and transfer agencies
to jointly implement new business models that improve value creation across sectors in
Alpine destinations. This transnational and transversal approach is built on uniqueAlpine
natural health resources and strengthens the Alpine territorial innovation capacity. The
project involves sixAlpine countries (five from the EU): Austria, Italy, Germany, France,
Slovenia and Switzerland, with representatives from both the academia, management
bodies of mountain areas, non-governmental associations of Alpine space, thermalism
and governmental Alpine networks. The development of the ontology underlying the
DSS takes advantage of a collaborative design approach through the adoption of a col-
laborative ontology engineering methodology that involved all the stakeholders of the
project.

The reminder of this work is organized as follows: Sect. 2 highlights a few studies
adopting ontologies in health or medical tourism contexts, while Sect. 3 delves into
the specific cooperative ontology engineering methodology and process adopted for the
cooperative development of the HEALPS2 knowledge base underlying the DSS. Finally,
the Conclusions summarize the main outcomes of this work.
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2 Related Work

The use of Semantic Web technologies – in particular, ontologies – for the development
of DSSs in the tourism industry is widely documented in scientific literature. Also, the
value of cooperation in ontology engineering – especially in health-related fields – is
also widely established [9, 10]. However, there are very few examples of ontology-based
DSSs specifically dedicated to the fields of health and medical tourism.

Chantrapornchai et al. [11] developed an ontology dedicated to gather and organize
health tourism information for the Hua Hin area in Thailand; the ontology was devel-
oped using a waterfall methodology and evaluated by eliciting domain experts opinion
at the end of the development phase through questionnaires. In the field of tourist des-
tination recommender systems, Khallouki et al. [12] adopted a domain ontology for
the description of touristic context, while Frikha et al. [13] exploited ontologies to
enhance user-based recommendations in the field of Tunisian medical tourism. Informa-
tion regarding facilities and services in medical storage can be formalized and managed
through ontologies: Lee et al. [14] proposed a smart orchestrator leveraging semantic
models to formalize knowledge from the medical tourism, general tourism and medical
treatment domains.

Differently from other approaches, this work introduces an ontology-based DSS
able to formalize natural resources, services provided and activities based on available
natural resources, stakeholders’ cooperation efforts and tourism data. The ontology is
developed by a methodology that foresees the involvement of various stakeholders of
health tourism value chain in a cooperative effort and in multiple rounds of knowledge
exchange. Thus, it relies on collaborative ontology engineering methodologies as a way
to improve the correct understanding on domain knowledge in contexts characterized
by many stakeholders [15], and tested in different collaborative projects [16, 17]. In
this work, the adoption of a collaborative and agile methodology is presented as a key
enabler for designing (and thus developing) the DSS’s ontology.

3 Collaborative Design Approach

This Section deepens into the collaborative approach adopted for the identification of
the knowledge to be formalized, its elicitation, conceptualization and formalization with
ontological languages. Through this process, informal and formal methods were conve-
niently adopted to ease achieving specific goals, such as identifying the most relevant
bits of knowledge, produce an accessible and shared conceptual model and develop its
ontological representation.

HEALPS2 research project fosters the cooperation among various stakeholders in
the health tourism values chain, therefore stakeholders’ involvement in the phases of
knowledge elicitation and conceptualization covers a pivotal role. Stakeholders’ ideas,
opinions and knowledge were elicited through six national stakeholders’ meetings (with
the average participation of 15 stakeholders) and one international stakeholders meeting
(with the participation of over 50 stakeholders). The aim of the meeting was to select
the domains of interest and the relevant pieces of information for each of them. With
the support of Project Partners, data collected were transformed in quantifiable KPIs,
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which were later used to provide a shared conceptualization and, finally, to formalize the
ontologicalmodel. Figure 1 sketches the process starting from stakeholders’ involvement
and finishing with the delivery of the ontology.

Fig. 1. The flowchart representing the collaborative approach process. On the right, the six step
composing the UPONLite methodology are represented along the different phases of the process.

The ontology engineering methodology selected for the HEALPS2 project was a
collaborative and agile one, namely the UPONLite methodology [18], which foresees
non-experts in the field of Semantic Web to adopt common tools to provide a concep-
tualization of different domains of knowledge. This methodology has proven efficient
in different ontology-based development processes [15]. Also, the significant number
of stakeholders involved in the early phases of design, required a non-rigid structure
for knowledge elicitation and subsequent conceptualization. The formalization phase
– which involved mostly partners with experience in ontology development – adopted
ResourceDescription Framework (RDF) [19], OntologyWebLanguage (OWL) [20] and
Semantic Web Rule Language (SWRL) [21] as W3C-endorsed development languages.

3.1 Multi-stakeholder Knowledge Elicitation Process

The domains involved in the knowledge elicitation process were different: from a health-
care point of view, the focus was on identifying the main groups of patients who could
benefit from nature-based health tourism in the Alpine space. Likewise, from a medical
point of view and from a health economic and tourismperspective, it is important to know
which natural resources can be used and how, together with the services tourism desti-
nations can provide. Furthermore, quantitative indicators regarding the tourists’ arrival,
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stay and provenance are also fundamental to provide a measurement of the tourism
inflow in a specific area. The domains elicited by stakeholders and project partners, and
for which knowledge needed to be specified were:

• A list of 19 Target Groups (TG) corresponding to some chronic impairments or phys-
ical limitations for which nature-based health tourism activity can provide benefits
(e.g.: lack of mobility, diabetes and metabolic disorders, skin conditions, exhaustion
and tiredness, etc.).

• Tourism in general (TiG): in this domain data regarding a specific tourism destination
and its touristic inflow are detailed (tourists’ arrivals, their country of origin, duration
of stays, tourists’ age and gender, destination population density, economic impact of
tourism on the destination – tourism intensity, overnight stays per 1,000 inhabitants).

• Natural Resources (NRs): this domain identifies the main natural resources in the
Alpine space (blue spaces, forests, waterfalls, altitudes, protected areas, specific flora,
presence of radon that can be exploited for medical purposes and presence of nature-
based local products such as Alpine dairy products, farm products, honey, etc.); more-
over, this domain encompasses three fundamental indicators of environmental metrics
(air pollution, light pollution, noise pollution).

• Regional Features (RFs): the knowledge in this domain is descriptive, as it identifies
services and characteristics a health tourist destination can have or offer (e.g.: health
manager, nutritional advice, mountain hiking activities, spa treatments, physiother-
apy, etc.); some services are correlated with the availability of one or more natural
resources.

• Cooperation and Networking (CN): stakeholders recognized the role of cooperation
in the success of tourism destination. In particular, they identified being part of a
network (regional, national or international) as a success factor.

Together with the identification of the domains and their features, the results from the
collaborative efforts of stakeholders, further informed by scientific literature, allowed
to identify KPIs for each of the domain features, with the aim of making quantifiable
the main features for tourist destination and their services. The consortium identified
an array of data types ranging from integers for the impact that tourism destinations’
features can have on a specific TG and for environmental metrics indicators, Boolean
values for the existence, use and exploitation of NRs, as well as for the presence of
specific services (RFs) and cooperation activities (CN). Quantification of TiG features
required different data types, including strings, integers and decimal. This step allowed
to set a shared vocabulary and to specify the meaning of each terms (Steps 1 and 2 of
UPONLite).

3.2 Agile Cooperative Methodology for Conceptualization

Once the relevant pieces of information were identified, the conceptualization phase
– following the instruction from the UPONLite methodology – was conducted using
conceptual maps and spreadsheets, as this kind of tools are more familiar for ontology
non-experts. The result of this process further refined the elicited knowledge into a
conceptualmodel inwhich each bit of information is labelled and linked to others through
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mathematical relationships. These relationships constitute the basis for the inference
of new facts in the ontology, since they specify how a concept should change (in its
classification and/or in the values it can assume) according to specific value-driven
conditions. A taxonomy of concepts (Step 3) was generated using a spreadsheet and
those concepts necessary to qualify others were defined as properties (Step 4), while
part-whole relationships among concepts where also formalized (Step 5).

3.3 Development

The conceptual model containing the mathematical relationships among concepts were
translated into an ontology with the use of Protégé ontology editor [22] and using RDF
and OWL to represent the concept hierarchy and SWRL to formalized relationships into
rules. TheHEALPS2 ontology encompassesmore than 85 classes, 9 object properties, 57
datatype properties and includes 1075 individuals (for a total of 7265 axioms, including
SWRL rules). Figure 2 shows an excerpt of the developed ontology.

Fig. 2. A graphical representation of the main concepts represented in the HEALPS2 ontology
and their relationships.

To validate the consistency of the ontology, the Pellet reasoner [23] was selected,
as it is one of the few reasoners able to process SWRL built-in functions (necessary to
state mathematical relationships among concepts).

3.4 Validation of the Ontology and Its Outputs

TheHEALPS2methodology was presented and discussed in a second round of meetings
with the key stakeholders. To populate the ontology and test the rules, stakeholderswhere
asked to provide some information. Specifically, five national stakeholders’ meetings
(with the average participation of 15 stakeholders) and one international stakeholders’
meeting (with the participation of over 70 stakeholders) were organized in order to col-
lect data in input, to collect feedbacks on the base of knowledge available and to test



638 D. Spoladore et al.

the effectiveness of the tool. The DSS was tested with data from four Alpine destina-
tions to check the consistency of the ontological model and the results of the reasoning
process. The DSS was able to calculate the distances occurring between the predefined
optimum values of KPIs and the real values of the destinations for each target group,
thus contributing to identify those natural resources and/or services worth investing on.
Also, in this phase the collaborative approach was judged fundamental to gain insights
on the further developments of the ontology-based DSS as a reference tool for Alpine
regions EHT destinations.

4 Conclusions and Future Works

This work developed an ontology-based DSS to support ETH destinations in innovating
and enriching their product offerings based on local natural resources, and the systematic
sharing of knowledge among key stakeholders to support decisions in management
practices. Firstly, it contributes to the growing debates on exploiting the potentialities
of digital tools in healthcare industries and the need to identify proper solutions to grow
EHT industry in regional value chains. Secondly, it leverages a collaborative ontology
engineering methodology to develop an evidence-based and effective ontology-based
system for decision-making. In particular, the collaborative design approach reinforces
the possibility of actual adoption of the DSS, and encourages the reuse of the ontology
developed with stakeholders.

Future works foresee the automatic acquisition of data from stakeholders via an
application and the presentation of reasoning outputs in both textual and graphical forms.
Moreover, the usability of the developed tools and its outputs will be tested with stake-
holders who took part in the collaborative design phase, and further users will be engaged
in pilot tests with specific training modules on the developed DSS.

Acknowledgments. Acknowledgments. HEALPS2 started in October 2019 and will run until
June 2022 and is co-financed by the European Regional Development Fund through the Interreg
Alpine Space Programme.
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Abstract. Healthcare processes, such as sterilization, are extremely dynamic,
complex, and multidisciplinary, making risk management in healthcare facili-
ties particularly challenging. Risk-aware business process management is a new
paradigm for better understanding such processes by identifying and evaluating
the risks that go along with them. This paper focuses on analyzing the vulnerabil-
ity of a hospital sterilization service through the use of a new framework, called
e-BPRIM, which consists of the digitalization of the Business Process-risk man-
agement - Integrated Method (BPRIM). The e-BPRIM framework promotes and
supports risk-aware process management with AdoBPRIM, a modeling environ-
ment using the ADOxxmeta-modeling platform. The main e-BPRIM components
will be introduced and then used to study the robustness of a given sterilization
process taking into consideration several potential risks.

Keywords: BPRIM · Risk-aware business process management · Modeling
method · ADOxx · Sterilization service

1 Introduction

In terms of risk analysis, the hospital sterilization service is one of the most significant
services.Because of the high-level risk structure and the potential of contagion,managing
sterilization services is complex. These services collaborate with other hospital services
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and serve as a focal point in the fight against germs and infections, which is critical to
make the service safe. Any risk that this service may face is critical since it affects all
of the hospital’s other services [1, 2]. Sterilization services are in charge of producing
sterile medical devices. The organization of this process may differ from one hospital
to another but in general, we find common steps, which are crucial to the functioning
of the service [3, 4]. Each step could be a source of risk. Therefore, it is imperative for
health facilities to manage the ensuing vulnerability to deal with hazardous situations.

Risk management (RM) is recognized as a relevant method to mitigate process vul-
nerability by a holistic understanding of the causality of risks and reducing the likelihood
of their occurrences and their consequences. In the healthcare domain, there are multiple
risk management methods [5].

These techniques, however, do not consider the complexity of risks, their close
relationship to process activities, and therefore the effect of organizational and human
aspects. Given these findings, healthcare facilities should really study novel risk man-
agement techniques that incorporate all-risk concepts and their interdependence with
process activities. To fill the gap of existing approaches, in this paper we propose to
explore the potential of a Risk-aware Business ProcessManagement (R-BPM) approach
[6, 7] to address risks associated with the complicated sterilization service.

The present work is organized as follows. First, in Sect. 2, we provide an overview
of healthcare risk management methods and a brief review of related work on R-BPM.
In Sect. 3, we present the adopted framework. Section 4 is devoted to illustrating the
use of this framework to study various potential risks that might arise from a particu-
lar sterilization process. Finally, the paper concludes with some directions for further
research.

2 Background and Related Work

2.1 Healthcare Risk Management

A risk in the healthcare domain can have serious and long-term repercussions, includ-
ing death [3, 8]. Such risks must be controlled using risk management principles. The
goal of the RM approach is to protect healthcare providers from adverse events. In this
way, RM contributes significantly to reducing uncertainties and creating rich opportu-
nities for various healthcare sectors. The development of RM helps healthcare facilities
reduce harm due to the likely occurrence of faulty processes through error identifica-
tion, rooting, and strategy development. Implementation of RM in healthcare facilities
improves healthcare resource allocation, processmanagement, decisionmaking, reduced
organizational losses, patient safety, continuous quality improvement, customer satisfac-
tion, organizational performance, hospital reputation, and creating a better community
[9, 10].

Risk management is one among the emerging approaches in management systems,
and various papers have examined risk management in healthcare facilities. In [2, 11,
12], a comparative analysis of the most relevant risk management approaches currently
in use in the healthcare field is provided.

However, this sector lags far behind other sectors of the industry in the use of these
techniques. Today, in the healthcare sectors, there is a consensus that the knowledge,
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experience, and expertise of other industries in RM can improve the quality of services
provided by the healthcare sectors [9]. Therefore, it seems essential to review the choice
of RM techniques. These tools need to be customized according to the complexity of the
healthcare system and the causes of events that affect the sector [9]. In consequence, in
order to improve patient safety, healthcare facilities need to implement effective policies
to detect, prevent and control risks associated with the complex processes of healthcare.
To address this issue, we advocate exploring new research fields, notably integrated risk
within business process management.

2.2 Risk-Aware Business Process Management

For several years, a major research focus has been on themerging of the two traditionally
distinct areas of riskmanagement and business processmanagement into a single concept
knownasRisk-awareBusinessProcessManagement (R-BPM) [6]. This integrationhelps
to improve the efficiency of risk identification, detection, and evaluation in business
processes [6, 7].

One of the key methodologies in the R-BPM field is the Business Process-Risk
Management Integrated Method (BPRIM) [7]. The method emphasizes the need for risk
management throughout the business process management (BPM) lifecycle. BPRIM
proposes a three-pronged integrative approach: (1) a conceptual unification of risk and
business process based on the coupling between the ISO /DIS 19440 conceptual model
and anewconceptualmodel for risk, (2) a commonmodelingnotationof risk andbusiness
process that extends the Event-driven Process Chains notation, and (3) a synchronized
lifecycle based on the coupling between BPM and RM lifecycles.

3 Adopted Framework Description

In this work, we adopt a framework based on the BPRIM method, called e-BPRIM.
The latter consists of the digitalization of BPRIM. The e-BPRIM framework promotes
and supports risk-aware process management with AdoBPRIM, a modeling environment
based on the ADOxx meta-modeling platform [13]. An overview of the adopted frame-
work is given in [11, 14]. The e-BPRIM framework suggests three main components: a
modeling procedure, a modeling language, and mechanisms & algorithms. These latter
form, according to [15], the main components of a modeling method.

In the following subsections,we present a short description of the e-BPRIMmodeling
method and the AdoBPRIM modeling tool.

3.1 e-BPRIM Modeling Method

e-BPRIM Modeling Procedure. As mentioned before, BPRIM [7] proposes an inte-
gration of the two lifecycles of business process management and risk management. The
BPRIM lifecycle distinguishes between four main phases (1-Contextualize, 2-Asses,
3-Treat and 4-Monitor), each of which is divided into steps. Considering information
exchanged between the first three steps, a set of eleven viewpoints was identified. The
e-BPRIMmodeling procedure introduces then the sequence to be applied while creating
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Fig. 1. e-BPRIM framework overview

and working with these multiple viewpoints. The complete modeling procedure can be
found in [11, 14].

• The contextualization phase starts with the establishment of a “Process Landscape”
viewpoint which specifies the value-added processes of the system under study. Next,
the “Organizational Chart” viewpoint is defined which aims to identify roles and
expectations, thereby establishing a greater understanding of the organization’s struc-
ture. This definition serves firstly to produce the “Context” viewpoint and secondly
to establish the “Business Process” viewpoints.

• The Assessment phase starts with the creation of the “Risk Taxonomy” viewpoint
which serves to generate the “Risk-extended Business Process” viewpoints which
assign previously identified risks to individual activities of the “Business Process”
viewpoints. Next, the “RiskAnalysis”, “Risk” and “Risk Relationship” viewpoints are
defined to analyze each previously identified risk. This analysis serves to evaluate and
list the analyzed risks in a two-dimensional risk matrix forming the “Risk Mapping”
viewpoint.

• The Treatment phase aims to identify critical risks and treat them by defining control
mechanisms in “Risk Treatment” viewpoints.

e-BPRIM Modeling Language. As shown on the left side of Fig. 1, the e-BPRIM
modeling language is composed of abstract and concrete syntax. The abstract syn-
tax is described by a meta-model based on the BPRIM conceptual model, called e-
BPRIM meta-model. The concrete syntax is based on the BPRIM modeling nota-
tion and describes the graphical representation of each e-BPRIM meta-model concept,
called e-BPRIM notation. It needs to be noted, that the e-BPRIM meta-model can be
divided into eleven meta-models corresponding to the eleven viewpoints of e-BPRIM.
A comprehension description of them all of them can be found in [11, 14].
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e-BPRIM Mechanisms and Algorithms. The e-BPRIM mechanisms & algorithms
support the steps of the e-BPRIM modeling procedure and provide functionalities
(i.e. operations) to use and evaluate viewpoints. In the following, we present a short
description of some e-BPRIM operations:

• The decomposition operation (Op1) divides a system into smaller subsystems, each
of which is accountable for part of the problem domain.

• The reuse operation (Op2) allows the reusing of one or several concepts from one or
more existing viewpoints.

• The synthesis operation (Op3) allows the collection of data from several perspectives
and create a synthesis viewpoint.

A detailed overview of the e-BPRIM framework can be found in [11, 14], including
a detailed description of the meta-model, viewpoints and all functionalities.

3.2 AdoBPRIM Modeling Tool

For realizing a software prototype dedicated to the e-BPRIM modeling method, called
AdoBPRIM, we have resorted to meta-modeling platforms that strongly support the
implementation of a modeling method as a tool with little programming effort while
providing an environment for storage, user interaction, and model creation automati-
cally [15, 16]. A comparative survey of existing meta-modeling platforms can be found
in [7, 11].

In our case, the ADOxx [13] meta-modeling platform was chosen to implement the
prototype, as it has been successfully used in research and practical projects formore than
15 years [16]. ADOxx enables the easy definition of modeling languages, their graphical
representations and required mechanisms and algorithms. For this purpose, ADOxx
provides a number of domain-specific languages for implementing modeling methods.
In our case,weused: (a)ADOxxLibraryLanguage to specify e-BPRIM viewpointsmeta-
models, (b)GraphRepLanguage to define the graphical representationof e-BPRIMmeta-
model concepts, and (c) ADOScript language to implement mechanisms & algorithms
working on e-BPRIM viewpoints.

In order to realize an ADOxx-based software prototype dedicated to the e-BPRIM
modeling method, the AdoBPRIM tool developer uses the generic concepts and lan-
guages of ADOxx. Afterwards, the tool environment is set up for AdoBPRIM users to
create AdoBPRIM models (see the right side of Fig. 1). The AdoBPRIM modeling tool
has been developed as a project within the Open Models Laboratory [16], where a free
download and further information can be found1.

4 Case Study: A Hospital Sterilization Service

In this section, we present the application of the e-BPRIM framework on a given hospital
sterilization service to analyze its robustness. The sterilization delivery process made

1 e-BPRIM project space within OMiLAB [online]: https://austria.omilab.org/psm/content/
BPRIM, last visited: 14.04.2021.

https://austria.omilab.org/psm/content/BPRIM
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the subject of several works aiming to provide a deeper understanding of the functioning
of the process and identifying the best practices [3, 4, 17].

Sterilization service plays a prominent role in healthcare facilities. In the medical
field, it is an indispensable process. Nonetheless, this process is fraught with risks.
Transmission of infectious diseases such as Creutzfeldt-Jakob disease, human immun-
odeficiency viruses, hepatitis C, and hepatitis B are among these risks. Contamination
of medical devices (MD) during surgical procedures and poor sanitation of these MD
are the causes of this transmission [4].

The purpose of this section is to demonstrate the usage and the capabilities of the
e-BPRIM modeling method with the AdoBPRIM modeling tool for understanding the
sterilization process and analyzing related risks. To this end, the following presentation
focuses to demonstrate how an AdoBPRIM user should address the environment tool
to create models (i.e. instances of e-BPRIM viewpoints). For greater clarity, we exclu-
sivelywork on selected e-BPRIM viewpoints namely the “Process Landscap”, “Business
Process”, “Risk Taxonomy”, “Risk-extended Business Process”, “Risk Analysis”, and
“Risk Mapping” viewpoints.

It also needs to be noted, that to build AdoBPRIM models, we based ourselves on
the works of Di Mascolo et al. [2–4, 18]. In these works, a real case study was carried
out in the sterilization service of the University Hospital of Grenoble. In their research,
the authors looked at documents from the French and international standards on the
sterilization process, as well as medical documents on sterilization best practices and
the findings of a survey done in the Rhône-Alpes region on sterilization services.

4.1 AdoBPRIM Modeling Tool

Following the e-BPRIM modeling procedure, an AdoBPRIM user starts with the
contextualization phase by creating:

A “Process Landscape -- (PL)” Model (i.e. instance of the “Process Landscape” e-
BPRIM viewpoint). The latter aims to describe an overview of the value-added processes
of the systemunder study. In our case study, thismodel describes the sterilization process.
In the top of Fig. 2, we illustrate the organization of a hospital sterilization process
according to the works carried out in [2–4, 18]. We can then identify eight sub-processes
of the hospital sterilization process namely: (1) Pre-disinfect and transfer MD, (2) Rinse
MD, (3) WashMD, (4) DryMD, (5) Pack the MD, (6) Sterilize MD groups, (7) Transfer
MD to the surgical block, and (8) Store the groups of MD.

A “Business Process – (BP)” Model (i.e. instance of the “Business Process” e-BPRIM
viewpoint). The latter aims to provide a deeper understanding of the functioning of each
identified sub-process in the PLmodel. Thismodel depicts a collection of interconnected
and collaborative activities that produce a particular service or product. Data and orga-
nizational elements can also be introduced. This model can provide a full overview of
the system as well as process improvement. In our case study, each identified hospital
sterilization sub-process can be described by a BP model. For example, at the bottom
of Fig. 2, the “Wash medical devices” process is described in greater detail. This up-
down description is ensured through the decomposition operation (Op1) provided by the
AdoBPRIM modeling tool functionalities (see Fig. 2).
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Fig. 2. Sterilization process mapping (Screenshot from AdoBPRIM)

4.2 Assessment Phase of a Sterilization Service

After the first phase of the e-BPRIM modeling procedure, the AdoBPRIM user can then
start the assessment phase by creating:

A “Risk Taxonomy – (RT)” model (i.e. instance of the “Risk Taxonomy” e-BPRIM
viewpoint). The latter aims to provide an inventory of potential risks. In our case study,
to identify and classify risks that can appear in the sterilization service, we refer to
the works carried out in [2–4, 17, 18]. These works used a risk classification inspired
by the Ishikawa method. They then differentiate between five risk classes namely: (1)
Equipment Risk, which includes all risks associated with the equipment used during the
manufacturing process (washer-autoclave-dryer-sink), (2) Entity Risk, which includes
all the risks associated with MD, (3) Human Risk, which includes risks associated with
the personnel working in the sterilization service, (4) material risk, which includes risks
associated with the materials used to ensure the correct functioning of the activities
(washing, packaging, etc.), and (5) Environment Risk, which includes risks associated
with the system’s indoor environment, such as the work area, and the risks associated
with the system’s external environment. In regards to theEntityRisk class, fivemain risks
can be identified namely: Non-functional MD, Deteriorated MD, MD non-compliant,



Analyzing Hospital Sterilization Service Vulnerabilities 647

Mixing of MD, and Contaminated MD. In the left side of Fig. 3, we illustrate this
classification through an RT model.

A “Risk-extended Business Process – (R-BP)” model (i.e. instance of the “Risk-
extended Business Process” e-BPRIM viewpoint). The latter aims to assign individual
activities of the BM model to potential risks from identified risks in the RT model. This
model ensures the identification of: (1) process activities that are exposed to risks, and
(2) Risk factors and situations that can influence the likelihood and/or the severity of a
risk. In our case study, as shown on the right side of Fig. 3, we can assign the “Contam-
inated MD” risk (identified in the RT model) to the “Washing MD” activity. The reuse
of an object in different models is ensured through the operation (Op2) provided by the
AdoBPRIM modeling tool functionalities (see Fig. 3).

A “Risk Analysis – (RA)” model (i.e. instance of the “Risk Analysis” e-BPRIM view-
point). The latter aims to analyze each identified risk in the RT model. For this purpose,
the model enables: (1) definition of the risk scenario by describing potential risk causes
and consequences, and (2) risk level calculation using a qualitative risk analysis method,
specifically the Bowtie method [19].

Fig. 3. Washing process extended to risks (Screenshot from AdoBPRIM)

In the RAmodel, a risk event is expressed by three elements: Likelihood (L), Severity
(S), and Risk level (R). With:

• Likelihood describes the occurrence probability level of risk situations and risk events.
To propagate and calculate the likelihood of a risk event, we based our work on the
qualitative approach of the Bowtie method [19] and used the qualitative scales as
presented in [20].

• Severity describes the impact level of a risk event on values and stakeholders of the
system under study.
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• Risk level is calculated in Eq. (1) as the product of likelihood and severity levels.

Risk level (R)= Likelihood (L) ∗ Severity (S) (1)

In our case study, we focus the analysis on the “Contaminated MD” risk (identified
in the RT model). The analysis result is given at the bottom of Fig. 4. In this model,
the risk event likelihood of “Contaminated MD” is the result of previous risk situations
and factors. The risk factors: “Non-suitable cleaning chemical”, “Non-compliance with
recommendations”, “Lack of vigilance” and “Washer overload”, influence directly the
likelihood of risk situations: “MD not well washed” and “Washer contamination”. The
final risk event is impacting two values namely: “Human and social” and “Well-being”
values. These two values are of interest for two stakeholders “Healthcare facility” and
“Patient”.

A “Risk Mapping – (RM)” model (i.e. instance of the “Risk Mapping” e-BPRIM
viewpoint). The latter aims to produce a two-dimensional risk matrix that shows the
risk level of each analyzed risk. The risk position in the matrix will be according to
likelihood and severity levels as calculated in its RA model. For our case study, Fig. 5
illustrates themapping of different analyzed risks. For example, according to the analysis
result, provided in Fig. 4, we can see the risk “R2” (corresponding to the “Contaminated
MD” risk) placed in the position (5, 3).

Fig. 4. Analysis of the “Contaminated MD” Risk (Screenshot from AdoBPRIM)
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Fig. 5. Some risk mapping of the Sterilization process (Screenshot from AdoBPRIM)

5 Conclusion

Addressing the vulnerability of hospital sterilization service is at the heart of guardian-
ships in healthcare facilities due to the contagious nature of their environment which
could affect the safety of patients and staff. In order to support healthcare professionals
in moving forward on this issue, several risk management methods are proposed. Inves-
tigations and literature analysis that we conducted on some of them, shows a statement
of their limits. Indeed, none of them qualifies the dynamics of risk, any more than the
detailed explanation of the contexts generating the latter.

To progress towards amore efficient approach,we present, in thiswork a newR-BPM
framework called e-BPRIM, which is a recent achievement of our long-term research in
this area. It consists of the digitalization of theBPRIM, an R-BPM approach based on the
coupling of two typically separate approaches – risk management and business process
management – to improve the risk-awareness of an organization’s business processes.

To assess the usefulness and relevance of this framework, we analyzed the vulnera-
bility of a hospital sterilization service through the use of AdoBPRIM, the dedicated tool
for e-BPRIM. Thanks to this later, a completed risk map is given with a reliable basis for
risk assessment and the investigation of each of the identified risks. This comprehensive
map gives us valuable insights into the hospital sterilization service. All developed mod-
els enable to improve a hospital’s understanding of its risk profile, clarify thinking on the
nature and impact of risks taking into consideration both, the organization as a whole,
and the context of the risk situation and its relationship to the activities of the sterilization
service. This allows vulnerability to be mitigated or coped with more effectively.

Our study has thus shown that R-BPM approaches can overcome some of the limi-
tations of conventional methods. Obviously, e-BPRIM framework is not limited to ana-
lyzing hospital sterilization service vulnerabilities, it could be used to investigate other
healthcare processes which are vulnerable to risks such as the medication-use process.
The generic character of the e-BPRIM meta-model gives it a wider potential of use, even
in other sectors such as the financial services industry or the energy industry. At this
stage, it is worth mentioning that the current version of AdoBPRIM is of a relatively
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young maturity level and is focusing on the design-time stage. Aware of these limita-
tions, we are working on a new version of AdoBPRIM, which will add new features such
as simulation capabilities to study risk propagation and to assess the effectiveness of the
risk mitigation activities.
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Abstract. This paper presents an ongoing research work that aims to develop
governance models and ICTs to enable and empower persons with disabilities
according to the orientations settled in the Convention on the Rights of Persons
with Disabilities. Starting from the study of the current model of Independent Liv-
ing Support adopted in Portugal and its practical limitations, we propose a model
based on the collaborative networks scientific discipline. This new model aims to
guarantee an environment in which all the involved participants can improve and
combine their contributions toward providing Personal Assistance to persons with
disabilities. The paper also presents a Web platform (SEU - Services to Empower
yoU) designed to support offline services acquisition, providing a user interaction
adapted to different types of disabilities. Furthermore, we propose an update to
the platform SEU to be compliant with the proposed collaborative model.

Keywords: Persons with disabilities · Independent living · Personal assistant ·
Collaborative networks · Offline services · Digital accessibility

1 Introduction

With the 2030 Agenda for Sustainable Development adoption, Member States pledged
to leave no one behind, including Persons with Disabilities (PwD). This political com-
mitment is in line with the United Nations Convention on the Rights of Persons with
Disabilities (CRPD) that was ratified by 177 states in March 2019. Moreover, CRPD
recognizes the critical role of information and communication technologies (ICTs) in
enabling and empowering PwD and ensuring that they fully enjoy human rights and
fundamental freedoms [1]. However, ICTs are not the only critical enablers, as several
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initiatives worldwide have shown that collaborative projects had a positive impact on
supporting PwD [2].

The CRPD considers that one of the pillars of the Independent Living Movement
is providing personal assistance (PA) based on individual needs assessment and the
life situation of each individual. Most European countries have developed policies and
specific legislation to guarantee access to PA for personswith disabilities [3]. In Portugal,
just in 2017, the government launched the Independent Life Support Model (MAVI) for
people with severe physical or mental limitations, providing funds for pilot projects.
The model is based on three dimensions agents: (i) PwD who benefits from PA; (ii)
PwD; and (iii) Support Center for Independent Living (CAVI). The Support Center is
the entity that is responsible for selecting candidates and giving them the necessary
and possible support according to the available funding and the existing conditions [4].
There are not yet available studies and data about the effectiveness of this organization
model; however, there are two important issues that have been informally raised from
interviews with some agents involved. First, how to provide ICT solutions adapted to
these persons’ specific characteristics, which would facilitate the process of managing
the personal assistance needed? Second, how collaborative models can be integrated to
provide personalized services?

This paper presents an undergoing exploratory research work where a new model,
based on collaborative networks, is proposed as a promising approach for supporting col-
laboration among all the involved entities that provide Independent Living for PwD. This
exploratory research work is part of the funded project called Services to Empower yoU
(SEU) - Exploring Interfaces for people with disabilities [5], where a Web Platform for
offline services acquisition with accessible interfaces was designed and developed using
Participatory Design. During the participatory design process, some partners identified
the difficulties they had in efficiently managing the allocation of personal assistants.
Therefore, it raised a question regarding how the platform SEU could be adapted to
address the identified issue as it provides accessible interfaces for different types of
PwD.

The research work presented in this paper adopted the design science research
methodology [6], in which a set of artifacts (models) supports more efficiently Inde-
pendent Living of PwD. These artifacts were developed grounded in the corpus of
knowledge of Collaborative Networks (CN) [7]. The paper presents how they can be
used in practice, adapting the platform SEU to instantiate them in order to validate the
practical relevance of the proposed models.

2 Background and Related Work

The right to live independently and be included in the community is set out in Article 19
of the CRPD. In this line, countries worldwide have been preconizing different actions to
give effective support to PwD, combining various environmental and individual factors
that allow PwD to control their own lives [1]. In Europe, policy actions like the Strategy
for theRights of PersonswithDisabilities 2021–2030 [8] are devoted to achieving further
progress in ensuring the full participation of persons with disabilities by building new
guiding actions based on past achievements. Social and community movements like
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ENIL [9] or Independent Living [10] have also played an impressive role by promoting
self-determination, equal opportunities, and self-respect for PwD.

The inclusion of Personal Assistance (PA) in PwD is essential to support living
and inclusion in the community and prevent isolation. The concept was proposed by
Ratzka [11] in Sweden and is now present in many countries worldwide. PA can be
defined as the necessary assistance required by a disabled person to ensure that s/he
can participate as a full and equal member of society [12]. The individual manages this
assistance to guarantee the right choice and control, presupposing adequate support,
and it can be adapted to different circumstances both within and outside the home. It
can include support with personal care, help with household tasks and administration
duties, facilitating attendance at work or college, as well as enabling social activities
and participation in community life. Nevertheless, and despite the efforts, PA is still not
widely available, and a large number of persons with a disability are still segregated in
institutions [13].

In Portugal, via a governmental law1 in 2017, the MAVI program has been estab-
lished, allowing PA to PwD to perform a set of activities that they cannot accomplish
alone. The implementation of the MAVI is done through the Centers for Supporting
Independent Life (CAVI) since they are the structures responsible for providing per-
sonal assistance to PwD. CAVIs are created as autonomous units of Non-Governmental
Organisations for PwD. Their mission is to assume management, coordination, and sup-
port functions of the PA services within the scope of independent living. Each CAVI is
responsible for managing the requests of PwD for PA service and recruiting assistants
to satisfy the demands. Any citizen can apply to be a PA in a CAVI. There is a personal
assistants database with the contacts and availability information of people who have
signed up to work as a PA.

There are several types of services that can be requested, and there are also some
services that can require more than one PA at the same time (e.g., a person with over-
weight may need two people at the same time to help with the bathing). A PA service
can be characterized in two dimensions: categorization of service (e.g., personal care,
travel support, education, etc.) and time (duration, time of the day, days of the week,
etc.). However, the PwD is who decides how many PAs s/he needs and selects them. An
individual document is drawn up in which the hours, activities and other specific details
relating to PA are recorded.

It is easy to understand that for a PwD to fully benefit from PA services is needed
an organizational structure that supports collaboration and coordination between opera-
tional assistants. Currently, many networks worldwide work in the disability field, sup-
porting and promoting independent living and empowering full participation of PwD
in society via PA (e.g., ENIL, ILMI, IEDisabilities, NDIS, among others). However,
most of them lack grounded models for collaboration between PwD and PA regarding
the organization, governance, and service planning and management. The CN model
presented in this paper proposes a potential solution to solve these problems.

Regarding Web platforms explicitly designed to facilitate the acquisition of offline
services for PwD, only a few initiatives are known. A pioneering project developed in
Taiwan, where a platform called Eden was developed, aimed to provide point-to-point

1 https://dre.pt/web/en/home/-/contents/108265124/details/normal.
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transit services by connecting elderly and disabled passengers to drivers [14]. However,
there is no reference that the mobile app developed for the passengers has adapted
user interfaces to support specific needs. A case study conducted in Australia [15] of
a Web-based platform, which works similarly to Trip Advisor by providing a means
through which disability service users can share information about their experiences
that can inform subsequent choices, has shown the importance of this kind of solutions
to empower PwD. The adaptation of the Web platform SEU to support the CN model,
as proposed in this work, envisages allowing better PA services, providing, at the same
time, accessible interfaces for different types of PwD.

3 Collaborative Personal Assistance Model for Persons
with Disabilities

The service being provided by a Personal Assistance Network results from the spe-
cific requirements of each individual (PwD) and, therefore, completely customized and
personalized to her/ his needs. Given the potential specificity of each service, it might
often be necessary to create a new service based on the composition of services [16, 17]
provided by several PAs, building a team that will typically dissolve after the service is
provided. Nevertheless, depending on the nature of the service, this duration may vary.

Hence, collaboration among PA and PwD introduces some aspects that should be
considered in terms of organization, governance and service planning and management.
Therefore, it is crucial to understand the nature of these networks and how they can
be modeled. In this line, and considering the core context, the collaborative personal
assistance (CoPA) model integrates three kinds of networks: independent living model
network, independent living support network, and PA network. As such, Fig. 1 illustrates
the different networks involved in the provision of services to PwD, focusing on their
interactions.

Fig. 1. Different networks involved in the provision of services to PwD.

Being the provision of services a collaborative process to support all the involved
stakeholders, a CN can be instantiated by combining the different characteristics that
these networks have, such as network typology, duration, membership, members from
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different networks, etc. Thus, it is aimed to model an environment that nurtures col-
laboration amongst all entities that are involved in services provision to PwD. In this
direction, the scientific discipline of collaborative networks [7, 18] introduces some
concepts and models that cope with the demanding requirements for such environment,
namely virtual organizations breeding environments (VBEs), professional virtual com-
munities (PVCs), virtual organizations (VOs), and virtual teams (VTs) [19]. On the one
hand, the VBEs and PVCs increase the level of preparedness of organizations and indi-
viduals in succeeding in collaboration; on the other hand, VOs and VTs are temporary
consortiums of organizations or individuals, supported by computer networks, which
join their competencies to strategically and adequately accomplish a common goal [19].
Considering these concepts, Table 1 includes a description of the proposed networks for
the CoPA model.

Table 1. Description of involved collaborative networks in the CoPA model.

Network Description

Independent living model network Long-term alliance, with the main characteristics of a
VBE, that involves the governing, regulation and
certification of different types of entities that are
willing to provide independent living support, namely
the Independent Living Support Networks

Independent living support network Long-term alliance, with the characteristics of a PVC,
that involves distinct supporting PAs, with different
competences, in a defined region, that are willing to
collaborate in order to provide a customized and
personalized independent living service to PwD

Personal assistance network Temporary consortium, with the characteristics of a VT,
involved in the provision of customized and
personalized services to PwD

The ARCON modeling framework [18] is perceived as the most relevant in the
CN domain once it defines a comprehensive set of concepts and entities covering both
endogenous elements and exogenous interactions perspectives of CNs. Similarly to other
works describing CNs, the ARCON framework was used to systematically and compre-
hensibly describe the different aspects of the proposed CNs in the CoPA model. In this
case, despite all the specificities, for a general representation of concepts and related
relationships, it was only used the ARCON’s Model Intent general representation layer,
combined with the main elements of the endogenous description. The following charac-
terization (see Table 2 and Table 3) focuses on the independent living support network
and personal assistance network, considering the operation phase of the lifecycle of the
networks. In contrast, the Independent Living Model Network will be characterized in
further works since its characteristics will emphasise the governing and certification for
independent living support networks.
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4 Adaptation of SEU to Support the CoPA Model

The platform SEU (Services to Empower You) [5], as explained before, was developed
in the scope of a larger project and intended to respond to the needs raised by PwD
when they wish to acquire services through the Web. Services platforms are usually
grouped into three categories [20], according to what they facilitate: (i) transportation;
(ii) offline services; (iii) online services. The SEU platform falls into the second category
as it is geared to support services that are local and rely on the physical presence of the
service provider. The Web platform SEU integrates the following features (see Fig. 2):
(i) various customer and service acquisition models; (ii) validation of customers and
service providers; (iii) use of adapted digital resources, allowing the automatic provision
of adapted interfaces. The need for the supervisor role stands out, allowing the existence
of supervised PwD, where the acquisition of a service will require the authorization of
her/his supervisor to protect users with cognitive impairment. Sometimes, or due to the
characteristics of the PwD, there is a need for a third person to acquire the service; hence,
the introduction of the third type of client, the caregiver.

Table 2. Characterization of independent living support network.

Independent living support network

Endogenous elements

Subspace: Structural

Roles Administrator can be performed by a PA responsible for the network
governance (can be assisted by a board of directors). All members are
PAs willing to collaborate to provide customized services to PwDs. The
potential customers are PwD that request a service

Relations Control Supervision ensured by the administrator. All members are
responsible for cooperation and collaboration, and exchange and
sharing of information, and establishing Trusting mechanisms

Network Long-term alliance that involves the network governance

Subspace: Componential

ICT resources A software platform to support the independent living support network
collaboration and management, allowing the registration of new
members, their profiles information and the requests from potential
customers (PwD). This platform can be part of the platform used by
independent living model network

Human resources Member of the independent living model network

Knowledge resources Detailed profile of members; information about potential customers;
network profile data; main common ontologies for common
understanding; shared resources repository; value system; governance
principles; etc.

The specified user registration model also foresees that all registrations are subject
to approval by the platform manager to ensure that all service providers are validated,
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Table 3. Characterization of personal assistance network.

Personal assistance network

Endogenous elements

Subspace: Structural

Roles Planner is responsible for the creation of a PA network; the
Coordinator is responsible for the coordination of the PA network
during its duration; the Partner represents all the PAs involved in the
provision of the service to the PwD

Relations Control Supervision under the responsibility of the Coordinator;
Collaboration, Exchanging and Sharing between all partners; The
constant trust establishment among partners is essential

Network Virtual team involved in the provision of a composed service to PwD

Subspace: Componential

ICT resources A software platform to support the creation and management of the
personal assistance network. This platform can be part of the platform
used by independent living support network

Human resources Different partners can be allocated to specific services provided to the
PwD

Knowledge resources Shared resources; Templates with models or reference documents to be
instantiated for a specific use case; Main common ontologies used to
facilitate the common understanding among the network partners; etc.

and that client information is valid. It is also proposed that the platform manager has
the role of introducing the digital components that will allow the information about a
service to be available in an accessible way, which can be, for instance, the introduction
of a video with the description of a service in LGP (Portuguese Sign Language).

Fig. 2. SEU platform: Conceptual model.
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The platform has a client-server architecture based on RESTful Web services. Mon-
goDB is used to implement the data repository, Node.JS and the Express.JS framework
are the technologies used for the implementation of the server and services logic layer,
with Vue.JS being used to support the client layer development. The user interaction
is adapted according to the user profile (see Fig. 3A), and each service description has
specific information about the types of available adaptations (see Fig. 3B).

Since the platform already has an accessible interface to support users with distinct
disabilities (visual, auditory, cognitive, physical), and implements all the components
required to support multiple types of clients and services providers, it is presented how
it can be adapted to support the CoPA model presented in Sect. 3.

Fig. 3. Platform SEU: Examples of accessibility adaptation and information adaptation.

The SEU’s ConceptualModel supports three user groups: Client; PlatformManager;
and Service Provider. In the scope of the CoPA model, the role of the service provider
is replaced by the role of PA, which is the one that provides the service directly to
the PwD. Since PAs integrate Independent Living Networks, and these integrate an
Independent Living Network, both user roles must be supported by the platform SEU.
Figure 4 presents the conceptual model Collaborative-SEU (C-SEU), representing the
primary users of the platform and the main operations allocated to each one, in the scope
of providing integrate plans of personal assistance in the scope of Independent Living
Models Networks.

Another important feature that should be designed and implemented is the possibility
of service composition. A client should be able to apply for a set of services that the same
PA cannot provide. So, the C-SEU should propose a plan of services according to the
requirements of the client and the PAs available on the Independent Living Networks to
which the client belongs. This coordination of services to build a personalized assistance
plan is one of the challenges identified in the C-SEU model for the platform. According
to the model proposed, this personalized assistance plan will be executed by a temporary
virtual network of personal assistants created with that purpose.
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Fig. 4. Conceptual model C-SEU.

5 Conclusion and Future Work

This paper presents ongoing research aiming to develop governance models and ICTs
to enable and empower PwD according to the orientations settled in the Convention on
the Rights of Persons with Disabilities. Two main contributions were achieved: i) the
CoPA model – a governance model supported by a collaborative network paradigm that
aims to guarantee an environment in which all the involved participants can improve
and combine their contribution for the provision of Personal Assistance to PwD; ii) a
conceptual model for a Web platform, based on SEU as the case study, which supports
the acquisition of offline services and presents a user interaction adapted to diverse types
of disabilities, in order to be compliant with the CoPA model.

Two main aspects must be carried out concerning the CoPA model. Firstly, each
of the three proposed networks must be further characterized within the scope of the
ARCON reference model. Secondly, the model that serves to support the Portuguese
Personal Assistance governance model known as MAVI needs to be validated next to
the institutions that run CAVIs.

According to the research methodology adopted, the validation of the conceptual
models proposed comprises the practical relevance of the proposedmodels. The partners
of the research project SEU, Portuguese institutions that work with PwD (APPDA-
Setubal, Health School of Alcoitão, and Accessible Portugal), have expertise in Personal
Assistance and will be involved in the evaluation of the proposed artifacts, validating
our solution against the identified problem.
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Abstract. Universities face a paradigmatic educational challenge, driven by
Industry 4.0 technologies such asCloudComputing, producing the need to develop
new teaching competencies. The question arises: How can we diagnose the level
of Cloud Computing competencies that teachers have in the context of Education
4.0? To address this question, the objective was to design a valid and reliable
instrument to measure these competencies. A literature review and expert collab-
oration were carried out. For validation, it was submitted to expert judgment and
Kendall’s W concordance coefficient was calculated; for reliability, a pilot test
was carried out with teachers of the Computer Systems Engineering career and
the KR20 (Kuder-Richardson) was used. The result was an instrument with 23
items capable of measuring seven competencies identified by the collaborative
network Industry 4.0 Node. This instrument contributes as a guideline for edu-
cational institutions, bridging the gap between technological progress and formal
education.

Keywords: Teaching competencies · Education 4.0 · Educational innovation ·
Cloud computing · Higher education

1 Introduction

During the last decade the use of technologies related to Industry 4.0 has grown expo-
nentially, the World Economic Forum after applying surveys to business leaders in 25
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countries states that the adoption of technologies such as Cloud Computing, Big Data
and E-Commerce are a sustained trend [1], this implies that every day a greater number
of jobs require people who have developed competencies aimed at addressing them. The
disruptive emergence of various technologies has led to the need to develop new skills
and even rethink new careers at the educational level or adapt curricula to meet these
new challenges [2], this has been identified by various agencies, such is the case of the
Government of the State of Mexico (GEM), one of the 32 states of the country Mexico.

The GEM, with the vision of preparing its higher education students in cutting-
edge technologies, formed a collaborative network called Industry 4.0 Node composed
of teachers and researchers specialists of Higher Education Institutions (HEI) of state
control that offer undergraduate and graduate academic programs with profile in these
technologies, this network aims to determine through a structured methodology, the
competencies aligned to Industry 4. 0 that are required in a local, national and global
context to implement them in the curricula of these HEIs [3], this implementation brings
with it several challenges, one of them is education 4.0.

1.1 Education 4.0

It arises in response to the challenges presented by the disruptive innovations of the
Industrial 4.0 [4], it is an education characterized by the use of digital technology in
the process of multiple and flexible learning independent of time and place [5–7]. The
use of Information and Communication Technologies (ICT) allows students to learn on
the move through blended and virtual learning [8]. Learning is built around students in
terms of where and how to learn and the tracking of their performance is done through
data-driven personalization [5], in other words, education 4.0 redefines the educational
landscape by placing the learner at the center of the ecosystem and shifting the focus
from teaching to active learning [9].

Likewise, education 4.0 produced a new way of solving problems and new methods
of thinking [6], this paradigm shift allows the creation of collaborative networks, in
which teachers assume the role of learning facilitators [5], which implies on the part
of teachers a great commitment so that they also develop certain competencies, this
is important because they are responsible for the training of future generations [10],
therefore, the teacher of education 4.0 has to be a facilitator, possess soft skills, have a
human sense and must manage the new technology [11].

The challenge of education 4.0 in universities is that these competencies go beyond
digital literacy, exerting on teachers and the school an increase in the expectations that
society places on them [12]. Regarding the mastery of emerging technologies, some
universities have taken significant steps in this direction, for example, Wester Sydney
University, in 2017 published some guidance on its curricular reform, projected advances
in alternative credentials oriented to future work and new curricula [13].

Following this inertia, the Industry 4.0 Node, in order to impact the curricula of
its institutions, after an analysis in economic units at the State of Mexico, national and
international level, identified 15 Industry 4.0 technologies, the first of these technologies
is Cloud Computing (CC) [3], which is the focus of this work.
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1.2 Cloud Computing

There is currently no single definition for CC as there are variations depending on the
services and applications, which can range from educational to business [14], however
the most widely used is the one outlined by the National Institute of Standards and
Technology “NIST” which states that CC is a model that allows ubiquitous, convenient
and personalized access to a set of computing resources that can be configured according
to the need or demand of the user, among which are: applications, networks, servers and
storage. Differentiating three service models: Software as a Service (SaaS), Platform as
a Service (PaaS) and Infrastructure as a Service (IaaS) [15].

CC, can be seen as a group of interconnected computers where there is a wide
range of users with different requirements for access to applications and data provided
from anywhere, be these applications information or storage space, such as Dropbox or
Google Drive [16, 17]. This has caused it to become a very popular and required tool
within organizations to manage ICT workloads [18] allowing the use of applications
or software without the need to know technical details, offering in turn the possibility
of implementing large-scale projects without having to rely on qualified personnel or
infrastructure experts [19], with variable costs depending on what is needed at a given
time.

CC is also being widely required in the educational field and with great force due to
the Covid-19 pandemic contingency, since it allows improving organizational efficiency
[20], increasing collaborative work favoring not only learning, but also research, giving
students access to knowledge efficiently and at a lower cost, being able to provide a
wide range of benefits by offering academic resources, high-performance computing
services, a large amount of storage, research applications and various tools for use in
favor of learning [21], for this reason, several institutions are migrating from the classic
e-learning platforms to the tools offered by CC, providing amore unified user experience
[14], offering quality education even in remote or distant areas that have inadequate and
inefficient infrastructure [22].

After the identification of technologies as CC, the Industry 4.0 Node used a three-
phase methodology to generate a catalog of competencies that contemplated each of
them, the institutions of the Node particularly decide which of these 15 technologies
they will implement, in the case of the Tecnológico de Estudios Superiores de Chalco
(TESCHA), the possibility of implementing a specialty focused on CC technology was
evaluated and that is where the question arises: How can we diagnose the level of
competence that teachers have in this technology in the context of Education 4.0? To
address this question, the objective was to design a validated instrument to measure CC
competencies defined by the Industry 4.0 Node in order to perform a diagnosis in higher
education institutions that want to implement them.

The structure of this work includes the topic of education 4.0 and CC, the method-
ology followed for the design and validation of the instrument, the results obtained
after the expert judgment and the pilot test, the link to the questionnaire and finally the
conclusions with the projections of possible future work such as the application of the
instrument in other higher education institutions are presented.
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2 Methodology

The type of study was instrumental, according to Montero and León [23], it consists of
the development of tests and devices, including their design and adaptation, as well as
the study and analysis of their psychometric properties, in this case the CC competencies
diagnostic questionnaire. The construction of the instrument was carried out between the
months of February-April 2021 and applied in a public institution in the State ofMexico.
Itwas developed in four stages: analysis of theCCcompetencies of the Industry 4.0Node,
literature review, then content validation by expert judgment, and finally a pilot test was
applied.

First, a questionnaire was designed based on the CC competencies defined by the
Industry 4.0 Node [3]. The literature was reviewed in search of other instruments related
to cloud computing, analyzing five of these. Two of these were focused on cloud com-
puting usage [24, 25], two on cloud computing adoption [22, 26] and one on the level
of readiness to migrate to cloud computing [27]. All of these instruments used a Lik-
ert scale. In addition each one went through a validation and reliability process among
which are, test retest, piloting, Crombach’s Alpha. After this, the questionnaire was
drafted in collaboration with two experts in Information and Computer Technologies,
one from Chile and the other from Mexico. For validation, expert judgment was used,
which is defined as an informed opinion of people with experience in the subject, who
are recognized by others as qualified to provide information, evidence, judgments and
evaluations [28]. Four experts participated and the results were statistically analyzed
using Kendall’s W coefficient of concordance, which attempts to provide the degree of
agreement between various ranks of n objects or individuals [29].

A pilot test was also applied to check the reliability of the instrument [30] using
the KR20 - Kuder Richardson. The pilot test involved teachers from TESCHA, a public
institution located in the east of the State of Mexico, which is part of the Industry 4.0
Node, the sample was non-probabilistic, by convenience, where teachers of Computer
Systems Engineering who meet the characteristics of the target population (n = 17), 5
women and 12 men, participated by invitation. Of the total, (n = 8) Computer Systems
Engineers, (n = 2) Masters in Computer Science, (n = 2) Chemical Engineers, (n = 1)
Electronics Engineer, (n= 1) Telematics Engineer, (n= 1) Master of Science in Energy
Systems Engineering, (n = 1) Master in Information Technology and (n = 1) Bachelor
in Computer Science and Systems Development.

3 Results and Discussion

Initially, the CC Competencies Diagnosis instrument was composed of 21 items cov-
ering 7 competencies (Table 1). After the experts’ evaluation, Kendall’s W coefficient
of concordance was calculated, whose statistic showed a significance of 0.02 and a
concordance among experts of 0.548, so it was considered that the items with a high
agreement among the judges were maintained. The experts’ observations regarding the
relevance, coherence, clarity and pertinence of the items were also reviewed in order to
make the suggested corrections, which added two items to the instrument, specifically
in the competency Apply a language to solve problems for mobile devices.
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Table 1. Items by competence (first version)

Competence Items

Uses development tools for web and mobile applications, data and client/server
communications

1–3

Apply the syntax of a language for mobile and web applications 4–6

Develop embedded systems that enable automatic control and data transfer from a
mobile device

7–9

Apply a troubleshooting language for mobile devices 10–12

It uses modeling techniques for problem solving 13–15

It uses security services, access, data, with the purpose of integrating information in
the cloud in real time

16–18

Implements physical and virtual infrastructure for data, web and file transfer servers 19–21

After taking into account the observations of the expert evaluation, the seven compe-
tencies were maintained and the result was an instrument with 23 items. After piloting,
the K20 - Kuder Richardson calculation resulted in a reliability index of 0.8425, which
is considered adequate.

In terms of content, the instrument measures the following seven CC competencies
presented in Table 2 (for reasons of space, only the question stem is included). Each
item has four response options, only one of which is correct. This questionnaire can be
consulted in full at https://doi.org/10.5281/zenodo.4729221.

Table 2. Items of the CC competence diagnosis instrument (final version)

Cloud computing competencies Items

1- Uses development tools for web and
mobile applications, data and client/server
communications

R-1 In CSS it is known as the space outside the
element that separates it from the others

R-2 It is the most widely used software for
client/server communication

R-3 Allows direct management of user data

2- Apply the syntax of a language for mobile
and web applications

R-4 Which of the following instructions is
correct?

R-5 This is the basic structure of an HTML5
document

R-6 This is the basic structure of a form

R-7 It is the SQL code that connects a web
page to a database

(continued)

https://doi.org/10.5281/zenodo.4729221
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Table 2. (continued)

Cloud computing competencies Items

3- Develop embedded systems that enable
automatic control and data transfer from a
mobile device

R-8 Bluetooth permission settings for Android

R-9 Allows you to register a service on the
local network

R-10 Allows autocompletion of a database
from the file system

4- Apply a troubleshooting language for
mobile devices

R-11 It is the basic structure of a Java program

R-12 This is the basic structure of a Kotlin
program

R-13 What is the result of the following code?

R14 What is the result of the following code?

5- It uses modeling techniques for problem
solving

R15 Which of the following is a modeling
language?

R-16 Which of the following models is
oriented to model processes of a system?

R-17 With what can an algorithm or process be
represented graphically?

6- It uses security services, access, data, with
the purpose of integrating information in the
cloud in real time

R-18 Which of the following is NOT Cloud
Computing?

R-19 What is one of the main security models
implemented by Cloud services?

R-20 Cloud resources and workloads are
exposed to a wide variety of cybersecurity
threats, such as:

7- Implements physical and virtual
infrastructure for data, web and file transfer
servers

R-21 The most basic category of cloud
computing services. IT infrastructure (servers,
virtual machines, storage, networks, operating
systems) is rented from a cloud service
provider and paid for on a per-use basis

R-22 What are the categories (types) of Cloud
depending on the role and control exercised by
user and provider?

R-23 In cloud environments the update, both
software and hardware, is left to the:

4 Conclusions

The objective was achieved; to design a validated instrument to measure CC competen-
cies in teachers of higher education institutions, becoming a tool to answer the question:
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How can we diagnose the level of CC competencies that teachers have in the context of
Education 4.0?

This instrument was the result of the collaborative work of researchers from four
institutions and used as a basis the collaborative work of the Industry 4.0 Node, made
up of higher education institutions of the GEM with educational offerings focused on
Industry 4.0, which highlights the usefulness and relevance of this type of collaborative
networks.

The results show that the instrument to measure CC competencies is pertinent and
presented internal consistency when piloted with different teachers specialized in Com-
puter Systems Engineering. On the other hand, the expert judgment methodology was
determinant to consolidate and improve the instrument to measure CC competencies,
because the participants demonstrated an academic level and experience in the evaluation
of instruments.

The instrument designed measures the seven competencies of one of the 15 Industry
4.0 technologies identified by the Industry 4.0 Node. It is relevant to note that there
are other instruments that measure the use, adoption and readiness for migration in CC,
however the present instrument focuses on measuring competencies in CC. As future
work, it is suggested to design instruments that measure the competencies of the other 14
technologies, and to apply this instrument to the other institutions of this collaborative
network and to professors of any institution that wants to measure CC competencies.
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Abstract. Since COVID-19, many educational institutions have focused their
attention towards remote digital synchronous learning. While this new kind of
learning brings some advantages, it also brings new challenges like keeping the
students focused and engaged in the courses being given. Through this paper we
introduce a learning strategy based on some of the principles of speed-dating, a
tool that has been explored in the entrepreneurship world for networking, in order
to maintain the students’ focus in the class activities and topics. The proposal was
tested in a ProcessAutomation course for Chemical andBiotechnology Engineers,
which is usually not one of their preferred ones due to its complexity in relation
to other courses. A framework for incorporating the activities in other courses is
presented, along with preliminary quantitative and qualitative results to evaluate
its efficacy.

Keywords: Higher education · Educational innovation · Professional
Education · Learning methods · Gamification

1 Introduction

Due to the lockdowns implemented as a consequence of the Covid-19 pandemic, the
teachingmethods have been forced to evolve enormously, not onlywith the change froma
face-to-face environment from the classroom to a virtual environment fromhome through
a screen, but also essentially in the way of teaching. Despite efforts from universities
and professors, such as the investment in educational software and the restructuring of
the courses, the level of attention of the students is limited in comparison to a traditional
lecture. For this reason, educators need to continuously propose ideas that can capture
their attention.

From the beginning of the Covid-19 pandemic, students’ learning has been affected
due to various factors such as a decreased attention span, technology and internet connec-
tivity problems, work overload, and inadequate support from instructors and colleagues
[1]. However, the commitment of both students and teachers has remained during the
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pandemic [2], which is the reason behind new learning methods compensating for some
of the previously indicated factors. As an example, Active Learning is used by inter-
winding lecture time with questions or activities in which students participate in the
acquisition of their own knowledge [3]. Moreover,Gamification [4] assists in this objec-
tive by attracting the students’ attention bymeans of activities or games, inwhich badges,
awards, achievements and/or markers are used for evaluation [5]. That is why several
unusual implementation strategies have been adapted to be used appropriately and obtain
the benefit expected of them (e.g. the scavengers huntmethod). Thesemethods have been
effective in different environments, such as business teaching, which is why the present
work is interested in the use of Speed Dating [6] as a case of Active Learning and
Gamification.

With the development of newcollaborative tools supported by the Internet andmobile
computing, new organizational ways are emerging as a result of the challenges faced by
the learning fields. For instance, theweb provides a space for communities to practice and
share their learnings after a training has been given [7]. In this sense, students working
remotely are analogous to collaborative networks in certain aspects: autonomous enti-
ties distributed geographically, collaborating towards a common academic goal, with
interactions supported by computer networks.

Thus, new perspectives have been established in educational programs to achieve
innovative solutions that make the best use of virtual community connections and pro-
fessional capacities [8, 9]. Lacking a correct implementation has contributed to students
struggling in virtual classes to keep their focus, especially when the class is highly
demanding, while collaborative work has turned mainly into meetings to define individ-
ual task planning for reaching a goal (e.g. a homework assignment). Within this virtual
collaborative network context, a question arises: how can we promote real collaboration
in an effort to keep students interested in the class?

This paper aims to present structured planning in the implementation of the active
learning method based, on the speed dating model, with the purpose of improving the
learning and teaching experience with a more strategic and useful approach for pro-
fessors, in order to better capture the attention of students. The paper is presented as
follows: the method is briefly presented in Sect. 2, Sect. 3 provides a case-study with
details in the implementation as well as preliminary results based on that case-study, and
Sect. 4 opens the discussion on the usefulness of the method.

2 Method

The learning method proposed here for online synchronous classes is based on a tool
that has been widely used recently in the Entrepreneurship world: Speed-dating. In this
context, it is used mainly to pitch ideas to investors by assigning them randomly to
entrepreneurs for a couple of minutes to get to know each other. During these ses-
sions, different pairs of entrepreneurs-investors alternate, which might lead to further
collaborations whenever interest has been raised by any of the parties.

In the context of online classes, this method is used as an approach to compensate for
the missing interaction between professors and students during traditional in-classroom
classes, where the professor can make sure everyone is working on practical exercises.
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Instead of that, several activities (hereby named “Speed-Dating Activities” or “SDA”)
were carried out in each class, where students were separated randomly into small
sessions (i.e. Zoom’s breakout rooms) so that they could work together. The professor
would also switch between sessions to solve any questions related to the activities,
whether students proactively called the professor, or the professor randomly visited the
teams in the allocated time to validate comprehension.

Moreover, a gamification strategy was also combined so students would keep the
interest in the activities. For this objective, special tokenswere proposed so that students
could earn depending on their faultlessness and their response time. While the ultimate
goal is to have the right answer in order to get more points, a quicker response might
foster a more active collaboration in order to get more points.

As expressed by [8], incentives in collaborative networks help to pro-actively engage
participants. Thus, these tokens are recommended to be exchangeable for something
that incentives the students. In this way, during the random sessions, students would
motivate and help each other during the SDA with the understanding of the topics that
were previously presented in class. Some practical recommendations regarding these
tokens are:

– To avoid discouragement, make sure you supply enough tokens for everyone. For
example, on every exercise, you could give the maximum number of tokens to the
team sending the right answer first. Then give one less token to the next team with the
right answer and so on. After all the right answers have been awarded tokens, consider
giving some to those teams that had the right procedure but a wrong answer (e.g. due
to a wrong sign).

– To reduce the number of people not working, keep teams small and allow students to
leave out people who don’t work (e.g. those that leave their computer connected even
if they are not there or that don’t participate).

– To reduce the disadvantage of slow internet connections: promote analytical thinking
(so that activities require a good understanding of the topics and some time to develop
them), request as evidence low-size files (such as pictures, text or PDF), and avoid that
the students know beforehand the upcoming activities (e.g. by uploading the slides
with the exercise before you present them).

In thisway, an active collaborationwithin a small groupof students occurs organically
by exploiting the concept of learnativity [10], as long as at least two of the students in
the team care about doing the activity properly. It is also important to keep teams small
so that there is a lesser chance of any student being idle.

3 Case Study: Process Automation

The methodology previously described was tested during the August-December 2020
semester at Tecnológico de Monterrey. This course, aimed at undergraduate Chemical
andBiotechnical Engineering students, introduces topics related tomodeling and control
of industrial processes, as well as the design, analysis and use of logic control strategies.
A total of 25 students (out of 27 enrolled in the course) accepted to participate in this
experimental study by correlating their grades to the SDA points.
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As part of the overall learning strategy, students had to develop different activities
throughout the semester including:

– 32 SDA, in random teams of maximum 3 students
– 14 exams, individually-graded
– 9homework assignments, in teamsof 3 (formedby the students during thefirst session)
– 1 individual homework assignment

The final grade was calculated considering 3 periods of evaluation: first and second
period would have a 30% impact on the final grade, while the third term would have a
40% weight. In each term, exams would be worth 60% and assignments 40%.

The general instructions for the SDAwere as follows: every session 9 teamswould be
created with Zoom’s Breakout Rooms. During the sessions, specific instructions would
be given regarding the specific SDA. Each team would work for a period of 10–20 min
in order to earn so-called “Automaton Coins” (AC), which were assigned from 9–0 as
described in Sect. 2. For most of the exercises, students would require between 10 to 20
min to complete the activity, although they could decide if they would send the answer
right away or after the class ended, as long as the professor didn’t start reviewing other
students’ results. Thiswould give them a chance to finish even if theywould earn lessAC.

The SDA would be a collection of activities including hand-solved practical prob-
lems and software-based practices (see Table 1). Exams on their own would be both
theoretical and practical, and related to the topics seen in class (with a few of them
having similar exercises to the ones developed in the SDA or homework assignments).
Exams took random questions from an exam bank, making it a unique experience for
each individual. On their side, homework assignments required a certain level of research
from the students in a way to reinforce the general learning.

Table 1. Activities carried out for the process automation course

SDA Homework Assignments

Introduction to Process Automation

- Discuss characteristic parameters and
variables of a fan
- Identify control-oriented variables of a fan
and if it has feedback control
- Obtain transfer function from differential
equations
- Solve Laplace transforms in Matlab
- Solve differential equations using Laplace
Transform with Matlab
- ZPK form and pole-zero graph using Matlab
of given systems

- Real-life applications of Automatic Process
Control
- Examples of Open-loop and Closed-loop
systems including game from SpaceX
- Infographic explaining specific case of
partial-fraction expansion

(continued)



678 D. Esqueda-Merino et al.

Table 1. (continued)

SDA Homework Assignments

Dynamic Modeling of Processes

- Reduce Transfer Function (TF) with Matlab
- Reduce TF with Block Diagram Algebra
- Mason’s rule exercise (1 easy/1 medium/1
hard)
- Convert block diagram to signal-flow graph
- Find open-loop parameters from a first-order
TF
- Obtain phase lag and lag time from practical
example
- Get gain values from second-order system
with time constraints
- Validate approximation of two TFs
- Obtain TF and response to step-input in
mixed tank heater
- Simulate response of non-interacting tanks in
Simulink
- Find block diagram and TF of interacting
tanks

- Control-oriented block diagrams found in
research article
- Model’s parameter identification with
Matlab and Simulink
- Identify stability conditions of specific
exercises

Continuously modulated controllers

- Obtain Padés approximation for systems with
dead-time
- Routh-Hurwitz criterion exercise
- Find a range for gain K to validate stability of
a system
- Obtain frequency of oscillation to make a
system marginally stable
- Determine PID-controller parameters via
oscillation method

- Research PID-related tuning strategies in
articles

Batch sequences

- Understand logic gates with logic.ly
- Research differences between XOR, XNOR,
OR, NOR
- Validate De Morgan’s Theorems with logic.ly
- Find minterms and maxterms of a function
- Obtain function and diagram from truth table
- Simplify function using Karnaugh maps
- Obtain a truth table from minterms, draw
logic circuits and simplify using only NAND
gates

- Design logic system and validate with
Simulink
- Use TinkerCAD to display numbers in
7-segment display

Logic Control Systems

- Simulate pneumatic circuit in FluidSim and
record it

- Virtual commissioning with Factory IO and
WinSPS
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Through these activities (see Figs. 1 and 2), students used different software packages
from their own homes (i.e. Factory IO, Matlab Simulink, FluidSim, TinkerCAD), and
they even watched live the remote operation of a laboratory with Programmable Logic
Controllers (PLCs). Concepts of Industry 4.0 can be important enablers of collaborative
networks [11] and are highly valued by both students and industrial partners [12]. This
gives students a sense of a practical approach in those activities as itwouldhappen in a real
working environment. Additionally, the overall learning experience was complemented
with programming examples, illustrative videos, quizzes, and a conference from an
automation expert in the beer industry.

Fig. 1. Remote laboratory setup consisting of cylinders being controlled by PLCs. Remote
desktop software and a webcam allowed to execute the code in real-time.

Fig. 2. Specialized software complemented the learning experience.

3.1 Qualitative Results

In order to have the Voice-of-the-Students represented in decision-making at different
levels, the University does an online survey every semester in which professors and
certain school managers are evaluated by students in an anonymous manner. While not
mandatory, students are very much encouraged to do it. This online survey happens
at two moments during the semester: during the first-term evaluations, and about two
months later, before the final-term evaluations.
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These surveys ask 12 questions related to aspects such as the methodology of the
class, commitment of the professor, professor-student interactions, challenge of the
course, and it even calculates the Net Promoter Score (NPS) of the professor. Quot-
ing [13], NPS "is a unique metric that quantifies the response to a single direct survey
question: How likely are you to recommend this service?" This question measures a cus-
tomers’ satisfaction based on experiences, and provides valuable feedback to improve
existing products and services offered by a company.

Professors can check on the results someweeks after the surveys have been collected.
In thisway, the comments thatwere related to themethodologywere analyzed: during the
first-term, several students indicated the class was well-planned with an encouragement
to teamwork, yet they considered the time for the SDA was leaving out more detailed
explanations of the topics (e.g. “I think the number of activities is excessive, which
makes the explanations very quick sometimes”).

For the final survey, all comments made in relation to the SDA were positive, and
the NPS of the professor increased from 8.35 (calculated with 17 opinions, first-term)
to 9.04 (including 26 opinions, end of semester). Students kept on pointing out that
the classes were very dynamic and organized, but now they indicated that the constant
evaluations made the topics more entertaining and easier to understand.

3.2 Quantitative Results

For this part, an analysis between the AC awarded to each student and their overall grade
was made. In Fig. 3 (left side) we can see the relationship between these grades in the
experimental group. It is important to state that this grade was before any additional
points due to accumulation of AC were given.

On the right side of Fig. 3 it can be seen a comparison of the normal distributions
of grades happening between the Process Automation course with a control group (CG,
in red) and an experimental group of the same class with 14 students, not having SDA
implemented (EG, in blue).

Fig. 3. Left) Horizontal axis: final grade of the students in the experimental group on a scale
from 0 to 100. Vertical axis: AC points awarded to each student. As 32 activities were proposed,
the maximum number of AC a student could get was 288. Right) Gaussian distribution of grades
between the CG (red) and the EG (blue). (Color figure online)

From these results, it can be noticed that there seems to be a potential correlation
between the final grade and the AC awarded throughout the semesters’ activities within
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the experimental group, even if there are some exceptions (which might be associated
with regular teamwork assignments). Moreover, it can be appreciated that some grades
shift towards higher values in the experimental group, which could potentially relate to
a higher engagement in the class.

4 Conclusions and Discussion

As the lockdown context has forced educators to find new ways to foster participation,
teamwork and understanding of the topics, in contrast to traditional oral lectures, this
methodology presents an approach to promote student’s engagement and active partic-
ipation of collaborative networks of students, inspired by the entrepreneurship activity
of Speed-Dating.

While the concept was only applied in a single class and can’t be conclusive, both
qualitative and quantitative results showed a trend into students having a benefit by this
kind of interaction: the grade of the students was higher than a regular group of the
same class in the digital format, and also, once they got used to the methodology, they
expressed it to be a highly dynamic class in which collaboration was promoted.

The results align to the research question aiming to increase the engagement of the
students. The fact that the experiment was done in a complex class to the students just
contributed to a rather optimistic outlook on the approach. Particularly, the regular exams
and homework assignments allowed us to validate the learning outcome for this class:
an understanding of industrial process regulation, as well as the skill to apply basic and
advanced control strategies to solve problems in industrial process automation and logic
control problems.

The next steps are to test this concept in other engineering classes, define roles for the
students during the activities with specific tasks, and finally evaluate the methodology
in face-to-face classes to see if it still provides a benefit for them.
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Abstract. Universities need to explore drastic changes regarding their facilities to
be more inclusive and sustainable. Those changes must move forward to a Smart
university campus. A Smart University Campus involves Smart City’s concept
because different socio-cultural aspects in the community and services like health
care, public safety, mobility, education, transportation, and energy are integrated
into the Campus. For instance, 25% of the total electric consumption comes from
the cooling in an educational facility. Besides, energy awareness campaigns reach
5% to 15% energy cost savings. Nevertheless, the end-users do not engage in
those applications due to multiple platform requirements and the generalization
of a conventional user; thus, energy awareness is not reached. Knowing the type
of user enhances gamification strategies that engage them in energy reduction
activities without being obtrusive. Through collaborative networks, the university
members socially interact with others, strengths their relationships, and improve
their skills toward saving energy. Hence, this paper proposes a case study located
at the Tecnologico de Monterrey, Mexico City Campus and analyzes six differ-
ent scenarios to understand the energy impacts of using different cooling values
on thermostats during classes. Dividing these services into a three-level gami-
fied interface: Smart building, Smart Community, and Smart Campus to promote
energy awareness to reduce electrical consumption. Besides, if the reference tem-
perature is set correctly, a terminal comfort is achieved, the students and pro-
fessors could increment their work performance. This gamified interface runs a
feed-forward Artificial Neural Network (ANN) as a decision-making system that
supports the proposed structure.
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1 Introduction

The electricity end-user sector is often divided into the residential, commercial, and
public, transport, industrial, and agricultural sectors. According to the last record in
SENER, in 2019, theMexican electricity consumption were about 284 billion kWh, with
22.7%, 12.3%, 0.4%, 60%, and 4.6% respectively [16]. Therefore, it is a challenge to
reduce electrical consumption without being invasive or losing quality of life. Moreover,
citizens represent the linkage, the main actor, and the sensor to the city, as they actively
interact with it. Consequently, users’ interaction plays a primary role in understanding
and knowing the city to reduce electrical consumption. However, teaching them how
to reduce electrical consumption represents a challenge as sometimes they have other
interests rather than reducing their consumption. In that regard, the education offered,
for instance, in a university, seems the ideal place, to begin with, the interaction between
the user and the city to become energy awareness.

Innovative education considers an interactive, collaborative, and visual model to
continually engage students and allow teachers to adapt to new students’ skills [7].
Therefore, it requires design, development, implementation, and active use of innova-
tive systems, technologies, teaching, and learning strategies [19]. Besides, smart edu-
cation is a crucial element in smart city development [9]. In that sense, universities as
Tecnologico de Monterrey support smart education through novel learning methods,
including open innovation laboratories for knowledge transference [12], for instance,
for electrical energy education [15]. 25% of the total electric consumption comes from
cooling in an educational facility [7]. Energy awareness campaigns promote electrical
energy reduction, and it can reach from 5% to 15% of energy cost savings with scarce
to no investment [4, 13, 18]. Therefore, incorporating gamification techniques to target
energy reduction as a goal is not as complicated as it may seem. For example, providing
an HMI that monitors the cooling setpoint in classrooms can save energy. According
to [3], by increasing 1 ºC the thermostat during summer periods, 6% of the electricity
consumed can be saved. In addition, implementing tailored gamification strategies in
Human Machine-Interfaces (HMI) can engage end-users to reduce energy consumption
by considering their personality traits [14].

Moreover, collaborative networks consider socio-cultural people, services, facilities,
urban planning, or governance systems, for instance, in smart cities [2, 9, 20]. Thus, this
paper conceptualizes a Smart Campus as a Smart City. The Tecnologico de Monterrey,
Mexico City Campus was employed as a case study.

2 Methodology

The smart building model considered six cases for a typical classroom during cooling
periods to measure the impact of increasing the cooling setpoint starting from 22 °C and
increase a 0.5 °C for each case, ending with 24.5 °C for the sixth case. Each classroom
considered a cooling setback of 27 °C, 20 °C for the heating setpoint, and 12.8 °C for
the heating setback. This proposal aims to sensibilize the students the importance of
well managing the cooling setpoint. Other considerations for the energy model included
Mexico City’s weather file, the constructionmaterials, the classroom schedule and loads,
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and the setpoint and setback for cooling and heating. As a result, the energy model
gave the total cooling kWh per case. Ladybug Tools for Grasshopper were used for the
energy simulation [11]. The ANN model considered for the input values the month,
day, hour, and setpoint to predict the kWh usage for that specific conditions. Besides,
this proposal considered five personality traits obtained in a worldwide database by [1].
Then, it was related to the eight-core drives proposed by Chou [5] and updated with
energy game elements by Ponce et al. [14]. The database was filtered only to consider
the Mexican responses. Thus, the ANN model used as input values the gender, age, and
personality trait to predict which core drive should consider the HMI proposal. Hence,
a two-layer feed-forward ANN decision-making system was modeled using the Neural
Network Pattern Recognition fromMATLAB. Simulink softwarewas used to implement
a dashboard prototype that analyzed the results from the ANN.

3 Proposed Framework

Figure 1 displays the proposed framework. This framework proposes three steps per
integration: Smart building integration, smart community integration, and smart campus
integration. In addition, within each integration, three stages are proposed: knowledge
base, decision system, and evaluation stage.

Fig. 1. Proposed framework.

3.1 Knowledge Base Stage

Six cases were analyzed using the same classroom in terms of location, orientation,
construction material, schedules, loads, heating setpoint/setback, and cooling setback.
To recreate the interaction in a building and analyze the different changes based on the
setpoint decisions, Fig. 2. depicts the cooling setpoint considered for each case. Besides,
the legend shows the total kWh consumption by case and obtained from the energetic
model. Table 1 presents the eight-core gamification drives, their associated personal-
ity traits, and game elements considered in this paper [5, 14]. The database used to
relate the personality traits with the core drives was obtained from [1]. This database
had the answers per country, gender, age, and personality traits; thus, the observations
were filtered to select Mexico. Openness personalities are open to learning new things.
Conscientious personalities are rule followers, competitive, and self-discipline. Extraver-
sion personalities are optimistic, assertive, and appreciate social interactions. Agreeable
personalities are sympathetic, tolerant, and cooperative. Neuroticism personalities are
impulsive, stressful, and bad-tempered [10, 14].
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3.2 ANN Decision System Stage

A two-layer feed-forward ANN decision-making system was modeled to predict the
kWh consumption depending on the cooling setpoint proposed in Fig. 2. In addition,
the gamified core drive was required for the interface design depending on age and
gender, and personality traits of the end-user proposed in Table 1. Based on the total
kWh consumption by case, the setpoint/setback from the 17105 observations was used
to feed the ANN; the input values for the kWh prediction were the month, day, hour,
and setpoint; whereas the output value was the kWh consumption by observation. For
the case of the type of gamified proposal, 700 observations were used. The input values
were the gender, age, and personality traits; the output values were each core drive.
For the particular case of Mexico, all the respondents had similarities in the core drives
one, three, four, five, and seven. However, core drives three, six, and eight had diverse
answers, meaning that some respondents required core drive three, while others core
drive six or eight. The ANNs used a two-layer feed-forward network with 100 neurons
in its hidden layer and used a hyperbolic tangent sigmoid transfer function. Finally, the
ANN was exported into Simulink to design a dashboard prototype.

Fig. 2. Cooling setpoint considered for each case and its total kWh consumption.

Fig. 3. Dashboard prototype.
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3.3 Evaluation Stage

Figure 3 displays a dashboard prototype programmed using Simulink/MATLAB that
the students and professors can access. They can select the cooling setpoint, month, day,
and hour to know the energy consumption at this specific time. Besides, depending on
the gender, age, and personality traits, the core drive is activated with a green light to
determine the gamification elements needed to propose the HMI interface.

Table 1. Eight core drives, their associated personality traits, and gamification elements.

Core drive Personality trait Gamification element

1. Epic meaning and calling Extraversion, Agreeableness,
Conscientiousness, Openness

Narrative, elitism,
beginners lick, higher
meaning, co-creator

2. Development and
accomplishment

Conscientiousness Offers, coupons, bill
discounts, challenges,
levels, badges, points,
leaderboard, progress bar

3. Empowerment of creativity
and feedback

Extraversion, Neuroticism,
Openness

Notifications, messages,
tips, real-time control

4. Ownership and possession Extraversion, Agreeableness,
Neuroticism, Openness

Dashboard, statistics,
collection set, learning
curve, monitoring, degree
of control, recruitment

5. Social influence and
relatedness

Extraversion, Agreeableness,
Conscientiousness, Openness,
Neuroticism

Energy community,
collaboration, control over
peers, social comparison,
competition, mentorship

6. Scarcity and patience Neuroticism Prize pacing, appointment
dynamics

7. Unpredictability and
curiosity

Extraversion, Neuroticism,
Openness

Mini quests, visual
storytelling, rolling
rewards, random rewards

8. Loss and avoidance Neuroticism Progress loss, evanescence
opportunity

4 Results

Figure 4 shows a three-level HMI considering a setpoint of 22 °C during cooling periods.
Thus, gamified core drives one, two, four, six, and eight are displayed on an online set of
stimuli based on rewards, challenges, and a dashboard to display how much electricity
is wasting the building. Figure 4 (a) displays the interface for the classroom considering
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the professor’s perspective interface. Therefore, following the evaluation subsection, this
type of user is a 48 years old male with higher agreeableness and openness personality
traits and lower extraversion, conscientiousness, and neuroticism personality traits. In
addition, this interface requires taking into account core drives one, three, four, five,
and seven; thus, it emphasizes the community and co0llaborative networks, displaying
messages of the benefits of increasing the thermostat setpoints and gives some tips on
improving energy savings.

Figure 4 (b) shows the interfaces from the students’ perspective. This student is
a 20 years old female with higher agreeableness and extraversion personality traits
and lower openness, conscientiousness, and neuroticism personality traits. In addition,
this interface requires the six and eight-core drive; thus, the interface displays specific
messages that suggest progress loss, evanescence opportunities, and prize pacing as a
motivation for this user type to accept and reduce energy consumption. The teacher
proposes the setpoint increase, and the student receives the option to accept or decline
the proposal. Figure 4 (c) displays the smart community interface as a collaborative
network where members can interact with others and visualize which building wins to
promote competitions and challenges to motivate each team to reduce energy. Finally,
Fig. 4 (d) displays the Smart Campus services and displays the winning community.

(a) Teachers’ perspective      (b) Students’ perspective

(a) Smart community HMI      (b) Smart Campus HMI

Fig. 4. Three-level interface proposal for the SmartCampus: (a) SmartBuilding from the teacher’s
perspective, (b) student’s perspective, (c) Smart Community, and (d) Smart Campus.

5 Discussion

The literature shows gamification approacheswithin a smart city context, including using
multiple platforms or applications to promote energy consciousness. However, these
approaches do not consider end-users types and often consider typical users or generic
users. Thus, users do not engage and use the interfaces because there are complex to use
at the same time these multiple applications.
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As a university involves different types of collaborative networks, userswith different
socio-cultural aspects represent a challenge in reducing energy; however, providing a
gamification structure could allow all themembers to reduce energy reduction strategies.
The smart community structure is grouped into faculties by educational level (high
school and university), administrative and business areas, cultural buildings, and research
facilities. Besides, the management area has the credentials to determine which type of
information is displayed to other community members and propose any change and
share their tips on saving more energy or improving the quality of life at Campus. An
example is sending tips or messages to the end-users and suggesting that increasing
the thermostat’s setpoint during cooling periods can help the Campus reduce electrical
consumption.Besides, all themembers can share their tips for saving energy or even build
an energy community. Therefore, an achievable goal is to reduce electrical consumption
by accepting changes on the setpoint that does not affect the community.

As the Mexican responses coincided with epic meaning and calling, empowerment
of creativity and feedback, ownership and possession, social influence and relatedness,
unpredictability, and curiosity, any of these drives can be proposed for the HMI. Then,
specific types of Mexicans had other personality traits that conveyed the development
and accomplishment, scarcity and patience, and loss and avoidance. For instance, the
interface can consider using progress loss or appointment dynamics to engage the user
in reducing energy consumption. The gamification strategy integrates all the community
involved in each building through social sharing activities or group challenges, so the
community is motivated to reduce energy consumption. Besides, through the gamified
HMIs and big data analytics, energy behavior patterns can be identified, tracked, and
forecasted energy behavior patterns to promote energy reductions [8, 17]. However,
behavioral adjustment, physiological adaption, and psychological dimensions of thermal
adaptation intervene during these group decisions [6].

6 Conclusion

The six cases considered the occupied periods in a classroom from 8 am to 9 pm; there-
fore, students and academics can collaborate in bringing new ideas upon saving electrical
energy during cooling periods. A significant determinant to reduce energy consumption
during summer periods is the collaboration between students and professors. Collabo-
ration promotes social interaction, strengthens relationships, and improves skills. For
instance, during cooling periods, the thermostat setpoints in classrooms ranged from 22
ºC to 24.5 °C. There was a 50% of savings from adjusting the thermostat setpoint from
22 °C to 24.5 °C. Therefore, the cooling setpoint in a classroom should be at least 22
ºC or above. This paper proposes implementing a gamification structure in three levels
through a two-layer feed-forward ANN decision system to promote energy awareness
in university students. Thus, the energy model was simulated to propose gamification
strategies based on the cooling setpoints. The proposal relies on using a single HMI
to access three levels of the smart Campus, access the classroom and building, and the
community and the Campus. This proposal aims to profile and know each building’s
energy patterns and the interaction of the buildings in the community and the whole
Campus to deploy an application that improves the quality of life.
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Abstract. Collaborative networks and open innovation have high potential as
co-drivers of value creation for many production and service sectors such as
education. In higher education, it is increasingly frequent to observe universities
implementing teaching-learning systems with collaborative processes supported
by 4.0 technologies. Moreover, various pedagogical procedures, research activi-
ties, and co-development projects have complemented these types of collaborative
processes, which today are considered desirable to be carried out within Educa-
tion 4.0. In this paper, the authors propose a reference framework for designing
new teaching-learning systems using the concept and vision of Education 4.0. The
proposed reference framework considers key enablers of Education 4.0 and three
dimensions to analyse and evaluate decisions made: (i) Technological, (ii) Peda-
gogical, and (iii) Organisational. Finally, two case studies involving collaborative
networks and open innovation illustrate how the proposed reference framework is
used.

Keyword: Collaborative network · Open innovation · Higher education ·
Educational innovation · Education 4.0

1 Introduction

Nowadays, technological advancement due to the capabilities and capacities of 4.0 tech-
nologies (connectivity, digitalisation, virtualisation, smartification, datafication, among
others) has allowed practically all the productive and service sectors to improve their
processes, leverage resources, and even grow and expand to other regions [1]. As a result,
4.0 technologies have played a very relevant role to promote and improve collaboration
processes, internally in organisations and externally, in the exponential formation of
Collaborative Networks (CNs) [2]. In higher education, implementing strategies based
on collaborative processes has been increasingly frequent since these allow improving
teaching-learning processes that promote the participation of academicians and students
in collaborative environments. Moreover, these strategies put them in real scenarios that
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allow them to work on joint projects to propose solutions to current challenges and prob-
lems. Currently, models such as the triple helix (involving the participation of academia,
industry, and government) and the quadruple helix that adds the participation of soci-
ety (e.g., users, consumers, citizens, workers) have been implemented to support these
dynamics [3].

In higher education, collaboration is essential to provide adequate active learning
environments, activities, and resources for the training and development of the core
competencies necessary for the profile of the 21st-century student. In this context, it
is necessary to implement new teaching-learning systems that stimulate collaboration
and complement their activities using 4.0 technologies, innovative learning processes,
and adequate infrastructure. In education, these pedagogical procedures, collaborative
activities, and 4.0 technologies are known today as Education 4.0.

Currently, various design approaches focused on innovative educational systems
within the Education 4.0 context consider not only the instructional and didactic
aspects but also the psychological, motivational, and engagement ones [4]. In addi-
tion, approaches for the instructional design of modules meeting the requirements of
Education 4.0 exist [5]. Other design approaches take up the specific design of products
and tools for learning and infrastructure design for suitable teaching-learning environ-
ments. These approaches separately address the product, processes, and infrastructure
development in education and are not conceived in an integrated approach. This work
proposes an integrated reference framework employing the Education 4.0 vision and
concept in the design of teaching-learning systems.

The rest of this paper is structured as follows: Sect. 2 presents the concept of Educa-
tion 4.0 in higher education and its four key enablers. Section 3 shows the current rele-
vance of collaborative networks applying open innovation strategies. Section 4 presents
the proposed reference framework. Section 5 presents two case studies. Finally, the
conclusions and future work are presented in Sect. 6.

2 Education 4.0 in Higher Education

Education 4.0 is a relatively new concept recently approached by different authors and
implemented in various contexts in higher education. This concept arises from the rela-
tionship between 4.0 technologies particular to the Fourth Industrial Revolution and the
Education sector. Therefore, the use of current and emerging technologies for peda-
gogical purposes is known today as Education 4.0. However, other authors have been
more specific with this concept, referring to Education 4.0 exclusively as developing
necessary competencies in engineering education for Industry 4.0 [6]. Recently, the
World Economic Forum developed a framework for Education 4.0 based on critical
shifts in learning content, development of critical skills and competencies, and experi-
ences that redefine quality learning in the new economy [7]. Recently, the combination
of heutagogy, peeragogy, and cybergogy approaches has emerged under Education 4.0
[8].

This work follows the concept of Education 4.0 as described in the following
reference:
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“Education 4.0 is the period in which the education sector takes advantage of
emerging ICTs to improve pedagogical processes that are complemented by new
learning methods and innovative didactic and management tools, as well as the
smart and sustainable infrastructure used during current teaching-learning pro-
cesses for the training and development of key competencies in today’s students”
[8].

Therefore, identifying the key enablers to achieve the Education 4.0 vision is neces-
sary to guide educators during the teaching-learning processes. Four categories of key
enablers are used during the design and implementation of today’s teaching-learning
systems: (i) Identifying crucial soft and hard competencies necessary to be developed
by today’s students; (ii) Incorporating new learning methods in educational programs
with different modalities for information transfer and teaching-learning methods; (iii)
Implementing current and emerging ICTs considering technology-based solutions and
current tools and platforms, and (iv) Employing innovative infrastructure (architecture,
facilities, services, and platforms) to improve learning processes at two levels, namely,
the classroom/home level and the institutional level. These enablers then allow new
teaching-learning systems to emerge under the vision of Education 4.0.

3 Collaborative Networks Applying Open Innovation Strategies

Organisations have increasingly adopted collaborative processes from different sectors
as part of their continuous improvement, growth, and expansion activities. Nowadays,
thanks to technological advancement and the use of 4.0 technologies, the implementation
of these activities have grown exponentially. They have led to new tools and best prac-
tices. They have also facilitated creating links so key entities and actors can collaborate
from different productive-service sectors at local, regional, and international levels [9].
In addition, the global health emergency of 2020–2021 has dramatically increased the
implementation of collaborative platforms and accelerated the digital transformation of
many organisations and academic institutions [10]. This has opened new opportunities
for distance collaboration on synchronous and asynchronous activities. These current
dynamics make collaborative-based processes accessible and flexible between different
actors [11].

Consequently, encouraged organisations from all sectors (academia, government,
industry, and citizens) have generated collaborative and cooperative practices. It is
becoming more common to find these actors networked and interdependent. Collab-
orative networks and open innovation (OI) have served as frameworks to shape these
practices. These concepts have shown a high potential to be co-drivers of value creation
and sharing resources, knowledge, complementary skills and capacities, and even share
responsibilities and risks getting as a consequence not only the creation of disruptive
processes, products, and services but also to make the most of resources, to shorten
development processes, and to increase social impacts [12].

In this context, CNs are defined as “a network that consists of various entities that
are largely autonomous, geographically distributed, and heterogeneous in their operating
environment, culture, social capital and goals. They have come together to collaborate
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to achieve better common or compatible goals; their interactions can be supported by
computer networks” [13].

Since CNs induce OI strategies, OI has been used to define the networked nature
of innovation processes [9]. Thus, OI strategies combine internal and external ideas,
resources and technologies, and create synergies among various multidisciplinary actors
[14]. Hence, implementing these strategies plays a primary role in networks ability to
facilitate innovation and spur the openness of innovative processes.

Therefore, today, collaborative networks applying open innovation strategies are
excellent drivers for collaboration in Education 4.0. Hence, through multidisciplinary
collaborative activities, academicians and students can participate in different scenarios
internally in their institutions and externally in projects with actors participating in the
triple-helix and quadruple-helix models.

Today, in higher education, OI strategies are widely used in different universities
because these dynamics allow the structured participation of different actors for educa-
tion and research, development, technology transfer, and entrepreneurship. Therefore,
higher education institutions leverage these dynamics to develop curricular strategies and
strategies that link companies and academicians through collaborative projects. These
activities have been considered effective in achieving the vision of Education 4.0 because
they induce active learning processes and the implementation of current ICTs.

4 Education 4.0 Reference Framework for Designing
Teaching-Learning Systems

We propose a reference framework for designing new teaching-learning systems based
on the concept and vision of Education 4.0. The proposed reference framework relies on
the theory of enterprise modelling, using instantiation processes that facilitate enterprise
integration [15, 16]. This reference framework aims to guide designers during the design
and development of new didactic products, teaching-learning processes, and educational
infrastructure through the generation of generic, partial, and particular models. Then,
modelling is done through the instantiation of a generic model to partial and particu-
lar models. The definition of these models allows designers to systematically perform
activities and apply techniques and tools when creating any teaching-learning system.
Thus, the generation of these models allows designers to take advantage of previous
knowledge and experiences that result in the shortening of the design, development, and
implementation processes.

This framework has four stages related to the development life cycle. Hence, didac-
tic products, teaching-learning processes, and educational infrastructure can be created
through the following four stages of development: (i) Ideation. At this stage, ideas are
generated and evaluated, and then they can be created and implemented in new products,
programs or facilities. Also, at this stage, activities focus on understanding the educa-
tional institution’s needs, the social contexts, and the student’s profile to migrate these
needs into requirements. (ii) Basic development: At this stage, designers provide the con-
cepts underlying the proposed solutions. Therefore, all the functions or attributes that
the product/process/infrastructure must include are defined. In addition, in this stage,
the identified learning goals must be aligned to the proposed concept. (iii) Advanced
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development: The product/process/infrastructure is detailed designed at this stage. At
this point, the design process can be complemented using any design methodology for
teaching-learning systems to determine the learning content, dynamics, and instructions
to be implemented. At this point, designers determine the capacities and capabilities
and consider the four key enablers of Education 4.0 as a reference. Then, designers
identify: (a) the key competencies to be promoted, (b) the learning methods to be imple-
mented, (c) the ICTs to be applied, and (d) the required infrastructure to carry out the
teaching-learning process. Once the proposed solution is obtained, it has to be evaluated
and validated; then, the i-scale tool evaluates the innovation, learning outcomes, growth
potential, institutional alignment, and financial viability, among others [17]. (iv) Launch-
ing. At this stage, all the implications to the proposed solution execution process must
carry out. Some of the generic activities to be performed are tests of implementation
and evaluation, design of experiments, and pilot tests. Finally, the learning assessment
must be applied. The evaluation of the students is very relevant at this point since the
information obtained serves to discover any weak aspect during the teaching-learning
process that can be improved. Therefore, evaluation mechanisms must be applied and
alignedwith themeasurement of learning goals. Figure 1 presents the proposed reference
framework for the design of teaching-learning systems in Education 4.0. Then, different
activities have been defined to carry out these stages. See Fig. 1.

These activities can be selected according to the following models:
Generic model. This model contains generic activities that can be used to design

any teaching-learning system in a general way. Consequently, designers can reference
generic models and then configure them to obtain partial or particular models.

Partial model. During the definition of this model, the designers take advantage of
previous knowledge and then apply it within a specific field or discipline. Consequently,
the partial activities to be performed and the partial resources to be used must be defined.

Particular model. Designers must define the specific topic and themes to be
addressed. Also, specific requirements must be considered to define the specific learning
methods, tools, ICTs, and infrastructure to be implemented. Therefore, the previously
mentioned generic activities receive a deep level of specification. The resulting teaching-
learning systemswill be highly particularised to a specific social context, field, discipline,
and topic.

Also, our proposed reference framework provides a toolbox that allows the designer
to reference the type of resources that can be applied. The toolbox is organised per the
main enablers considered in the concept and vision of Education 4.0: (i) The main soft
and hard competencies to develop; (ii) the learning methods to be considered in new
teaching-learning dynamics; (iii) the implementation of current and emerging ICTs for
technology-based solutions using existing tools and platforms, and (iv) the use of an
innovative infrastructure to improve pedagogical procedures and managerial processes
at two levels, the classroom/home level and the institutional level.

Finally, once the product, process or infrastructure has been obtained, it will be
necessary to analyse and evaluate it per the following views: (i) Technological, which
seeks to validate the use of technologies characteristic of Industry 4.0; (ii) Pedagogi-
cal, which seeks to validate the implemented activities that promote the training and
development of desirable competencies in Education 4.0; the activities must follow an
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active teaching-learning methodology of current learning models, and (iii) Organisa-
tional, which seeks to verify that the proposed learning dynamics have an organisational
structure that is important to identify key participants (internal and external) within
teaching-learning processes. In addition, this view verifies that the proposed activities
promote collaboration and cooperation initiatives.

Figure 2 presents an example of how each cell of the reference framework includes
different activities (analysis, synthesis, and evaluation) to be performed and how these
activities are supported by the key enablers of Education 4.0 and analysed and evaluated
according to the proposed views (technological, pedagogical, and organisational). See
Fig. 2.

Fig. 1. The Education 4.0 reference framework for designing teaching-learning systems

Fig. 2. Performed activities at the problem and requirements identification stage (example)
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5 Design of Teaching-Learning Programs: Two Case Studies
Appling Collaborative Networks and Open Innovation

5.1 Case Study: The Innovation Challenge Bootcamp as a Driver to Promote
Open Innovation

In China, the government, higher education institutions, and organisations are promoting
initiatives to improve the quality of engineering education, the internationalisation of
higher education through collaborative/joint programs, and the acceleration of China’s
progress as a manufacturing powerhouse and leader in innovation, technology and sci-
ence [18]. In this context, there is a lack of alternative credentials in engineering educa-
tion that address holistically the topics related to developing technology-based products,
creativity and innovation [19]. So, Tecnologico de Monterrey University in Mexico,
through its Innovation Hub facility in China, promotes OI activities such as co-design
and co-development, entrepreneurship, and technology transfer. Furthermore, it consid-
ers the participation of strategic partners from governments, universities, and companies
in both countries. The following case study presents a hybrid learning program taught
to students from China and Mexico. The main objective of this program is that students
from both countries collaborate to propose technology-based solutions to current social
problems. Figure 3 presents a summary of the results obtained by using the proposed
reference framework for the design of this bootcamp. See Fig. 3.

Fig. 3. Summarised results of the development process of the Innovation Challenge Bootcamp
applying the teaching-learning process of the Education 4.0 reference framework
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5.2 Case Study: Collaborative Online International Learning

Processes that create new options benefit societal development. Innovation leads to the
generation of new services, products and technologies. Analysing the possibilities in dif-
ferent countries will help us propose options in our regions (Latin America). In this case
study, the “Collaborative Online International Learning” (COIL) activity provides a col-
laborative experience among various academic disciplines and countries. The objective
of this COIL activity was to develop critical thinking skills, effective communication,
innovation and collaborative work. By the end of this experience, the students should
have developed their capacity for effective communication through online interactions
with people from different cultures and disciplines. This program works with the pro-
posed reference framework to develop competencies using experiential methods, ICT
integration, and open infrastructure environments. See Fig. 4.

Fig. 4. Summarised results of the development process of the collaborative online international
learning applying the teaching-learning process of the education 4.0 reference framework

6 Conclusions and Future Work

In this work, we propose a reference framework for the design of teaching-learning
systems inEducation4.0. Then, the design anddevelopment of neweducational products,
processes and infrastructure are supported. Furthermore, this reference framework allows
educational innovators to guide them while creating systems that adopt the concept
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of Education 4.0. We accomplished this by providing the main components shaping
Education 4.0 in a toolbox comprised of its four key enablers. Finally, an evaluation was
carried out to validate the technological, pedagogical and organisational components
used within the system produced.

We also presented two case studies to illustrate how the proposed framework is
used to design teaching-learning processes in academic programs. The presented case
studies show threemain results: (i) Using the proposed reference framework, new educa-
tional systems with their desired components can be obtained in the period of Education
4.0. Hence, this reference framework can be an engine for educational innovation. (ii)
Using the proposed reference framework can be a driver to promote collaboration and
cooperative activities because the technologies employed and the active learning activ-
ities applied induce the forming of collaborative networks and the implementation of
open innovation strategies. (iii) The creation of multidisciplinary teams, the participa-
tion of international partners during teaching-learning processes, and the shared use of
infrastructure were possible thanks to existing CNs that promote not only research and
development activities but also teaching-learning activities.

Future work will focus on three specific lines:

(i) Improving the decision-making process to better define particular models. For
example, validate the answers to the following questions (a) what are the key
competencies to be promoted and how assess these competencies? (b) what are the
learning methods that best match with learning goals? (c) What are the best ICTs
and infrastructure to be applied according to particular teaching-learning process?

(ii) Define a complete set of the analyses, syntheses and evaluation activities.
(iii) Provide a set of metrics and indicators during the validation and evaluation process

to quantitatively measure the systems produced per the three proposed primary
views: technological, pedagogical and organisational.
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Abstract. The digital technologies enable the transformation of the educational
institutions, shaping the way teaching and learning knowledge and skills activities
are delivered and assessed, and the pursuance of the Digital Education Ecosys-
tems (DEEs). Industry 4.0 requires highly qualified employees, and the concept
of Education 4.0 emerged, which focusses on preparing the future workforce for
Industry 4.0. Despite the importance of Education 4.0, research and development
work in this area is in an incipient phase, and the fields of Education 4.0 and DEEs
expandwithout a clear vision how the necessities of Industry 4.0will be addressed,
and how the DEEs support attaining the goals of Education 4.0. The aim of this
article is to present a framework for Education 4.0 developed by performing a
literature review, which contains six dimensions: knowledge, skills and qualifica-
tions in Education 4.0; teaching; learning; implementation; (e-)assessment; and
quality assurance.

Keywords: Education 4.0 · Digital technologies · Industry 4.0 · Digital
education ecosystem

1 Introduction

The digitalization of the education sector is accelerated by the recent advances in the
digital tools and technologies, such as: big data analytics, cloud computing, machine
learning, Internet of Things (IoT), sensing and actuation technologies, 3Dprinting, social
media. They enable the transformation of the educational institutions, shaping (next to
disruptions caused by epidemic occurrences) the educational activities and services, the
way teaching and learning knowledge and skills activities are delivered and assessed,
and the pursuance of the Digital Education Ecosystems (DEEs). While the concept of
DEE is not new in the fields of engineering or social sciences (see: [1, 2]), the interest
in digitally enhanced teaching and learning activities is expanding in recent times as
numerous benefits are acknowledged.

The DEEs refer in this work to inter-connected heterogeneous and geographically
distributed e-learning infrastructure, software tools and devices used in education activ-
ities. The IoT and Cyber-Physical Systems (CPSs) (which are pillars of Industry 4.0)
enable the realization of the DEEs.
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The Industry 4.0 concept, as noted in [3], emerged from the industrial revolution in
Germany, with a solid background (scientific, technical, industrial) constructed on the
melding of industrial norms and standards based on a novel DIN (Deutsche Industrie
Norm) specification: the Reference Architecture Model (RAMI4.0) [4]. Industry 4.0
requires highly qualified employees [5]. The Education 4.0 concept emerged, which
focuses on preparing the future workforce for Industry 4.0.

Despite the importance of Education 4.0, this is a recent field, and research and
development work in this area is in an incipient phase [6]. Moreover, the fields of
Education 4.0 and DEEs expand without a clear vision how the necessities of Industry
4.0 will be addressed, and how the DEEs support attaining the goals of Education 4.0.
Relevant research questions in this area that need to be addressed are: Which are the
key dimensions to characterize Education 4.0? How Education 4.0 is currently tackled?
Which are enablers for Education 4.0 in the DEEs? Which are challenges for Education
4.0 that need to be further addressed?

Aiming to answer these research questions, this article presents a framework for
Education 4.0 in the inter-connected DEEs. The notion of framework is understood
here as a structure underlying the concept of Education 4.0. The findings of a literature
review performed following PRISMA guidelines [7] represent the basis of the proposed
framework, which is structured in six dimensions: knowledge, skills and qualifications;
teaching; learning; implementation; (e-)assessment; and quality assurance. This frame-
work reflects the main dimensions and characteristics of Education 4.0, and is useful for
educators and educational institutions, enterprises, policy makers in better understand-
ing the emerging fields of Education 4.0, and identifying areas that need to be further
addressed by research and development work.

This article is organized as follows. Background information is introduced next. The
research approach and related work are presented in Sect. 3. A framework for Education
4.0 is described in Sect. 4. This articles concludes with a section addressing the need for
future research and development work.

2 Background: The Role of DEEs in Education 4.0

While in the traditional e-learning environments the students and educators connect to
an e-learning platform (such as Moodle, moodle.org) to perform basic activities (e.g.,
execute quizzes, access e-learning material), the DEEs enable the rendering of convo-
luted e-learning activities (e.g., to support the execution of remote complex group work
activities using virtual reality, 3D printing, interactive whiteboards, cloud computing)
and real-time analysis of huge volumes of heterogeneous data (e.g., to allow the human
or robot teacher to adjust or individualize the teaching activities).

Numerous benefits are associatedwith theDEEs enabled by the IoT technologies and
CPSs, such as: enrich learners’ psychological experiences in learning activities, allowing
interaction, collaboration and flexibility [8], enhanced learning [9], and help organiza-
tions to improve the quality of teaching and learning by allowing a richer learning
experience and real-time analysis of learners’ performance [10].

Several e-learning management systems exist (e.g., Moodle, Canvas instruc-
ture.com/canvas, Blackboard blackboard.com, Army Learning Management System-
ALMS atris.mil/ALMS) and standardization initiatives to address interoperability
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among e-learning infrastructures, such as: Learning Object Metadata promoted by the
IEEE Learning Technology Standards Committee (ltsc.ieee.org), which advocates for
storing learning objects as well as their descriptions; IMS Question and Test Interop-
erability (www.imsglobal.org), which specifies an XML format for encoding on-line
questions, tests and test banks. As the field of e-learning is expanding without a clear
vision on how heterogeneous software systems, “things” and e-learning infrastructures
should inter-relate, the attainment of interoperable DEEs1 is still not achieved, which
brings numerous challenges for Education 4.0.

It is important to ensure collaboration and transfer of technology and technology
knowledge among the main DEE stakeholders (e.g., students, educators, educational
institutions, companies, research centers, government structures) towards ensuring the
highly qualified workforce needed in Industry 4.0 (see: [11]). Thus, the DEEs enable
Education 4.0, and attaining interoperability in DEEs is crucial for Education 4.0.

3 Research Approach and Discussion of Related Work

Aiming to identify the main dimensions to characterize Education 4.0, relevant
approaches and challenges, a literature reviewwas conducted following PRISMAguide-
lines [7]. The digital libraries of IEEE, ACM, Elsevier and Springer were searched as
they represent themost important databases in the area of Education 4.0 and Industry 4.0.
Queries on Google Scholar were also performed. Keywords identified include: “Edu-
cation 4.0”, “characteristic”, “challenge”, “Industry 4.0”, “work force”, “qualification”,
“skills” “classroom 4.0”, “study program”, “digital skills”, “teaching”, “digital learn-
ing”, “learning factory”, “futuremanufacturing”. Queries executed included the Boolean
operators OR, AND, NOT, e.g., (“Education 4.0” AND “challenge”); ((“Industry 4.0”
OR “future manufacturing”) AND “work force” AND (“qualification” OR “skills” OR
“digital skills”)). The search concerned articles published from January 2015 to April
2021. As the list of retrieved articles was vast, inclusion and exclusion criteria were
defined. For example, by reading the title and abstract, the clearly out of scope articles
were excluded. The articles written in a language other than English and articles to which
full access was not possible were also excluded. The relevant articles were read in full,
and an analysis of related work was made.

Industry 4.0 determines a shift in the required skills and qualifications of the work-
force [12, 13]. The technical and personal skills and qualifications required for Industry
4.0 are analyzed in [14], grouped in “must have”, “should have” and “could have”.
Accordingly, “must have” technical skills include IT knowledge and abilities, data and
information processing and analytics, statistical knowledge, organizational and proces-
sual understanding, ability to interact with modern interfaces (human-machine/human-
robot), “must have” personal skills concern self- and time management, adaptability,
ability to change, team work abilities, social and communication skills, “should have”
technical skills include knowledge management, interdisciplinary/generic knowledge

1 Interoperability in the context of DEEs refers here to the ability of inter-connected e-learning
ICT infrastructures, software systems and “things” to exchange information and interpret it in
the same way.

http://www.imsglobal.org
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about technologies and organizations, specialized knowledge of manufacturing activ-
ities and processes, awareness of IT security and data protection, and “should have”
personal skills include trust in new technologies and mindset for life-long learning [14].

Examining the inter-disciplinary field of Industry 4.0, on one hand, and the traditional
engineering study programs, it is very challenging for educators and students (or recent
graduates) tomeet these demands, e.g., concerning learning, teaching, understanding the
informatization, digitalization and networking of the industrial and business ecosystem
[3]. Classic lecture-based teaching seems not adequate [15]. Education 4.0 emerged
to address these demands and challenges. Although the field of Education 4.0 is in an
incipient phase [6], some studies exist that illustrate the implementation of Education 4.0
pilots at educational institutions. The use and importance of “demonstration platforms”
for the design, implementation, test, optimization of Industry 4.0-complian solutions by
teachers, students in university in amulti-disciplinary fashion is emphasized in [3],where
the authors present the “AutomatedClassRoom” demonstrator platform at theUniversity
of Applied Sciences in Emden. Upgrades of learning factories (e.g., implementation of
CPSs in learning factories, smart factories in Industry 4.0) are referred in the literature
as approaches towards preparing highly skilled workforce required in Industry 4.0, e.g.,
[16–18]. The inclusion of mandatory subjects relevant for Industry 4.0 in education
curricula, internships, MOOCs, open day tours, workshops, professional development
courses, industry-university collaborations are noted in [14] as approaches to address
the “must have” and “should have” skills and qualifications for Industry 4.0. Learning
approaches in Education 4.0 noted in [19] include, among others, blended, personalized
and experimental learning, and mentoring through peers. The authors also refer to the
need for customized learner’s evaluation. Gamification is also used in Education 4.0
[20]. The need for adaptive learning powered by artificial intelligence learning portals
that allow to adapt the learning process considering the learner’s profile is emphasized
in [21].

Five clusters of scientific gaps for Education 4.0 are discussed in [6]: to map and
assess Education 4.0 challenges and solutions to Industry 4.0, pedagogical alignment,
analyze novel teaching methods in Education 4.0, optimize and update Education 4.0
digital platforms. Next to education institutions and companies, the importance of pol-
icymakers in Education 4.0 in noted in [19, 22], e.g., for accreditation, global outlook,
support in collaborations, implement the Education 4.0 vision.

The finding of the related work represent the basis for the development of the
Education 4.0 framework described next.

4 Framework for Education 4.0

Figure 1 illustrates the proposed framework for Education 4.0. This framework was con-
structed considering the main characteristics and challenges of Education 4.0 identified
from the literature review conducted, which were grouped in six dimensions: (1) knowl-
edge, skills and qualifications required by Industry 4.0 that need to be addressed in
Education 4.0, (2) teaching approaches, concerning methods for teaching technical and
personal skills, and pedagogy approaches, (3) learning approaches, (4) implementa-
tion of the Education 4.0 vision, teaching methods, and ensuring an environment where
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innovation, knowledge and technology transfer are promoted, (5) (e-)assessment, which
concerns the methods and (technology-based) assessment methods, tools and infrastruc-
tures used to evaluate the knowledge and skills, tailored considering the specificities
of Education 4.0 and specific teaching and learning methods, (6) quality assurance,
concerning the methodologies, methods, metrics and tools for evaluating the quality
of the teaching, and regulate diploma issuing, accreditation and verification processes.
Figure 1 also illustrates examples of approaches used (or which could be relevant) in
each dimension. These aspects are also relevant in the construction of the DEEs.

Knowledge, Skills, 
Qualifica�ons

Educa�on 4.0

                      Technical skills            

                           Personal Skills

Open Educa�onal Resources

Teaching enviornments enhanced with digital technologies

Demonstra�on pla�orms

Gamifica�on

                   Internships 

                            Workshops
Teaching

Learning

                         Individualized learning

                          Adap�ve learning

Analy�cs
Team working

                         Life-long learning

Implementa�on

           Industry-university partnerships 

Policy and regula�ons

Blueprints

E-assessment
                                             Complex items

                   Item bank

Large scale technology-based assessment infrastructures

Quality Assurance

               Quality metrics

    Internal and external evalua�ons

                       Diploma accredita�on

           Diploma verifica�on

                Blockchain

Fig. 1. Framework for Education 4.0

AlthoughEducation 4.0 is a recent domain, several studies exist in the context of Edu-
cation 4.0 focusing on the knowledge, skills and qualifications required for Education
4.0 (see: [3, 14]), teaching (see: [3, 20]) and learning (see: [19, 21]) approaches. Several
requirements for universities also need to be addressed, such as: advanced infrastruc-
tures, skilled staff, increased industrial partnership, revised curricula, effective financial
planning [23].

Few studies focus on the actual implementation of Education 4.0 approaches,
although the importance of policymakers in this process is acknowledged (e.g. [19, 22]),
and on e-assessment approaches. Adequate complex items, item banks, and large scale
ICT infrastructures for technology-based assessments are needed. Research in this area
has intensified in the past years (e.g., approaches for the development of item banks for
complex items are described in: [24, 25]).However, ensuring a kind of “widely-accepted”
e-assessment approach (relevant in the context of globalization, students’ participation in
international educational activities and exchange programs, and life-long learning pro-
grams) is very challenging, e.g., this requires the translation of complex items – often
accompanied by audio or video files - in different languages, which may change the
level of difficulty of the respective item. Technology-based assessments are focusing in
recent years on large-scale adaptive testing and multi-testing applications, which require
advanced support for item design and editing, assessment assignments, and access to
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additional test materials. Solutions that reflect the content, interaction patterns, psycho-
metric item and test analysis, quality control software, test delivery software and hard-
ware are needed [26]. However, Education 4.0 does not exclude the use of traditional
assessment methods.

Ensuring quality assurance in Education 4.0 is not tackled currently, and this is a
crucial topic especially considering the specificities of Education 4.0, mobility in edu-
cation, and the increasing competition faced nowadays by educational institutions (that
are traditionally acknowledged as main providers of educational activities) as more and
more companies develop and offer teaching programs. Quality assurance in education
is not a new topic (see: [27, 28]). Several quality assurance systems were developed
along the years, e.g., by the Educational Testing Service [29], Association for Edu-
cational Assessment Europe [30], Cambridge Assessment [31]. However, the primary
focus of most such systems, standards, guidelines, or formal reviewing systems is on
psychological testing, and they are not fully suitable to assess the quality of educational
tests or exams [32], and often they do not address the specificities of technology-based
assessments that rely on the concepts of item and item bank. Research and development
work needs to address these aspects in the context of Education 4.0. The development of
quality assurance metrics, methods, methodologies and software tools for Education 4.0
can build on previous approaches. However, aspects such as ethics and fairness in artifi-
cial intelligence-enabled e-assessment approaches need to be carefully tackled, and the
policymakers can have an important role in the development of adequate e-assessment
and quality assurance methods and methodologies in Education 4.0.

5 Conclusions and Future Work

Education 4.0 brings numerous challenging for educational institutions in developing
and implementing teaching and learning approaches needed to ensure the technical
qualifications and personal skills of young graduates required by Industry 4.0. TheDEEs,
enhanced with digital technologies, support teaching and learning activities, and the
establishment of partnerships or networks among educational institutions and enterprises
to tackle these challenges.

The findings of a literature review performed following PRISMA guidelines [7] rep-
resent the basis of an Education 4.0 framework (Fig. 1) structured in six dimensions:
knowledge, skills and qualifications for Education 4.0; teaching; learning; implemen-
tation; (e-)assessment; and quality assurance. While studies exist on identifying the
required knowledge and skills, teaching, learning approaches in the context of Indus-
try 4.0, few works focus on e-assessment and quality assurance. Future research and
development work in Education 4.0 should focus on these topics. Aspects such as ethics
and fairness in artificial intelligence-enabled e-assessment approaches also need to be
addressed. The policymakers can have an important role in the development of adequate
assessment and quality assurance approaches in Education 4.0, and in defining blueprints
for their implementation.

Another important aspects to be tackled is pedagogical knowledge in the context of
Education 4.0. Digital technologies enable Education 4.0. However, existing approaches
lack pedagogical knowledge and strategy. The educators and educational institutions
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need to select and implement appropriate techniques to optimally combine adequate
educational resources, technology and a pedagogy strategy to address the workforce
needs of Industry 4.0. Future research and development work will focus on developing
a methodology to support educators in making appropriate decision about e-learning
optimally combining these aspects.
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Abstract. The inter-organizational collaborative supply chain (SC) network
involves the collaboration of various firms and decision-makers to increase the
whole efficiency of an SC network. There is often a conflict between operations
and environmental managers in how to design a supply network to simultane-
ously reduce greenhouse gas emissions and logistics costs. In this paper, a two-
dimensional collaborative decision-making (CDM) model for a SC network is
developed. The proposed network is assumed to deliver the final product to cus-
tomers in the forward flow from suppliers through manufacturers and distribu-
tion centers (DCs). Simultaneously, collecting recycled products from customers
and entering them into a recovery cycle is examined. Mathematical modeling
of this problem is going to minimize both the total costs and the environmen-
tal negative effects. To effectively manage the conflict, Pareto solutions for the
bi-objective model are provided. Moreover, a cloud-based simulated annealing
algorithm (CSA) has been applied for the first time in this area. We have com-
pared its performancewith the genetic algorithm (GA) and the simulated annealing
(SA) algorithm of the literature.

Keywords: Collaborative supply chain, green · Cloud-based simulated
annealing

1 Introduction

Recently, supply-chain network CDM has attracted operations research analysts’ atten-
tion. A large number of papers have concentrated on problems relevant to this area, like
centralized CDM and decentralized CDM.

References on centralized CDM mainly apply operations research tools such as
network analysis, dynamic programming, and heuristics to identify the optimal or near-
optimal decision items. On the other hand, research on decentralized decision-making
has been done to enhance the applicability of CDM solutions [1]. As, this study is in the
category of centralized CDM, in this part, we concentrate more on the SC modeling and
solution approaches of centralized collaborative SCs, especially Supply chain network
design (SCND) problems. Recently, there are some publications in centralized collabo-
rative SCND in which all units of the SC share information regarding demand and rate
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of return [2, 3]. However, these papers only focused on SC costs and there is no focus
on environmental costs.

SCND involves strategic decisions that refer to supply chain configuration and as
an infrastructure issue in SC management, it has long-lasting effects on other tactical
and operational decisions of a company. In general, the network design project faces
identifying locations and capacities needed for new facilities and planning to purchase,
production, distribution, and maintenance of products.

Pishvaee et al. [4] have classified the integration of SCND into two categories: (1)
vertical and (2) horizontal integration. Vertical integration is defined as the integrated
decisions at strategic (long-term), tactical (mid-term), and operational (short-term) levels
in SCND. Designing the SC network is in the class of a strategic decision that typically
involves determining the location of facilities, their capacities, the number of categories
in the chain, and how the facilities are related. Therefore, it should be noted that inte-
grating lower-level decisions in network design must be accompanied by maintaining
strategic-level decisions.

In this regard, according to the literature review [5, 6], the 2013 to 2021 studies
in the SCND area have been investigated in terms of decision problems, and solution
approaches.Numerous approaches have been developed regarding themethodologies for
representing SCND solutions. The most important ones are Matrix-based, Prufer Num-
bers, Priority based, and the spanning tree concept. In Table 1 the research background
has been classified.

Table 1. Literature review on SCND based on decision types and solution methodology.

Networks Solution
representation

Solution
methodology

Decision problem

Location Distribution
organization

Green effect

Forward networks

Jayaraman,
Gupta [7]

Matrix-based SA ✓

Pishvaee and
Razmi [4]

– Interactive
fuzzy

✓ ✓ ✓

Syarif and Yun
[8]

Matrix-based GA ✓ ✓

Elhedhli and
Merrick [9]

– Lagrangian
relaxation

✓ ✓ ✓

Reverse networks

Krikke, van
Harten [10]

– Exact solution ✓ ✓

Min and Ko
[11]

Matrix-based GA ✓

(continued)
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Table 1. (continued)

Networks Solution
representation

Solution
methodology

Decision problem

Location Distribution
organization

Green effect

Aras and
Crowther [12]

Matrix-based Tabu search ✓ ✓

Nezamoddini
[13]

Priority-based GA ✓

Closed-loop networks

Wang and Hsu
[14]

Spanning tree GA ✓ ✓

Devika,
Jafarian [15]

Priority-based Hybrid ✓ ✓ ✓

Yadegari,
Zandieh [16]

Spanning tree Hybrid ✓ ✓

Kaya and Urek
[17]

Priority-based Hybrid
heuristics

✓ ✓

Yi, Huang [18] Other Genetic
algorithm

✓ ✓

This paper Spanning tree CSA ✓ ✓ ✓

The remainder of themanuscript is dedicated to themathematicalmodel of the SCND
problemwith focusing on the conflict between environmental and operational managers.
In Sect. 4, the CSA algorithm is applied to the SCND problem for the first time in the
literature. Section 5 provides a sample Pareto solution and how sensitivity analysis is
applied to smooth the conflict between decision-makers and finally the conclusion is
provided in Sect. 6.

Fig. 1. The overall formation of SC network
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2 Mathematical Model

The proposed CDM model is an extension of the model provided in [14, 16] in which
their model only considered one objective function related to the total cost of shpping
and developing facilities. However, the provided model in this paper simultaneously
considers the cost and environmental effect of the SC. To be concise, in Sect. 2 we only
mention the extension of the model so for a better understanding of the model please
refer to the mentioned literature.

The following describes the sets, parameters, and variables of the SCNDmodel based
on the network configuration provided in Fig. 1.
Sets:

I Fixed locations of suppliers I = {1, 2, ..., |I |} i ∈ I

J Potential locations for developing manufactories J = {1, 2, ..., |J |} j ∈ J

K Potential locations for developing DCs K = {1, 2, ..., |K |} k ∈ K

L Fixed locations of customers L = {1, 2, ..., |L|} l ∈ L

M Potential locations for developing dismantlers M = {1, 2, ..., |M |} m ∈ M

Parameters:

ERJj Emission rate of developing a plant in potential location j

ERKk Emission rate of developing a DC in potential location k

ERMm Emission rate of developing a dismantler in potential location m

EIJij Emission rate of shipping from supplier i to manufactory j

EJKjk Emission rate of shipping from plant j to DC k

EKLkl Emission rate of shipping from DC k to customer zone l

EKMkm Emission rate of shipping from DC k to dismantlers m

EMJmj Emission rate of shipping from dismantlers m to manufactory j

Decision Variables:

Xij Quantity produced at plant j by raw materials of supplier i

Yjk The amount of product transferred from plant j to DC k

Zkl The amount of product transferred from DC k to customer l

Okm The amount of product transferred from DC k to dismantler m

Rdmj The amount of used product transferred from dismantler m to manufactory j

Rzlk The amount of used product received at DC k from customer l

αj 1: If a plant is developed in location j 0: Else

βk 1: If a DC is developed in location k 0: Else

δm 1: If a dismantler is developed in location m 0: Else
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According to the aforementioned symbols, the bi-objective mixed-integer linear
programming is proposed for the green forward/reverse SCND to minimize costs and
emission rate as follows (the first objective and the constraints can be found in [14, 16]):

Emission Rate
∑

j

ERJjαj +
∑

k

ERKkβk +
∑

m

ERMmδm

+
∑

i

∑

j

EIJij.xij +
∑

j

∑

k

EJKjk .yjk +
∑

k

∑

i

EKL.zkl

+
∑

k

∑

m

EKM .okm +
∑

m

∑

j

EMJ .Rdmj +
∑

l

∑

k

ELKlk .Rzlk

(1)

The objective function in verbal form:

• Minimum cost = Fixed costs of reopening + Shipping costs
• Minimum Emission = Emission of constructing facilities (plants, DCs, and disman-
tlers) + Shipping emission

The first objective function of the CDM model is to minimize costs, which includes
transportation costswithin the network and the fixed costs of developing units in potential
locations. The second objective function (1) aims to minimize the total emissions of
developing units in potential locations and the emission from the transferring of products
between different layers of the SC network. The constraints generally contain four types
and a verbal description of them is provided as below:

• Facility capacity: the incoming and outgoing products to each facility should be equal
to or less than the related capacity.

• Flow constraints: the amount of input to each center must be equal to the amount of
output from the same center.

• Demand Constraint: All the demands should be satisfied.
• Logical constraints: non-negativity and binary nature of variables should be consid-
ered.

3 Solution Approach

Since the closed-loop SCND problem is NP-hard, applying efficient metaheuristics is
highly beneficial especially when dealing with large instances. One of the important
sections of metaheuristics is a solution encoding method. The spanning-tree encoding
method, as an efficient solution encoding method, is generally used in problems where
there is no loop. However, the closed-loop SCND problem contains a loop. By dividing
it into smaller parts, where there is no loop, this can be resolved. For more information
about encoding, decoding, and the repair mechanism of this approach please refer to
[14]. The advantage of the spanning tree method comparing to other methods in the
literature is its minimum usage of alleles in a chromosome while the disadvantage of
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thismethod is the difficulty of coding and decoding since it needsmany types of repairing
mechanisms.

Following the research activities regarding the development of SA, Lu, Yuan, and
Zhang [19] presented a cloud theory-based approach that enabled better neighborhood
search and obtaining better solutions. The cloud modeling is a kind of modeling that
incorporates qualitative concepts and quantitative representation that utilizes natural
language for this purpose (Fig. 2).

Fig. 2. Three digital characteristics of a normal cloud [19].

To obtain almost persistent annealing temperature, the CSA gets advantages of the
Metropolis rule and applies the Y status normal cloud generator. By incorporating the
cloud theory, the random conversion of annealing temperature can increase the diversity
of the searched space and avoid being trapped by a local minimummore efficiently than
anoriginal SAalgorithm.Furthermore, the permanent tendencyof annealing temperature
can faster detect better answers and thus improve the efficiency of the SA algorithm. In
fact, by revising the temperature change pattern in the SA algorithm, we are likely to
see more speed and accuracy in solving the NP-hard problems. In the following section,
we will discuss the results of applying CSA on SCND.

4 Computational Results

For the integrated problem of forward/reverse SCND, 14 test problem samples are used
from small to large sizes based on a steel company in Iran. Some other data are generated
based on papers in the literature: Wang and Hsu [14] and Yadegari et al. [16, 20].

In this part, the CSA’s performance is compared to the performance of two of the
algorithms in the literature that used the spanning tree representation method to solve
the NP-hard problem. The first algorithm is GA developed in [14] and the second is the
SA developed in [16]. The three mentioned meta-heuristics are compared for efficiency
and effectiveness. The results obtained from the implementation of the algorithms for
the given problems are pertaining of the best objective function value in the closed-loop
SCND.

For coding the algorithms MATLAB 7.11.0 (R2014b) and for comparing the algo-
rithms, Tukey Test and Two-Way ANOVA are applied. The results of implementation
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of algorithms are analyzed from the following two points of view: 1. The best amount
of the objective function and 2. The CPU time.

In Fig. 3 (right side), we examined the output obtained from the variance analysis
and 95% confidence interval for the best value of the objective function. According to
these two analyses performed on this criterion, the CSA is superior to the GA algorithm,
but there is no significant difference between the SA algorithm and GA.

Fig. 3. The objective functions (right) and the running time (left)

The results of Tukey’s test are illustrated in Fig. 3 (left part) for the algorithms’
running time and it shows that the CSA and SA are significantly different from GA
in terms of CPU time consumption. It should note that the stopping criteria for each
algorithm meet when they show no progress after 20 iterations.

5 Managerial Findings of Collaborative Decision Making

In Fig. 4, the trade-off between two objective functions is shown in which the weight
of objective function one (total cost) is w: {0.99, 0.9, 0.8, 0.7, 0.6, 0.5,0.4, 0.3, 0.2, 0.1,
and 0.01}. On the other hand, the weight of the second objective (total environmental
negative effect) is 1-w.

The curve shows us the potentially non-dominated solutions obtained from CSA.
As there are usually many conflicts between environmental and operational managers
of a collaborative SC contributors, Pareto frontier can help these decision-makers to
first avoid non-optimal solutions to their problem as Pareto frontier efficiently eliminate
dominated solutions and second, by sensitivity analysis on the weight of each objective,
they can find out the cost of environmental decisions on the total SC. For example, in
Fig. 4, considering w = 0.7 as a point with more emphasis on environmental objective
than w = 0.8, putting more weight on environmental objective the total cost of the
network will increase and this cost growth would be the environmental cost of our
decision. Whereas, sometimes, the horizontal collaborative network can bear a little
additional cost to gain more competitive advantage through considering environmental
issues.
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Fig. 4. Trade-off between environmental and economics goals

6 Conclusion

Recently, horizontal and centralized collaborations have become a very productive strat-
egy in SCs, particularly from a green point of view. The collaborative closed-loop SCND
model discussed in this paper was a multi-echelon network, which included suppliers,
plants, distribution/collection, dismantler centers, and customer zones. The aim was to
minimize the total costs and environmentally negative effects with the collaboration of
all parts of the network and enable operations and environmental managers to make
a tradeoff analysis between SC costs and the amount of CO2 emission. Considering a
variety of characteristics and real-world conditions, a new algorithm in this field was
presented using the complex spanning tree representation method to improve the run-
ning time and provide more accurate solutions to problems of different sizes. These
algorithms were then compared with each other regarding the solutions’ quality and the
CPU time.

The literature onSCNDmodels considering green principles and the profit is not in its
maturity. One of the limitations of this study is that it is usually complicated to determine
the exact amount of return product so that one of the future expansion of the paper can
be considered as independent possibilistic variables. Moreover, researchers can extend
horizontal collaboration with other external sections. Besides, assessment criteria and
modeling methodologies should be enhanced for more effective decision-making on
green aspects.
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Abstract. The latest shift in the industry, known as industry 4.0, has introduced
new challenges in manufacturing. Themain characteristic of this transformation is
digital technologies’ effect on theway production processes occur. Due to the tech-
nological growth, knowledge and skills onmanufacturing operations are becoming
obsolete. Hence, the need for upskilling and reskilling individuals urges. In collab-
oration with other key entities, educational institutions are responsible for raising
awareness and interest of young students to reach a qualified and equal workforce.
Drawing on a thorough literature review focused on key empirical studies on learn-
ing factories and fundamental industry 4.0 concepts, trends, teaching approaches,
and required skills, the goal of this paper is to provide a gateway to understand
effective learning factories’ approaches and a holistic understanding of the role of
advanced and collaborative learning practices in the so-called education 4.0.

Keywords: Industry 4.0 · Education 4.0 · Smart manufacturing · Learning
factories

1 Introduction

Considering the delivery mechanisms for learning and training in the Industry 4.0 (I4.0)
paradigm, it is safe to say that traditional education is no longer fit-for-purpose. Vir-
tual/Augmented Reality, Cyber-Physical Systems (CPS), Co-bots and 3D printing are
just a few examples of technologies that are reshaping the way people think, learn, and
work [1]. Many of today’s students will work in new job types that do not yet exist, with
an increased demand for leadership, resourcefulness and creativity. These are crucial
skills considering the emerging production processes’ demands.

Overall, the current education system follows a standard testing-oriented approach,
which fails at measuring qualitative skills that are crucial in the upcoming years. Specifi-
cally, in theSmartManufacturingparadigm, the gapbetween education and jobs is further
widened by limited innovation in learning systems, which should be largely designed
to mirror factory-style growth models. Education 4.0 (E4.0) [2–4] is a new learning
approach that emerges from this urgent need for education systems to adapt in the I4.0
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context. E4.0 is the desired approach to learning with the emerging Fourth Industrial
Revolution, which focuses on the Internet of Things (IoT), Artificial Intelligence (AI),
Robotics, among other topics, all of which are already impacting our everyday lives.
The main challenge of E4.0 is to prepare students for evolving industries, which means
(a) a change on educational approaches must occur and (b) governments, educational
institutions and employers should focus on job creation to tackle I4.0 challenges.

This paper provides a Literature Review (LR) regarding theoretical andmethodolog-
ical E4.0 approaches and innovative Learning Factories (LFs). The presented study tries
to collect and analyse recent pedagogical strategies in LFs implemented with industrial
partnerships,whichwere best suited to educate future factory engineerswhile identifying
relevant learning skills.

Regarding the structure of the paper, the Introduction is followed by Sect. 2 that pro-
vides a detailed description and state-of-art of innovative LFs. Section 3 summarises the
body of the review and draws important conclusions about the LFs and E4.0 topics while
identifying gaps or inconsistencies in a body of knowledge. Finally, Sect. 4 concludes
the paper, stating final remarks about the work presented and provides orientations for
future work.

2 Innovative Learning Factories

This section consists of reviewing E4.0 approaches and LFs that demonstrate their rel-
evance in supporting I4.0 applied research and education. This review’s underlying
research question is “What is the best architecture of LFs to educate the next set of
manufacturing engineers?”. The main goals are: 1) getting to know the main adopted
teaching approaches when using LFs as a setting to learn; 2) understanding how a LF
can establish a partnership and take advantage of it and finally; 3) identifying the most
relevant skills to target to shape future engineers.

LFs are mainly present at universities and contribute significantly to the acquisition
of a holistic understanding of I4.0 by creating a realistic setting in which academia,
industry, and other entities can collaborate and validate the use of novel technologies.
TheLFs concept has beenusedworldwide andhas proven to be apractical action-oriented
approach where participants learn innovative factory procedures and their challenges in
a production-technological learning environment [5].

Establishing interactions such as collaborations, partnerships, and integrations
between university and I4.0 enterprises contributes to fostering students’ employability
rate, teacher’s continuum learning and, consequently, stimulates regional growth [6]. On
the one hand, E4.0 demands students to have skills capable of implementing and main-
taining the latest technologies, which entails solving complex problems, being creative,
taking quick and intelligent decisions, and analysing information. Often educational
institutions lack friendly advanced equipment to provide an appropriate education to
students [7]. On the other hand, enterprises need to respond to the globalisation chal-
lenges, delivering products and services at lower prices and better quality [6]. Moreover,
Rocha Brito and Ciampi [6] stress that regardless of a country’s political situation, gov-
ernments must invest in Science and Technology to pursue socio-economic growth and
development, which strongly supports collaborations. According to Karlik et al. [7], to
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be effective, these collaborations should have a considerable length in time, enabling the
development of various fields such as science, education and the production industry.

Maia et al. [8] describe how two laboratories – one of Digital Manufacturing (DM)
and the other of IoT - were developed at the Educational Foundation of Ignatius (FEI)
University Center (Brazil) in partnership with two manufacturing companies, aiming to
train engineering and computer science students to cope with IoT and I4.0 issues. The
IoT laboratory resulted from the collaboration with an international telecommunication
company, and its projects were focused on IoT applications, data analytics and hardware
prototyping. The learning method used was Problem-Based Learning, which provided
a challenge for the students to tackle and explore solutions. Additionally, students had a
teacher to help find the materials and explain concepts, and tutor from the telecommu-
nication company to help students develop a solution. Students who successfully solved
the challenges were invited towork in scientific initiations.Moreover, these students also
helped other students solve problems using a Learning by Teaching approach. For the
implementation of the DM laboratory, two partnerships were established to support it: a
DM software provider and an automation company. The first one provided access to 100
DM software licenses. The second one provided its experience in the implementation
and offered a digital project of a robotic cell and its physical construction. As a result of
the collaboration between these two labs, new problems regarding Machine-to-Machine
(M2M) communication emerged, involving societal and business entities in academic
research. Besides the evident benefits this active learning environment offered to stu-
dents, this experience was also significant to enhance each manufacturing companies’
particular expertise.

Oberc et al. [9] established a LF training on integrating collaborative robots into
manual assembly lines through an Action-Oriented and Problem-solving approach in
the LF of the Chair of Production Systems (LPS) at the Ruhr-University in Bochum. This
training focused on organizational and personnel topics. Authors defend that this was
made possible by the collaboration between academic institutions and industrial compa-
nies or academies, which revealed its utility, for example, in the implementation phase.
Students could develop code for robots provided by various enterprises. Apart from this,
the LPS is involved in research activities related to the Human-Robot Collaboration
(HRC) planning and simulation environment, contributing to functional integration of
a robot simulation and programming framework in Ema [10]. From this perspective,
partnerships for research purposes seem to be very feasible and desirable.

Schuh et al. [11] work consisted of an empiricalWork-based approach to understand
how learning in production is supported while reducing its complexity at the same time.
It took 30 working days to test the integrity of certain assumptions concerning new
HRC interfaces for the provision and permanently updated Digital Twin information
for work instructions. The survey was conducted by the Laboratory for Machine Tools
and Production Engineers at the Demonstration Factory of the Rheinisch-Westfälische
Technische Hochschule (RWTH) Aachen Campus. This simple collaboration inside the
university allowed the learning content to be immediately linked with the needs and
applications of daily work practically and economically. The research was supported
by the German Federal Ministry of Education and Research within the collaborative
research project ELIAS [12]. The authors seek to permanently develop solutions in
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the future concerning automation for the context-sensitive provision and customized
instruction.

The AutFab, located at the University of Applied Sciences Darmstadt (h_da) [13], is
a fully automated I4.0 LF used for education, research and development purposes. It con-
sists of high bay storage, two assembly and two inspection stations. Students of different
courses are educated here, whether by working in labs or directly in the Autfab. The
Problem-Based Learning approach consists of establishing the communication between
the software systemMATLAB/Simulink and the AutFab via OPC and analysing the data
they get, or directly in the Autfab, focusing on project planning and managing as well as
on the presentation and documentation. The constant evaluation of the AutFab projects
constitute a benefit for students, researchers and different industries involved. On the
one hand, students highlight the hands-on relevance for their future work. Usually, stu-
dents’ thesis at h_da are conducted in industry, and often supervisors positively report
the students’ practical skills. On the other hand, researchers and companies who provide
conditions for the undergoing thesis benefit from discoveries and a qualified workforce.
This alliance has revealed that Project-based learning in the AutFab has a crucial effect
on students’ education. Besides this, AutFab usually collaborates with high schools to
present them the LF and thus attract new students. Authors mention that working in mul-
tidisciplinary teams and contacting suppliers improves students’ communication skills
and allows teachers to broaden their knowledge continuously.

The Industry 4.0 Pilot Factory (I40PF) [14], based in Austria, emphasizes the impor-
tance of cooperation with different industries, i.e., machinery and equipment. I40PF
provides easy access to I4.0 infrastructures for Small and Medium Enterprises (SMEs),
whereas key industrial technology suppliers help build a factory that meets I4.0 require-
ments. Kemény et al. [15] foresee a possible partnership between the I4.0 LF at TUWien
and the premises of MTA SZTAKI in Gyor and Budapest. The authors provide a high-
level description of the possibilities of such a partnership by describing the underlying
features and types of collaboration to complement capacities. From the authors perspec-
tive, cooperation ismore advantageous by involving different product life cycles, namely
design, procurement, testing prototypes and production. This interconnection between
different LFs may create an exciting and productive baseline for research and learning
while it provides a meaningful complement to the students’ curricula.

Ogorodnyk et al. [16] installed a roller skis assembly line in the faculty NTNU
in Norway to teach practical skills and theoretical knowledge on waste reduction and
push/pull production systems. However, it was built with no technological appliances.
Although the authors defend that the activity was able to respond to its main goal,
enhancing theoretical and practical knowledge while working on a “real assembly line”,
students could probably take more advantage of it if some collaboration with a real
industry was made, resembling it to an actual production assembly line. Other projects
involve Problem-Based Learning approach and students at lower levels of studies [17,
18]. However, hitherto, there is no evidence of collaborations such as the onesmentioned
previously. Smit et al. [19] advocate that Industry-School Partnerships (ISP) foster stu-
dents’ interest in STEM careers, and it is highlighted later in this paper the gender gap
persisting in this field. According to PORDATA [20], in Portugal, only 24% of students
attending higher education in engineering, manufacturing and construction are female.
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And this gap is visible both in education and the workforce [21]. Furthermore, Watters
et al. [22] stress that despite the challenges and threats (i.e., financial, quality teacher
access and ISP model) involved when establishing a partnership, it provides meaningful
and authentic learning for students environment. Table 1 sums up the studies mentioned
in this review (excluding the ones that did not yet take actual place), identifying the core
teaching approaches, type of collaboration, and targets.

Table 1. Projects’ characteristics

Maia
et al. [8]

Oberc
et al. [9]

Schuh
et al. [11]

Simons
et al. [13]

Ogorodnyk
et al. [16]

Approach Problem-based
learning

✓ ✓ ✓

Project-based
learning

✓ ✓ ✓

Learning by
teaching

✓

Action-oriented ✓ ✓ ✓ ✓

Work-based ✓

Collaboration
type

Inside
institution

✓ ✓ ✓

Outside
institution

✓ ✓ ✓

Target University
students

✓ ✓

High school
students or
lower

✓ ✓

Operators ✓

3 Discussion

I4.0 envisions a future where small distributed and digitalized production networks
operate autonomously in factories. As a result, they will be able to plan production in
response to any change properly. Meanwhile, I4.0 researchers and technology develop-
ers still have a long way ahead. LFs contribute significantly to understanding the primary
enablers and barriers of the Smart Manufacturing vision since they are commonly used
for learning and research purposes. Thus, most of the time, it requires developing and
testingmodels and technologies, newmanufacturing processes, interaction, and decision
support systems [14]. All of these requirements can be more easily achieved through
the establishment of collaboration networks. Collaborative networking between indus-
try and academia allows students to improve their project planning competencies and
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solve complex problems, which enriches their comprehensive understanding of CPS [8,
9, 11, 13]. In some cases, it also improves students’ presentation and documentation
skills [13]. Besides that, teachers’ knowledge is also enhanced, which can be positively
integrated into their courses. Nonetheless, we highlight the importance of long-term
collaborations since these are also long-term developments that require extensive inves-
tigation. Funded research is also fundamental. More research means more break-throws
and advancements, whichmeans better education, amore qualifiedworkforce, and social
and economic development. For enterprises, it constitutes an opportunity to develop their
knowledge and be able to produce better products.

Concerning teaching approaches, it looks like there has been a steady trend toward
Student-Centered learning, such as Problem and Project-Based learning, aiming to
respond to the new challenges. Educational organizations must redefine the required
profiles and skills requirements and change their instructional notions based on the idea
that I4.0 demands interdisciplinarity [8], communication and analytical skills, and cre-
ativity, among others [23]. Tutoring was also something that we retained as a good
practice for LF contexts. Students take part in a continuous learning and cooperative
process of creating and restructuring knowledge.

Inferring from this review, LFs are mainly implemented at universities to train grad-
uate and undergraduate students. However, one should also consider involving lower
levels of studies, motivating young pupils to consider a career in manufacturing and,
this way, guarantee a future qualified workforce. A complex modular CPS coupled with
a Problem-Based Learning approach (prominent in this LR), interdisciplinary teams
and tutoring seem to be the key to provide the skills and substantial knowledge of I4.0
concepts to the next set of manufacturing engineers (see Fig. 1). A step forward is to
consider a collaboration with a related LF, making its technologies more advanced and
accurate to the real smart factory environments. It is expected that it increases the sys-
tem complexity and thus generates a holistic understanding of I4.0. The latest is halfway
there to motivate students to follow a career in engineering.

Fig. 1. The architecture of an effective LF
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4 Conclusion

In this paper, we presented a LR regarding theoretical and methodological E4.0
approaches and innovative LFs. We collected and critically analyzed recent pedagogical
approaches in LFs implemented with industrial partnerships while identifying relevant
learning skills to be tackled in the current I4.0 educational context.

From the review, we conclude that the road map for an I4.0 holistic understand-
ing combines specific LF characteristics, approaches, processes and skills (see Fig. 1).
Together, these “blocks” may constitute the key axes to an effective LF architecture,
capable of endowing students with the required I4.0 skills and knowledge to succeed.
It is expected that by testing such architecture and analysing the most effective ways of
connecting the mentioned “blocks”, a gateway to further explore and understand learn-
ing factories’ approaches and the role of advanced and collaborative learning practices,
arises.

Regarding future work, we intend to hold an activity in a set of Portuguese schools, in
which students are orientated to build a small LF, consisting of a 3D printable production
line that uses CPPS related technologies. In this context, we aim to address and validate
the collaborative network approach in which the involved schools and targeted related
companies can mutually take advantage of it.
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Abstract. Small and medium-sized enterprises (SMEs) in Europe are conscious
that their competitive position depends on their success to embrace digitalisation
challenges. However, some decision-makers in companies discard digital trans-
formation because they do not understand how it can be incorporated into their
businesses. Therefore, academia, research centres, and technological clusters are
responsible for building the infrastructures and providing the support and the
training that will progressively change this mindset. This paper aims to report an
experience on designing a training program to train the trainers under the digi-
tal transformation topic. To define strategies to understand better the companies
(and professionals) needs and motivations and the requisites to deliver the train-
ing course, the focus group methodology was applied. In this paper, we present a
training program methodology and structure that intend to respond to industrial
requests and, in this way to accelerate the digital transformation of companies,
especially SMEs.

Keywords: Digital transformation · Education 4.0 ·Manufacturing · e-learning ·
Up-skilling · Re-skilling

1 Introduction

A non-return trend seems to be the digitalisation of the industry. Addressing the
different dimensions underlying digitisation is a challenge for both companies and
academia/research centres. Significant challenges are acknowledged: i) Ensure adequate
availability of qualified workforce; ii) Achieve a practical awareness and understanding
of cost-benefit related to the adoption of digital solutions; iii) Guaranteeing effectiveness
in the development of suitable initiatives to transform organisations.
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There are two poles of industrial companies. On one side, we have the big companies,
with their intervening power and availability of resources. To increase their competitive
position in themarket, they launch comprehensive initiatives of test, evaluation and adop-
tion of technologies and operating and organisational practices. On the opposite side,
we have small and medium-size enterprises (SME), generally with scarce resources,
acting fundamentally on a regional niche basis and without a strategic orientation in
business evolution. They end up having a reactive attitude, which is very much sus-
tained by the need for survival in the markets they operate. Consequently, although dig-
italisation strategies can bring exceptional competitive opportunities to companies, the
implementation of this digital transformation in SMEs is not risk-free or straightforward.

Although SMEs in Europe risk their competitiveness if they fail to embrace dig-
italisation [1, 2], a key obstacle in this process is related to decision makers’ lack of
awareness concerning digital technologies potential and implications. Some decision-
makers renounce digital transformation simply because they do not understand how it
can be incorporated into their businesses [3]. In this context, research and technology
organisations (RTOs) assume a critical role, as they include in their mission the iden-
tification of research and innovation results that can be the object of advanced training
actions, providing comprehensive support for organisations to place emerging technolo-
gies at the centre of strategic innovation decisions [4]. As the generation of knowledge
is built on a rigorous scientific research base and in a dynamic research environment,
this allows for mentoring, coaching, technological and business consultancy, supporting
the development of technological-based business projects.

However, RTOs, due to their constitution, organisation and structure, are not able to
train, on their own, all SMEs and large companies in emerging subjects and technologies
related to industry 4.0. In this sense, it is necessary to build a strategy that promotes amore
effective way of training professionals with the new competencies required for industry
4.0, taking advantage of new collaborative learning networks between academia and
industry supported by the industrial clusters, associations and similar institutions.

European industry sectoral clusters areworking to develop transregional cooperation,
defining common strategies and roadmaps for joint activities, responding to the needs of
companies to better adapt to the trends, challenges and opportunities. Because they know
the needs of the industrial sectors and the individual characteristics of the companies,
the digital maturity of the sector and the future objectives of remaining competitive in
a global domain, they can be actors in the dissemination of knowledge through their
network of industrial companies.

These already established networks may form the basis for successful collaborative
networks for advanced training, providing the means to scale the upskilling and re-
skilling human capital for industry 4.0. At the same time, through these links between
RTOs and industrial clusters in the development of advanced training allows an accel-
eration in the adoption of the industry 4.0 paradigm by manufacturing SMEs through
training. Also, it gives a considerable advantage in highly turbulent conditions, such as
the current COVID 19 pandemic situation.

Considering the context previously presented, this paper aims to answer to the fol-
lowing research question: How to design a training program to train the trainers under
the digital transformation topic? This paper reports an experience on designing a training
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program, to be implemented in the near future, and that was developed in a collaborative
way involving the academia, with the experts in the digital transformation topic, and
industrial associations, closer to companies.

2 Theoretical Background

Digital transformation has been driving a radical change in work environments. The dig-
italisation of products, processes and activities requires a whole new set of skills and has
led companies to rethink how education and training are performed [24]. Recent studies
suggest that work organisation and activities and the respective skills requirements will
be significantly different shortly due to the increasing environmental complexity [5, 6].

The development of skills aligned with job requirements is a decisive factor for dig-
ital technologies adoption [7, 8]. Many authors have highlighted the lack of qualified
personnel and the need for continued training as two of the main barriers to digital trans-
formation [9–11]. Although the development of appropriate skills to face the needs of the
dynamic and complex business environments is an important condition for companies’
competitiveness [12], the rapid development of new technologies makes skills become
obsolete much faster than in the past, generating gaps between companies’ needs and
workforce availability [13]. Achieving this balance is a crucial aspect of the readiness
for the adoption and implementation of new technologies. In this sense, it is imperative
to find ways to allow workers to acquire skills that meet the new job requirements and
maintain and update these skills over time [13].

As a response to these challenges, two approaches to the development of the work-
force have gained ground in the literature in recent years in the context of digitalisation:
re-skilling andupskilling.Reskilling is related to the acquisition of entirely newskills sets
that will potentially lead to new career positions, while upskilling concerns the learning
of new skills that can support the improvement in the current situation. Thus, adopting an
education and learning strategy based on re-skilling and/or upskilling workforce helps
companies respond more quickly to market changes.

The collaboration between academia and industry is considered an effective way
to reduce the existing gaps between workforce capabilities and companies’ needs [14].
Previous studies have discussed different approaches on how academia can interact with
industry in a mutually beneficial collaboration in terms of research, education, training,
students experience, etc. [15, 16]. A demand-driven approach to the development of
education and training programs – especially regarding digitalisation – can accelerate
the adaptation to new requirements, considering that the traditional pace of education
and training programs may not be fast enough to keep up with the changes caused by
digital transformation.

Moreover, partnerships between academia and industry tend to be cost-efficient –
as the mission to identify and retain skills will be facilitated and more flexible and
adaptable [17]. On the other hand, the main obstacles to the success of this type of
partnership may be the differing interests of the industry/employee and the students
when it comes to career projection and the risk of a short-term view by the industry [14].
In this sense, the collaboration between academia and industry to foster upskilling and
re-skilling workforce requires clearly defined roles and mechanisms that allow coherent
cooperation between all relevant actors to favour significant gains.
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The relevance of active teaching methods has been vastly discussed in the literature
over the last years [18].Amore substantial role of the students in their educational process
has been highlighted as a central objective in the contemporary environment. This trend
promotes the increase of methodologies such as project-based learning, problem-based
learning and flipped or inverted classroom [18, 19]. Active learning can be defined as
a method that favours students’ engagement in the learning process [20]. For instance,
in flipped classrooms, students are transformed from passive listeners to active learners
[21].

Besides the methods mentioned above, the relevance of the train-the-trainer model
has been highlighted in the context of academia and industry collaboration [22]. This
model refers to the education or training of potential “instructors” with a set of skills that
allow them to train other people. This approach is commonly used with leaders, who
will be able to train their teams. Pancucci [22] argues that the skills acquired using the
train-the-trainer method, especially in professional learning, enhance the teaching and
learning capacity of the community members. In turn, this increased capacity supports
other education and training events that emerge from a broader professional development
model.

3 Material and Methods

This paper aims to describe and explain the design of a training program to train the
trainers under the digital transformation topic. Therefore, this paper reports an experience
on designing a training program, to be implemented in the near future, and that was
developed in a collaborative way involving the academia, with the experts in the topic,
and industrial associations, closer to companies.

Aiming to design and propose an innovative “train the trainer” program capable of
fostering the digital transition in Europe, structured qualitative research was used in this
study. The primary value of this research design is to enable an enriched picture with
precise and substantial contributions to developing a training programme for trainers
in the topic of digital transformation [23]. In particular, the focus group was applied to
accomplish to the research objective. To define strategies to comprehend better the indus-
trial clusters and specific industrial sectors needs and motivations, and consequently, the
requisites to deliver a course to train the trainers in the topic of the digital transforma-
tion, the focus group methodology can be applied to educational research [24]. Using
this method, it was possible to identify the best practices, frameworks and contents to
support the training programme, namely the learning and teaching activities [24]. Focus
group methodology was conducted involving different groups of participants. There-
fore, two focus groups were conducted: i) one internal (academia), with the experts in
the digital transformation topic, and ii) one external, with the industrial associations
responsible and mentor of this training program. A total of twenty experts in the man-
agement, leadership and training areas were involved, ten from academia and ten from
sectoral industrial clusters. Focus group methodology resulted very well since the pur-
pose of understanding specific aspects and generating relevant information and context
on collective point views. Sharing knowledge and experiences between participants, in
an interactive way, in both focus groups resulted in enriched and valuable contributions
to design the training program.
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The designed training program will be validated in the several modular sessions pre-
pared to be running during June 2021 with a sample of participants from three European
sectoral industrial clusters. Based on the results of these sessions, the program will be
adjusted to better met the objectives, and other training sessions will be prepared by the
sectoral industrial clusters to target the companies. Only after this long process it will
be possible to validate and evaluate the success of this initiative.

4 Results

Considering the context and ambition previously identified, this paper proposes estab-
lishing virtual networks composed of RTOs, industrial clusters and associations, and
industry to promote i4.0 training on a large scale. To leverage these European training
networks, this paper proposes an innovative training methodology for industrial clusters,
based on a “train the trainer” approach, capable of contributing to the training of future
trainers from industrial clusters around the fundamentals and concepts, methodologies,
technologies and tools inherent to the multidisciplinary challenge of digital transforma-
tion that is posed to the organisations. More concretely, after the course, it is expected
that clusters become able to:

– Explain to industry companies the relevance, scope, strategies and approaches inherent
to the digital transformation initiatives of organisations, and in particular for SMEs;

– Understand the importance of a digital transformation methodology that systematise
the effective adoption of digital technologies in manufacturing companies;

– Assess the suitability of a digital transformation strategy applied to a specific
organisation;

– Understand how the organisation structure and operating model need to evolve to
adopt and take advantage of the digital transformation effectively;

– Identify the key technologies that drive the digital transformation aswell as understand
the potential and barriers for its adoption;

– Recognise the intrinsic importanceof combiningdifferent digital technologies towards
a customised data-driven digital architecture;

– Understand the importance of the digital transformation to the development and
deployment of new digital business models;

– Recognise the importance of digital innovation hubs as a mechanism capable of
fostering the digital transformation in the SME ecosystem;

– Todraw recommendations for the future delivery of effective services toSMEs, the cre-
ation of dedicated exchange opportunities (for clustermembers or other organisations)
and the definition of individual and joint strategies;

– To draw recommendations for facilitating cluster members better use of advanced
technologies, improving productivity, resource efficiency, innovation and creativity.

This training course was developed, implemented and tested with European clusters
from textile and advanced production systems sectors within the CLAMTEX European
project.
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4.1 Training Program Methodology

Aiming to achieve the objectives previously identified, an active teaching method was
followed, grounded on an interactive teaching-learning methodology, and leveraged by
an online platform. Considering the actual pandemic context, it was possible to take the
on-site regular classroom-style lecture to a new level by adding interactive and group
activities to the online training experience. Here, two types of training sessions were
proposed: the theoretical (T) and Practical (P) sessions. In the T sessions, with a shorter
duration (30 min), the main objective is to present the fundamental concepts, methods
and tools. In the P sessions (longer sessions, 1,5 h), the aim is to stimulate bi-directional
communication between the trainer and the trainees by empowering discussion and
group interaction, not only to keep high energy and attention levels but also to allow
participants to learn fromeach other’s experiences and knowledge.A case-based learning
method is used to guarantee high motivation and participation levels, where trainees
apply their knowledge to real-world scenarios, promoting higher levels of cognition.
Different case studies presenting a real multidisciplinary problem or problems are shared
before sessions. Therefore, trainees can read, analyse and prepare their participation in
the group exercises that will be promoted and guided by the trainer along with the
P session. At the end of these sessions, the trainer compiles the discussion’s primary
outcomes and exposes/share the main takeaways of the session.

4.2 Training Program Structure

A comprehensive digital transformation framework was designed to support the com-
plete digital transformation journeys iteratively based on multidisciplinary scientific and
innovation results. The framework allows the analysis of companies’ digital maturity, the
design of the company’s digital vision, the establishment of the roadmap for digital trans-
formation as well as the planning and operationalisation of the digital transformation
roadmap.

Furthermore, the framework also supports the implementation of digital transfor-
mation, bridging the gap between the companies and technology suppliers, ensuring
the strategic alignment of the company’s business processes with technologies in a sus-
tained manner, and monitoring the change management process the successful adoption
of technology. Therefore, the program is composed of the following modules:

– Module 1 - Basics of digital transformation, explains the emerging technologies and
the new management and business models’ concepts that emerge with its successful
implementation. The digital transformation does not only impact on technology adop-
tion, but also influences the business models and company strategy. It is necessary
to explore the concepts that will enable the clusters and their company members to
think in a more holistic and business-oriented way. In this module, participants will
learn the concepts and challenges of the emerging technologies of digital transfor-
mation to create an understanding of the potential and implications of adopting these
technologies.

– Module 2 -Maturity assessment and digital strategy design supporting tools for digital
transformation. Here, sessions will cover the entire digital transformation life-cycle,
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from the digital maturity assessment to the technology strategy and road mapping
definition until its implementation, execution and monitoring. The essential tools for
the successful planning and execution of each phase of the digital transformation life
cycle will be presented.

– Module 3 - Digital strategy implementation and systematisation, to guarantee the
successful implementation of the digital transformation in the industry, based on a
well-validated methodology and toolkit that has been developed along the time with
the consultancy services to industry and clusters. The main objective is to provide
clusters with a methodological approach that will support their members to maximise
the return of investment in digital technologies.

– Module 4 - Digital innovation hubs as a one-stop-shop capable of providing advanced
services to the local industry to foster the digital transformation. This module is
based on the five steps for the formation of a Digital Innovation Hub: (1) Assess the
readiness of the Region, (2) Analyse the ecosystem and engage stakeholders, (3) Build
the service portfolio and the BusinessModel, (4) Deliver Services, (5) Evaluate DIH’s
performance and benefits.

The four modules form a comprehensive methodology that allows the cluster man-
agers to support their associates (companies) with digital transformation journeys in a
structured, efficient and effective way.

5 Conclusions

Several approaches can be found in the literature to accelerate the adoption of digital
technologies by manufacturing companies. The companies can only accomplish this
journey towards digital transformation with the support of their partners. Two of these
privileged partners are i) the academia (or research centres) through the participation
in research and innovation collaboration projects and ii) the industrial sectoral clusters.
This partnership has also been accomplished during the last years by developing and
delivering training courses to professionals in companies to upskill and re-skill their
professionals. To target and support more companies interested in embracing the digital
transformation challenge, the training program presented in this study was developed
to train the trainees. Therefore, with this objective in mind, a collaborative partnership
between some industrial sectoral clusters in textile and fashion and a research centre was
created to train the people (trainers) of these clusters in the topic of digital transformation.
Based on the competencies and knowledge acquired in this training program, these
trainers will be better prepared to provide training to professionals in companies in a
more effective way. Thus, with this approach, a proximity strategy is addressed. More
companies are in conditions to participate in the training programmes that would support
them and their companies in the digital transformation challenge and reach the most
significant number of SMEs in the shortest amount of time.

To develop an advanced training programme, an active trainingmethod was pursued,
based on an interactive methodology and supported by an online platform. The training
programmethodology was mainly oriented to group interaction and sharing experiences
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among trainers and trainees. Based on multiple case studies and organised in four con-
sistent modules, rich contents ensure SMEs collaborators’ awareness and preparedness
to perform up-skilling and re-skilling towards industry 4.0 in SMEs.

This study presents the first steps in designing an innovative training program to train
trainees under the digital transformation topic. Based on these results, several research
topics can be addressed in the future. One of them should be how to evaluate the success
of this training program for the trainers. In other words, what KPIs should be defined to
assess skills and competencies acquired by the trainees in this training course. Another
topic should be how to evaluate the efficacy of this initiative on the professionals and as a
consequence in their companies. In this sense, what KPIs should be defined to assess the
impact of this initiative in the companies in achieving the goal of digital transformation.
Finally, one more topic to be addressed in future research should be the impact of the
pandemic situation (and the consecutive lockdown) on the acceleration of the virtual
training and, consequently, on the companies’ digital transformation.
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Abstract. Europe is in a position where the complementarity of the workforce in
terms of competences and skills is able to produce a high added value for industry.
The need for technologies absorption, digitalization and innovation increase dic-
tate a change in the training products, so that every single country is benefited and
utilized, simultaneously. Thus, collaborative educational and training programs
can be standardized. This is a roadmap towards such a holistic design, taking
advantage of the functionalities of RIS hubs that have been established in EU RIS
countries. A framework of five phases is presented involving RIS hubs as well as
the complementary skills of the stakeholders.

Keywords: Complementarity of skills · RIS countries · Technological areas ·
European innovation · Educational and training programs

1 Introduction

The fourth industrial revolution (Industry 4.0), defines the new age of networked and
hence digitalized manufacturing, where computers can control automated production
lines with the coupling of physical and digital technologies, including technologies such
as artificial intelligence, analytics, cognitive control and the internet of things (IoT) [1].
Artificial intelligence will monitor and improve the physical processes of a factory, even
solving problems before they occur. A network of hub factories around the world will be
controlled and upgraded remotely with little need for local human labor. This will gener-
ate abundant opportunities for new products and services, better ways to serve customers,
new types of jobs and, hence, a whole new business model. B. Householder, president of
Hitachi Vantara claimed that “Automation, artificial intelligence, IoT, machine learning
and other advanced technologies can quickly capture and analyze a wealth of data…
Our challenge becomes moving to the next phase … to create value from the findings
obtained through advanced technologies.” [2].

© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
L. M. Camarinha-Matos et al. (Eds.): PRO-VE 2021, IFIP AICT 629, pp. 738–745, 2021.
https://doi.org/10.1007/978-3-030-85969-5_70

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85969-5_70&domain=pdf
https://doi.org/10.1007/978-3-030-85969-5_70


Complementarity of European RIS Territories 739

Recently, the European Commission (EC) has stressed the importance of the real
economy and strong industry as the leading head of economic growth and employment.
According to its vision, the target for the contribution of industry to GDP by 2020 has
been raised to 20%, i.e. reaching a value of e287 billion [3]. Currently, the European
manufacturing industry is responsible for 15% of GDP [4].

Additionally, digitalization has diverse and opposing effects on job dynamics, on the
development of new products and machines as well as on increased competitiveness.
This situation creates new professional needs and these needs lead to the development
of new skills, new roles and jobs or lead to the transformation of current jobs. A new
type of worker known as a “knowledge worker” (“workers with higher education and
characterized by knowledge work that, in turn, requires the generation and application
of knowledge” [5]) is evolving, and it is no longer associated with a single work role.
Therefore, many skills that aren’t essential in manufacturing today will account for 1/3
of the core skills in most jobs in the near future [6].

1.1 Demand of Manufacturing Education in Europe

It is difficult to reach the right talent with the adequate skills to fill the role since there
are not enough candidates with the right skills and ethics to staff the company and in the
future [7]. As the future works will be based on coding skills, it is estimated that by 2020
there will be skills shortage for 800 thousand of skilled IT jobs across the EU [8, 9].
There are about 23 million unemployed people in Europe, with 5 milling of them being
young people. Simultaneously, most businesses are having difficulty finding qualified
employees to fill open vacancies. It is a fact that, in the manufacturing industry, between
10% and 30% of businesses encounter increased production losses due to a shortage of
highly qualified workers. It is anticipated that 80 million jobs were created in 2020, with
16 million of them requiring high-skilled staff [9].

This demand is greater for the less innovative countries (with moderate or modest
innovation scores), also known as RIS (Regional innovation scheme) countries [10],
such as Bulgaria, Cyprus, Greece, Spain, Lithuania, Portugal etc. that don’t have a strong
industrial activity and employment in their region. RIS describes the unequal geographic
variation of innovation and strategies to boost regional innovation capacity. Academics
illustrate the development of new path creation or the various ways of boosting the
development of new activities and industries in regions to generate growth using the RIS
approach [11]. It is thus important to close the huge gap between supply and demand,
in other words, to close the gap between the jobs that are emerging from this radical
technological development, need to be filled and talents with the skillset capable to fill
industry 4.0 enabling jobs.

Thus, the question is whether there can be a common strategy for training among
diversified European countries, so that innovation is accelerated. This study deals with
the integration of research innovation and education activities seamlessly within a single
initiative that is called Teaching Factory (TF) so as to promote the future perspective of a
knowledge based competitive and sustainable manufacturing industry in RIS countries.
More specifically, how stakeholders from various countries of different Innovation score
can collaborate in order to create manufacturing related educational products based on
the concept of TF.
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2 Educational Areas

To date, a number of educational initiatives are conducted aiming to grow innovation
in Regional Innovation Scheme (RIS) countries while increasing the know-how transfer
and enhancing the innovation capacity in industrial partners (startups, scale-ups, OEMs)
and higher education institutions. Also, collaborations such as EIT-RIS aim at the part-
nerships of higher education institutions, research organization, industries and others
partners in the Knowledge and Innovation Communities (KICs) activities, creating the
right foundations. Depending on the regional preference, different specialization among
with the Information and Communication Technology (ICT), logistics, industry, energy,
environment and sustainability, etc. can be selected by the firm’s field [10]. All over
industrial applications, integration of ICT technologies seems to be the most relevant
strategy. For instance, Greece develops a resistance spot welding testbed targeting on
the Cognitive Automation of the process. Another RIS country, Czech Republic, com-
pletes a robotic assembly line, a 5-axis milling workstation and a milling robot testbed
for research, demonstration and learning of those processes (details are given in the
Appendix).

Additionally, Research and Innovation Strategies for Smart Specialization (RIS3),
referring to the national/regional economic transformation, are based on five key aspects
[12]: i) policy support and investments, ii) enhance national/regional strengths, iii) trigger
private sector investments, iv) boost stakeholders, v) evidence-based systems. The vital
goals of RIS3 consist from the smart, sustainable and inclusive growth applying on
the research, technological development & innovation (RTDI) and ICT [13]. RIS3 also
promote the growth of jobs and industries across RIS countries.

RIS and RIS3 are providing the appropriate emergent skills gaps on numerous edu-
cation areas on the added-value manufacturing. The education area may be tentatively
classified in (a) Innovation strategy, (b) Digitalization ofmanufacturing systems and pro-
cesses, (c) Emergent technologies in manufacturing, (d) Advanced monitoring and con-
trol systems, (e) Cognitive Automation, (f) Digital Twins, (g) Advanced ICTs, (h) Intel-
lectual Property Rights and Security Issues (targeting CEO/executives), (i) Sustainable
manufacturing, (h) Digital skills (CAx).

3 Framework for Orchestrating Educational Design

An educational framework design has to take into account all the factors affecting its
operation and the sustainability. Therefore, the Knowledge Triangle Integration (Educa-
tion, Innovation,BusinessCreation) has to be taken into account, and thewell-established
concept of RIS Hubs [14] can be used to this end, gathering all the basic information
needed for this work, such as regional capabilities and needs, technologies offered, as
well as partnerships.

Additionally, the concepts of evaluation, certification and communication are vital to
the sustainability of such programs and frameworks, guaranteeing their usability and the
smooth operation. Additionally, the link to non-RIS countries is also vital, rendering the
exchange of technical andmonetary flows possible, through networking and establishing
information flows and the corresponding value chains.
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The following schematic (Fig. 1) is indicative of the flow of information needed to
design such frameworks. It is separated in five phases; design, preparation, pilots, evalu-
ation, operation and communication, rendering its implementation a feasible target. The
Teaching Factory (TF) paradigm [15] is located at the core, integrating personalized
experiential learning and reducing the needs for evaluation extra steps.

The Teaching Factory paradigm can be used as a medium of experiential educa-
tion. When implemented at a network level (involving and connecting multiple indus-
trial and academic actors), the TF paradigm can bring together diverse competences,
backgrounds and know-how, enabling the effective exchange of knowledge between
them. The network facilitates the launch of collaborativemanufacturing training projects
with mutual interest. Participating organizations can effectively exchange information,
including teachingmaterial, virtual access to state-of-art infrastructure (including Learn-
ing Factories (LF) [16]), real industrial challenges and novel solutions. These organi-
zations are classified into two boards. On one hand, the academic board focuses on
providing novel concepts, approaches, and remotely-accessed test-beds to address both
industrial needs and innovative educational schemes. On the other hand, the industrial
board has the chance to express their needs in terms of training and upskilling personnel
as well as provide a number of industrial challenges to be elaborated by the developed
network. Evidently, stakeholders in both boards can originate from different countries,
creating thus an adequately diversified skills spectrum in order for the training to be
holistic.

Fig. 1. Phases of implementing a complete manufacturing educational program based on
collaboration between RIS countries.

As such, a TF can operate in multiple knowledge transfer modes. “Industry-to-
academia” aims at transferring the real manufacturing environment to the classroom
through the adoption of an industrial project involving one factory in a simultaneous
interaction with one or several classrooms. This interaction can involve discussions,
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presentations, live videos from the production, and other knowledge delivery mecha-
nisms.A characteristic examplewould be solving an industrial challenge,where different
entities could focus on different aspects of it (such as mechanical design, mechatron-
ics, electronics, software, HMI, and business-related aspects). Similarly, benefits arise
when industrial actors from different industrial sectors openly present their challenges
and innovative solutions, best practices or success stories, fostering innovation in other
industries (“industry to industry”). Finally, “academia-to-industry” aims at transfer-
ring knowledge from academia to industry. Test-beds and demonstrators for new techno-
logical concepts are installed into academic facilities (Learning Factories) in order to be
validated by students and researchers or used for professionals training and upskilling.

As an example, the aim of ManuLearn project has been to “to enhance the inno-
vation capacity of the participating EIT RIS countries by improving their educational
framework and by boosting their digital capabilities in order to face the future man-
ufacturing challenges”. Therefore, different stakeholders from industry and academia
can work together to manually develop their skills through co created solutions to real
manufacturing problems combining the concepts of Teaching and Learning factories.

Additionally, the main goal of the ShapiNG I project has been to motivate and raise
the interest of young Europeans, with particular emphasis on high school students (ages
15–18) and with a special focus on females, for activities in the field of manufacturing,
within Portugal, Spain, Greece, and Slovakia. In particular, the aim of the “3D Printing
for Pupils” TF has been to engage pupils with a simple Additive Manufacturing concept
while helping them gain practical skills and knowledge about designing spare parts and
developing skills related to problem solving, decision making, creativity and teamwork.
Thus, activities could be also extended to secondary education and to a broader audi-
ence including high school students, overcoming the fact that high school students may
have limited involvement with the real production environment and the manufacturing
processes and technologies.

3.1 Design of Business Plan

Education-as-a-Service (EaaS) use cloud-enabled business models for teaching or/and
training purposes such as assignments, support, lectures, further reading material, video
demonstration etc. [17]. Internet and cloud-based services comprise the enablers for
the “Education-as-a-Service” [18]. The conventional/traditional educational programs
targeting on static curriculum per course. The EaaS scheme focused on the dynamic
added-value knowledge in emergent topics in each field. The online education business
modelsmainly focus on the profitability of the services through four financial approaches
[19, 20], i) the charge of certifications/badges, ii) the charge of extended services (doc-
uments, demo, etc.), iii) the link of students to potential employers, iv) and last the
advertisements. To date, educational business models profiting from the above services
are referring toMassive OpenOnline Courses (MOOCs) and it’s free for access [21]. For
instance, three major academic-oriented educational platforms are Coursera [22], edX
[23] andKhanAcademy [24] which close collaborate with top universities and institutes.
The number of registrations on these platforms are increasing, however the completion
is relative low and the drop-out rate reaches 85–95% [25]. The hot-topic of Artificial
Intelligence (AI) occurred only a 17.5% completion rate. Another way of educational
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scheme is the “blended course scheme” which assist the conventional curriculum with
virtual courses with the appropriate credits. Now, both Coursera and edX are offering
more advanced course in post-graduate level, which does not require any application
form, but typically cost approximately from 1,000 to 5,000 $ [25].

In manufacturing engineering, no specialized holistic approach of educational and
training platform exists on the market. Hence, a business plan on highly added-value
manufacturing (AVM) is proposed for the developing of a unique educational platform
based on emergent technologies, tools and techniques, both theoretical and practical with
the use of testbeds [26]. Manufacturing engineering-oriented educational platform is
targeting on executives and professional engineers for up/re-skill in RIS/RIS3 countries.

The business model referring on the conceptual framework, while the business plan
to the documenting strategy of the project’s targets [27]. At the starting point of the
training material design, a business model CANVAS is needed to establish all the key
components including cost-related factors. Afterwards, a SWOT-PESTEL analysis is to
be performed to determine the key factors of the business plan. At the end of the design,
a VRIO analysis has to be performed to uncover any competitive advantages of the
platform. The EaaS scheme is used to enhance the accessibility of the courses through
cloud-based services.

4 Conclusions and Future Outlook

It is evident that RIS countries’ complementarity can be utilized towards forming proper
educational frameworks aswell as educationmaterial, aiming simultaneously towards (i)
technology integration inmanufacturing enterprises, (ii) training engineers and operators
on these technologies and (iii) educating students and pupils on manufacturing cutting-
edge technologies. To this end, the orchestration of such activities should be performed
by one framework, taking into account the role of RIS Hubs. The variability in the
background of the involved stakeholders seems to be sufficiently large in order to meet
the needs of continuously evolving European Industry, addressing the need for further
innovation absorption and digitalization.

The details of the preparation lie on the fact that everything should be based on
regional needs and capabilities, thus forming even temporary local networks between
actors from such regions. Then, evaluation, communication aswell as commercialization
strategies need to be involved.

For the future activities, the technical areas need to be harmonized, in a formal and
structured way, as well as the skills and competencies need to be addressed explicitly
through this framework. The way to achieve these is making sure everyone is confident
in themselves being engaged with proper evaluation methods. Also, the evaluation of
the framework in terms of applicability ought to be formulated and evaluated; this will
have to be performed in a twofold way; firstly, with respect to upskilling (knowledge)
workers and secondly concerning technology absorption and innovation enhancement
as foreseen [28].

Acknowledgements. The formation of the current framework has been funded by EITManufac-
turing project “EIT Manufacturing RIS Hubs”.
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Appendix

Material from the projects belowhas been taken, as they complete each otherwith respect
to the goals of the current work.

Table 1. Concepts adopted from various educational projects.

Projects Carrier Concepts Running period

TF KnowNet EIT Manufacturing Learning-Transfer Evaluation
Model

Jan. 2020 – Dec. 2020

Manulearn EIT Manufacturing Academia – Industry TF As above

M-NEST-RIS EIT Manufacturing Evaluation, Cognitive Control
LF

As above

Shaping I EIT Manufacturing Industry – Pupils TF As above

InMas EIT Manufacturing Workshops to pupils As above

M-NEST-II EIT Manufacturing Business Model Jan. 2021 – Dec. 2021
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Abstract. Managing the continuation of an innovation funnel from scientific
knowledge to commercialisation in a collaborative setting is a challenging task.
The purpose of this paper is to explore the best practices for governing the collab-
orative industry–academy innovation process. As an outcome, the paper presents
best practices as well as the weaknesses and strengths of three mechanisms of
collaborative innovation. The mechanisms are: (1) having a strong vision and
enabling technologies, (2) orchestration by a globally operating core company
and (3) regional clusters facilitated by public actors.

Keywords: Practices · Industry–academy collaboration · Co-innovation

1 Introduction

In a modern innovation, hackathons, innovation laboratories, innovation spaces, living
labs, maker spaces and fab labs have been mentioned as necessities for successful inno-
vation. In other words, innovation is based on collaboration between a variety of actors
[1]; [2] – including practitioners from industry and researchers representing an academy.
The fluent management of the innovation funnel, from research ideas and knowledge
towards commercialisation in a collaborative business setting, is a challenging task.
The concrete ways by which industrial actors are seeking improvements and renewal or
benchmarking are often limited by organisations in their industry sector [3]. Recently,
B2B research is increasingly focusing on the broader collaborative settings of actors
connected through the various technological systems and platforms [4].

In this study, we follow the research stream of collaborative networks [5] and aim
to look beyond traditional organisational boundaries. Although the discussion on col-
laborative and open innovation has been active in recent years and, for instance, Davey
et al., [6] presented a wide study of practical case examples of industry–academy collab-
oration, longitudinal studies are still scarce. Therefore, instead of zooming out, we seek
mechanisms for successful collaborative practices between industry and academia. The
purpose of this paper is to explore the best practices for industry–academy innovation
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collaboration. This is done by analysing four different ecosystemic innovation cases in
the context of manufacturing and construction domains.

The paper builds on a comparison between three mechanisms of co-evolution within
the collaborative innovation funnel. All the cases aim to build a novel competitive advan-
tage through systemic changes to current networks as disruption is driven by servitisa-
tion, sustainability and digitalisation. This requires collaborative innovation, crossing
the borders of industrial sectors.

2 The Theoretical Background

Although in textbooks the process of innovation is often simplified into a linear process
[7], in practice it is seldom linear, even in the case of intra-firm innovation. In a collabora-
tive setting, such as industry–academy co-innovation, it can really be amultidimensional,
complex process. Since Chesbrough introduced the concept of open innovation in 2003
[8], the related literature has tried to understand and model innovation practices that go
beyond the boundaries of a single firm [1, 2]. Such innovation ecosystems can be seen as
a special type of collaborative network [9]. In this paper our aim is to explore innovation
that is crossing industrial boundaries [3].

Both the collaborative innovation ecosystems as a whole and their components con-
stantly evolve. A successful innovation ecosystem is the result of a process of continuous
evolution, which is often a long, complex and slow process, and its development may
have different stages of maturity [10]. Beneficial collaboration requires that the actors of
the ecosystem are willing to share the knowledge that is required for the co-innovation
between ecosystem actors and are capable of doing so. Thus, the cross-industry col-
laborative setting includes additional challenges due to the different backgrounds and
cultures of the actors involved [11]. This ecosystem orchestration should be handled
in such a way that the created breeding environment and joint co-innovation processes
remain attractive to all actors.

There are different mechanisms that enable co-innovation between multiple actors.
One mechanism is that an ecosystem can be an artefact when there is an actor that
has a strategic intention to design ecosystemic collaboration [12]. Such an actor can
be a keystone company [13]; a public or research organisation may have a strategical
intention to create an ecosystem.Anothermechanism is that the ecosystem can be formed
autonomously when a sufficient number of actors have aligned strategic interests. The
latter mechanism is often accompanied by hype around a certain topic which encourages
several actors to gather together or it can be based on the geographical proximity of the
actors that operate within the same cluster [14, 15].

Based on the earlier research and practical work with ecosystems summarised above,
in our studywe have identified threemainmechanisms (see Fig. 1) that follow: (1) driven
by a shared vision and enabling technologies, (2) orchestration by a globally operating
core company and (3) regional clusters facilitated by public actors. Each of these mech-
anisms has its strengths and weaknesses as the roles of the involved actors vary. Cities
and local development agencies often play a key role in ecosystems, building on regional
strengths. Ecosystems associated with companies that are strong industrial drivers are
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closely integrated into the international business environment and operations. Ecosys-
tems based on the shared vision enablemajor transitions even though the process of trans-
forming the visions into practical development work may be slow at first. Ecosystems
relying on a strong national vision and a development agendamay encounter fragmented
decision-making in ministries and challenges related to continuity in commitment to the
vision.

Fig. 1. The three mechanisms of innovation ecosystems.

Ensuring sufficient renewal may present a challenge to ecosystems driven by strong
industrial leader companies or based on regional clustered actors. In particular, well-
established companies may be reluctant to give up their competitive advantages and
business operating models.

3 Methodology: A Case Study

The goal of the paper is to explore mechanisms enabling industry–academy collabo-
ration within the co-innovation process in a multi-actor setting. We aim to create new
understanding of the vital role of shared processes in enhancing co-innovation and how
the contributions of the involved industry and academy actors take shape. Accordingly,
we formulate the following research question:What are the pros and cons of the different
mechanisms of ecosystems that are used in coordinating industry–academy collaborative
innovation?

The selection of four case ecosystems was made according to guidelines for case
research [16]. In the cases, researchers had access to the industry–academy collaboration
in four innovation ecosystem settings, and the selected cases were both comparable and
complementary. Table 1 summarises the basic information of these four cases. The level
of analysis was industry–academy collaboration within the ecosystems.

The first innovation ecosystem, ‘Case A’, offers an open innovation marketplace to
match make the challenges of the Finnish forest industry and the innovative offerings of
theFinnish IT industrywith the innovations catalysed by research. The second innovation
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ecosystem, ‘Case B’, connects Finnish manufacturing factories, research institutes and
SME-sized IoT/IT companies via agile co-creation and experience sharing within real-
world production environments. The third innovation ecosystem, ‘Case C’, is developing
a business ecosystemand a platform to promote the development of intelligent data-based
services in the context of smart buildings. Finally, the fourth innovation ecosystem, ‘Case
D’, aims to boost the performance of Finnish manufacturing SMEs and accelerate their
sustainable digitalisation journey. Currently, it has a regional focus as the involved actors
are geographically quite closely situated.

Table 1. A summary of the case ecosystems.

Case Number of participants Industry sectors

Case A Industry:12 large and 9 small companies, Academy: 2
universities and 1 Research and Technology
Organisation (RTO)

Forest, ICT, design

Case B Industry: 8 large companies Academy: 3 universities,
1 RTO

Manufacturing, ICT

Case C Industry: 5 large and 1 small company, Academy: 1
RTO

Construction, services, ICT

Case D Academy and intermediators: 9 research and education
organisations and 5 public actors

Smart manufacturing

The data utilised in this study included, for example, participatory observations on
ecosystem activity in numerous meetings and workshops, their results, different kinds
of project plans and documents, discussions on on-line tools, interviews and facilitated
on-line discussions conducted as part of industry–academy collaboration. In each case,
approximately 20 researchers and over 20 practitioners participated in industry–academy
collaboration activities. The material covers the time period from the initiation of col-
laboration to two and half years from then in Case A, three years ahead in Case B, one
and half year ahead in Case C and approximately one year ahead in Case D.

4 Findings: The Pros and Cons of the Three Mechanisms

The analyses of empirical data from industry–academy collaboration practices were
made based on comparison between the three mechanisms of co-evolution (see Fig. 1)
within the collaborative innovation funnel. Although the four ecosystems have different
modes of operation, similarities were also found. In this section we will first present the
operationmodel of each innovation ecosystemand the key activities in industry–academy
collaboration.

The vision-led Case A ecosystem operates with three levels of industry–academy
collaboration. The long-term vision track is for solving systematic-level industry chal-
lenges and affecting systematic change in the related industry. This track includes, for
example, vision creation and related insights, and it is led by research. Thus, design
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thinking and agile methods enable the industry-driven co-creation track to solve use
cases and create a joint offering. The forest industry companies have stated that ‘we are
transforming the way industry works’. Company-driven collaboration is for scaling up
and commercialising the ideas for international markets. The broad number of company
participants, as well as their different backgrounds, caused some challenges for ecosys-
tem co-operation, and therefore the ecosystem’s operation model continuously evolves
with the participants (Table 2).

Table 2. Case A: Key activities in industry–academy collaboration

Roles Company-driven Vision-led Public/region-facilitated

Industry Industrial companies as
use case owners as well as
IT companies as solvers

The companies are actively
involved in vision building

Academy The identification of new
companies and
matchmaking

Long-term research work
that connects the industrial
use cases and the vision for
industry renewal

Building linkages to the
national agenda through
the funding program

Similarly to Case A, theCase B ecosystem is vision-led and operates through sprints
and by creating proofs of concept (PoCs) for jointly recognised grand challenges. The
participating eight industry actors provide their factories as innovation platforms and
are involved in defining the requirements for the different PoCs. Anyhow, the research
organisation also has an active role in describing the requirements as well as identifying
possible SMEs to provide solutions. Together, the ecosystem steers sprints and PoCs,
and SMEs demonstrate their existing solutions. In addition, ecosystem actors (especially
the academies) assist SMEs in scaling up within the factories involved at the ecosystem,
commercialising the PoC and disseminating the results in, for example, ecosystemwork-
shops, scientific papers and blogs. Anyhow, the SMEs providing the solutions to PoCs
are not members of the ecosystem; instead, they have a role as subcontractors (Table 3).

Table 3. Case B: The key activities in industry–academy collaboration

Roles Company-driven Vision-led Public/region-facilitated

Industry Factories as innovation
platforms, benchmarking
between them

Leading research work
around specific grand
challenges; the vision is
divided into practical,
well-defined PoCs

Academy Matchmaking and SME
engagement

Participating research
work around specific
grand challenges

Research institutes
worked together with a
public funding body to
boost the launch of the
project
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The Case C is a company-driven ecosystem in which all the involved companies
share the vision of building a platform. The ecosystem has a leader company which has
initiated the ecosystem’s co-operation and is providing the starting point for the strategic
agenda and the ecosystem’s paths to international markets. Through hackathons, the
ecosystem actors have opened the identified research agenda to SMEs. The aim of the
hackathons is to open new business opportunities for these SMEs as subcontractors.
The ecosystem has also involved a venture client alliance that has the responsibility
of organising the industry hacks. The industry–academy collaboration is based on the
cross-functional teams, and this ecosystem also organises the shared problem solving in
sprints (Table 4).

Table 4. Case C: The key activities in industry–academy collaboration

Roles Company-driven Visio-led Public/region-facilitated

Industry Companies initiated the
collaboration and actively
manage it

Built together by 7 core
companies

Academy Supports the
company-initiated
co-operation

Participating research
work around specific
topics

The Case D ecosystem is based on the national agenda of smart manufacturing. It
is strongly led by an academy and, on the other hand, it aims to be a roof ecosystem
with several different horizontal and vertical ecosystems and networks. This national
initiative improves the Finnish industry’s performance and sustainable growth through
innovation and knowledge. Currently, it is a quite loosely coupled network of research
and education organisations. The engagement of industry actors is based on the involved
organisations’ independent networks and research projects (Table 5).

Table 5. Case D: The key activities in industry–academy collaboration.

Roles Company-driven Vision-led Public/region-faclitated

Industry Through involvement,
large companies aim to
guide research activities

Companies’ interests are
loosely coupled to the
national agenda

Academy The development of the
capabilities of SMEs
through research and
education

Bridging the national
agenda and the research
portfolio

The strong national
agenda guides the
ecosystem’s work and
linkages to international
research networks
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The empirical analyses of four cases showed that each of the three identified mech-
anisms has its strengths and weaknesses. These pros and cons are summarised in
Table 6.

National agendas, as well as local development agencies and cities, often play a key
role in ecosystems, building on regional strengths. It can be stated that in Case D, the
research organisation has an exceptionally strong role in building the ecosystem. This
was partially based on the strategic research agenda of this organisation. Thus, rather
broad ecosystems relying on a strong national vision and a development agenda may
encounter the fragmented decision-making of different authorities and challenges related
to continuity in commitment to the vision.

Table 6. A summary of the pros and cons of the three mechanisms.

Company-driven (Case C) Vision-driven (Cases A & B) Regional/public-facilitated
(Case D)

Pros

• Direct link to the global
business environment, a
focus on one’s business
development (not joint
offerings)

• Owners’ common business
ecosystem formation and
shared vision

• The leader company is
boosting the strategic
agenda and opening
growth/new markets for its
subcontractors through its
networks

• Actors are equal and have
complementary resources

• A shared understanding and
joint offerings evolve
through collaboration

• Also gathering
opportunities and needs
from the perspective of
service provider companies

• Shaping markets and
building growth through
complementary resources

• Motivation comes from
geographical proximity and
well-known partners

• Extensive agendas and links
to international research

• Trust enabled openness and
knowledge sharing (on a
personal level)

Cons

• Barriers for new companies
to join the ecosystem

• Disrupting the traditional
operating model and aiming
to maintain status quo

• Finding a business owner
and/or changing interests
(business models that
benefit all will not be found)

• A variety of actors poses a
challenge to staying agile

• Scaling solutions for other
industries, slowed down by
solution ownership

• A balance between the
parties – the ecosystem’s
continuity, attractiveness
and renewal

• Readiness of private
investments (including
funding the ecosystem
orchestration)

• Grows the business beyond
regional boundaries

• The business phase is far
away, there is a focus on
technological details,
grounding operations in the
interests of companies (at
strategic level)

• The renewal of
collaboration and networks
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Ecosystems based on the vision enable major transitions even though the process of
transforming the visions into practical development workmay be slow at first. Both Case
A and B provide empirical evidence that it is important to boost collaboration between
the companies who have different competencies and that academies could have an even
more active role in matchmaking the companies as well as in challenging their thinking
based on research results and novel understanding. Digitalisation has been one of the
driving forces for novel collaboration models, but concurrently, it also requires cultural
change towards more agile operation models as well as cross-industrial collaboration.

Ecosystems associated with strong industrial driver companies are closely integrated
into the international business environment and operations. In Case C, all the six case
companies involved share a vision for future business opportunities based around a
platform, although they would have different roles and business models. Based on the
different roles, the six industry companies also had different ecosystem strategies, which
caused some conflicting interest. Therefore, ensuring sufficient renewal may present
a challenge to ecosystems driven by strong industrial leader companies. In order to
avoid this barrier, the involved research organisation had a role as an ecosystem project
coordinator.

Based on the pros and cons analyses of the three mechanisms, we have integrated
the best practices for industry–academy collaboration as a process integrating short-
and long-term needs and the different interests of the actors involved. This process
for industry–academy collaboration (see Fig. 2) aims to optimise the value of research
investment with the three interconnected R&D&I tracks.

First, within the research-driven long-term vision track, novel research results sup-
port industry’s systemic long-term challenge to solve and support companies in direct-
ing future strategic competitive-edge building. Then, the industry challenge-driven idea
co-creation track supports co-innovation in order to solve common concrete industry
problems with relevant research and to create a business impact in the shorter term.
Finally, the industry-owned confidential project track boosts the scaling up and out of
the results gained through collaboration.

Fig. 2. The industry–academy operation mode.
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Furthermore, the longitudinal observations of ecosystem cases also indicated that
different phases of the ecosystem lifecycle require different operations models. Espe-
cially at the beginning, the role of public actors, as well as the role of public funding,
was highlighted. When the collaboration proceeds closer to business operations, it is
natural that the role of companies is crucial in order to boost the emergence of business
ecosystems and networks.

5 Conclusions

In order to identify the best practices for industry–academy collaboration, we have
analysed four cases. Our empirical cases provide practical implications, although every
collaboration within an innovation funnel is heterogeneous with their specialties. There-
fore, it is important to understand how a shared aim, structure of collaboration and
variety of actors influence best practices. As a starting point, it should be noted that the
practices and processes of co-innovation need to be co-created with the involved actors.
In other words, they cannot be brought from one collaborative setting to another with-
out mutual understanding about their meaning. Furthermore, the variety of actors is an
important factor for the diversity of the ecosystem, which will then bring challenges for
coordination. Different interests, as well as different expectations and mind-sets, may
even hinder the collaboration. As for the managerial implications of this study, the three
mechanisms studied may support the identification of the different perspectives of the
involved actors and the concretisation of their roles in co-innovation ecosystems.

Although the literature of collaborative networks provides an excellent baseline for
understanding industry–academy collaboration, there is still room for fruitful research.
The evaluation of the three mechanisms was done in four innovation ecosystems within
their building base; the co-evolution within ecosystems may take years. Therefore, one
obvious avenue for further researchwould be the follow-up of these ecosystems. Then, in
order to test the three mechanisms and their impacts on a larger scale, another important
dimension for future research would be based on a quantitative approach.
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Abstract. Due to the growth of e-commerce, retail order picking problems are
nowadays one of the most challengeable issues in logistics networks. Conven-
tionally, semi-automated picking systems are implemented, using a conveyor for
transportation and operators for preparation. Customer demand being volatile, the
sustainability of the system relies on digitalization and reconfigurability, regard-
ing both the physical and information system. From an operational standpoint, the
performance is driven by scheduling approaches tomanage the bins’ flow however
the system is prone to uncertainty. We develop a decision tool based on a simu-
lation model to accurately reflect the real-life situation and the human-conveyor
interaction. Our aim is to evaluate the practical flow of the system with uncertain
preparation times compared to a theoretical schedule obtained by a deterministic
optimization approach. Numerical experiments including an industrial case study
are presented and discussed.

Keywords: Semi-automated retail order picking system · Scheduling ·
Optimization · Simulation · Uncertainty

1 Introduction

Order picking (OP) process is one of the most critical components of supply chain man-
agement [1]. It plays a fundamental role in ensuring customer fulfillment and in the
smooth running of the logistics warehouses networks. There are several OP methods
that could be applied depending on the company requirements. Manual picking methods
such as “Picker-to-Part” (also called “Pick-by Order”) are commonly used in traditional
warehousing systems, when the volume of orders is low and the parts are heavy. In
these systems, the order picker travels to storage locations in order to bring together
the customer’s required products. Despite their simplicity, the travel of pickers is an
important unproductive part of the OP process. The “Part-to-Picker” method employs
the same physical location as the previous method with the integration of material han-
dling system to bring automatically the products to stationary pickers. Such settings are
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appropriate for high numbers of orders per days and for small and heavy products, as
the material handling systems are expensive investment, and have less margin of error.
“Zone picking” is a semi-automated process which involves a collaboration between a
conveyor system for transportation and order picker for orders preparation. This method
is typically used for retail order picking (ROP) where the ordered products are small and
the delivery dates are tight, as it is the case in e-commerce. As represented in Fig. 1, the
OP process consists in retrieving sequentially different items from one zone into another
until the constitution of the whole customer order. This ROP method is efficient since
it reflects the therein occurring human-machine interactions and allows pickers to focus
only on the picking process. However, it could have some organizational issues such
as flow gridlocks, which induce costs and delays. Hence, from an operational perspec-
tive, the zoning system’s performance relies substantially on scheduling approaches of
managing the flow within the conveyor system. As all semi-automated OP systems, it is
prone to uncertainty due to the variability of the order pickers preparation times and to
the conveyor system’s state (failure or obstruction of a cell causing the conveyor to stop
fractionally or entirely).

Fig. 1. A schematic diagram of a ROP system under zoning configuration

Nowadays, the customer’s demand tends to be fickle and unpredictable and we
attend to the booming of e-commerce, intensified by the current health situation which
has heightened the need for e-commerce as a vital alternative sales solution [2]. Thus, to
remain competitive, companies have to implement digitized and reconfigurable supply
chains, on both the physical and information system levels. In this context,weneeddigital
decision-making tools that enable real-time retrieval of the system data and interaction
with it on an operational scale. Simulation tools and digital twins can be used as such
decision tools enabling the ROP system to communicate and share data for optimal
workflows. They also take into account uncertain data and business rules and help to
evaluate the system’s performance and to highlight bottlenecks. In Industry 4.0, certain
tendencies begin to emerge, which lead the logistics companies to adopt a servitization
approach by offering customized digital tools developed as a service to their customers.
This is in order to strengthen the collaboration with their customers.

In this paper, we develop a simulation model for a ROP system under zone picking
configuration. The aim is to rely on a digital simulation tool to evaluate the system’s prac-
tical flow subject to preparation times uncertainty compared to a deterministic schedule
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that could be obtained through an exact or approximate optimization. The proposed sim-
ulation tool enables to exploit data arising from a servitization process. The reminder
of the paper is as follows: In the next section, a literature review of related works is
presented. Section 3 is dedicated to the ROP simulation model. An industrial study case
is discussed in Sect. 4. Finally, some concluding remarks and research perspectives are
given in Sect. 5.

2 Literature Review

The ROP system we study combines the scheduling aspect along with the consideration
of uncertainty. The problem of scheduling for OP systems has been widely studied in
the literature under a deterministic manner regarding an exact mathematical modeling.
For instance, [3] which minimizes the order picker unproductive times while taking into
consideration limited buffer capacity and the possibility of skipping some zones and
[4] which minimizes the sum of delivery cost and the makespan for multiple zones and
limited vehicle capacity. Likewise, many researchers dealt with the scheduling problem
in supply chain system by assuming that the input data are known. However, in real-life,
scheduling systems are subject to uncertainty caused by the variability of data due to
external constraints or factors inherent to the system [5]. It is therefore crucial to model
these uncertainties during the scheduling in order to enhance the schedule quality.

The issue of scheduling under uncertainty has received great attention from the
researchers in the past decades and it was handled with different methodologies includ-
ing stochastic, probabilistic, fuzzy programming and robust optimization methods [6,
7]. Simulation has been successfully adopted in several studies related to scheduling sys-
tems, to evaluate the robustness of a schedule and analyze the impact of various uncertain
factors [8]. In [9, 10], the authors presented a real-time scheduling methodology based
on simulation to optimize job dispatching rules in two different manufacturing systems.
They considered different strategies based on various dispatching rules and by compar-
ing those strategies, the efficient one is determined. [11] presents a study for a discrete
event simulation with an integrated optimization procedure for a flow-shop layout. A
coupling simulation optimization is proposed.

Simulationmodelinghas also been extensively developed in numerous studies related
to logistics and manufacturing systems. However, to the best of our knowledge, simula-
tion approaches for OP systems remain modestly explored in the literature specifically
in the context of scheduling. [12] develops queuing simulation models to evaluate the
performance of a warehouse that uses sequential zone picking. The proposed queuing
network model focuses on several performance measures such as system throughput,
order pickers occupancy rate, and the average number of bins in the system based on
factors such as the speed and length of the conveyor, the number of picking stations,
and the number of picks per station. [13] analyzes the OP system efficiency under con-
gestion situations. The authors drew attention to picker blocking phenomenon and its
impact on OP efficiency. The OP system’s performance is investigated by implementing
a simulation model, which proves that the system efficiency is directly correlated with
the number of pickers. The recent work presented in [14] intends to evaluate the perfor-
mance of bucket brigade OP system in which a simulation study is conducted to analyze
the effects of various OP configurations.
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There are noworks that take into account the uncertainty in theROP scheduling prob-
lem. This paper presents a simulation model for a ROP system modeling the flow with
a main focus on the variability of preparation times since in human-machine systems,
the human is often the main source of uncertainty.

3 Modeling and Simulating the Retail Order Picking System

The aim of this paper is to develop a discrete-event simulation model to evaluate a
schedule quality applied in the ROP system under uncertainty. The model was built
within Arena simulation software Rockwell Automation to reflect real-life situations
and the human-conveyor interaction. This section describes the ROP system components
and the fundamental business rules integrated in the simulation model.

We consider that the system does not contain loops, that the zones are visited by the
bins in the order of their indices. We suppose that the customer order is known and that
the products are partitioned on the zones. Thus, the bins visiting sequences are known
in advance.

The ROP conveyor system is modeled in a compartmentalized way, dividing it into
cells of unit capacity arranged one after the other. The bins go through the cells with
a fixed transportation time. When a bin is on an input cell of a station, it is directed
depending on if it needs to go on this station or not. Each picking stations is simulated
as a set of two complementary resources: the order picker which process only one bin
at a time and an associated buffering resource with a finite capacity.

As illustrated in Fig. 1, when a bin enters a picking station, it is placed in a buffer.
The bins are processed in the order of their arrival at the station and are prepared as soon
as the order picker is available. Preemption is forbidden.

After the completion of a bin preparation, the order picker tries to evacuate the
prepared bins on the conveyor. If the picking station’s output cell is empty, the evacuation
process is done immediately, otherwise, the bins are maintained in the picking station’s
buffer and the order picker proceeds with his/her activities. The prepared bins are sent
to the conveyor according to the FIFO rule.

Whenever the picking station buffer is saturated, a bin which should access to this
station will remain on the input cell. This flow congestion hinders the bin transporta-
tion, making it impossible for bins to go from an upstream to a downstream station.
Consequently, bins will be accumulated on the conveyor (see Fig. 2).

Fig. 2. A flow congestion situation Fig. 3. A deadlock situation
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If the blocking situation persists and the station’s output cell is upstream from its
input cell, a deadlock can occur. A deadlock is a definitive blocking of the bins flow on
the conveying segment connecting the input and the output cells of a saturated picking
station (see Fig. 3). Thus, it requires a human intervention to unlock the flow.

To deal with the deadlock situations, two different business rules have been applied.
The first rule aims to prevent the bins stationing in the output cell of the picking station.
To do this, a bin is only allowed to access the output cell of a picking station if both
the output cell and the one following it are empty. The second rule models the human
intervention to handle deadlocks. To solve the deadlock problem, and ensure not falling
back into a deadlock situation, only bins coming from the deadlocked station can arrive
on the segment connecting the input and output cells. In this degradedmode, the conveyor
is stopped right before the output cell and all stations which have their output cell in this
segment are not allowed to free bins on the conveyor (see step 1 of Fig. 4). Then the last
entered bin is placed on an additional buffer to enable the circulation of the bins (see
step 2 of Fig. 4).

Fig. 4. A representation of the picking station’s degraded mode in deadlock situation

The bin holding at the station’s input cell will then access the picking station’s buffer
and once the station’s output cell is freed up, the order picker evacuates the prepared
bin in the order of their preparations (see steps 3 and 4 on Fig. 4). The degraded mode
stays on until the station becomes unsaturated. Then, the order picker puts back on the
station’s buffer the bin that was in the additional buffer and the flow retention is lifted.

To synthesize the key components of our simulation model, the bins are the entities
flowing through the ROP system. The resources are: an order picker and a buffer for
each picking station, the conveyor cells and an additional buffer of unit capacity for each
station which is used only in a deadlock situations.

4 Industrial Case Study

The industrial case under study involves a company specialized in themanufacturing and
marketing of products and tools for construction and decoration. Their activity volume
is about 3500 orders per day.

We aim to study the impact of uncertainty and analyze the performance if the com-
pany’s ROP system regarding a predictive scheduling. The system’s configuration is
composed of 4 stations: two pairs of parallel stations, for which the direction is opposite
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to the conveyor, as represented in Fig. 1. The buffer capacity of each picking station is
of 10 bins. There are 50 bins to prepare, which visit on average 65% of the stations with
minimum one station to visit and maximum 4. The OP preparation times are centered
around the company expected average time of 35s. We consider that preparation times
uncertainty follows a truncated normal distribution with a mean of 30s and a standard
deviation (SD) of 10.

In this case study, we draw attention to two different performance measurements:
the makespan performance measure and the order pickers cumulative presence time
(OPCPT) at their stations criterionwhichmeasures the order pickers unproductive times.
The simulation model is executed for one simulation with 50 replications and the time
unit is second.

First, we consider 3 types of predictive schedules obtained from different scheduling
methods with the aim is to study the efficiency and the performance of these scheduling
solutions while keeping the uncertainty level fixed. The first schedule represents the
sequencing approach currently adopted by the company which is based on their know-
how.The second schedule is a feasible solutiongenerated by the solvingof a deterministic
linear model minimizing the OPCPT [3], stopped at a time limit of 3600s. The third
schedule is obtained by considering the earliest due date sequencing rule for scheduling
customer orders. Note that a schedule represents the bins sequencing and their launching
times into the ROP system. In addition, the performance mean gap is the difference
between the performance criterion value of the deterministic solution and the same
performance criterion mean value of the solution with uncertainty.

Table 1 shows that the linear model-based schedule provides the best performance
gap for the OPCPT criterion. The know-how-based schedule has not only the best per-
formance gap for the makespan criterion but also the lowest mean value of makespan
comparing to the other schedules. The due date-based schedule is the most unfordable
schedule with the bigger performance gap for both makespan and OPCPT performance
measurements. This could be explained by the fact that the due date-based scheduling
method does not take into account the ROP system workload and only considers an
external factor (customers due dates). The simulation model could be a decision tool for
the company decision-makers, enabling them to choose the most adequate schedule to
apply in the ROP system depending on their interests.

The next experiment focuses on the impact of the variability of the uncertainty level.
Weconsidered the know-how-based schedule forwhichweconsider different uncertainty
levels by modifying the value of SD.

The experiment shows the linear variation of the makespan performance mean gap
with the increase of the level of uncertainty unlike the OPCPT performance mean gap.
The reason behind the increasing gaps is that system started to generate blockages. In
addition, due to the non-linearity of the number of deadlocks, the number of human
interventions would be difficult to predict with increasing of the uncertainty level.
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Table 2. Impact of the variability of the uncertainty parameter

OPCPT
Performance
Mean Gap in %

OPCPT
Confidence
Interval in %

Makespan
Performance
Mean Gap in %

Makespan
Confidence
Interval in %

Nb of
Deadlocks

Nb of
deadlocks
Confidence
interval

SD = 5 7.83 [6.61;9.03] 5.11 [3.97;6.24] 2 [1;3]

SD = 10 12.42 [10.94;13.88] 5.70 [4.30;7.09] 3 [2;4]

SD = 15 13.21 [11.60;14.80] 6.52 [5.03;7.99] 5 [3;7]

SD = 20 16.28 [14.41;18.13] 7.71 [6.03;9.37] 9 [7;11]

5 Conclusion and Perspectives

This paper develops a simulation model of a zone OP system with the aim to evaluate
a predictive picking schedule under uncertainty. The work points out the impact of
the variability of the preparation times on the system’s performance measurements. By
referring to the simulation, industrial decision-makers can anticipate on future deadlocks.
They can also compare different schedulingmethods and analyze the schedules resilience
to uncertainty in order to find the best one that meets their needs.

Further proposed analysis could be by considering other sources of uncertainty like
the conveyor’s system state (failure of a cell causing the conveyor to stop fractionally or
entirely) which will add an extra layer of perturbation. Another complementary work is
the coupling and interaction between simulation-based and optimization methods. We
think this could be the key to absorb real scheduling uncertainties especially when the
problem gets more complex.
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Abstract. The paper develops, for partners, a decision tool to assess the economic
and ecological impact of collaborative freight delivery, before accepting to inte-
grate a horizontal cooperative coalition. The proposed mechanism is based on the
design of a sustainable collaborative supply chain for specific competing dry food
distributors inMorocco. The success of such practice requires addressing different
issues, among them: the redesign of the supply chain and the fair cost allocation to
participating partners. An extension of the two echelons Location Routing Prob-
lem (2E-LRP) was exploited, to investigate how this collaboration can support the
participants during a predefined planning horizon. The Shapley value method is
used to evaluate the individual opportunities savings. We opt for Multi-objective
to detect a good trade-off between the economic objective and the ecological
one. Case study confirms the economic and environmental positive impact of the
shippers’ collaboration with different optimal network configurations.

Keywords: Horizontal logistics collaboration · Network design · Two-echelon
location routing problem · Multi-objective optimization · Sustainability · Case
study

1 Background and Motivation of the Research

The multi-stakeholder partnerships and collaboration are crucial in efforts toward sus-
tainable supply chain [1]. Logistic collaboration becomes an interesting topic and it
receives considerable attention in recent years. (Cao & Zhang 2011) [2] define supply
chain collaboration (SCC) as like «a partnership process where two or more autonomous
firms work closely to plan and execute supply chain operations toward common goals
andmutual benefits». Different types of classifications for SCC exist. Themost expanded
referring to its direction. SCC is classified into two categories: vertical and horizontal
collaboration. The vertical collaboration concerns two or more organizations (receiver,
shipper, carrier), which share their responsibilities, resources, and data information to
serve relatively similar end customers [3]. Horizontal collaboration occurs between com-
panies in the same level of supply chain [4]. Vertical cooperation has been the focus of
various research efforts over the last decades. Horizontal cooperation (HC) is starting to
gain traction as a one of the key policies to assure sustainable supply chain [5, 6]).There
are several ways for HC: carriers collaboration and shippers collaboration.
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Over the last years, a good recent reviews on HC appeared in Logistic and Trans-
portation as, [5, 7–10]. These reviews pointed out the scarcity of papers integrated the
environmental issue in HC analysis. Compared to carriers’ collaboration, there are few
works on the problem of shippers’ collaboration. From operation research approach,
most of papers were based on vehicle routing problem and its variants whereas few
papers treated supply chain design directly, where facility location or location routing
decisions should be taken in collaborationwith other supply chain partners. For interested
readers, Prodhon & Prins 2014 [13] published exhaustive literature review of Location
Routing problem (LRP).

A few studies have analyzed the benefits of HC by combining location and routing
decisions such as [14–17] but they focused on economic indicators. Works as [18–20]
quantified the environmental and economic effect of implementing HC but, optimized
separately. To minimize costs and carbon emission under a bi-objective approach, (Yong
et al. 2018) [21] studied variants of vehicle routing problem (VRP) without integrating
facility location (FL) and (Mrabti et al. 2020) [22] suggested a FL model without inte-
grating VRP. Recently, (Aloui et al. 2021) [12] proposed a bi-objective ILRP which
combines routing, facility location and inventory decisions to assess the benefits of HC.
This study has not been tested in real life-case. It was based on randomly instances and
hypothetical data. Furthermore this study did not address the allocation of individual
savings between partners.

For that, we note the need to gain a comprehensive perspective of the supply
chain design and sustainability in horizontal collaboration between shippers through
multi-objective decision-making models. These models permit to decision makers to
understand the potentialities of such alliances.

In our previousworks [11, 23], we investigated the potential economic and ecological
impacts of combining depot location and vehicle routing decisions in urban road freight
transportation under HC. We proposed a multi-objective, two echelon location routing
problem (2E-LRP) to evaluate, the tradeoff between the objectives. In these works,
extended known instances representing the real distribution in urban area were used to
test the proposed model.

Due the importance of food wholesale supply chain, we evaluate in the current study,
the impact of HC in this supply chain efficiency. We extend the 2E-LRP mathematical
model developed in our previous studies to consider multi-period planning framework
and we test the applicability of the model on a case of cooperative coalition composed
of dry food wholesalers operating in Morocco.

The remainder of the article is structured as follows. In Sect. 2 we introduce the case
study, in Sect. 3 we describe our optimization approach, in Sect. 4 we show and discuss
the results, and in Sect. 5 we conclude this article and suggest future research directions.

2 Case Study Description

We evaluate, in this paper, the effect of implementing HC in distribution for a dry food
supply chain in the Moroccan economic region of Souss-Massa. We consider a coalition
of three independent dry foods distributors specializing in the wholesale distribution of
flour products with more than 20 years of experience in the sector. The companies are
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designated as (BG, BL and BB) to maintain its anonymity. They service many different
types of customers such as bakeries, grocery or retail stores and resellers. All partners
compete with each other, but they have to look for new ways to be competitive. Actually,
these distributors organize their logistics individually but aim to intensify partnership to
reduce cost and emissions by joining their distribution decision. Goods are distributed
to customers via transitional depots. Trucks are utilized to transport directly goods to
these depots for consolidating flows. Later, goods are delivered to customers using
small vehicles. Our study does not suppose inventory planning at depots (cross- docking
facilities) (see Fig. 1).

We redesign the distribution network to support horizontal collaboration with the
objectives of minimizing, the transportation cost and carbon emissions in a two-echelon
distribution system. The current problem combines two decisions: Location –allocation
problem and routing problem.

Stand alone scenario Collaborative scenario

Fig. 1. Stand alone scenario Vs Collaborative scenario

3 Modeling and Optimization Approach

Theproblem ismodeled as bi-objective 2E-LRPextended fromour previouswork [11], to
consider multi-period planning. The problem consist of selecting a group of depots over
the planning horizon, defining customers to visit for each period, allocating customers to
chosen depots and assigning the routes serving the customers to each depot. The studied
problem is defined on a directed, weighted graph and on a horizon H composed of P
periods with shipping date t ∈ P. In order to convert the model to a multi-period model,
the index t, which represents each period of the planning horizon, is included in the
single period model equations.

We adopt the same assumptions and constraints as presented in [11]. The economic
objective function includes the fixed cost of exploiting depots, the handling cost in
depots, the fixed costs of trucks and vehicles and the traversal costs of the arcs in the two
distribution levels. The environmental objective consists of carbon emissions induced
by the trucks and vehicles. These emissions depend on travelled distances, load and
capacity of vehicles or trucks, confirmed to European studies such as [24, 25] and [26].
This ecological model is generally easy to apply in optimization problems. Due to space
limitation, the rigorous mathematical description of the model is beyond the scope of
this article and is detailed in [11].
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The 2E-LRPmodels can be implemented to analyze the two scenarios: Non collabo-
rative scenario (NCS) and the collaborative scenario (CS). Three base cases will be used
for analysis: (i) Cost minimization (C_min) where the economic objective is solved (ii)
Emissions minimization (Em_min) where environmental objective is solved (iii) Trans-
portation cost minimization versus carbon emissions reduction (C_St_Em) where the
bi-objective model is solved.

The model is implemented and solved exactly using commercial solver MATLAB
2014 (which uses a branch-and-bound algorithm) and tested on a 4.2 GHz Core i7
desktopwith 16GBRAManda64-bits operating systemunderWindows10 environment
desktop.

Because of confidentiality, no cost can be shown in this manuscript. Nevertheless,
we evaluate the impact of HC based on the percentage of generated savings, comparing
collaboration scenario with the stand alone one.

4 Results

4.1 Data and Information

The studied product is the flour packaged in bags of 25 kg. Partners provided us with a
record on four weeks orders placed by the customers. The weekly delivery is once and
the average demand per customer is 11 units. Each supplier has its own and unshared
customers with other partners. In collaboration, suppliers will share their own depots.
Eight potential depot locations and 37 delivery points have been identified (See Table
1). The travel distances and the travel times were calculated using the Google Distance
Matrix API which provides travel distance and time for a matrix of origins and destina-
tions. We consider groups of homogeneous vehicles and trucks. Their characteristics are
summarized in Table 2. According to the speed limitation and traffic condition, speeds
are set as 60 km/h of trucks and as 30 km/h for urban vehicles. All customers must be
served between 6 am and 11 pm. Then the urban routes cannot exceed a time length
of 5 h. Because of confidentiality, we cannot reveal the sensitive data and information
(e.g. demands, geographic localization and costs). Further parameters are available on
demand to the corresponding author of this paper.

Table 1. Partners’ characteristics

Supplier Depots Customers’ number % of the total delivered quantities of the
coalition

BG DC1, DC2 and DC6 14 40%

BL DC3, DC4 and DC7 13 41%

BB DC5 and DC8 10 19%
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Table 2. Trucks and vehicles characteristic

Urban vehicle Truck

Type RENAULT-Master FORGON TRACTION L2H3
2,8T (Base cases)

Volvo FL514 4 × 2
Platform 14 ton

Capacity (Bags) 55 150

E(empty)(g/CO2) 208 650

E(full)(g/CO2) 234 780

4.2 Single Objective Approach

In this part, we consider a single objective approach to evaluate the potential impacts of
cooperatively reducing cost as well as emissions.

Non Collaborative Scenario (NCS). First,we evaluate the extreme solutions in the two
cases (C_min) and (Em_min). Focusing on the aggregated amounts all over the planning
horizon(Four weeks), results are presented in Table 3. The load rates are calculated as
(total demand of route)/(capacity of the vehicle/truck) for each vehicle and truck. We
calculate the trucks’ and vehicles’ numbers as the maximum number performed by
vehicles or trucks during a period over the horizon planning. Results show that, for the
three suppliers, lower environmental impact involves a higher transportation cost. For
suppliers BG, BL and BB, carbon emission reduction with 18%, 14% and 38% can be
achieved, respectively, at 11%, 9.8% and 6.5% augmentation on the cost of the C_min
case. From Table 3, this reduction is related to the decrease of travelled distances after
the modification of chosen depots in Em_min case. These DCs are better propagated
and closer to customers. These depots have more expensive open or handling costs,
which justifies the increase of shipment cost. Compared with C_min case, the vehicle
load factor (VLR) decrease in Em_min case as the number of vehicle increases and the
number of customers allocated to depots is modified. The average load rates of truck
(TLR) do not change because the number of trucks is the same in both cases.

Collaborative Scenario (CS). To assess the potential impacts of HC in the studied sup-
ply chain, the cooperative scenario is compared to the stand alone scenario. To evaluate
the NCS, the sum of transportation cost, emissions and other metrics of individual com-
panies is calculated. The obtained results are presented in the two last columns of Table 3
and in Fig. 2. Results show that the collaborative scenario surpasses the non-collaborative
one in all cases. Gaps between the two scenarios are positives, proving the profitability
of horizontal collaboration. In C_min case, a profit of 9.40% and emissions reduction
of 4.66% are obtained. In Em_min case, a profit of 5.58% and emissions reduction of
23.57% are obtained. As shown in Table 3 and Fig. 2, these positive gaps is related to the
diminution of the travelled distances and the vehicles’ number after the new assignment
of customers to depots and the augmentation of vehicles’ load rates. Also the number
of selected depots decreases from 5 to 3 after collaboration, leading to the reduction of
facility opening costs.
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Table 3. Summary results for cooperative and non cooperative cases

Scenario (kgCO2) Travelled 
distances 
(Km)

Trucks 
number 

Vehicles 
number 

satellites number : 
open satellites/
number of assigned
customers 

TLR
%

VLR
%

BG C_min 392 560 3 5 2:DC2/9;DC1/5 65.4 87.2

Em_min 324 452 3 6 2:DC2/10;DC6/4 65.4 72.6

BL C_min 284 388 3 6 2:DC4/10;DC3/3 66 73.4

Em_min 244 332 3 6 2:DC7/3;DC3/10 66 73.4

BB C_min 96 188 1 3 1:DC5/10 96 71.2

Em_min 60 92 1 3 1:DC8/10 96 71.2

Total 
NCS 

C_min

772 1136 7 14

5:DC1/5;DC2/9;
DC3/3;DC4/10; 
DC5/10

70 77.8

Em_min

628 876 7 15

5:DC2/10;DC3/10;
DC6/4;DC7/3; 
DC8/10

70 72.6

CS C_min
736

960 7 12 3:DC2/10;DC4/11;
DC5/16 

70 90.74

Em_min
480

664 7 13 3:DC2/4;DC3/24;
DC8/9

70 83.76

Cost and Emissions-Sharing Agreement. Before that the suppliers accept to partici-
pate in a HC coalition, an assessment of the individual opportunities savings must be
available. Several cost allocation tools were suggested in the literature. (Guajardo 2016)
[27] presented a review on cost allocation tools on collaborative transportation. The
Shapley value method is quantified as a possible best practice by the industrials partici-
pating in European CO3-project ([28] and [29]). As explained by [30], the Shapley value
is calculated using the marginal values of the each partner in all possible sub-coalitions
and then the it incites partners to be collaborative as it guaranties the stability and fairness
among partners. The cost allocated to partner p can be calculated by using (Eq. 1). Given
a player i, a coalition N, which consists of sub-coalitions S ⊆ N, that each generates a
cost c(S), the Shapley value is:

CShapley
i =

∑
S⊆N\i

|S|!(n − |S| − 1)!
n! ∗

(
c
(
S

⋃
i
)

− c(S)
)

(1)

For these reason, we opt for the Shapley value method to allocate the collaborative
gains in the current case study. Figure 3 focuses in the individual gains generated after
collaboration. Results illustrate the economic and ecologic positive effect of the shippers’
collaboration. While the Em_min case induces an average reduction in total cost in the
range [4.81%, 8.38%], these values increases to [5.25%, 22.01%], when considering
C_min case. For carbon emissions, gains increase from the range [0.64%, 13.53%] in
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C_min case to the range [16.97%, 28.52%] in Em_min case. This is due to the fact that
minimizing costs requires opening less expensive depots which involve larger distances
while minimizing emissions leads to shorter distances due to opening more expensive
depots. The small supplier BBwas the largest beneficiary of collaboration. This supplier
obtained an economic profit of 22% in C_min case and an ecological gain of 13% in
Em_min case. The big size suppliers have more customers and demand and then, more
cost and emissions were allocated to these suppliers.

Fig. 2. Aggregated gains analysis after collaboration

Fig. 3. Gains analysis using Shapley value method in the two extreme cases

4.3 Trade-off Analysis

The Multi-objective analysis leads to detect a good trade-off between the economic
objective and the ecological one. The efficient frontier is the group of non-dominated
solutions for the association of different objectives [31]. We generate a set of efficient
solutions using the approach adopted by [32] as a simple and easy technique to imple-
ment. The approach is based on the weighted sum method where a value of importance
(α) is assigned to each objective, according to predefined interests of the decision [33].
As described by (Halevy et al. 2006) [32], a normalization of the objectives is required
because they have different units of measurement. Normalization utilizes the results of
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single objective approach. The objectives are aggregated into a single objective function.
The function to optimize is as follows:

Min Z = α

(
C − Cmin

Cmax − Cmin

)
+ (α − 1)(

E − Emin

Emax − Emin
) (2)

C is the function minimizing transportation Cost and E is the function minimizing
transportation Emissions. The value α of ranges between 0 and 1. Values of Cmin and
Emax were obtained by minimizing transportation cost (α = 1). Minimizing transporta-
tion emissions allowed us to calculateCmax andEminwere (α = 0). The obtained Pareto
frontiers is presented in Fig. 4. Varying α 10 times leads to, only 5 different solutions.
The case (α = 0,2) is the most favorable scenario for ecological impact. The slopes of
Pareto frontiers clearly decrease after this point

Fig. 4. Efficient frontier between the transportation cost and the ecological impact

5 Conclusion

Horizontal collaboration is one of the efficient strategies to persevere in the competitive
market and to respond to the environmental concerns for wholesale supply chain. Found
onmulti-objective 2E-LRP, we confirmed the positive impact of horizontal collaboration
on costs aswell as on carbon emissions.We found that cost’s optimization and emissions’
optimization are two conflicting objectives. This brings to different optimal configura-
tions of the studied network and leads to the dissimilar selection of depots and allocation
of transport flows. Consequently, generated saving changed based on the selected con-
figuration. These savings come from several factors. Collaboration contributed to the
decrease of the number of open depots and travelled distances. Before any decision to
integrate the coalition, each partner would like to quantify the impact of the collaboration
on his own profit and loss. Therefore a fair allocation mechanism should be adopted.
The allocation of cost and CO2 emissions is assured using the Shapley value method.
The Multi-objective approach contributed to the detection of a good trade-off between
the economic objective and the ecological one. Tests revealed that the incorporation
of ecological condition into to economic objective influences the generated gains. The
partners must decide on the solution based on their preferences and importance of cost
and emissions gains. This research can be useful to other supply chain design problems
in different areas as e-commerce, drug distribution or retail.
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Important extensions to studied problem can be proposed like: The incorporation of
additional objectives to optimize as individual preference.Here, each partner can precise,
in priori, his preference regarding the reduction of logistical costs versus reduced CO2
emissions. To handle large-scale instances within reasonable computational times, the
development of meta-heuristic approaches (such as NSGA-II) would be a meaningful
direction.
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Abstract. Shifts in needs coupled with dynamic markets and technological evo-
lution, requires that products and production infrastructures be capable providing
extended value for stakeholders throughout the comprehensive systems life cycle.
Product change not only reflects shifts in externalities but also on the legacy man-
ufacturing system that produce it. In such situations where product and production
change occur it is critical to actively plan and integrate unique system character-
istics that can leverage different change types. This requires consideration of not
only the changes needed for the product, but also the relational changes of the
manufacturing infrastructure. This research provides a basis to support extended
value delivery for legacy systems through a conceptual framework based on liter-
ature and a use case that evaluates the types and intensity of specific change states
according to existing product and production system specifications. The findings
from the food processing industry case suggest that knowledge, enabled via smart
collaborative networks, and change histories can be effectively used to increase
and extend the value of both products and production systems when subject to
dynamic changes.

Keywords: Changeability · Ilities · Extended value · Life cycle · Production
systems · Systems engineering · Food production · Industrial case · Conceptual
framework

1 Introduction

New and novel systems continue to be requested including those in manufacturing.
However, similar to software development where systems are updated or re-developed
through the use of existing system, manufacturing systems are frequently built out of an
existing architecture that has in some form been previously deployed [1]. The leveraging
of systems to meet new stakeholder needs arises from system complexity and the high
development costs associated with creating a completely new solution [1]. By leveraging
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knowledge derived from legacy systems it is possible to evaluate functionalities, reducing
costs of change, production down-time, maintenance costs, re-training of employees,
un-needed capabilities and undesirable perpetrations [2, 3].

Changeability as a high-level system-ility (flexibility, agility, adaptability, robust-
ness, reconfigurability) is one of the possible solutions that can be applied to extend the
value of systems, reducing the time and cost for making changes and improving how
system functions are delivered [4–6]. The ability to leverage change for extended value
enables legacy systems to be more efficient at adapting to changes that emerge from
a variety of sources (shifts in requirements, stakeholder needs, and system functions).
To accommodate this, an active and coordinated strategy is required, and while it is
not possible to generalize the level of changeability for every system, it is possible to
analyze the number of changes the system can easily make (cost vs. time) and the value
implications of the suitable changes [7, 8].

The objective of this paper is to provide a literature-based framework, to support
the extended value for legacy systems. The paper proposes an approach to support the
extension of legacy system value as well as discusses how different types of change can
affect the production systems based on an applied use case. The article is structured
as follows: Sect. 2 discusses the elements of changeability and implications for legacy
production systems. Then, Sect. 3 presents an approach for extending the value of legacy
systems in the liquid food processing sector that is implemented through a case study,
which is described in Sect. 4. Section 5 concludes the article.

2 Changeability and Legacy Production Systems

Changeability represents themodification of systems in anticipation of, or in response to,
changes in exogenous variables [9]. In respect to legacy systems this includes extending
value throughout a systems life cycle, where the incurrence of change should extend the
value of the system in an active manner. This requires distinct contextual and operational
knowledge, increasing the complexity of the decision process by requiring an agent to
initiate changes that allow for the system to maintain a value throughout its life [10].
In analyzing such systems, it is possible to evaluate change options that reflect on the
total number of potential changes the system can make (top-down), or the magnitude of
a specific change according to its utility value.

2.1 Ilities and Changeability Elements

“Ilities” are grounded in strategic thinking and decision theory and refers to the the-
oretical and applied notion of change within systems [11]. Changeability represents a
high-level system ility that is characterized by the ability of a system to change form,
function, or operation, through lower level ilities such as flexibility, agility, adaptability,
evolvability, reconfigurability, versatility, and robustness. A change can be understood
as any transition of the system from one state to another [12]. Changeability determines
what changes, but also how the change occurs and the effect the change has on the system
throughout its life cycle [4, 5, 7, 13–17].



780 B. P. Sullivan et al.

Engineering “change” accounts for some of the largest resource intensive processes
in engineering design [18] and through the utilization of “ilities” within systems this can
be reduced. Regardless of the change, intentional/unintentional stakeholders desire for
systems to effectively perform and deliver value (Mekdeci et al., 2012).

While changeability is traditionally viewed as a design decision to enable the change
of a system, when applied to the evaluation of legacy systems the real options for modifi-
cation become the focal point. This transitional view of the concept derives from the fact
that even the most experienced engineer/team cannot predict all foreseeable changes.
Within production processes where system of systems (SoS) are prevalent this means
that even if a system was designed for change there will be elements of the SoS that
affect how the change occurs, the agent responsible, and the change effect [19].

2.2 Legacy Production Systems

It can be necessary for legacy systems to change according to a variety of affects includ-
ing changes in product specifications, volumes, materials and stakeholder needs. Such
systems previously developed through past efforts, represent deployed and designed sys-
tems that operate as/within a SoS architecture requiring consideration of what’s being
produced, resource availability, stakeholder expectations, utility value and functionality.
Systems that were initially developed to provide some form of value to a stakeholder
are through dynamic pressures being required to change. Determining how changes can
extend value requires consideration of how they fit into the SoS and the long-term change
value according to feasible tradeoffs as illustrated in Table 1.

Table 1. Techniques to understand and analyze legacy systems.

Technique Tools Legacy type

Reverse Engineering CAM software, NC programs, Solid-modeling
software, Parametric Diagram

Deployed

Change History Design Structure Matrix, Change Prediction
Method, Domain Mapping Matrices

Design, Deployed

Documentation Functional Block Diagram, Use Case
Diagrams

Design, Deployed

Technical Manual Requirement Diagram, Functional Block
Diagram, Use Case Diagrams

Design, Deployed

Generalization Functional Block Diagram, Internal Block
Diagram, Use Case Diagrams

Design, Deployed

Interviewing Sequence Diagram, Use Case Diagrams Design, Deployed

Process Modelling State Machine diagram, Internal Block
Diagram, Analysis Model

Design, Deployed
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3 Framework for Extending Legacy System Value

Manufacturing industries, system products and customer services provide value through
their ability to fulfil stakeholders’ needs andwants. These needs evolve over time andmay
diverge from an original system’s capabilities. Thus, a system’s value to its stakehold-
ers diminishes over time. Some reasons for this decrease include growth in stakeholder
wants and technological opportunities, which make an existing system seem inadequate.
Other reasons are growth in a system’s maintenance costs, due to effects such as depre-
ciation and component obsolescence. Still other reasons are changes in the environment,
for example new rules and regulations and so forth. As a result, systems have to be peri-
odically upgraded at substantial cost and disruption. Since complete replacement costs
are often prohibitive, system adaptability is a valuable characteristic. Current concepts,
methods and tools for architecting engineered systems (emanating from engineering
disciplines) lack vital business and economic considerations. As a result, most archi-
tectures are not easily adaptable to evolving manufacturing needs and product variants
[20]. This gap hinders the European industry from delivering updated products/services
quickly and cost-effectively, prevents optimal manufacturing performance, and threat-
ens Europe’s leading world position. In summary, increasing a system’s lifetime value
requires improved methods of architecting it.

This framework suggested in this section was developed by leveraging literature
and a series of interviews from production and system engineers in the food processing
industry to support the management of legacy systems by evaluating the types and
intensity of specific change states according to existing product and production system
specifications. As illustrated below (Fig. 1) this framework represents a basis to advance
and support the evaluation of legacy system changeability for the purpose of extended
life cycle value, in response to stakeholder needs and dynamic pressures.

The framework is a question-based framework built around 8 dimensions that
characterize changeability in legacy systems, detailed in the following.

1. System State: In cases where the system being analyzed has been deployed and
are highly embedded into daily routines it is difficult to modify and replace the
singular sub-systems or components when new technology or other needs must be
brought forth. Additionally, refactoring or modernizing any deployed legacy system
requires careful analysis of the extent that any change or failure to that system
will have. Similarly legacy systems which were previously designed that have not
been deployed require these same incidents to be overcome. While modularity and
other lower-level ilities have successfully been used, this requires either a complete
analysis of how the system can change, or redesign of the entire system. The redesign
of the system design may have the greatest long-term value for the manufacturer of
the equipment however can be slow and expensive.

2. Change Affect: The inclusion of socio variables has been a regular practice in
systems engineering since the 1970’s and have been found to be the most critical
areas giving rise to system change [17, 21].

a. Regulatory based externalities refer to norms set by the standardizing organi-
zation, governments, governing bodies, and the organization itself. The laws
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Fig. 1. Conceptual framework for the analysis of changeability within legacy systems.

and regulations are models that require companies to analyze the potential
impacts of the system (health, safety, compliance). Regulations can include
the Stakeholder security interests like Intellectual Property Rights, Information
Assurance, Security Laws, Supply Chain Compliance, and Security Standards.

b. Dynamic Market based externalities are an effect of the new markets are emerg-
ing rapidly, while existing markets are changing. Staying ahead of competi-
tion requires highly responsive abilities that allow for changes to the system
throughout the life cycle of the legacy system.

c. Dynamic Technology based externalities are a response to the development of
new technologies that are required to produce the specific product, or at behest of
the change agent. Technology changes are necessary to keep a system compet-
itive, meet changing market demands, or requirements for customization, what
is partially addressed in Schulz [22].

d. Environment based externalities reflect the level of integration, number of sub-
systems and how they are embedded.

3. Change Type: All changes can be seen as both threats and opportunities. On one
hand, changes enacted by the agent can increase the amount of rework and can
lead to additional changes, thus increasing costs and effort; on the other, they offer
the chance to improve the system, increasing the performance, providing useful
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functionalities or reducing undesired features [23]. The forces representing what the
system must respond is categorized on how each change emerges depending on the
agent and the decision taken (impact, observation, decision-making).

a. Initiated Change: Can be planned and unplanned changes that are generated by
an outside source and are frequently attributed to a change in requirements.

b. Emergent Change: Are “caused by the state of the design, where problems occur-
ring across the whole design and throughout the product life cycle can lead to
changes” [24].

c. Propagated Change: Undesired changes that come due to other changes having
been made to the system.

4. Change Agent: The forces representing what the system must respond to (change
for) are presented and acted upon through a distinct agent. The respective change can
be either intentional or implied, but always requires the ability to set the necessary
change inmotion. As shown in [12] the initiator can either be in or out of the technical
system.When classifying the respective change agent it is important to considerwhat
is necessary for the decision maker to initiate this change according to the impact,
observation and decision-making [12].

5. Change Option: The modelling of features and functions allows for change options
to be identified according to the number and magnitude of the changes the system
can perform to support value generation. This parameter describes the feasibility
of the change, the suitability in respect to value extension and how the change
can be facilitated through the subsequent change. The number of potential viable
changes the systemcan afford,magnitude perspective of the change (can be amatrix).
Reflecting themost critical changes, and pathway that the systemcan follow to extend
the value of the system.

6. Change Enabler: As a system architecture-type ility, enablers allow for a system
to change and are related to the change-type ilities [25]. Affecting the inherent
complexity of the system, enablers determine the effectiveness of the change.

7. Change Ility: The ilities for implementing or enacting the changemust be compatible
with the functions of the system and needs of the stakeholder. Through the evaluation
of suitable changes the architecture of the system can go beyond functionalities
(reliability, maintainability, etc.), to include life cycle implications. The application
here of lower-level ilities as means for change allow the balancing for the number
of changes (volume) and value generation.

8. Change Effect: Based on the selected ility the value and utility of the change can
be analyzed for the change, the system and the SoS. This can be accomplished
through different degrees of abstraction including an impact analysis (new vs old),
compliance and regulatory conformance review (when in non-compliance the change
is reviewed), and risk analysis (safety, export control).

4 Industrial Use Case

Liquid food packaging product lines constitute the assets of awider eco-system including
skill, stakeholders, customers, consumers awareness trends, market needs [26, 27]. The
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proposed case regards the cap application, one of the relevant sub-systems in a liquid food
packaging line and leverages the framework to evaluate and support successful system
changeability. Through this, the function of the sub-system (to apply pre-manufactured
caps on packages) will be changed to allow for the opening and reclosing function.
According to the recent Single-UsePlastics (SUP)EUdirective, the caps are expected not
to be detached from the package due to growing environmental safe-guard expectations.
The architectural and functional impact on the installed packaging lines, alias the legacy
systems, is relevant and classified according to the framework (Sect. 3) in Table 2 below.

Table 2. Analysis of changeability within industrial use case legacy system.

Changeability criteria Legacy system state

System State Designed

Change Affect Regulatory, Dynamic Market

Change Type Initiated Change

Change Agent Internal Change Agent

Change Option Sub-system

Change Enabler Modularity

Change Ility Flexibility and Robustness

Change Effect System Function

The change enabler, modularity was implemented due to afforded autonomy and
ability for non-hierarchical integration [28]. As commonly utilized it satisfies the needs
of the change-ilities (flexibility and robustness) allowing for distinct system elements to
be developed/changed and supporting the management of the increased technological
complexity and interface requirements.

The first implementations relate about legacy systems where the independence
assumption was only partly satisfied. The major negative effect was setting-up the inter-
face requirements as a no-one land for fights among conflictual engineering silos. In
the case, although limited, the results are being evaluated to determine the utility for
each respective change. The time for change implementation was sensibly reduced but
the production system life cycle was not guaranteed in long terms due dynamic change
affects. This approach identifies and limits the cooperation to the module suppliers,
developer and integrator and operational environment. Smart and cooperative networks
were not explicitly needed or addressing significant value increase.

Through the consideration of robustness and flexibility it is possible to set higher
quality standards, noise-insensitive, growing capacities able to be updated without
impacting the overall asset and operational costs. The solutions developed under these
concepts are still effectively operating in the market. The efficiency though is limited to
the original requirements of the system and are difficult to overcome without incorpo-
rating additional change enablers that will further reduce development cost and extend
the potential of the respective change options being implemented.
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The main misconception of the case related to the limited number of available
changes, and the direct level of application. Robustness at the component or sub-system
level was often confused with robustness verification at system level with limited oppor-
tunities to really implement insensitiveness to noises. Flexibility was partially accom-
plished, however due to the lack of a consistent architecture and functional description
real change options and the subsequent change effects were minimized. Fundamentally
a rigorous and wise application of changeability and systems engineering principles is
still missing in the liquid food packaging industry and will require the development of
additional tools to improve the analysis. However, great benefits came from its intro-
duction. Once again, despite an enlarged stakeholder chain, the collaborative aspect was
still reduced and the mutual learning deriving from smart, culturally nonhomogeneous,
partnerships improved.

4.1 Evolution

The aim was to pass from specific to general changeability through two change-ilities.
As discussed throughout this paper, this means that the system is developed to comply
with expected future needs. Unlike the conventional design process in which a system
is designed for a nominal set of requirements, it is developed to be adapted to different
or additional functions beyond their normal operational mode based on forecast infor-
mation. In the pilot case quantitative estimations were calculated through Monte Carlo
applications within the architectural framework through a series of Design Structure
Matrices. To quantify the monetary benefit and Expected Net Present Value (ENPV)
calculation under uncertainty. The project targets were driven to the following measures
Number of Closure Types, Number of Package Types, Damage rate and Noise level as
shown in Fig. 2.

Fig. 2. Overview technology forecasting under uncertainty.

The implementation of the framework has the potential to better integrate into the
mindset of engineers and increasingly complete systems engineering set of systems
engineering methodologies and tools. A wider attention is emerging to the socio-human
themes likes as consumers acceptance of environmentally sustainable products that un-
avoidable shall be different from the ones we are used to. The full changeability concept
has so to be acquired and its benefits delivered to the overall chain of stakeholders, starting
from us, as consumers, and the finite world we are living. Equally new collaborations,
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heterogeneous environments, contribute to increase the confidence robustness of the
system.

5 Concluding Remarks

This research provided evidence that value extension of legacy systems, as shown in
the industrial case of liquid food packaging, is challenged by the increasing dynamic
markets, technological advancements and regulatory acts. A systemic life-cycle thinking
is required. The cooperation of several partners: academic, industrial, SW&HWpartners
into a smart network is the pre-requisite to framework all the knowledge, empirical,
enabling applied methodologies and soft socio-human drivers necessary to understand
and successfully drive changeability.

The article is intended as onefirst step to promote the creation and the characterization
of such type of smart and sustainable collaborative networks and will be expanded to a
more complex system, to provide more substantive results and better evaluation of the
change effect cost and value implications.
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Abstract. The coronavirus crisis had a critical impact on supply chains and pro-
duction worldwide. In particular, closed borders often prevented companies from
obtaining the components required for their production. Such disruptions are the
results of globalization, with suppliers spreading all over the world. The circular
economy is an opportunity to overcome this challenge since components from
end-of-life items may substitute supplies from afar. However, many barriers exist
in the implementation of circular processes, as manufacturers perceive it as a rad-
ical change to their procedures. Therefore, we propose not to use completely new
lines for the circular economy, but to use already existing systems. This paper
presents the definition of circular integrated production systems (CIPS) and sug-
gests a research roadmap for such to investigate what challenges and potentials
arise, and what future research will be needed.

Keywords: Disassembly · Remanufacturing · Sustainable production ·
Integrated production lines · Circular economy

1 Introduction

When parts are not available, production is interrupted: the recent coronavirus crisis
demonstrates the critical impact of supply chain disruptions, as many companies are
unable to source the components required for their productions, often due to closed
borders [1, 2]. The circular economy can make a major contribution to address this
challenge: Products return to factories at the endof their life cycle insteadof endingup in a
landfill. In thisway, locally available resources are used and companies are less dependent
on distant suppliers. In addition, increasing environmental awareness and scarcity of
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available resources are putting pressure on companies to manage available resources in
the domestic market. A circular approach can change the company’s perspective: Instead
of seeing used products as a liability, they can now be a source of parts or materials.

The purpose of this paper is to give a research roadmap for a new production
paradigm. So-called circular integrated production systems (CIPS) should help to enable
circular economy for more companies. Therefore, this paper compiles the current and
previous research results to derive existing research gaps on circular production systems
with integrated lines. In addition, specific action areas are defined to describe a roadmap
for further research on the outlined topic. After describing the path from conventional
production systems to circular integrated production systems (Sect. 2), the manuscript
includes a section that divides the aforementioned research roadmap into the design
(Sect. 3.1) and operation (Sect. 3.2) of CIPS, leading to a summary overview (Sect. 3.3).
Section 4 discusses the results and draws a conclusion.

2 The Way from Conventional Production Systems to Circular
Integrated Production Systems (CIPS)

The conventional production triangle, which describes the conflict between time, cost,
and quality, is gradually being superseded by the holistic approach of sustainable pro-
duction. Sustainable production combines economic, ecological and social aspects of
value-adding activities. Due to regulation and green consumerism, most manufacturing
companies are now willing to adopt more sustainable practices such as circular econ-
omy. This trend will likely increase in the coming years, since laws and regulations will
become stricter pushing the manufacturing industry even more into a sustainable direc-
tion. For instance, the European Commission recently adopted the “Right to Repair”,
obliging the manufacturing industry to provide long-lasting machines and spare parts
and to repair electronic equipment. Nevertheless, only a few companies are remanufac-
turing end-of-life items. Despite the willingness of the industry, several barriers prevent
the adoption of circular economy. The barriers can be economical (high costs to build
the reverse system, costs to manage the reverse inventory, not realizing the value, etc.),
operational (lack of know-how, lack of guideline, coordination issues, etc.), environ-
mental (lack of laws and regulations regarding end-of-life items, lack of government
policy to support a return flow, etc.), socio-cultural (acceptance of remanufactured parts
from customers, etc.), technological (current information systems mostly do not support
circularity, etc.) or strategic (lack of management commitment, lack of performance
indicators, etc.) [3].

To mitigate these barriers, the authors suggest a new approach of integrating circular
economy into conventional production systems:

Circular integrated production systems (CIPS) are defined as production systems 
that can perform both conventional linear processes and circular activities on the
same systems.

Disassemblyor remanufacturing are examples for circular activities inmanufacturing
companies. Within CIPS, existing elements, such as assembly lines, transport network,
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planning and scheduling software, andoperationmanagement, of factoriesmostly remain
as they are designed for linear production, and are only adapted to comply with circular
flowswhileminimizing costs of reconfiguration and the environmental impact. CIPSwill
not only reduce waste and enhance ecological sustainability but will also be a profitable
form of processing of used products into existing lines. Returning products e.g. through
recycling or remanufacturing can satisfy the rising customer demand for sustainable
products. The creation of CIPS opens up local sources of supply for components and
can therefore mitigate the risks of production stoppages during global supply chain
disruptions.

3 Research Roadmap for CIPS

Before CIPS can be implemented in companies, there are still questions to be answered
and challenges to be overcome. On the one hand, qualitative research is required to ana-
lyze and describe the type of industry that can use the system andmethodology to operate
the resulting integrated lines. The conditions under which a company can benefit from
an integrated circular production system with identical elements being used for linear
and circular activities need to be analyzed. This analysis includes the characteristics of
the products and those of the factory, along with the internal and external environment.
On the other hand, quantitative research must be performed to provide methodologies
and software solutions to help manufacturers design a production system integrating an
end-of-life item recovery process into an existing production process. More precisely,
manufacturers must possess tools for (1) process planning and (2) operating a factory
with integrated lines. The integration of circular processes creates challenges for capac-
ity planning since it uses the same resources as the initial production and for requirement
planning; for example recovered parts can be used for the initial production. Furthermore,
a major challenge in the operation management is to deal with the arising uncertainty
regarding the amount, the quality and the condition of revised products or parts.

3.1 Designing a Circular Integrated Production System

Definition of the System Boundaries and External Influences. Research on sustain-
ability in production systems and supply chain management has been subject of a lot of
interest during the last two decades. This research has taken several forms includingwork
related to green logistics [4], design of processes for the treatment of returns through
remanufacturing and refurbishing [5] and energy and resource usage along the supply
chain [6]. Moreover, recycling and reuse are fundamental processing steps for products
and their components, which are incorporated in disassembly. Disassembly is consid-
ered an important aspect of end-of-life product treatment [7]. In this context, researchers
have either considered that returns are processed in a dedicated plant or within the same
assembly plants of new products. The latter are called hybrid systems and have been
studied from various perspectives. A classification of these studies can be found in [8].
One of the views considers two completely separate lines, where the disassembly line
provides the assembly line with remanufactured parts that can be considered to be as
good as new [9].
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Further research is required to identify the prerequisites, barriers and enablers for the
integration and introduction of circular activities in linear production companies. Such
workmust systematize the initial situation, analyze the internal and external requirements
for implementing CIPS, and define the scope and boundaries. Qualitative research must
include the following aspects:

• Analysis of aspects related to industrial circular economy to derive industry sectors
that are suitable for integrated production systems

• Analysis of aspects related to in-house logistics, depth of in-house manufacturing as
well as the analysis of regulations and legal conditions to identify common areas, as
well as advantages and disadvantages of the different systems regarding the industrial
circular economy

• Analysis of aspects related to the impact of product design for circular economy to
derive suitable product groups

• Analysis of applied loop strategies to identify the nature of the relationship between
product, corporate strategy and loop strategy

System Structure. To close the cycle successfully, companiesmust be able to disassem-
ble used parts effectively and efficiently. The costs for disassembly should be lower than
the costs for purchasing a new part. Investment of companies in new lines must be kept
as low as possible. Therefore, researchers must investigate whether the use of already
existing assembly lines is suitable for disassembly. This way, idle times can be exploited
and expensive downtimes can be avoided. In addition, the reuse of parts for remanu-
facturing can help to save energy and thus CO2-emissions by omitting energy-intensive
material extraction and manufacturing processes. Moreover, a cheap and readily avail-
able solution for disassembly would likely increase the use of remanufacturing, thus
reducing the need to produce new products.

Very few studies on the design of disassembly lines from existing assembly lines
have been conducted so far. Tiwari et al. [10] argued that disassembly plays an important
role in restoring and reusing the parts and components of a product as much as possible.
Boothroyd et al. [11] propose a widely used approach to the design of assembly as well
as disassembly lines. The objective is to reduce assembly costs and set up principles
to improve product sustainability through disassembly. In the same context, Mesa et al.
[12] studied open architecture products and presented metrics to assess the complexity
of the various modules for assembly and disassembly. Furthermore, a lot of research
focuses on disassembly, in which both deterministic and stochastic problems for com-
plete disassembly without any target component are considered [13]. Nevertheless, there
is a dearth of research when it comes to CIPSs. Compared to the assembly process, oper-
ational and physical properties are more complex in disassembly processes [14]. The
most important difference is the production structure. In an assembly system, the parts
converge to a single final product, whereas in a disassembly system, the parts diverge to
multiple components. The first difference between assembly and disassembly line bal-
ancing is the use of various precedence graphs. Disassembly precedence constraints are
often modeled using a transformed AND/OR graph [15]. One of the major challenges in
disassembly line design is the creation of a line able to cope with the high uncertainties in
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inputs and outputs, especially regarding the time required for planning or configuration.
Hence, these uncertainties can consist of the unknown state of the returned products.
The number of returned products may vary as well as their quality and thus the type of
operations to perform. While some authors tried to tackle some disassembly problems
with these uncertainties (e.g. [16]), there is still unexploited potential: uncertainties have
not yet been examinedwithin the scope of integrated linear/circular lines.Mete et al. [17]
published the only research paper on the topic of balancing hybrid lines for assembly and
disassembly. In this work, a configuration of two parallel lines dedicated to assembly or
disassembly is considered. However, the two lines can use shared workstations.

Future research is required to create a methodology that enables companies to define
a suitable production system structure according to its conditions. Suitable circularmate-
rial flow and the corresponding system structure must be elaborated based on qualitative
aspects, i.e. the requirements definition and the assessment procedure. Furthermore,
quantitative aspects must specify the derived system structure. This includes algorithms
to design the circular production line atminimum costs with respect to the given through-
put time. In addition, a future research direction is to investigate different possible con-
figurations including the possibility to use the same line for assembly and disassembly
or reassembly. The design of a line able to disassemble items in different conditions such
as partial disassembly will also be a crucial point.

3.2 Operating a Circular Integrated Production System

A production system using the same resources for production and product recovery
requires a proper management of resources and inventory. The integration of circular
into linear systems creates challenges for operation management. On the one hand, the
capacity of the line must be managed differently because the line capacity has to be
divided between disassembly and assembly operations. On the other hand, the flow of
re-entrant products is subject to various uncertainties in terms of the quantity and quality
of items. Therefore, the development of a production planning tool to support the use
of integrated assembly/disassembly lines is crucial. The resulting tool must be able to
properly account for the capacity of the line, for the level of inventory of the recovered
components, and for the high level of uncertainty inherent to the disassembly process.

Since the seminal work of Gupta et al. [18], the disassembly lot-sizing problems
have attracted a lot of attention and Slama et al. [19] presented a recent review. Most of
the literature on disassembly systems concerns the deterministic incapacitated problem
[20, 21], and a small number of studies focus on the stochastic capacitated version [22].
Few works exists on joint planning of reassembly and assembly. For instance, cost-
optimized production planning is examined, but without considering set-up times and
systemdynamics [23]. Further sources for reassembly integration provide approaches for
planning and control under consideration of set-up costs [24], in a stochastic environment
[25], with the inclusion of set-up times and costs [26], for set-up and production control
policies [27] and for batch size and supplier selection [28]. Finally, in practice, the product
recovery process is sensitive to various sources of uncertainty, such as uncertain demand
from customers, recovery rates, lead times, etc. As in supply planning for assembly
systems, these uncertainties create disruptions in the disassembly plan, and lead to unmet
customers’ demand and difficulties with inventory management [29].
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Further research is required to provide tools to help production planners to manage
a factory with integrated lines. Firstly, there is currently no methodology to characterize
an item and to define the suitable circular activities based on its condition. Such an app-
roach must characterize the product’s functional and geometric conditions, examine the
capability of the production system with regard to product condition, and compare these
characteristics to define the suitable circular activity (repair, refurbish, or disposal).
Secondly, there is a need for a planning tool that extends the classical mathematical
model for production planning. Such a model must both place orders to suppliers and
plan the assembly and disassembly operations under limited capacity. In particular, it
must account for component substitution by enabling the possibility of disassembling
end-of-life items in order to substitute new components in the event of component short-
age. Finally, circular activities are highly uncertain. Not only is the amount of return
items unpredictable, but their quality – and thus the circular activity – varies signifi-
cantly. Therefore, the approach must rely on a robust/stochastic optimization approach
to integrate uncertainty in delivery lead times, returned quantity, and component quality
in the model.

3.3 Summary of the Roadmap

The outlined state of the art as well as the derived need for research is summarized in
Fig. 1.

Green logistics, treatment of 
returns, hybrid systems with 
separated lines

Operating an Integrated Circular 
Production System

Designing an Integrated Circular Production System

Disassembly lot-sizing problems, joint re- and 
assembly cost optimized production planningState of the 

Art

Research 
Gap

Field of 
Action

System StructureDefinition of System Boundary 
and External Influences

ï What are suitable industry 
sectors?

ï What are the regulations and 
legal conditions?

ï What is the impact of product 
design?

ï Which loop strategies can be 
applied?

Research 
Questions

Analysis of internal and external 
influences, definition of system 
boundaries

Methodology for qualitative and 
quantitative analysis

Production planning and scheduling 
algorithms for integrated lines under 
uncertainty

Integration of combined lines for linear and circular production (e.g. assembly and disassembly) 

Design of disassembly line, re-
configurability, remanufacturing 
systems

ï What are the requirements for 
the production segments in 
which lines are integrated?

ï What is a suitable system 
structure for integrated 
systems?

ï How can integrated systems be 
configured?

ï How can the end-of-life product condition 
be integrated in production planning?

ï How does a mathematical model need to be 
extended to jointly place orders with shared 
limited capacity?

ï How can production planning deal with 
uncertainty in product amount and quality?

Fig. 1. Summarized research roadmap for CIPS

4 Conclusion

This paper presents a vision and a road map regarding the integration of reverse flow
activities within existing production systems. The innovative ideas behind the project
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aim to foster the adoption of circular economy by the manufacturing industry through
classification of the challenges and requirements of integrated production lines. Integrat-
ing lines, especially assembly and disassembly lines, can help manufacturing companies
to maintain more products at a higher value-added level. Instead of throwing away and
disposing of products at the end of their life, companies can consider how they can
preserve products in the best way and which of the circular processes are suitable. The
possible circular processes are repairing, reusing, remanufacturing and recycling. Pro-
cesses that obtain the products at the highest possible value-added level are preferable,
and recycling – as material recovery – should only be the last option.

We provide a description of the tools and methods required for decision-makers
to design and operate integrated production lines using existing production resources
for the entire cycle of manufacturing decisions including process selection, production
system design, planning, scheduling, and real-time control.

Acknowledgement. This research is supported by the German-French Academy for the Industry
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