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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the first World
Computer Congress held in Paris the previous year. A federation for societies working
in information processing, IFIP’s aim is two-fold: to support information processing in
the countries of its members and to encourage technology transfer to developing na-
tions. As its mission statement clearly states:

IFIP is the global non-profit federation of societies of ICT professionals that aims
at achieving a worldwide professional and socially responsible development and
application of information and communication technologies.

IFIP is a non-profit-making organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees and working groups, which organize
events and publications. IFIP’s events range from large international open conferences
to working conferences and local seminars.

The flagship event is the IFIP World Computer Congress, at which both invited and
contributed papers are presented. Contributed papers are rigorously refereed and the
rejection rate is high.

As with the Congress, participation in the open conferences is open to all and papers
may be invited or submitted. Again, submitted papers are stringently refereed.

The working conferences are structured differently. They are usually run by a work-
ing group and attendance is generally smaller and occasionally by invitation only. Their
purpose is to create an atmosphere conducive to innovation and development. Referee-
ing is also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP World
Computer Congress and at open conferences are published as conference proceedings,
while the results of the working conferences are often published as collections of se-
lected and edited papers.

IFIP distinguishes three types of institutional membership: Country Representative
Members, Members at Large, and Associate Members. The type of organization that
can apply for membership is a wide variety and includes national or international so-
cieties of individual computer scientists/ICT professionals, associations or federations
of such societies, government institutions/government related organizations, national or
international research institutes or consortia, universities, academies of sciences, com-
panies, national or international associations or federations of companies.
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Preface

The scientific and industrial relevance of the development of sustainable and resilient
production systems lies in ensuring future-proof manufacturing and service systems,
including their supply chains and logistics networks. “Sustainability” and “Resilience”
are essential requirements for competitive manufacturing and service provisioning now
and in the future. Industry 4.0 technologies, such as artificial intelligence; decision aid
models; additive and hybrid manufacturing; augmented, virtual, and mixed reality;
industrial, collaborative, mobile, and software robots; advanced simulations and digital
twins; and smart sensors and intelligent industrial networks, are key enablers for
building new digital and smart capabilities in emerging cyber-physical production
systems in support of more efficient and effective operations planning and control.
These allow manufacturers and service providers to explore more sustainable and
resilient business and operating models. By making innovative use of the aforemen-
tioned technologies and their enabled capabilities, they can pursue the triple bottom
line of economic, environmental, and social sustainability. Furthermore, industrial
companies will be able to withstand and quickly recover from disruptions that pose
threats to their operational continuity. This is in the face of disrupted, complex, tur-
bulent, and uncertain business environments, like the one triggered by the COVID-19
pandemic, or environmental pressures calling for decoupling economic growth from
resource use and emissions.

The International Conference on Advances in Production Management Systems
2021 (APMS 2021) in Nantes, France, brought together leading international experts
on manufacturing, service, supply, and logistics systems from academia, industry, and
government to discuss pressing issues and research opportunities mostly in smart
manufacturing and cyber-physical production systems; service systems design, engi-
neering, and management; digital lean operations management; and resilient supply
chain management in the Industry 4.0 era, with particular focus on artificial
intelligence-enabled solutions.

Under the influence of the COVID-19 pandemic, the event was organised as online
conference sessions. A large international panel of experts (497 from 50 countries)
reviewed all the submissions (with an average of 3.2 reviews per paper) and selected
the best 377 papers (70% of the submitted contributions) to be included in these
international conference proceedings. The topics of interest at APMS 2021 included
artificial intelligence techniques, decision aid, and new and renewed paradigms for
sustainable and resilient production systems at four-wall factory and value chain levels,
comprising their associated models, frameworks, methods, tools, and technologies for
smart and sustainable manufacturing and service systems, as well as resilient digital
supply chains. As usual for the APMS conference, the Program Committee was par-
ticularly attentive to the cutting-edge problems in production management and the
quality of the papers, especially with regard to the applicability of the contributions to
industry and services.



The APMS 2021 conference proceedings are organized into five volumes covering a
large spectre of research concerning the global topic of the conference: “Artificial
Intelligence for Sustainable and Resilient Production Systems”.

The conference was supported by the International Federation of Information
Processing (IFIP), which is celebrating its 60th Anniversary, and was co-organized by
the IFIP Working Group 5.7 on Advances in Production Management Systems, IMT
Atlantique (Campus Nantes) as well as the Centrale Nantes, University of Nantes,
Rennes Business School, and Audecia Business School. It was also supported by three
leading journals in the discipline: Production Planning & Control (PPC), the Interna-
tional Journal of Production Research (IJPR), and the International Journal of Product
Lifecycle Management (IJPLM).

Special attention has been given to the International Journal of Production Research
on the occasion of its 60th Anniversary. Since its foundation in 1961, IJPR has become
one of the flagship journals of our profession. It was the first international journal to
bring together papers on all aspects of production research: product/process engi-
neering, production system design and management, operations management, and
logistics. Many exceptional scientific results have been published in the journal.

We would like to thank all contributing authors for their high-quality work and for
their willingness to share their research findings with the APMS community. We are
also grateful to the members of the IFIP Working Group 5.7, the Program Committee,
and the Scientific Committee, along with the Special Sessions organizers for their
support in the organization of the conference program. Concerning the number of
papers, special thanks must be given to the local colleagues who managed the
reviewing process as well as the preparation of the conference program and proceed-
ings, particularly Hicham Haddou Benderbal and Maria-Isabel Estrepo-Ruiz from IMT
Atlantique.

September 2021 Alexandre Dolgui
Alain Bernard
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David Romero
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Assembly Line Worker Assignment
and Balancing Problem with Positional

Constraints

Hyungjoon Yang , Je-Hun Lee , and Hyun-Jung Kim(&)

Korea Advanced Institute of Science and Technology (KAIST),
Daejeon 34141, Republic of Korea
hyunjungkim@kaist.ac.kr

Abstract. One of the most important operational issues in the assembly line is
to assign tasks and workers to stations while balancing the workload of the
workers. We consider the assembly line worker assignment and balancing
problem (ALWABP) where the process time of a task depends on worker skill
levels. We also consider new positional constraints in the ALWABP to secure
the working area of the workers. Two mathematical programming models are
proposed to assign workers and tasks when new products are introduced and
when a worker is absent or leaves a position temporary, respectively. A heuristic
algorithm for the first model is proposed due to its extremely high complexity.
The experimental results show the efficiency of the proposed methods. Finally,
we explain how the proposed models can be used with a real-time dashboard of
a digital twin.

Keywords: Assembly line � Line balancing � Worker skill level � Positional
constraints � Digital twin

1 Introduction

An assembly line balancing problem (ALBP) which distributes tasks to workstations
was introduced in 1955 [1]. The problem is known to be NP-hard due to its high
complexity [2]. The early studies have focused on the ALBP to balance task times on
each station while neglecting the heterogeneity of the workers. Later, many studies
have considered practical environments, such as mixed-model assembly lines [3],
multi-manned stations [4], and various shapes of assembly lines [5]. An assembly line
worker assignment and balancing problem (ALWABP) further considers the different
task time of each worker to the ALBP and assigns workers and tasks to stations [6].
Many studies have developed exact methods [7–9] and heuristic algorithms [10–12] for
the ALWABP. ALWABP also has been.

We address the ALWABP with new positional constraints which are required from
one of the automotive parts manufacturing companies in Korea. Since multiple workers
perform tasks in a workstation simultaneously, it is important to secure the working
area of the workers. In addition, it is preferred not to assign tasks located far from each
other to a worker [13]. These positional constraints are newly considered as well as task
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precedence constraints. We propose two mathematical models, for the assignment,
which can be used when new products are introduced and when a worker is absent or
leaves a position temporary, respectively. Absenteeism is one of the significant factors
that break the balance of assembly lines. Some workers are absent for the whole day
while some others may leave the position for a while during work hours. It happens
unexpectedly and is hard to predict in advance. Therefore, it is important to quickly and
effectively respond to such a situation [14], and the second model we propose addresses
this problem. We finally explain how the proposed models can be used in practice with
a digital twin.

2 Problem Definition

The problem we consider has been motivated from one of the automotive parts man-
ufacturing companies in Korea. The company assembles a wiring harness which
consists of wires, terminals, and connectors and runs throughout the entire vehicle. The
wiring harness is assembled on a panel which moves on a conveyor belt. We assume
the assembly line produces a single type of wiring harness. Figure 1 shows assembly
tasks on a panel and the precedence graph of the tasks, and Fig. 2 shows the assembly
line we consider.

Fig. 1. An example of tasks and their precedence graph

Fig. 2. Photo of an assembly line

4 H. Yang et al.



We consider two positional constraints required from the company. The first one is
a task positional constraint which restricts the assignment of tasks located far from each
other to a worker. The other one is a worker positional constraint where the working
areas of adjacent workers are not overlapped. The objective is to minimize the cycle
time.

3 Solution Approach

3.1 Mathematical Programming Model for Regular Assignment

Table 1 below shows the indices, parameters and decision variables we use for the
mathematical model.

minC ð1Þ

Subject to:

X

j2J

X

k2K
xijk ¼ 1; 8i 2 I ð2Þ

X

j2J
yjk ¼ 1; 8k 2 K ð3Þ

X

k2K
yjk ¼ 1; 8j 2 J ð4Þ

Table 1. Notations of a mathematical model for regular assignment

Indices & sets

h; ið2 IÞ Indices of tasks (Set of tasks)
jð2 JÞ Index of stations (Set of stations)

kð2 KÞ Index of workers (Set of workers)
P Set of task pairs with precedence

Pt Set of task pairs that are too far to be assigned to the same worker
Pw Set of task pairs that are too close to be assigned to the adjacent worker
Parameters

tik Process time of task i when performed by worker k
M Total number of tasks (used as a sufficiently big number)

Decision variables

xijk 1 if task i is performed by worker k at station j, otherwise 0

yjk 1 if worker k is assigned to station j, otherwise 0

C Cycle time of the line
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X

j2J

X

k2K
jxhjk �

X

j2J

X

k2K
jxijk; 8 h; ið Þ 2 P ð5Þ

X

i2I

X

j2J
tikxijk �C; 8k 2 K ð6Þ

X

i2I
xijk �Myjk; 8j 2 J; k 2 K ð7Þ

X

j2J
xhjk þ xijk
� �� 1; 8k 2 K; h; ið Þ 2 Pt ð8Þ

X

k2K
xh j�1ð Þk þ xijk
� �� 1; 8j 2 Jn 1f g; h; ið Þ 2 Pw ð9Þ

This formulation derives the optimal assignment of tasks and workers to reduce the
cycle time. Objective function (1) and Constraints (2)–(7) are the basic formulation of
the ALWABP. Constraint (2) indicates that each task is assigned to exactly one station.
Constraints (3) and (4) mean that each worker should be assigned to one station and
each station should have only one worker, respectively. Constraint (5) is used for the
precedence relation of the tasks. Constraint (6) computes the cycle time which takes the
maximum value among the completion times of all workers, and Constraint (7) makes
sure that tasks are assigned to a worker and a station when the worker is assigned to the
station. Constraints (8) and (9) are the task positional constraint and worker positional
constraint, respectively. After obtaining a solution, the workstations are then assigned
to panels evenly.

3.2 Mathematical Programming Model for Task Reassignment

We now propose another mathematical model that adjusts the initial assignment
obtained in Sect. 3.1. When a worker is absent at the beginning of the day or leaves a
position during work hours, the tasks assigned to the worker should be reassigned. The
following notations and formulation are used for this case. We note that xijk and yjk
used in this section are obtained from the model in Sect. 3.1 (Table 2).

Table 2. Notations of a mathematical model for task reassignment

Set
IU Set of unassigned tasks (tasks that should be reassigned)
Parameter
ka Absent worker
Decision variable
aik 1 if reassign task i to worker k, otherwise 0
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minC ð10Þ

Subject to:

P
k2Kn kaf g

aik ¼ 1; 8i 2 IU ð11Þ
P
j2J

P
k2K

jahkyjk �
P
j2J

P
k2K

jxijk; 8 h; ið Þ 2 P; h 2 IU ; i 62 IU ð12Þ
P
j2J

P
k2K

jxhjk �
P
j2J

P
k2K

jaikyjk; 8 h; ið Þ 2 P; h 62 IU ; i 2 IU ð13Þ
P
j2J

P
k2K

jahkyjk �
P
j2J

P
k2K

jaikyjk; 8 h; ið Þ 2 P; h; i 2 IU ð14Þ

aik þ
P
j2J

xhjk � 1; 8 h; ið Þ 2 Pt; k 2 K; i 2 IU ð15Þ
P
k2K

ahky j�1ð Þk þ aikyjk
� �� 1; 8 h; ið Þ 2 Pw; j 2 Jn 1f g; h; i 2 IU ð16Þ

P
i2I

P
j2J

tik aikyjk þ xijk
� ��C; 8k 2 Kn kaf g ð17Þ

Constraint (11) reassigns the tasks of the absent worker. Constraints (12), (13) and
(14) are used for the precedence relation of tasks after the reassignment. Constraints
(15) and (16), respectively, are for the task positional constraint and worker positional
constraint after the reassignment. Constraint (17) calculates the cycle time.

3.3 Heuristic Algorithm for Regular Assignment

Since it takes a long time to obtain an optimal solution of the model in Sect. 3.1, a
heuristic algorithm is proposed. We note that an optimal solution of the model in
Sect. 3.2 is easily obtained within a short period of time. The proposed algorithm
consists of the initial solution generation step and improvement step with local search.

First, the tasks with no predecessor are randomly selected and assigned to the first
station. The number of tasks assigned to each station is either Ij j= kj j or Ij j= kj j. Simi-
larly, the remaining tasks are also randomly assigned to the stations by considering the
precedence constraints and positional constraints. After that, workers who can finish
the tasks in a station at the earliest time are assigned. Then an initial solution is
obtained.

A local search process is applied to the initial solution with task shift, task swap,
and worker swap operators to reduce the cycle time. If there is any improvement after
applying the three operators, the current best solution is updated. Otherwise, a new
neighbor solution is obtained from the current solution by randomly changing the task
assignment regardless of the solution quality. Then the local search process is again
applied to the neighbor solution. This procedure is repeated until a give number of
iterations or the given maximum computation time.
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4 Computational Results

The two optimization models in Sects. 3.1 and 3.2 were programmed and solved by
using OR-Tools, an open source software for optimization. The maximum number of
iterations of the heuristic algorithm is set to 10,000, and the time limit is 10 min.
Experiments are performed by comparing the proposed heuristic algorithm to an
optimal solution for initial assignment and by comparing the reassignment result of the
proposed mathematical model to the current practice. Table 3 shows the comparison
result of the model solved with OR-Tools and the proposed heuristic algorithm for
regular assignment. Table 4 shows the effectiveness of the model for task reassignment
by comparing the result with the current practice. The average cycle time (CT) and
computation time with 30 instances are presented in the tables.

In Table 3, the model for regular assignment found optimal solutions with up to 10
tasks with OR-Tools. When the number of tasks is more than 20, it is not able to
provide optimal solutions within one hour. The best cycle time found so far is written
in the CT column in the table. We can observe that the proposed heuristic algorithm
provides optimal solutions with 10 tasks and 5 workers. In addition, it gives a better
solution than OR-Tools with more than 40 tasks and 10 workers when there is a time
limit of one hour. The computation time of the heuristic algorithm is less than 2 min.
This is enough for practical use because the heuristic algorithm is required to run in the
early morning of the day when a new product is assembled, which does not occur
frequently.

In Table 4, the current practice indicates the results from the simple rule used in the
company. The operations manager reassigns tasks based on his/her experience in the
company. We can see that the proposed model can reduce the cycle time at most 17.5%
with 100 tasks and 20 workers. The computation time of the optimization model with
OR-Tools is within 10 s even for the large-sized instances.

Table 3. Computation results for OR-Tools and heuristic algorithm

Number of
tasks

Number of
workers

Optimization model Heuristic algorithm
CT(s) Computation

time(s)
CT(s) Computation

time(s)

7 3 378* <1 378* <1
10 5 341* 35 341* <1
20 7 524 >3,600 524 8
40 10 714 >3,600 703

(−1.5%)
28

100 20 910 >3,600 874
(−3.9%)

110

*: optimal solution
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5 Applications to Practice

With the advancement of IoT, it is possible to identify the real-time position of workers
and to detect whether a worker is away from the assembly line and returns to the line.
In the company we consider, the workers wear a bracelet with a sensor, and the real-
time position of each worker is collected by a beacon system.

Our proposed method is implemented in the digital twin which collects real-time
data and monitors the current operations state. Figure 3 shows a scenario of our method
applied with a digital twin. All the information about the current position of workers
and their task assignment are described in the dashboard of a digital twin. Step 1 in
Fig. 3 shows the optimal worker-task assignment when all workers are present in the
assembly line. When a worker leaves his/her position for a certain period, absenteeism
is automatically recognized (Step 2 in Fig. 3) and the proposed model in Sect. 3.2 is
run with the real-time information of the task assignment, remaining workers, and tasks
requiring the reassignment. Then an optimal solution to minimize the cycle time is
obtained with a commercial solver and displayed in the dashboard with the modified

Table 4. Comparison of the proposed model and current practice for task reassignment

Number of tasks Number of workers Current practice Optimization model
CT(s) CT(s)

10 5 555 543 (−2.1%)
20 7 739 679 (−8.1%)
40 10 951 833 (−12.4%)
100 20 1,249 1,031 (−17.5%)

Fig. 3. Use of proposed methods in practice
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conveyor belt speed and production rate (Step 3 in Fig. 3). The conveyor belt then
decreases its speed according to the solution obtained. When the worker returns to the
assembly line, the initial assignment is again applied (Step 4 in Fig. 3).

6 Conclusion

We have addressed the ALWABP with new positional constraints to minimize the
cycle time. Two mathematical programming model and one heuristic algorithm have
been proposed, and the experimental results have shown their effectiveness. We have
also provided a scenario of using the proposed model with a digital twin by detecting
the real-time position of workers. We further need to compare the digital twin result
with the actual result, to develop exact algorithms for the regular assignment, to
consider the work efficiency of an individual operator, and to develop AI models for
solving the problem.
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Abstract. Nowadays, global competition in the manufacturing sector is
increasingly fierce. Thus, global manufacturing companies must have a manu-
facturing system that ensures the production of reasonably priced, high-quality
products, while meeting the needs of various customers. To address this issue,
smart manufacturing should be implemented by adopting various information
and communication technologies and convergence with existing manufacturing
industries. One of the key technologies required for the implementation of smart
manufacturing is a cyber-physical system (CPS). One of the major factors for
the successful construction of a CPS is digital twin (DT). In this paper, we
propose a standards-based information model for building a DT application,
which is a key technology of a CPS-based integrated platform, by overcoming
the heterogeneous device environment of global manufacturers and using data
collected from various manufacturing sites. Furthermore, we propose a concept
of modeling and simulation-based DT application. The DT application proposed
in this study facilitates monitoring, diagnosis, and prediction at manufacturing
sites using real-time data collected from various environments by ensuring
interoperability. Moreover, its validity is verified by applying the technology to
a global manufacturing company of automotive parts.

Keywords: Cyber-physical system (CPS) � CPS-based platform � Digital
twin � Information model � Smart manufacturing

1 Introduction

Nowadays, global competition in the manufacturing sector is increasingly fierce, and
companies need to implement smart manufacturing systems that support effective and
accurate decision-making through the adoption of various information and communi-
cation technologies (ICT) and convergence with existing manufacturing industries to
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produce reasonably priced high-quality products, while meeting the needs of various
customers [1, 2]. To address this issue, many advanced manufacturing countries are
leading the advancement of manufacturing at the national level, starting with Ger-
many’s Industrie 4.0 [1–3]. The major technologies that drive the Fourth Industrial
Revolution include the Internet of Things (IoT) and cyber-physical systems (CPSs)
implemented in the manufacturing environment [1]. In the future, manufacturing
companies will build global networks to integrate and manage various manufacturing
resources, such as their products, machines, and production facilities [1].

A CPS is based on a concept of managing systems where physical resources and
the cyberspace are interlinked through a communication network [1, 4]. In such an
environment, each physical device is represented as a virtual representation defined as a
digital twin (DT), which comprises various types of models and data [4]. A DT is
appraised as a next wave of simulation and optimization technology for products and
production systems [5, 6]. By applying a DT to the production system, the field
information and functions are synchronized, facilitating the analysis, evaluation,
optimization, and prediction of the current situation [7]. The implementation of a CPS
allows global manufacturing companies producing products in multiple countries to
increase the efficiency of the whole production process by recognizing, adapting, and
flexibly responding to situations based on the data collected in real time from the field
beyond the conventional static manufacturing systems [8, 9]. However, various
problems, such as heterogeneous device environments, need to be overcome to inte-
grate and utilize the information of the distributed environment using CPS and DT
technologies. Global manufacturing companies must overcome heterogeneous envi-
ronments that have not been standardized in various geographically distributed man-
ufacturing sites.

Accordingly, to solve this problem, studies have been conducted on CPS-based
integrated platforms reflecting international standards [10]. In this paper, we propose an
information model for building a DT by overcoming the heterogeneous environment of
global manufacturing companies and using data collected from various manufacturing
sites. This information model is designed based on Open platform communication
unified architecture (OPC UA) proposed by the OPC Foundation to overcome the
heterogeneous environment of distributed manufacturing systems. Furthermore, we
propose a concept of modeling and simulation-based DT. Then, the technology is
applied to a global manufacturer of automotive parts to verify its effectiveness.

2 Research Background

Since the introduction of the concept of DT in a study by Grieves in 2003, it has been
continuously evolving to date [11]. A DT is a virtual representation of a physical asset
and synchronizes the physical asset’s information and functions, and it can be used to
perform simulations accurately and quickly [7]. Because a DT enables the integration
of simulation-based approaches with the technology that analyzes big data collected in
massive quantities, it is considered a key technology for the adoption of CPS [12].

A DT facilitates the construction of a model that quickly reflects field information
by incorporating ICT, which will allow dynamic diagnosis and prediction, unlike
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conventional simulation models [13]. To evolve from conventional discrete event
simulation to DT, technologies, such as synchronization with networking devices and
pattern identification, should be developed [6]. Moreover, the technology for linking
data collected from manufacturing sites in real time is an important technology for
building a DT [14, 15]. In a virtual space, a DT is built as a simulation model with
components for a physical shop floor and requires the establishment of a mapping
information model for the shop floor elements based on the Unified Modeling Lan-
guage or another information modeling method [16]. These information and simulation
models are integrated, providing a basic environment where the operational informa-
tion of the shop floor is synchronized [16]. However, it is not necessary to model all
physical assets depending on the cost and time constraints, and only the physical assets
required for the purpose of DT should be modeled [17].

To build the aforementioned DT technology, a CPS-based platform that provides
various services by integrating the information in the distributed environment should be
built, and the interoperability for exchanging information on the platform is crucial [10,
15]. Grieves who first proposed DT also mentioned the data interface between the DT
and physical assets as the third component of the DT system. If the data interface is not
available, then the interaction between the DT and physical assets will be impossible,
and consequently, the intelligentization of DT will not be achieved [11, 17]. A DT
should comprise a variety of information collected from heterogeneous systems, and it
can be used to support decision-making by monitoring and predicting the manufac-
turing sites. Accordingly, this study introduces a DT technology that can be used on an
integrated platform, which secures interoperability and provides various services by
integrating data collected from distributed manufacturing sites.

3 DT-Based Application

3.1 Concept of the DT-Based Application

The DT-based application proposed in this study integrates and virtualizes the real-time
information collected in a distributed manufacturing environment; evaluates key per-
formance indicators (KPIs), such as productivity; and predicts various situations and
results based on simulations and big data. The application mainly comprises (1) a DT
library composed of base models predefined for a fast construction of a virtual model;
metadata showing the definitions of the data and the relationships between data; and
production logics, such as dispatching rule and scheduling; (2) a manufacturing
database that keeps a variety of production management information; (3) a simulation
engine for performing diagnosis and prediction based on the information; (4) compo-
nent modules of the DT; and (5) a DT interface for exchanging data with the system’s
external environment and the legacy system. Figure 1 shows the components and
concept diagram of the aforementioned DT-based application.
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There are four main stages in the construction process of a DT. In the first stage, a
DT model suitable for the purpose is created using the DT library, manufacturing
database’s information, and simulation engine. In the second stage, synchronization is
performed, which combines the created DT model and the information model collected
from the field in real time. This stage facilitates dynamic modeling by reflecting
abnormal situations, such as various equipment problems occurring in the field. In the
third stage, a simulation stage exists, in which the DT model reflecting the on-site
situation in real time is simulated, thereby facilitating the prediction of simulation-
based results in the last stage to support the decision-making of decision-makers
through the calculation of KPIs appropriate for the purpose.

3.2 Information Model for the DT Application

A key factor for the successful application of a DT is the description of physical and
synchronized assets, which is entailed in a standardized information modeling.

OPC UA is a communication standard that provides information modeling and real-
time data exchange for manufacturing systems [18]. OPC UA provides a relatively
simple and flexible information modeling method to deal with a wide range of
industrial equipment and production systems [18–20]. Liu, Chao, et al. proposed a
CPMT (Cyber-Physical Machine Tools) Platform based on OPC UA that enables
standardized, interoperable and efficient data communication among machine tools and
various types of software applications [20]. In this paper, we propose an OPC UA-
based information model to overcome the heterogeneous environment of a distributed
manufacturing system and secure versatility. It contains various elements composing
the production site, relationship between the elements, and planning information for
manufacturing processes and production, etc. It consists of five classes, i.e., Product,
Process, Plan, Resource, and Instance. Excluding the Instance class, the remaining four

Fig. 1. Components and concept of the DT-based application system
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classes contain some dynamic information and static information. The Instance class is
a class in which the other predefined four classes are instanced, and the overlapping
information can be minimized by defining the reference relationship. The information
model consists of the node name, browse name, data type, access level, parent node,
modeling rule, cardinality, manifest, and description. Table 1 shows the definition and
major components of each class.

4 Implementation

We apply the proposed DT application and information model to an actual industrial
site to verify their validity. This study was conducted as a part of the international joint
research of South Korea and Sweden to develop a key technology of a CPS-based
integrated platform to integrate and use information collected from a distributed
manufacturing environment of a global manufacturer, as described above. Figure 2
shows a screen of the platform’s user interface for visualizing and monitoring the data
collected based on the information model from the distributed manufacturing sites. The
center of the screen shows the status of the manufacturing site through the Google Map
application programming interface. On the right side, various events occurring at the
distributed manufacturing sites can be checked, and at the bottom of the screen, the
user-defined comprehensive KPIs can be checked.

Table 1. Definition and components of each class in the information model

Class
name

Definition Major components

Product Information on products produced at
the manufacturing site

Information on the bill of materials,
products, semi-finished products, and
parts

Process Process information, such as
equipment and input materials, for the
production of products

Information, such as process, input
materials, and logistics

Plan Information on part and product
procurement and production plans

Information, such as material
procurement plan, targeted production
volume, job schedules, and non-
operation plan

Resource Information on manufacturing
resources for the production of
products

Information on equipment, buffer,
moving equipment, and workers, etc.

Instance A class that creates and synchronizes
the above four classes in a DT model

Layout, physical locations of
manufacturing resources, and on-site
information collected in real time
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The proposed model and application are applied in a factory of a South Korean
global automotive part manufacturer, which produces automotive junction boxes. After
producing printed circuit boards, which are semi-finished products, finished products
are produced by the workers in this plant using automated processing and assembly
equipment. Most equipment is automated, and the data collected from the equipment
and the information on the products under production are stored on the production
management server. Afterward, the server sends the data suitable for the proposed
information model to the interface module of the DT application. Hence, real-time
monitoring is facilitated by visualizing the data collected from the site. When a process
failure or abnormal situation occurs, a simulation model that reflects the situation is
created to perform the diagnosis and prediction. Figure 3 shows a screen of a DT model
based on the real-time data collected from the plant site. The right side of the figure
shows a screen where the information collected from the on-site equipment and
products is recorded as event logs.

Fig. 2. User interface screen of the CPS-based integrated platform
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5 Conclusions

In this paper, we propose a DT-based application, a key technology of CPS-based
integrated platform, for the smart manufacturing for global manufacturing companies.
We designed and implemented DT-based application technologies and proposed an
OPC UA-based standardized information model to secure interoperability in a
heterogeneous device environment. Finally, we applied the proposed technologies to
the production plant of a South Korean global automotive part manufacturer to validate
this study. In the future, we will expand the application scope of the information model
and DT technologies proposed in this study from the current scope of production lines,
extending from the product level to the supply chain level. Furthermore, the big data
analytics technology will be integrated with the monitoring and simulation-based
prediction technologies to improve the DT model’s intelligence.
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Abstract. Digital Twins are increasingly perceived as critical enablers for
improving operational performance and sustainability of Smart Production
Logistics. Addressing the lack of empirical research on this topic, this study
explores the economic, environmental, and social sustainability impact of
Digital Twin-based services for Smart Production Logistics. The study presents
findings from a Smart Production Logistics demonstrator in an academic
environment and underscores the contributions and limitations of current
understanding about Digital Twin-based services in relation to their impact on
economic, environmental, and social sustainability. The study presents valuable
implications for managers responsible for material handling.

Keywords: Digital twin-based services � Sustainability � Smart Production
Logistics

1 Introduction

Digital technologies are considered an enabler for achieving superior operational
performance and contributing to impact in economic, environmental, and social sus-
tainability [1]. In particular, the literature suggests that Digital Twins (DTs) may
contribute to achieving this dual-purpose [2]. DTs refer to a set of linked operations,
data artifacts, and simulation models representing and predicting behaviors, and
involve a bi-directional relation between a physical production system and its virtual
counterpart [3]. For example, recent findings contend that DTs may enhance sustain-
able development, and predict and material handling in Smart Production Logistics
(SPL) [4, 5]. Current research about DTs focuses on developing DT-based services.
Yet, current understanding about DT-based services focuses on the performance of
SPL, and efforts about the economic, environmental, and social impact of DT-based
services remain insufficient. Consequently, the purpose of this paper is to explore the
impact of economic, environmental, and social sustainability of DT-based services for
SPL in material handling. Empirical data is drawn from an SPL demonstrator.

© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
A. Dolgui et al. (Eds.): APMS 2021, IFIP AICT 634, pp. 20–27, 2021.
https://doi.org/10.1007/978-3-030-85914-5_3

http://orcid.org/0000-0003-3337-8782
http://orcid.org/0000-0003-0798-0753
http://orcid.org/0000-0001-7935-8811
http://orcid.org/0000-0002-5610-5560
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85914-5_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85914-5_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85914-5_3&amp;domain=pdf
https://doi.org/10.1007/978-3-030-85914-5_3


The results of this study suggest that the current understanding of DT-based services in
SPL may contribute to achieving all impacts in economic, environmental, and social
sustainability, but is insufficient.

2 Related Works

Recent research shows that DTs are a way to implement smart manufacturing, and DT-
based services improve current circumstances and hurdles. Grieves proposed the
concept of DTs in 2003 including three parts, physical space, virtual counterpart, and
data connection between two spaces [6]. The physical and virtual models and data in
DTs describe the characteristics of the physical object and its digital replica. These are
used in diagnosis, analysis, prediction, and optimization of the manufacturing system to
support decision-making. DT-based services refer to the components of DT providing
intuitive understanding of target objects through multiple data, resources, and dis-
tributed computing [7]. In other words, DT-based services offer value-adding services
to non-professional users with limited technical expertise. Accordingly, DT-based
services assist non-professional users to manage cost, capacity, and real-time status
issues [8]. For example, DT-based services include predicting, diagnosing, or reducing
the cost and downtime of transport operations in SPL to help staff in charge of oper-
ational, tactical, and strategic decisions [9, 10]. To implement DT, the literature pro-
vides not only guidelines regarding how to use the Internet of Things (IoT) devices
such as networks and sensors [11], but also identifies that the production logistics
simulation model needs networking devices and synchronization to develop into DT
[12]. Additionally, the recent research discusses the use of DT to support the decision-
making process in the field of production and logistics through testbeds containing the
IoT infrastructure and simulation software [13]. In relation to sustainability, the liter-
ature posits that DTs enhance sustainable development by reducing energy con-
sumption and predict material handling by optimizing transportation equipment in
SPL [5].

Sustainability is divided into three interrelated aspects: Economic, Environmental,
and Social. Figure 1 based on [15] shows the impact of Industry 4.0 on three sus-
tainability areas. Importantly, impact on one aspect of sustainability affects another. For
example, increasing resource efficiency has the effect of reducing the amount of energy
used by resources on the environmental aspect, and brings other effects of increasing
productivity through the efficient use of resources on the economic aspect.

The literature offers several examples evidencing how DTs and DT services
enhance sustainability. For example, prior studies propose applying DTs in data flow
systems and develop a sustainability indicator for improving the performance of the
sustainable design of products [16]. Additionally, the literature highlights the use of DT
services for improving efficiency and productivity of existing processes, and reducing
energy consumption and associated costs in small and medium sized companies [17].
Finally, recent efforts propose a DT-driven sustainable manufacturing framework
analyzing the impact of DTs in economic, environmental, and social sustainability for
equipment systems, and services [18].
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3 Digital Twin-Based Services and Sustainability

This section describes a DT for material handling in production logistics and its ser-
vices addressing economic, environmental, and social sustainability. The DT includes
five dimensions according to [19, 20] involving a physical world, digital world, data
storage, networking, and DT-based services. The proposed DT-based services com-
prehend monitoring, prescription and prediction of material handling tasks. Finally, we
describe the relation of the proposed DT-based services to sustainability.

The DT comprehends a physical world, digital world, data storage, networking, and
DT-based services for material handling. The physical world includes three ware-
houses, up to three forklifts, and three production processes composed of six stations.
Ultra-Wideband (UWB) radio tags and Radio Frequency Identification (RFID) sense
points collect data in real-time from the forklifts. The virtual world provides a digital
representation of the physical world. The virtual world encapsulates, processes, and
synchronizes information including resource (forklift name, distance travelled, loca-
tion, speed, time stamp), and order (product, order, confinement and delivery location,
pickup and delivery time). Databases in a server store real-time data and information
processed in the virtual world. Additionally, the DT utilizes a Node-Red application for
transferring data from the factory floor, and communicating across DT-based services.

This study proposes DT-based services including monitoring, prescription and
prediction for material handling. These services target distinct functions in logistics
organizations. Monitoring services involve a web-based application displaying the real-
time movement and plotting of spaghetti diagrams and heat maps of forklifts. Addi-
tionally, the monitoring service presents the utilization, distance travelled, and colli-
sions incurred by forklifts. The monitoring services benefit managers responsible for
supervising and assigning resources in material handling. Prescriptive service applies a

Fig. 1. Economic, environmental, and social sustainability
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task scheduling optimization algorithm that arranges material handling tasks according
to position of a forklift, its distance to a station, and the time for picking and delivering
material. The algorithm minimizes the delivery time, makespan, and distance travelled
by a forklift when delivering material handling tasks. The prescriptive services support
forklift drivers responsible for picking and delivering material in the factory. Finally,
the predictive service utilize historical information including number of forklifts and
material handling tasks as an input to a discrete event simulation model. The model
tests scenarios including changes to number of tasks, forklifts and their availability
providing a prognosis delivery, makespan, and distance for material handling. Figure 2
present the monitoring, prescriptive, and predictive DT-based services for material
handling.

DT meets the requirement of personalized manufacturing and has the environ-
mental sustainability benefits of not only increasing resource efficiency but also
reducing the waste of energy, and the social sustainability benefits of focusing on user
use. DT services make it easier for members of the shop-floor and factory to share
information, discover underutilized resources, and remove products or processes
damaging the environmental aspect. The use of real-time location information enables
operators to grasp in advance the collision that may occur during logistics movement
and material handling at the production site and creates a safe environment for oper-
ators and manufacturing resources.

4 Case Study

This section presents a case from an automotive company in Sweden. Forklifts operators
perform material handling tasks manually including delivery of part from warehouse to
production stage and transfer of part from previous to next production stage. However,
forklifts operators are in trouble when locating the point of confinement and delivery of
parts and determining the sequence of scheduled tasks. Moreover, managers struggle
with understanding the reasons for deviations of scheduled tasks, and improving
delivery, makespan, and distance of material handling. The case applies the proposed
SPL demonstrator (Fig. 3) including the DT-based services for material handling.

The forklift executes a schedule including 25 material handling tasks specifying the
order number, pick and delivery time, and pick and delivery locations. We planned two

Fig. 2. Monitoring, prescriptive, and predictive DT-based services for material handling
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scenarios before (As-Is) and after (To-Be) using the DT-based services. In the before
scenario, operators execute the schedule ad hoc. Forklift operators arrange and deliver
chronologically material handling tasks according to the earliest consumption time.

In the after scenario, forklift operators utilize DT-based services obtaining an
optimal schedule for material handling. The results show improvement on key per-
formance indicators involving on time deliveries, distance, and makespan when
applying the DT-based services. The late deliveries decrease from two late deliveries to
zero late deliveries. The total distance travelled by forklifts also decreases from 850 m
to 670 m. Finally, the makespan decreases from 23:48 min to 23:42 min. Table 1
presents the results of the DT-based services demonstrator.

5 Discussions

The findings of this study suggest that current understanding about DT-based services
in SPL may contribute to, but is insufficient for, achieving all impacts of sustainability.
The results indicate that current understanding about DT-based services may contribute
to, one out of five type of impact on economic sustainability, two out of five types of
impact in environmental sustainability, and two out of five types of impact in social
sustainability. Table 2 presents the sustainability impact and empirical results of this
study. A description each DT-based services contributing to impact in economic,
environmental, and social sustainability follows.

Fig. 3. (a) Layout and (b) IoT environment of production shop floor in SPL demonstrator

Table 1. Results of DT-based services system demonstrator

Scenario Late deliveries (# of tasks) Distance (meters) Makespan (minutes)

As-Is 2 850 23:48
To-Be 0 670 23:42
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The results of this study suggest that DT-based services in SPL may contribute to
achieving impact on economic sustainability. In this study, monitoring and prescriptive
DT-based services apply real-time location and task scheduling optimization showing
the position of individual forklifts with respect to time and their execution of material
handling tasks. Furthermore, the results suggest that managers applying real-time
location and task scheduling optimization may recapture the value of forklift utilization.
For example, DT-based services may be essential for logistics planners responsible for
allocating forklifts to specific areas of a factory or sharing forklifts across different
processes in material handling.

Additionally, the results of this study suggest that prescriptive DT-based services
for SPL contribute to impact on environmental sustainability. In particular, this study
argues that scheduling optimization is crucial for reducing the distance travelled by
forklifts in material handling, and thereby contribute to increasing resource efficiency
and waste reduction. However, the findings of this study suggest that energy spent in
material handling may be decreased in relation to the distance travelled by forklifts.
This finding may be essential for manufacturing organizations concerned with reaching
environmental sustainability goals. DT-based services revealing travelled distance may
be essential for identifying and reducing unnecessary delivery routes, minimizing
forklifts, and motivating the choice of material handling equipment with improved
energy efficiency. Consequently, this study posits that current understanding about DT-
based services in SPL may reduce demand for energy.

Furthermore, this study argues that existing understanding about monitoring and
predictive DT-based services in SPL may lead to impact in social sustainability.
Empirical results suggest that DT-based services may contribute to increased awareness
toward health and well-being in two ways. Firstly, DT-based services including path
traces register traffic and heat maps reveal the frequency of travel of forklifts. Path
traces and heat maps indicate areas of high risk for staff in logistics and operations who
may be ex-posed to forklift collisions. Secondly, DT-based services register the loca-
tion and number of collisions of forklifts during material handling. Collisions are
registered in real-time and historic data in a layout of the factory. Consequently,
managers may implement corrective actions preventing future incidents threatening the
wealth and well-being of staff. Furthermore, DT-based services may facilitate increased

Table 2. Sustainability impact and empirical results

Sustainability impact Empirical result

A.1) Discovery of under-utilized assets Increase of the number of forklifts required
B.1) Increase in efficiency and waste
reduction

Reduction of the number of delayed
deliveries

B.2) Reduced demand for energy and
resource

Reduction of the travelled distances of
forklifts

C.3) Awareness of health and well-being The traffic and collisions history of forklifts
C.4) Responsibility for reducing
consumption

Information of resource utilization for tasks

A. Economic; B. Environmental; C. Social
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accountability towards reduced production and consumption. DT-based services show
the number and distance travelled by forklifts in real-time for completing a delivery
schedule. This information is critical for analyzing the utilization of resources and
revealing waste (e.g. excess distance or forklifts) in material handling. Based on this
information, manufacturing companies may increase awareness and implement policies
increasing accountability towards the reduction of resources for material handling.

While having the advantage of meeting some of the three aspects of sustainability,
we confirmed challenges. A.4) Increased opportunity in secondary market and A.5)
Increased value of second-hand goods of Fig. 1 are insufficient to be supported by the
DT service presented in this study. These are connected to the product life cycle. In
other words, simulation services related to product usage scenarios, not for services for
material handling, are necessary to check the life cycle of the product to disposal. B.5)
Usage of eco-friendly material/process requires the development of new material for
product and process design. This is because the product design is decided and the
manufacturing process changes depending on the material. C.5) Collaborative con-
sumption and C.6) Reduced premature product disposal are accomplished by the
product design services. Therefore, DT should design products with the requirements
of consumers offered from online and produce and execute a production process.
Virtual experiment services to determine the durability of the designed product is
necessary to reduce premature product disposal.

6 Conclusions

This study developed a demonstrator of SPL in an academic environment based on
current understanding about DT-based services. Empirical results indicated that current
understanding about DT-based services in SPL may contribute to, but is insufficient for,
achieving all impacts in economic, environmental, and social sustainability described
in literature. This study presents important contributions to practice including a
description of benefits of DT-based services in SPL for operators, and logistics and
factory managers, and their implications to economic, environmental, and social sus-
tainability. Future research could focus on verifying results by drawing data from
different industrial segments, and different aspects of SPL for example automated
guided vehicles, forklift fleets, and different levels of the automation. Furthermore, the
findings of this study underscore the need for extending current understanding about
and proposing DT-based services leading to impact in economic, environmental, and
social sustainability.
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Abstract. Combining Smart Production Logistics (SPL) and Machine Learning
(ML) for adaptive scheduling and execution of material handling may be critical
for enhancing manufacturing competitiveness. SPL and ML may help identify,
adapt, and respond to scheduling changes originating from disturbances in and
enhance the operational performance of material handling. However, the liter-
ature combining SPL and ML for material handling is scarce. Accordingly, the
purpose of this study is to propose a framework applying ML for the dynamic
scheduling and execution of material handling tasks in SPL. The study proposes
an architecture including Cyber Physical System (CPS) and Internet of Things
(IoT) applying ML for the dynamic scheduling and execution of material han-
dling. Then, we describe the ML inputs, interactions, and work flow for realizing
the proposed architecture. Finally, the study presents digital services in a sim-
ulation environment exemplifying the dynamic scheduling and execution of
material handling in SPL. The study concludes with essential implications to the
manufacturing industry.

Keywords: Smart production logistics � Adaptive scheduling � Machine
learning

1 Introduction

Combining Smart Production Logistics (SPL) and Machine Learning (ML) offers
advantages essential for addressing unexpected events that arise during material han-
dling and enhancing the competitiveness of manufacturing companies [1]. On the one
hand, SPL involves applying digital technologies including Cyber Physical Systems
(CPS) and Internet of Things (IoT) for making machines and material handling
equipment smart [2]. Accordingly, SPL facilitates the perception, active response, and
autonomous decision-making for the movement of materials and information within the
boundaries of a factory [3]. Particularly, SPL is essential for identifying, adapting, and
reducing costly mistakes originating from disturbances or machine breakdowns
affecting material handling. On the other hand, ML is a subset of artificial intelligence
focusing on autonomous computer knowledge gain [4]. ML includes algorithms
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identifying and extracting valuable patters in data, and allows computers to solve
problems without explicit programming [5]. One area of increasing interest in SPL is
applying ML for adapting the scheduling and execution of material handling as a
response to unexpected events including malfunctioning machines, changing priorities,
illness of staff, delays, defects, or shortage of materials [6].

ML provides distinct benefits essential for addressing unexpected disturbances and
adapting scheduling and execution of material handling tasks. For example, ML pro-
vides fast acceptable solutions that conform to the operation of a dynamic environment
[7]. The timeliness of response in ML is advantageous over current alternatives such as
simulation approaches requiring intensive computational effort and lacking adaption to
changes in the factory floor. Additionally, ML reduces the effort to acquire knowledge,
identify a strategy, and adapt to changes of environments automatically [8]. Finally,
ML can classify and predict responses based on knowledge learned from training
examples [9].

Recent research efforts advance the use of ML in SPL, yet address scheduling and
material handling separately [10, 11, 13]. These studies are critical for addressing
unexpected events arising in material handling, yet the manufacturing industry may
obtain only partial benefits when applying scheduling and execution of material han-
dling independently. Instead, manufacturing companies require adaptive scheduling
capable of identifying disturbances, adjusting changes instantly, and executing material
handling.

Addressing this need, the purpose of this study is to propose a framework applying
ML for adaptive scheduling and execution of material handling in SPL. The main
contribution of this work includes a CPS architecture containing a physical, virtual, and
an adaptive control layer. We apply ML in the adaptive control layer for knowledge
learning, and adaptive adjustment including scheduling and execution of material
handling. Additionally, the study includes the description of the phases in ML for a
achieving a closed loop adaptive scheduling based and execution of material handling.
Finally, the study presents the visualization of a SPL system including the proposed
framework in a laboratory environment. The remainder of this paper includes the
following sections. Section 2 reviews related works about SPL in material handling and
ML. Section 3 describes the proposed framework applying ML for adaptive scheduling
and execution of material handling. Section 4 presents the visualization of a SPL
system. Section 5 draws the conclusions of this study and suggests future research.

2 Related Works

This section presents current understanding about SPL essential for addressing unex-
pected events in material handling. The section describes the importance of IoT devices
and CPS for adaptive scheduling and execution of material handling. Then, the section
outlines key elements of existing architectures of CPS in SPL. The section finalizes
identifying essential aspects for applying ML to existing IoT and CPS architectures.

CPS are critical for developing the vision of SPL including the acquisition, han-
dling, and use of real-time data facilitating autonomous decisions in the shop floor.
CPS and IoT involve multi-layered architectures that facilitate acquiring, handling, and
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using real-time and historic information essential for adapting scheduling and executing
material handling as events occur. In relation to scheduling, Rossit et al. [14] propose a
decision-making schema for smart scheduling intended to yield flexible and efficient
production schedules on the fly. Feng et al. [15] suggest a dynamic scheduling system
based on CPS improving the energy efficiency of the job-shop. Jha et al. [16] present a
CPS for manufacturing processing in IIoT environments, in which physical actor
resources take part in the scheduling process. In relation to material handling, Zhang
et al. [2] investigate the mechanism of intelligent modeling and active response of
manufacturing resources in the infrastructure layer; and present a self-organizing
configuration for SPL. Zhang et al. [17] design a CPS control model for material
handling.

The literature on CPS and IoT underscores key elements of existing architectures
that may be essential for adaptive scheduling and execution of material handling. For
example, Guo et al. [6] propose a three layered approach of a SPL system including a
physical, virtual, and control layers addressing self-adaptive collaborative control. The
virtual layer involves IoT technologies, sensors and automatic identification sensors for
acquiring and transmitting real-time information about physical devices in the literature
terms a physical layer. The virtual layer comprehends synchronizing real-time infor-
mation and dynamic behavior of physical devices, the encapsulation of information,
and digital services for the use of information by staff. Finally, a control layer detects
external and internal exceptions using real-time status information and a knowledge
base. The control layer identifies and proposes strategies for addressing known
exceptions. Additionally, the control layer analyzes new exceptions, extracts knowl-
edge, and updates the database.

Recent advances suggest applying ML for adapting scheduling to unexpected
events in combination with IoT and CPS [10]. Applying ML requires developing a
knowledge base for simultaneously acquiring different information from the manu-
facturing system in real-time and selecting an appropriate strategy for responding to
unexpected events [18]. There are four essential aspects for developing and using a
knowledge base for the adaptive scheduling and execution of material handling. Firstly,
acquiring information including system structure and capacity (static data) and man-
ufacturing process, material handling and behavior (dynamic data). Secondly, pro-
cessing information including the identification and classification of status of the
manufacturing system and real-time and historical disturbances. Thirdly, knowledge
learning involving the selection of a best response for each disturbance and evaluation
of each response in relation to scheduling and execution of material handling. Fourthly,
applying an adjusted scheduling strategy and the execution of material handling tasks.

3 Applying ML for Adaptive Scheduling and Execution
of Material Handling in SPL

This section proposes a framework applying ML for the adaptive scheduling and
execution of material handling in SPL. The framework presents a direct response to the
need of the manufacturing industry for addressing unexpected events arising in material
handling. Accordingly, the framework includes a CPS architecture together with an
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adaptive control layer involving ML. Figure 1 presents the proposed SPL framework
applying ML for adaptive scheduling and execution of material handling.

The CPS architecture for adaptive scheduling and execution of material handling
includes a physical, virtual, and adaptive control layers. The physical layer compre-
hends the real-world manufacturing system. This layer contains machines, operators,
products, forklifts, AGVs, pallets, and warehouses in the shop floor. Additionally, the
physical layer comprises IoT devices such as RFIDs and sensors, cameras, and net-
working devices connected to forklifts and AGVs. The activities in the physical layer
are two-fold. Firstly, the physical layer executes scheduled tasks in material handling.
Secondly, IoT devices collect, transmit, and receive real-time information from the
shop floor indispensable for applying ML for adaptive scheduling and execution of
material handling.

The virtual layer contains elements and activities for synchronizing material han-
dling in the shop floor with its virtual counterpart. The virtual layer contains three sets
of activities focusing on information encapsulation, handling, and use. Information
encapsulation refers to the segmentation of information from each device of the
manufacturing system including its attributes, structure, and resources. Information
encapsulation includes real-time and historical information involving resources,
unexpected events, schedule of tasks, and performance in material handling. For
example, resource data refers to type, time, position, distance travelled, and speed of an
AGV. Information about unexpected events includes time, obstacle, and AGV

Fig. 1. Proposed SPL framework applying ML for adaptive scheduling and execution of
material handling.
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downtime, and scheduling information comprehends order number, location and time
for picking and delivering orders. Information about performance of material handling
includes throughput, on time delivery, makespan, and distance travelled by forklifts or
AGVs. Information handling comprehends the processing and analysis of historical and
real-time information. Importantly, information handling targets the calculation and
interrelation of information about resources, unexpected events, schedules and per-
formance in material handling. Consider the case of the parameter for on time delivery
requiring the integration of information about AGV location, schedule, and time.
Finally, information use concerns the configuration, monitoring, and execution of
scheduled tasks in material handling. Digital services provide an interface between staff
and the virtual manufacturing system and facilitate automatic decisions. Accordingly,
digital services facilitate the execution of the schedule for material handling, and
determine how and when material handling resources carry out tasks in the shop floor.

ML is the core element of the adaptive control layer. Accordingly, real-time
acquisition of information and a knowledge base detect and determine the impact of un-
expected events. Figure 2 exemplifies addressing unexpected events with the proposed
SPL framework applying ML. The knowledge base contains responses to unexpected
events that occurred in the past. Additionally, the processing of real-time information
detects new unexpected events and renews the knowledge base. The knowledge base
presents an online decision adjusting the scheduling strategy based on the goals of the
adaptive scheduling that maintain the performance of SPL. Then, the adaptive control
layer transfers an adaptive solution including optimal schedule to the virtual layer.
Finally, material handling resources execute the optimal schedule in the physical layer.
The proposed framework applies ML in four phases for achieving a closed loop adaptive
scheduling based and execution of material handling based on prior findings [10].

The four phases for applying ML in the adaptive control layer include acquiring
information, identifying disturbances, adapting a scheduling strategy, and generating a
schedule. Information acquisition requires two steps. Firstly, transferring information
from the physical layer of a CPS to the adaptive control layer. Secondly, examining and
selecting information critical for adaptive scheduling and execution of material han-
dling is essential.

The identification of disturbances in the adaptive control layer involves three
aspects. Firstly, determining the type of disturbance; secondly, recognizing the effects
of a disturbance; and thirdly, establishing a response. Establishing a response involves

Fig. 2. Addressing unexpected events with the proposed SPL framework applying ML.
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analyzing dynamically and defining the limits of operational performance. Accord-
ingly, adjustments to a schedule respond to maintaining or improving a level of
operational performance.

The adapting scheduling strategy is an output of the knowledge base. Therefore, the
scheduling strategy requires gathering knowledge learned from the manufacturing
process including historical and real-time information. Additionally, the knowledge
base provides real-time information consisting of updates to the scheduling strategy
with the purpose of achieving a desired level of operational performance. Finally, the
adaptive control layer presents an adaptive schedule of its execution in material han-
dling. The adaptive schedule depends on the effects of disturbances on the operational
performance of the manufacturing system. Additionally, the adaptive schedule presents
information including material handling tasks, location and time for pickup and
delivery, and the resource assigned to the execution of a task to the virtual layer.

4 Prototype Applications in SPL Test-Bed Environment

This section describes a prototype application for testing the proposed framework of
this study. This prototype application includes a SPL test-bed environment, and a
variety of robots and IoT devices. An internal network connects all robots and devices,
and facilitate the transmission of material handling data including resource type,
location, distance, speed, and status in real time.

A database stores real-time data used for the learning of the ML models and
visualizing the execution of material handling by the AGV in the virtual world. Fig-
ure 3 shows the execution of material handling by the AGV in the SPL test-bed
environment. Figure 3 (a) presents how the AGV finds the route in the as-is situation.
In this case, the AGV receives the mission to deliver material from the planning system
and performs the given mission according to the order. The AGV utilizes a radar sensor
and pathfinding algorithm for identifying nearby obstacles, and determining the path
during the execution of material handling. However, as shown in Fig. 3 (a) the AGV
cannot react in real-time to events that occur during the execution of material handling.
Upon encountering and unexpected event, the AGV will stop the execution of material
handling, and recalculate the optimal path to its destination.

However, adaptive and predictive responses are possible by applying the frame-
work proposed in this study. First, Fig. 3 (b) shows an adaptive response method when
an unexpected event occurs while the AGV is moving. In this instance, the AGV can
execute ML-based routing by combining real-time and historical data in the ML model.
The ML model provides two advantages originating from its knowledge base and
training including faster response than optimal path finding algorithms and alternatives
to unexpected situations. Therefore, the AGV reacts to occurrences in real-time and
does not require stopping and recalculating during the execution of material handling.
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Next, Fig. 3 (c) shows the predictive response to a wide planning horizon in
material handling. Traditionally, the AGV executes multiple missions sequentially.
However, ML-based scheduling calculates in advance the total material handling time
of all missions including different scheduling scenarios. Therefore, the proposed
framework may contribute to real-time routing and a wide planning horizon in material
handling.

ML-based real-time routing can be implemented through the framework we pro-
pose in this paper. Currently, AGV scans its surroundings and identifies obstacles
before staring the delivery task, and the shortest is calculated based on this. If there is
any obstacle in the path that was not recognized from the beginning, the operation is
temporarily stopped, and the optimal path is recalculated as shown in Fig. 4 (a). This
problem can be improved through online adaptive route planning by the framework
prosed in this paper. The reinforcement learning (RL) algorithm can be used to respond
to the dynamic situation of the SFL environment. Unlike any other ML models such as
supervised and unsupervised learning models, the RL algorithm does not requires
labeled or unlabeled data. But it trains the model by rewards when the agent performs
an action appropriate for its purpose. The trained model can make the right decision by
itself, not only in a given environment but also in a completely new environment.
Figure 4 (b) represents this situation, and the continuous revised path can be calculated
by periodically calling the trained RL model. Since the RL model has al-ready been
trained, it can immediately calculate the revised path even for dynamic obstacles.
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Fig. 3. Example of AGV with logistics tasks in SPL test-bed environment
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5 Conclusions

The purpose of this study was to propose a framework applying ML for the adaptive
scheduling and execution of material handling in SPL. The main contribution of this
work included a CPS architecture containing a physical, virtual, and an adaptive control
layer. We applied ML in the adaptive control layer for knowledge learning, and
adaptive adjustment including scheduling and execution of material handling. The
study presented the visualization of a SPL system including the proposed framework in
a laboratory environment. Future research will focus on verifying the proposed
framework in an industrial case. Additionally, future studies will involve additional
tasks in including packaging, transportation, or warehousing.
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Abstract. Digital Twins (DT) represent one of the most powerful technologies
related to Industry 4.0 implementation. Combined with the advances in Com-
puter Science and Production Management, DTs have become an emerging
trend in many applications. Despite the DT potentials, Industry 4.0 is pushing
companies to adopt digital solutions that provide higher human satisfaction to
increase operational excellence. One approach to handle this involves how
workers should interact with systems and smart machines. Softbots is a
prominent direction to underpin this goal. This paper presents ongoing results of
a research that exploits how softbots can be combined with DTs to create a more
“symbiotic” human-machine/computer interaction within a smarter decision-
making environment.

Keywords: Industry 4.0 � Softbots � Digital Twin � Cognitive Operator 4.0

1 Introduction

Industry 4.0 paradigm involves the use and combination of several so-called “enabling
technologies”, being the Digital Twin (DT) one of them [1]. A DT can be defined as an
intelligent and evolving digital model, following the lifecycle of its physical twin to
monitor, control, simulate, and optimize its processes, at the same time that continu-
ously predicts its future statuses for further decision-making upon that [2].

One of the most adopted strategies pursued in the Industry 4.0 digital transfor-
mation path is the development of “data-driven environments”, where decision-makers
are provided with access to integrated and more accurate information related to the
diverse organisational areas, including the shop floor. Their ultimate goal is to support
more agile, comprehensive, and confident decision-making, nowadays usually sup-
ported by management and real-time production dashboards [3].

Despite the potentials brought up by such data-driven environments (as smart shop
floors), many decision-makers are not prepared at all to correctly understand the ple-
thora of technical terminologies related to production management, to make wider
analyses and correlations between different performance indicators, to go through data
to glean insights for decision-making, among other limitations [4, 5]. Besides that,
data-driven environments can bring more complexity to decision-makers if not
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properly designed to avoid “information overload” [6]. The practice has been showing
that decision-makers have been increasingly exposed to massive amounts of infor-
mation about their companies’ processes, systems (including different DTs), and
equipment, where lots of checking (sometimes repetitive), analyses, supervision,
reporting actions as well as critical decision-making need to be more and more often
and rapidly performed. All this leaves managers’ capabilities to a cognition and stress
limit, jeopardizing the quality of their decision-making [5, 6].

In a Smart Shop floor context, although a DT can, for instance, show production
data via digital dashboards and monitor in real-time the execution of the Cyber-
Physical Systems (CPSs) it represents, there are some relevant issues to consider once
the DT is implemented [7–11]:

• The data to be shown in a digital dashboard is typically predefined (and hence
limited), including the way data will interact with its users.

• The set of data to be shown in a digital dashboard is designed for a generic user.
• The use of a predefined and generic set of data prevents different users from having

access to information outside the DT data model’s border in the case of ad-hoc
questions or of the need for very particular situations. This means making users
going through other information systems’ GUIs (e.g., ERP or MEs) to pick the
required information and to ‘mentally’ reason about it outside of the DT’s envi-
ronment. This can also be as difficult due to home office, as many corporate
information systems are still only available as local and non-web-based systems.

• The human limitation to follow (with the eyes) many ‘things’ simultaneously in a
DT visualization or CPS execution.

• The many ‘hidden information’ in a DT visualization because of poor GUI design.
• The current limitations of data and business analytics solutions, which are not yet

able to provide much intelligence and effective decision-support, leaving to
decision-makers the more sensible and business-context analyses out of the plenty
of information and available dashboards.

• Most of the development tools in the market for DTs (especially those provided by
big IT/OT players) are not so easy to interoperate with (besides being costly, and
therefore, not affordable for most SMEs).

Regarding the strong impact Industry 4.0 has on the workforce, several authors
have highlighted the importance of systems to evolve in a way to support the newer
types of interactions between humans, machines, and systems towards boosting human
satisfaction and operational excellence [e.g., 11, 12]. In this context, the emerging
concept of Operator 4.0 ascends to significance. Coined by [13], its vision refers to
supporting a socially and cognitive sustainable manufacturing workforce environment
in the factories of the future, where smart operators should work collaboratively and
aided by machines via advanced human-machine/computer interaction (HMI/HCI)
technologies.

The Operator 4.0 concept can be implemented using different technologies. When
looking at the type ‘Smarter Operator 4.0’, software robots (or just softbots) are one of
the most promising approaches [13, 14]. A softbot can be generally defined as a
computer program that interacts with and acts on behalf of a user or another program
[15]. This is in line with the Cognitive DT concept, described as a “digital reflection of
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the user, intended to make decisions and carry out tasks on the user’s behalf” [16]. [17]
have also pointed out the importance of improving the level of DT’s autonomy and
interactivity in smart manufacturing systems to quickly respond to unexpected events
without central re-planning. [18] have called this next-generation of software robots as
Softbots 4.0 – due to their capabilities of assisting operators in the management and
automation of business processes, computer systems, and production assets in an
industrial networked environment.

The goal of this paper is to present the results of a research that tackles those DT
issues. It addresses them by introducing softbots to intermediate the interactions
between the DT and production managers in Industry 4.0 production scenarios. This
does not mean replacing the native DT’s user interfaces, but rather adding a comple-
mentary and more “symbiotic” way of HMI/HCI towards supporting and leveraging the
“Cognitive Operator 4.0” [13, 20]. This concept refers to empowering workers with
more capabilities, autonomy, resources, and interactivity to better perform their
activities within smart manufacturing systems [13].

This paper is organised as follows: Sect. 1 highlights the problem to be tackled and
the desired improvements; Sect. 2 summarizes the research methodology adopted in
this work; Sect. 3 provides basic foundations and related works to softbots and DTs;
Sect. 4 details the experimental setup and preliminary results; and Sect. 5 presents the
preliminary conclusions of this research and its next short-term steps.

2 Research Methodology

Adopting the Action-Research methodology, the prototype was developed as a proof-
of-concept with the primary goal of evaluating to which extent the addition of a softbot
could cope with the DT issues mentioned in the previous section.

Three previous authors’ works have been used as a basis for the prototype. In [14],
a group of collaborative softbots was developed to interact with a shop floor composed
of six workstations of a FESTO MPS system existing in a university lab. In [5], a set of
new dialogues, production scenarios and analytics have been implemented, related to
the integration of a softbot to a Manufacturing Execution System (MES) system from
the market. In [10], a DT prototype was built up on top of the same FESTO MPS
system, allowing users to remotely follow the production in real-time as well as to act
on the system in some situations.

The prototype developed for this work took advantage of some codes and GUIs
from those two previous softbots and has extended and adapted them to the new
interaction scenario involving the developed DT.

3 Basic Foundations and Related Works

3.1 Basic Foundations

Most of the R&D works found out in the literature are not DTs, but “digital shadows”
instead. There are three types of virtualizations of a system [21]:
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• Digital Model – it is a digital representation of a physical object; there is no
interaction between the physical and the virtual models.

• Digital Shadow – it is characterized by the unidirectional connection between
physical and digital models; only the physical model updates the digital model.

• Digital Twin – it is also characterized by the bidirectional connection between
physical and digital models; the physical and the digital models continuously
interact and update each other.

A DT can mirror one or more entities of a physical environment, such as operators,
machines, materials, and shop floor layouts. In its execution cycle, a DT needs to
collect information from its CPSs and send information and commands back to them;
CPSs need to send data to its DT, and users need to follow and visualize the CPSs
operation via its DT as well as to interact with the DT itself. This involves function-
alities for data management, analysis, and computing [22].

A comprehensive DT in a manufacturing domain should support the following
general functionalities [21]: (i) real-time monitoring and updating of the DT with
information about parts, products, operations, machines, and all the related shop floor
entities; (ii) analysis and energy consumption forecast; (iii) intelligent optimization
based on the analysis of users’ operation and product and/or production process data;
(iv) analysis upon users’ operation to evaluate their behaviours; (v) virtual product
maintenance, including testing, evaluations, and new maintenance plans set-ups; and
(vi) failure analysis and forecasting for equipment and/or product maintenance.

A softbot can be defined as a “virtual system deployed in a given computing
environment that automates and helps humans in the execution of tasks by combining
capabilities of conversation-like interaction, system intelligence, autonomy, proactiv-
ity, and process automation” [23]. It interfaces with smart machines and robots,
computers, databases, and other information systems, aiding the operator in the exe-
cution of different tasks in “human-like” interactions within Industry 4.0 production
and management scenarios [5]. Depending on the softbot’s purpose, intelligence,
autonomy, architecture, and modelling approaches, a “softbot” can functionally be seen
as equivalent to other concepts, such as an agent, personal assistant, chatbot, bot,
holon, or avatar [18].

Softbots does not aim at replacing the native human-machine/computer interfaces
between workers and machine tools, or the ones with enterprise information systems,
such as ERP or MES. Instead, they represent a higher-level and new type of frictionless
human interaction, also skipping fixed and predefined menus commonly accessed via
keyboard and mouse. That interaction can be provided by different means, like web
browsers, mobile devices, augmented reality, natural language, haptics, etc. [24].

3.2 Related Works

After a search in scientific databases, it could be observed that the use of softbots (or
equivalent concepts) at the shop floor level in the context of Industry 4.0 got some
attention since about five years ago [25]. Their use integrated into DTs is more recent.
Actually, not many works were found out combining softbots (or equivalent terms) and
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DTs. Among them, the large majority only mention it as a trend, both in scientific
papers [e.g., 16, 26-30] and in whitepapers, like in1,2.

To the best of our knowledge, only two works have considered that combination in
a more concrete way. In [31], a reference architecture for DTs, called JARVIS, is
proposed. Although a module to support the interaction with a “chatbot” has been
designed, it seems that no implementation has been made yet. In [32], the Alexa chatbot
(from Amazon) is used to interact with a product’s digital counterpart (which represents
a DT) via voice using a reference vocabulary as a basis. The authors [32] mention an
implementation, but no examples are shown in their paper.

4 Experimental Setup and Preliminary Results

4.1 The FESTO MPS System

The manufacturing infrastructure used as the basis for the development of both DT and
softbot is a FESTO MPS system. It is composed of six machines (or stations) that work
in sequence. Each station is equipped with a PLC Siemens S7-1200 full DC and a set of
sensors and actuators. They use the Profinet network and OPC protocol. Stations’ tags
statuses and production data are accessed via the TIA Portal, from Siemens.

4.2 General System’s Architecture

Figure 1 illustrates the general architecture of the developed prototype.
At the local level environment, a softbot has been deployed to help local operators

to interact with the MPS system more comfortably and informally. Operators can
request many different types of data from the planned and ongoing production. Besides
that, the softbot was programmed to proactively carry on some actions, for example,
checking some predefined situations and going into alarm in some cases [14].

Still, at this level, the operator can be provided with past information (e.g., what has
been produced, via accessing the ERP database), current information (e.g., what is
being produced), and future information (basically in terms of what is planned to be
produced). In these two last cases, the TIA Portal acts as the main source of
information.

In terms of the DT, one of its parts is placed at the local level. A wrapper was
implemented to grab information from the MPS’s stations in real-time and store them
in the DT database (MongoDB). There is a total of 135 variables (tags) that indicate
several aspects of the stations during their operation. The communication between the
wrapper and the TIA Portal is done via OPC-DA protocol. All this layer runs with
Windows 7 OS.

1 Virtual Assistants and Digital Twins Advance Personalised Medicine. https://healthcare-in-europe.
com/en/news/virtual-assistants-digital-twins-advance-personalised-medicine.html.

2 Affective Computing. https://cmte.ieee.org/futuredirections/2020/11/27/megatrends-for-this-decade-
x/.
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At the remote level environment, a DT has been developed (in Python) on top of
the MPS [10]. The MPS environment has been drawn up using the Plant Simulation
(PS) software, from Siemens. The real-time visualization of the MPS operation is done
via a permanent access to the DT’s database using the OPC-UA protocol. It can be
accessed via its Python/COM API, in the same way as its internal database. On the left
side of Fig. 1, it can be shown the DT environment with a partial view of the MPS in
the background. The monitor/PC on the right side has the DT wrapper/OPC server.
The DT appears on the left side, with two screens (the one at the bottom is just a screen
extension of the DT visualization environment).

Another softbot has been developed, acting as a kind of client application of the
DT: the “DT softbot”. It can access both other information that is not handled within
the DT environment (e.g., the ERP) and the ones dealt with by the DT itself via its API.
All this layer runs with Windows 10 OS. The DT and the softbot run on different
servers, although in the same local network.

At this level, the operator: can be provided with past information (e.g., what has
been produced, via accessing the Plant Simulation and/or the DT databases); can
visualize current information (e.g., what is being produced, the machines in operation,
bottlenecks formation, etc.); can have access to related information from other systems;
can monitor and take care of the MPS execution; and can make some (current and
future) analytics (e.g., prediction) based on some data and performance indicators.

Considering the objective of this paper and of the associated proof-of-concept
prototype, the whole architecture and issues related to e.g., the integration approach and
security, were simplified. Yet, only the most important MPS stations’ entities were
graphically represented in the DT software. However, the environment works for a real
case, including facing all issues related to integrating different systems, interoperating
with different technologies and protocols, and supporting real-time communication.

Fig. 1. General systems’ architecture
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4.3 The ARISA NEST Platform for Softbots

Both “softbots” have been created using the ARISA NEST3. It is a PaaS-based-academic
tool that allows the derivation and specialization of “instances of” both single and
groups of service-oriented softbots [14]. They can be accessed via Web or mobile
phone. ARISA is free and it is deployed in another cloud/server. It supports the
communication between it and the derived softbots in various ways using open
protocols/standards.

ARISA NEST supports three types of behaviour modes in its communication with
end-users: (i) Reactive – when the softbot acts in direct response to users requests via
chatting (e.g., to ask about more detailed information from a given machine);
(ii) Planned – when the softbot acts in response to predefined scheduled tasks (of
different types and complexities), bringing their results to users after their execution
(e.g., to generate daily performance reports); and (iii) Pro-active – when the softbot
performs predefined tasks autonomously on behalf of users or of some system it
represents, bringing their results to users if needed (e.g., to continuously checking
communication problems between data collectors and the DT wrapper - and to
promptly take measures to solve them - or sending warnings and alarms).

4.4 The Use Cases

Several scenarios have been devised to preliminary assess this research. For this paper,
due to space restrictions, scenarios were mixed, figures were condensed, and only two
stations have been considered to leave the figures clearer. These scenarios show the
combination of the reactive, planned, and pro-active behaviours, with the capabilities of
doing some analytics, actuation on the real system (as a truly DT), and the gathering of
information from different systems other than from the DT itself.
Use Case 1: Reactive + Request Decomposition + Access to other Systems + Analytics
In this case, the user checks the DT’s analytics module (developed in this prototype)
and observes that the Distribution station’s OEE (Overall Equipment Effectiveness) is
strangely too unstable. He then realizes that some production orders will be delayed if
this continues as the DT is predicting, but he does not know either which orders might
be affected by that (this information is actually handled by the MES system) nor the
respective customers’ names (this information is handled by the ERP system) so that he
could warn both customers and the company’s CRM area in advance.

As the DT does not have all the required information, this request is got by the
softbot, which “reacts” to attend it. The message is interpreted by the softbot (based on
predefined keywords set up when the softbot is derived), it is decomposed into “sub-
tasks” (one for each correct subsystem - the MES and ERP in this case - that should be
accessed via calling their APIs to get the information), and each subtask is executed
(within/by the softbot). This Use Case is shown in Fig. 2.

3 ARISA NEST platform for softbots derivation – https://arisa.com.br/ [in Portuguese].
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Use Case 2: Planned + Automatic Actions
In this case, there is no user request. The softbot simply executes the tasks that have
been previously configured by the user, on behalf of him. In this scenario, the softbot
should automatically generate the utilization level of the Distribution and Testing
stations at the end of each working shift for his general analysis. As the ARISA NEST
does not support internally graphical elements in its GUI, it does it calling the Plant
Simulation’s API to see the utilization level. This Use Case is shown in Fig. 3.

Use Case 3: Pro-Active + Actuation on the Real System
In this case, there is not a user request either. However, the pro-active mode relates to
the possible autonomy level a softbot can have. For example, a softbot could always
warn the user (e.g., sending him a message or getting into alarm) and order a given
machine (the Distribution station, for example) to be turned off when its OEE gets
lower than 20%. This value of 20% would be a result of a more sophisticated algorithm
that calculated that after processing a long OEE historical series also considering the
stored company’s good practices knowledge base.

Fig. 2. Use Case 1: Reactive + Request Decomposition + Access to other Systems + Analytics

Fig. 3. Use Case 2: Planned + Automatic Actions
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In the developed prototype this was just assumed, and a simple algorithm has been
implemented to really act on the physical Distribution station, to be turned off in that
OEE situation. Figure 4 zooms the moment when this situation occurs as well as it
shows the change in the respective station’s tag, from ‘false’ (i.e., it was turned on) to
‘true’ (i.e., it is now turned off).

The possibility to turn a given station off by the user is also allowed via pressing the
red button of each station directly on the DT’s graphical interface (see Fig. 1). Another
example of this Case is to support the Use Case 1. Instead of doing the user to follow
the OEE performance of the Distribution station “manually” over time, the softbot
proactively and permanently checks that and warns the user when that situation hap-
pens. This Use Case is shown in Fig. 4.

5 Conclusions

This paper has presented an approach for the use of softbots to improve the way users
interact with DTs and on how they manage the production management in general with
manufacturing DTs. An initial prototype has been developed, integrated into a near-real
shop floor, which is composed of six machines that act as cyber-physical systems.

A set of scenarios was designed to evaluate the devised approach against the issues
highlighted in the introduction. The scenarios were implemented and tested in a con-
trolled environment. The evaluation was qualitative, given the nature of the issues.

Current results could confirm the potential of the approach, where the integration of
a softbot with a DT environment helped to overcome the targeted issues.

Some open points have arisen from this research. One of the most critical issues
refers to the autonomy level a softbot can have, especially when an actuation on the real
system is needed. As this is a very sensitive situation, a kind of systems governance

Fig. 4. Use Case 3: Pro-Active + Actuation on the real system
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model should exist to determine the frontiers of operation and actuation among the
most directed involved systems, namely the MES, the DT, and the softbot.

There are many possible further directions to be exploited from now on. Besides
enriching the DT’s graphical visualization with more MPS’ elements, the main next
short-term steps refer to enhancing the interaction between the softbot and the DT in
terms of better aiding users in business analyses and decision-support based on the data
the DT and other systems (including wearables) can jointly provide.

Acknowledgements. This work has been partially supported by CAPES Brazilian Agency for
Higher Education, project PrInt “Automation 4.0”.
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Abstract. In terms of graph theory, the urban transport network can be
adequately represented as a graph. All crossroads in the city are consid-
ered to be the vertices of the graph, and streets are the edges. Using this
model, one can set and effectively solve many routing problems: (1) con-
structing the routes between given starting and ending points, satisfying
the rules of the road (allowed turns at crossroads and a given sequence
of driving through the streets), (2) finding the way, passing through all
the streets of the city in accordance with the rules of the road and a
given sequence of turns at crossroads (an algorithm for constructing an
permissible Eulerian chain), (3) constructing a minimal cardinality set
of routes running through all the streets of the city (Eulerian cover of
any graph with permissible chains). The paper provides a formalization
of these problems and effective algorithms for solving them.

Keywords: Graphs · Trajectory planning · Polynomial algorithm ·
Transportation control

1 Introduction

Various problems of management and automation design often lead to solving
the routing problem. So, for example, one of the most actively explored areas
is a mathematical model based on choosing the optimal route between different
objects. These objects can be considered to be the vertices of a directed graph,
and the optimal routes in this case will represent the shortest paths in the graph,
which is a mathematical model of the considered problem. [1] considers is the
problem of modelling the closed queuing networks, for example, the placement
of bicycle parking lots in the city, where parking lots are defined as the vertices
of a directed graph, and possible paths between them be weighted arcs. When
planning and managing the choice of a delivery route, it is possible to solve a
problem based on representing a set of typical system states as graph vertices, the

The work was supported by the Ministry of Science and Higher Education of the
Russian Federation (government order FENU-2020-0022).

c© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
A. Dolgui et al. (Eds.): APMS 2021, IFIP AICT 634, pp. 51–58, 2021.
https://doi.org/10.1007/978-3-030-85914-5_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85914-5_6&domain=pdf
http://orcid.org/0000-0002-3656-9632
https://doi.org/10.1007/978-3-030-85914-5_6


52 T. A. Makarovskikh

routes of this graph correspond to the control decisions of the fuzzy situational
network.

Let’s consider the solution of the routing problem solved by [2]. It requires the
distribution of transport and passenger flows and takes into account the specifics
of driving in cities. To solve it, a correct description of the behaviour of the
passenger (or the car) when choosing a route is required. Many factors influence
his behaviour. For example, a special graph may be used to model the system
of all possible paths within the city. Such a graph can be called communication
graph. It is a superposition of the following subgraphs: subway routes, railway,
pedestrian paths, highways, etc. Such a system of all possible displacements is
not static, therefore it can be noted that all edges of the communication graph
routes are characterized by the moments of creation and marking for deletion.

Routing problems complicated by various constraints are of the greatest theo-
retical interest. There are various methods for solving such problems and various
constraints, for example, considered by [3], and [4].

In terms of graph theory, the transport network can be represented as a graph
G = (V,E), where the set of vertices V is the set of crossroads (cities, airports,
warehouses, etc.), and the set of edges E is a set of connections between objects
from V (roads, highways, flights, etc.). Thus, if there is an edge e = {v1, v2},
then there is a direct message between the objects corresponding to v1 and v2.
The solution of the routing problem in the transport network assumes (1) con-
struction of routes between the given starting and ending points, satisfying the
traffic rules (allowed turns at crossroads and a given sequence of travel along the
streets), (2) finding a path passing through all the city streets in accordance with
the traffic rules and a given sequence of turns at crossroads (an algorithm for
constructing an permissible Euler chain), (3) constructing a minimal cardinality
set of routes passing through all the streets of the city (Euler’s cover of an arbi-
trary graph by permissible chains). As mentioned above, the most interesting are
routing problems with constraints, since the constraints introduced allow us to
describe a fairly narrow class of applied problems. Since the graph corresponding
to the transport network has a sufficiently large dimension, the most urgent are
algorithms that make it possible to obtain a solution (or a feasible solution) in
the shortest possible time. The preferred algorithms are the ones that solve the
problem in polynomial time (if they exist for the declared class of problems).

Constraints on constructing of routes in graphs can be classified as local
(when a condition is set at a fixed vertex or edge) and global (a constraint is set
for the graph as a whole). Problems with local constraints include the prob-
lem of constructing a route that satisfies a fixed system of allowed transitions.
In terms of the transport routing problem, the problem statement can be inter-
preted as follows. All crossroads of the city roads are considered as the vertices
of the graph, and streets are considered as edges. It is necessary to get a route
between the starting and ending points that meets the rules of the road (allowed
turns at crossroads) or the specified sequence of driving along the streets.

To solve these problems we define the following graphs: (1) the graph corre-
sponding to the map of the area, in which each vertex v ∈ V corresponds to a
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crossroad, (2) transition graphs TG(v) defined at each vertex v ∈ V . The vertices
of the transition graphs are edges incident to v ∈ V , i.e. V (TG(v)) = EG(v), and
the edges define the allowed transitions (the transitions correspond to the given
traffic rules at a particular crossroad).

2 Constructing the Permissible Path Between Two
Vertices

The constraints on routes in the graph G can be formulated in terms of the
graph of allowed transitions. These definitions are given by [4]. Let us formulate
them for completeness.

Definition 1. Let G be a graph. Transitions graph TG(v) for vertex v ∈
V (G) be a graph, the vertices of which are the edges incidentto vertex v, i.e.
V (TG(v)) = EG(v), and set of edges be the allowed transitions. The sys-
tem of allowed transitions (or the transitions system for short) TG be
the set {TG(v) | v ∈ V (G)}, where TG(v) be the transitions graph for v. Path
P = v0e1v1 . . . ekvk in G be TG-compatible, if {ei, ei+1} ∈ E(TG(vi)) for each
i (1 ≤ i ≤ k − 1).

The following theorem proved by [5] holds for a problem of constructing the
TG-compatible chain, i.e. simple chain C = v0e1v1 . . . ekvk in graph G, for which
{ei, ei+1} ∈ E(TG(vi)) for each i (1 ≤ i ≤ k − 1).

Theorem 1. If all transition graphs belong to class M of complete multipar-
tite graphs, or class P of matchings, then the problem of constructing the TG-
compatible chain may be solved by time O(|E(G)|). Otherwise, this problem is
NP-complete.

If transitions system for vertex v ∈ V (G) is a matching then the problem can
be reduced to a problem for graph

G′ : V (G′) = V (G)\{v},
E(G′) = (E(G)\EG(v)) ∪ {{vi, vj} : {{{vi, v}; {v, vj}} ∈ E(TG(v))}} .

If TG(v) fro any vertex v ∈ V (G) is a complete multipartite graph then to
get a permissible chain we may use algorithm TG-COMPATIBLE PATH [4].

Note that in the general, the direct application of this algorithm does not
allow to solve the problem of finding a TG-compatible route containing the maxi-
mum number of edges. Note that TG-COMPATIBLE PATH algorithm cannot
be used to construct routes that cover all edges of graph G.

Indeed, a maximum cardinality matching in the graph G′ cannot contain
a pair of edges forming a forbidden transition, since they are incident to one
common vertex of graph G′. At the same time, in the general, there may be
a TG-compatible route containing such a pair of edges. Note that [5] does not
consider the issue of recognizing the multipartition of graphs TG(v), as well as
the problem of constructing an permissible route or a set of routes covering all
edges of the original graph. This recognition is rather trivial, and it is advisable
to use the concept of a partition system introduced by [6] and [7].
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3 Algorithm for Constructing the Permissible Eulerian
Chain

As noted, algorithm by [5] generally does not allow constructing compatible
chains of maximum length. Compatible Eulerian chains are of particular interest.
A necessary and sufficient condition for the existence of PG-compatible chains is
given by [7]. The complexity of checking the existence of PG-compatible Euler
chain is not greater than O(|E(G)|).

To define PG-compatible chain in terms of forbidden transitions the term of
partition system is used.

Definition 2. Let G = (V,E) be a graph. Let PG(v) be some partition
of set EG(v). The partition system of G be a system of sets PG :=
{PG(v) | v ∈ V (G)}. Let p ∈ PG(v), {e, f} ∈ p. Chain not containing the tran-
sitions e → v → f and f → v → e be called PG-compatible, and transitions
e → v → f and f → v → e be forbidden.

Note that the graph of allowed transitions TG(v) uniquely determines the
graph of forbidden transitions TG(v) and vice versa. Obviously, TG(v)∪TG(v) =
K|V (G)|, i.e. the forbidden transition graph is the complement of the allowed
transition graph to a complete graph. Thus, using the definition of 1, one can
pose a problem with any graph of allowed (forbidden) transitions.

On the contrary, the graph of allowed transitions, defined using the partition
system PG, cannot be arbitrary, but belongs to the class M of complete multi-
partite graphs: the elements of the partition PG(v) determine the parts of the
graph TG(v) ∈ M , and the set of its edges

E(TG(v)) = {e, f ∈ EG(v) : (∀p ∈ PG(v)) {e, f} �⊂ p} .

In this case, the graph of forbidden transitions TG(v) will be a set of |PG(v)|
cliques, this fact can be used to recognize the belonging of T (v) to M .

Thus, a partitioning system into subsets can be given on E(v) (the set of
edges incident to the vertex v). If the edges e1 and e2 belong to the same subset,
then the edge e2 cannot follow the edge e1. The graph G(V,E) will be defined
as an adjacency list, the elements of which are structures. Each element of this
structure consists of two fields: (1) numbers of the vertex vi, adjacent to the
current vertex; (2) the number ci of the split element. Note that each edge e of
the graph belongs to two adjacency lists: for vertices vi and vj , which are the
ends of this edge. But for each vertex the edge e will belong to different partition
systems.

To construct the compatible Eulerian chain we may use PG-COMPATIBLE
EULER CHAIN algorithm [4] that solves the problem of obtaining P (G)-
compatible Euler chain by time O (|E(G)| · |V (G)|). This algorithm can be easily
implemented using standard computational tools.
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4 Eulerian Cover of a Graph by Permissible Chains

Let us consider the problem of constructing an Euler covering of a graph with
compatible chains. We assume that the transition system TG contains only
matchings and complete multipartite graphs [4].

Definition 3. Let the Euler cover be the minimal cardinality set of edge-disjoint
paths, covering the set of edges of a given graph.

In this case, the graph is completed to be Euler. One way to reduce a graph to
Euler is given by [4]. The considered algorithm 1 for constructing a covering by
feasible chains consists in introducing a fictive vertex v∗ and connecting it with
all odd vertices with fictitious edges. [4] proved that in this case it is possible to
solve the problem in linear time. As a result, l + 1 chain covering the original
graph will be constructed. Here l = deg(v∗).

Algorithm 1. COVERING BY TG-COMPATIBLE CHAINS
Require: : G = (V, E), transitions graphs TG(v) ∀v ∈ V (G).
Ensure: : a set of chains T i, i = 1, 2, . . . , k, covering graph G, m = 2k is the number

of odd vertices.
1: U = {v ∈ V (G) : TG(v)is matching }; � Step 1
2: V (G′) = V (G)\U, � Reduce G to G′

3:

E(G′) =

(
E(G)\

⋃
v∈U

EG(v)

) ⋃ { ⋃
v∈U

{{vivj} : {viv, vvj} ∈ TG(v)}
}

;

4: TG′(v)=Reduce(TG(v), U) � Replace all entries of u ∈ U : vu, wu ∈ ETG(u) by w
5: G∗=AddSupplementary(G′, v∗); � Step 2.
6: � Introduce a supplementary vertex v∗ adjacent to all odd vertices of G′

7: TG∗=Modify(TG′(v));� Introduce vertex vv∗ adjacent to all vertices in the graph
TG∗(v) for all v ∈ V ′(G) : deg(v) ≡ 1 (mod 2) into the transition graph TG∗(v).

8: for all v ∈ V (G): ∃p ∈ P (v): |p| > deg(v)/2 do � Step 3.
9: for all i = 1, 2, ..., 2 |p| − deg(v) do

10: AddEdge(G∗,(vv∗)i); � introduce 2|p| − deg(v) supplementary edges
11: Modify(TG∗((vv∗)i)); � Modify the transitions graph
12: end for
13: end for
14: TG∗=PG-COMPATIBLE EULER CHAIN(G∗)� Step 4. Obtain compatible cycle
15: for all v ∈ V (G) do � Step 5
16: T ′(G′)=Delete((vv∗)) � Delete supplementary edges from T ∗ and obtain T ′

17: end for
18: for all u ∈ U do � Step 6
19: T=Modify(T ′); � Modify paths by adding the vertices deleted at Step 1.
20: end for
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Theorem 2. Algorithm 1 COVERING BY TG-COMPATIBLE CHAINS
correctly solves the problem of constructing the Euler cover of graph G by
TG-compatible chains. Its computing complexity is not greater than O(|E(G)| ·
|V (G)|).

In terms of the transport routing problem, this problem can be interpreted in
two ways: (1) the constructed cover is a set of permissible routes in the city, and
the vertex v∗ is a depot; (2) the constructed cover is a solution of well-known
applied problems when certain constraints are put on the sequence of passed
streets/corridors.

5 Example

Let’s consider the simple but visual example of constructing the cover by TG-
compatible chains for graph in Fig. 1. The real life examples (maps of the cities
where vertices are cross-roads, and edges are streets) have 104 − 109 vertices
and edges, and they are the subject of interest for another research concern-
ing minimization of calculation time. So, the graph in Fig. 1 has odd vertices
Vodd = {v1, v7, v8, v9, v10, v11}. Hence, Euler cover contains three chains. Let us
introduce the supplementary vertex v∗ and construct the edges incident to it,
the second ends of these edges be vertices

v ∈ Vodd : Eodd =
= {{v∗, v1}, {v∗, v7}, {v∗, v8}, {v∗, v9}, {v∗, v10}, {v∗, v11}}.

Thus, we obtain graph G∗ = G(V ∪ Vodd, E ∪ Eodd). According to transitions
system TG we complete transitions system TG∗ according to Step 2 of Algorithm
1. Splitting of graph G∗ vertices according to TG∗ is given in Fig. 2. Hence, we

Fig. 1. Graph G with 6 odd vertices, partitions for each vertex, supplementary vertex
v∗, and supplementary edges adjacent to it
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Fig. 2. Graph G∗ all vertices of which are split according to the given transitions
system. The gray circles round the split vertices

obtain TG-compatible Euler cycle for G∗ by algorithm PG-COMPATIBLE EULER
CHAIN.

(G∗) = {v8v9v3v4v1v5v4v10v11v∗v10v9v∗v7
v11v5v6v7v8v2v6v1v2v3v1v

∗v8} .
When we delete edges e ∈ Eodd from C(G∗) we get the cover of initial graph

G by compatible chains

C1 = {v8v9v3v4v1v5v4v10v11}, C2 = {v10v9},
C3 = {v7v11v5v6v7v8v2v6v1v2v3v1}.

Nevertheless, additional edges in the graph can also be introduced in accordance
with additional constraints, for example, when solving a traffic problem, these
edges may represent a planar extension and/or duplicate the existing edges. In
this case, the number of constructed chains depends on the number of addi-
tional edges. So, if the graph from the considered example (Fig. 1) is a home-
omorphic image of some area map, then the following auxiliary routes will be
obtained between the chains Ci, i = 1, 2, 3: C1,2 = v11v10, C2,3 = v9v8v7 (or
C2,3 = v9v10v11v7). In general, algorithm TG-COMPATIBLE PATH to construct
permissible chains between pairs of odd vertices.

In terms of the transport routing problem, this problem can be interpreted
in two ways:

– the constructed cover is a set of permissible routes in the city, and the vertex
v∗ is a depot;
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– the constructed cover is a solution of well-known applied problems when cer-
tain constraints are put on the sequence of passed streets/corridors.

6 Conclusion

The known algorithms make it possible to construct a simple chain between
two different vertices that satisfies local constraints. The paper shows the pos-
sibility of recognizing a transition system, which allows solving the problem
of constructing a compatible path in linear time. It is proved that using the
developed algorithm PG-COMPATIBLE EULER CHAIN for Euler graph G it is pos-
sible to obtain a PG-compatible Euler cycle or to establish its absence in time
O(|V (G)| · |E(G)|). Covering the graph G with compatible chains is also possible
in time O(|V (G)| · |E(G)|) using algorithm COVERING TG -COMPATIBLE CHAINS.
The considered algorithms can be used, for example, to solve routing problems in
transport, when the dimension of the problem is large enough and it is necessary
to use algorithms that solve the problem in the shortest time. The directions for
further research is the development of C++-library that implements the con-
struction of routes with the local constraints discussed here.
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Abstract. This paper addresses a time-dependent green vehicle rout-
ing problem (TDGVRP) with the consideration of traffic congestion. In
this work, the objective is to optimize the vehicle routing plan, with the
goal of reducing carbon emissions, which has linear relationship with fuel
consumption of vehicles. To deal with traffic congestion, travel time are
considered to be time-dependent. We propose a branch-and-price (BAP)
algorithm to precisely solve this problem. A tailored labeling algorithm
is designed for solving the pricing sub-problem. Computational experi-
ments demonstrate the effectiveness of the proposed BAP algorithm.

Keywords: Vehicle routing problem · Time-dependent · Carbon
emissions · Branch-and-price

1 Introduction

The vehicle routing problem (VRP) is a practical and concerned issue in a wide
range of application systems, including logistics, transportation, distribution,
home health care, and supply chains [1]. Recently, the growing awareness of
environmental concerns such as global warming and urban air pollution has led
to increased efforts to protect the environment [2]. Many companies consider
environmental-friendly operations throughout their supply chains. The motiva-
tion of being more environmental conscious is not only about legal constraints,
but it also reduces costs and attracts customers who prefer green operations [3].
Therefore, some researchers have studied the green VRP (GVRP).

Nowadays, traffic congestion has become another common problem. Based
on this limitation, [4] proposed the time-dependent VRP (TDVRP) in which
the travel time changes with the departure time. In this paper, we focus on
the time-dependent green vehicle routing problem (TDGVRP) with the time-
varying vehicle speed and time windows. The cost of fuel consumption is one
of the most significant part of the operation costs in logistics transportation.
In the sense of the TDGVRP, we strive to minimize carbon emissions, which

The first author would thank the China Scholarship Council for the financial support
gratefully (contract No. 201801810122).

c© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
A. Dolgui et al. (Eds.): APMS 2021, IFIP AICT 634, pp. 59–67, 2021.
https://doi.org/10.1007/978-3-030-85914-5_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85914-5_7&domain=pdf
https://doi.org/10.1007/978-3-030-85914-5_7


60 H. Luo et al.

has linear relationship with fuel consumption, as the objective to optimize the
vehicle routing with the time-varying vehicle speed. An exact branch-and-price
(BAP) algorithm is developed to solve the TDGVRP.

The rest of this paper is organized as follows. Section 2 introduces the problem
and formulation. Section 3 develops an exact BAP approach to solve the problem.
The computational experiments are described in Sect. 4. Section 5 concludes the
paper.

2 Problem Description and Formulation

2.1 Problem Description

The studied TDGVRP addresses a key aspect regarding the impact of traffic
congestion in terms of the feasibility, fuel consumption and carbon emissions
of a route. Let G = (N,A) be a directed graph with a set of vertices N =
{0, 1, . . . , n, n + 1}, in which Nc = {1, . . . , n} represent customers, and 0 and
n + 1 represent the origin and the destination depot, respectively. The distance
between vertex i and vertex j is denoted by dij . Each vertex i ∈ N has a demand
qi, a service time si, and an associated hard time window [ai, bi]. Each vehicle has
to wait until the earliest time ai if it arrives at vertex i before time ai, meanwhile
the vehicle is prohibited to arrive after time bi. For vertices i ∈ {0, n + 1}, it
is assumed that qi = si = ai = 0 and bi = T . Thus there is a fixed planning
horizon [0, T ] in which vehicles are allowed to move along the route. A set of
unlimited fleet of homogeneous vehicles with a limited capacity Q are employed
to service the customers.

The impact of traffic congestion is captured by considering that the time
required to travel from vertex i to vertex j, when departing from vertex i at
time t, is given by a travel time function that is continuous, piecewise linear, and
satisfies the FIFO property (i.e., a later departure always leads to a later arrival
and thus overtaking will not happen). The traffic congestion at peak hours influ-
ences vehicle speed directly, thus affecting the travel time and fuel consumption
of the vehicles. Under this setting, the cost minimizing the TDGVRP consists
in finding a set of feasible routes minimizing the total carbon emissions, which
has linear relationship with fuel consumption of vehicles.

2.2 Modeling Time-Dependent Travel Time and Carbon Emissions

The time dependence of the studied TDGVRP is based on the interaction
between vehicle speed profiles determined by the traffic condition and travel
time function [2]. According to the survey and literature, there are two peak
traffic jam periods in a day, respectively are from 7 am to 9 am and from 5 pm
to 7 pm. Figure 1(a) draws an average vehicle speed profile of departure time
from 7 am to 7 pm. Figure 1(b) draws the corresponding travel time function for
an arc of the distance 50 km. By using those stepwise speed functions, the FIFO
property holds for each arc in the graph G. In this paper, let τij

(
tki

)
represent
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Fig. 1. Piecewise linear travel time function derived from stepwise speed function for
an arc of length 50 km.

the travel time from vertex i to vertex j when vehicle k departs from vertex i
at time tki and so τij (t) is a travel time function about the departure time t.

For each arc (i, j) ∈ A, there are several time periods of the corresponding
travel time function τij

(
tki

)
. In this paper, we define Tij as the set of time periods.

For example, if Fig. 1(b) is travel time function of an arc (i, j), then there will
be 9 time periods in travel time function. We denote m as the index of the time
periods, that is Tm

ij ∈ Tij for m = 0, 1, . . . , |Tij | − 1, which Tm
ij is defined by two

continuous time breakpoints wm, wm+1, namely Tm
ij = [wm, wm+1]. Due to the

travel time function τij

(
tki

)
is linear in each time period Tm

ij ∈ Tij , it is easy to
get the linear function expression by calculating the slope θm and intercept ηm,
namely τij

(
tki

)
= θm × tki + ηm.

For a path p = (v0, v1, . . . , vk) which v0 = 0 is the original depot and vi for
0 ≤ i ≤ k is the vertex at position i in the path p, the earliest time when the
departure time at vertex v0 is t and the service at vi is completed is represented
by the ready time function δp

vi
(t). The ready time function is nondecreasing in

the domain t, and can be calculated for each vertex in the path p as follows:

δp
vi

(t) =

{
t if i = 0,

max{avi
+ svi

, δp
vi−1

(t) + τvi−1vi

(
δp
vi−1

(t)
)

+ svi
} otherwise. (1)

The ready time function is also piecewise linear, and similarly we can use the
breakpoints, and the boundary values of the time window at vertex vi to repre-
sent the ready time function.

The research addressed in this paper aims to minimize the carbon emissions
by optimizing vehicle speeds and routes. Carbon emissions is used to provide an
estimate of the exhaust generated by vehicles. To measure carbon emissions, the
speed-emission coefficients should be applied first to estimate the fuel consump-
tion. “Road Vehicle Emission Factors 2009” has reported a database of vehicle
speed-emission factors for fuel consumption [5]. The general format of the vehicle
fuel consumption function is presented as:

FC (v) = k
(
a + bv + cv2 + dv3 + ev4 + fv5 + gv6

)
/v (2)

where v is the speed in km/h, FC (v) is the fuel consumption in
l/100 km, and k, a, b, c, d, e, f, g are different coefficients for estimating the
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fuel consumption. In this paper, we adopt the coefficients in [6], and
the corresponding coefficients for each l/100 km fuel consumption are
0.037, 12690, 16.56, 86.87,−3.55, 0.06146,−0.0004773, and 0.000001385, respec-
tively. The conversion factor of carbon emissions from fuel consumption is
3.1787 kg carbon per liter fuel consumed. Therefore, the formula of carbon emis-
sions is CE (v) = 3.1787 × FC (v).

As for an arc (i, j) ∈ A, we define fij

(
tki

)
as the carbon emissions function

when vehicle k departs from vertex i at time tki . We denote vm as the speed
of time period Tm

ij ∈ Tij in travel time function. So there are same speeds in
consecutive time periods, such as in Fig. 1(b), v0 = v1 = 40 km/h. Based on
travel time function formula τij

(
tki

)
= θm × tki + ηm, if the slope θm of the time

period to which the departure time tki belongs is 0, namely θm = 0, then there
will be only one speed vm used in the journey between vertex i and vertex j.
Therefore fij

(
tki

)
= CE (vm) × dij/100. And if the slope θm of the time period

to which the departure time tki belongs is not 0, namely θm �= 0, then there
will be two speeds vm, vm+1 used in the journey between vertex i and vertex j.
Therefore

fij

(
tki

)
= CE (vm) × vm × (

wm+1 − tki
)
/100

+CE (vm+1) × vm+1 × [
tki + τij

(
tki

) − wm+1

]
/100.

(3)

We analyze the formula 3 and find that the formula 3 is a linear function of
tki . Thus the carbon emissions function fij

(
tki

)
is also piecewise linear.

For a path p = (v0, v1, . . . , vk) which v0 = 0 is the original depot and vi for
0 ≤ i ≤ k is the vertex at position i in the path p, the earliest time when the
departure time at vertex v0 is t, we define F p

vi
(t) as the total carbon emissions

function up to vertex vi in path p when the service at vi is completed with the
ready time δp

vi
(t). As mentioned before, the ready time function δp

vi
(t) is also

piecewise linear. Thus in path p, we can use the composite function to denote
fvi−1,vi

(
tpvi−1

)
for i = 1, 2, . . . , k, namely fvi−1,vi

(
tpvi−1

)
= fvi−1,vi

(
δp
vi−1

(t)
)
.

Therefore, the total carbon emissions function is denoted as:

F p
vi

(t) =

{
0 if i = 0,

F p
vi−1

(t) + fvi−1,vi

(
δp
vi−1

(t)
)

otherwise. (4)

where the addition operation between functions only counts the domain inter-
section. If the intersection is an empty set, then the function has no domain.

3 Branch-and-Price Algorithm

3.1 Set-Partitioning Formulation

We define Ω as the set of feasible paths. Let yp be a binary variable deciding
whether path p is included in the optimal solution or not, and let σip be a
binary variable that denotes the customer i is visited by the path p or not.
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We formulate the studied problem as a set partitioning formulation, which is
presented as follows:

Z = min
∑

p∈Ω

cpyp (5a)

s.t.
∑

p∈Ω

σipyp = 1, ∀i ∈ Nc (5b)

yp ∈ {0, 1}, ∀p ∈ Ω (5c)

where the objective function Z (5a) minimizes the carbon emissions of the chosen
paths, constraint (5b) guarantees that each customer i ∈ Nc is visited only once,
and constraint (5c) ensures that the decision variables are binary.

We define the LP relaxation of the set-partitioning model as the master prob-
lem (MP). In the LP relation problem, the ‘=’ in formula (5b) can be replaced
by the ‘≥’, and the formula (5c) is replaced by yp ≥ 0, ∀p ∈ Ω. We use column
generation [7] to solve the MP with a small subset Ω′ ⊆ Ω of feasible paths. The
MP with the subset Ω′ is denoted as the restricted MP (RMP).

After the initialization step, new columns are added iteratively until the
algorithm converges to the optimal (fractional) solution. At each iteration, the
LP relaxation of the RMP is computed to obtain the dual variables πi associated
with constraints (5b) for i ∈ Nc. If a feasible route p with negative reduced cost
cp − ∑

i∈Nc
πiσip exists, then it is added to the RMP and the procedure is

repeated. Otherwise, the current fractional solution is optimal.

3.2 Branching and Node Selection Strategy

After column generation, a branching strategy on arcs is adopted in this paper.
Let Hij be the set of all columns that contain arc (i, j) ∈ A, i, j ∈ Nc. The sum
of the flows on arc (i, j) is equal to

∑
p∈Hij

yp. If there exists at least an arc (i, j)
with fractional

∑
p∈Hij

yp, then we branch on the value
∑

p∈Hij
yp which is the

closest to the midpoint 0.5. Two new child nodes are generated accordingly by
forcing arc (i, j) in one node and forbidding arc (i, j) in the other node. In the
former case, all columns containing arcs (i, j′) and (i′, j) with i′ �= i and j′ �= j
are deleted. In the latter case, columns using arc (i, j) have to be removed.

3.3 The Pricing Problem

The pricing sub-problem constructs a feasible route with a minimum reduced
cost, using the dual values obtained from the LP solution of the RMP. If the
constructed route has negative reduced cost, its corresponding column is added
to the RMP. Otherwise, the LP procedure will be terminated with an optimal
solution to the continuous relaxation of the MP. To sum up, at each iteration
of the column generation algorithm, the pricing problem aims to find routes
(columns) r ∈ Ω with negative reduced cost c̄r, if any exists. The pricing problem
searches for the routes with a negative reduced cost, and its objective function is
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defined as minp∈Ω′ c̄p = cp − ∑
i∈Nc

πiσip, where c̄p is the reduced cost of path
p, and πi is the dual variable associated with the formulation (5b). To solve the
pricing problem, a forward labeling algorithm is developed.

The Labeling Algorithm. The labeling algorithm generates implicitly an
enumeration tree where each node is named as a label L and denotes a partial
path starting from the original depot. Aiming to overcome the huge exponential
growth, domination rules are used to reduce the number of labels. Then we
present the forward labeling algorithm for the TDGVRP. In labeling algorithm,
we start generating labels from the start depot o to its successors. For each label
L, the notations are presented in Table 1.

Table 1. The notations of a label.

Notation Interpretation

p (L) The partial path of label L, and p (L) = (o, . . . , v)

v (L) The last vertex visited on the partial path p (L)

S (L) The set of unreachable customers after visiting v (L), and S (L) ⊇ p (L)

L−1 (L) The parent label from which L originates by extending it with v (L)

q (L) The total demand after servicing vertex v (L) in path p (L)

δL (t) The piecewise linear function that represents the ready time at v (L) if
vehicle departed at the origin depot at t and reached v (L) through
partial path p (L)

FL (t) The piecewise linear function that represents total carbon emissions at
v (L) if the vehicle departed at the origin depot at t and reached v (L)
through path p (L), namely cL (t)

π (L) The cumulative value of dual variable associated with the
formulation (5b) in path p (L)

The labeling algorithm begins with the label v (L) = 0 that denotes the
initial path p (L) = (0), the algorithm iteratively processes each label L until no
unprocessed labels remain. A label L′ can only be extended to label L along an
arc (v (L′) , j) when the extension is feasible with the constraints of time windows
and capacity, namely δL′ (t) + τv(L′),j ≤ bj ∀ j ∈ N \ S, and q (L′) + qj ≤
Q ∀ j ∈ N \ S. If the extension along the arc (v (L′) , j) is feasible with the
above conditions, then a new label L is created. The information of new label
L is updated by using the following formulas: p (L) = p (L′) ∪ {j}, v (L) = j,
S (L) = p (L) ∪ {k ∈ N ∨ min{δL′ (t) + τv(L′),k} > bk ∨ q (L′) + qk > Q},
L−1 (L) = L′, q (L) = q (L′) + qj , δL (t) = max{aj + sj , δL′ (t) + τv(L′),j + sj ,
FL (t) = FL′ (t) + fv(L′),j (δL′ (t)), and π (L) = π (L′) + πj .
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For a partial path p (L), if the path p (L) is feasible, then it will always be
feasible with a departure time 0 from the origin depot o. In other words, if the
path p (L) is feasible, dom (δL) is always a time interval [0, t0] for t0 ≥ 0 with
dom (δL) is the domain of δL.

After an extension to vertex j, if the last vertex in the new path p (L) is
n + 1, that is v (L) = n + 1, then the minimal cost cL and the reduced cost
c̄L of the complete path associated with the label L are calculated by cL =
mint∈dom(FL){FL (t)}, and c̄L = mint∈dom(FL){FL (t)} − π (L), where dom (FL)
is the domain of the total carbon emissions function FL (t). Define dom (δL) and
img (δL) be the domain and image of the ready time function δL (t), and let
dom (FL) and img (FL) be the domain and image of the total carbon emissions
function FL (t), respectively. Based on the definitions of dom (δL) and dom (FL),
we can get that the domain of ready time function δL (t) is equal to the domain
of total carbon emissions function FL (t), namely dom (δL) = dom (FL).

In general, the labeling algorithm is similar to enumeration method and
dynamic programming, and all possible extensions are handled and stored for
each label. With the iteration of the labeling algorithm, the number of labels will
exponentially increase. In order to overcome the exponential growth, dominance
rules are used to reduce the number of labels enumerated. [8] define that three
requisites must be met if Label L2 is dominated by label L1. These requirements
are (1) v (L1) = v (L2); (2) all of the feasible extensions E (L2) of the label L2

to vertex n + 1 must be the subset of label E (L1), namely E (L2) ⊆ E (L1);
(3) c̄L1⊕L ≤ c̄L2⊕L,∀L ∈ E (L2). Therefore, in the developed forward labeling
algorithm, dominance rule is proposed as follows.

Proposition 1. (Dominance rule) Label L2 is globally dominated by label L1

if (1) v (L1) = v (L2), (2) S (L1) ⊆ S (L2), (3) dom (FL2) ⊆ dom (FL1), (4)
δL1 (t) ≤ δL2 (t) ,∀ t ∈ dom (δL2), (5) FL1 (arg{δL1 = δL2 (t)}) − π (L1) ≤
FL2 (t) − π (L2) ,∀t ∈ dom (FL2), and (6) q (L1) ≤ q (L2).

4 Numerical Experiments

In this section, we conduct the experiments to test the performance of the BAP
algorithm. The algorithms are coded in C++. The RMPs are solved by CPLEX
12.10.0. Computational experiments are conducted on a PC with an Inter(R)
Core(TM) i7-7700 CPU @3.60 GHz ×8 and a 16 GB RAM, under a Linux system.
Computation times are reported in seconds on this machine.

There are no similar problems in the existing researches, so we generate the
test instances based on the classical Solomon VRPTW benchmark instances [9].
In this paper, we test the instances with 25 customers. In the basis of Solomon
VRPTW instances, the rules of generating the test instances are as follows: (1)
we set the start depot and the end depot as the same point; (2) the planning
horizon was set as 12 h, therefore, the time window [ai, bi] of vertex i in the
Solomon instances was modified as [ai × (12/b0) , bi × (12/b0)]; (3) the distance
dij was not changed, but we set the unit as km; (4) the service time was set to
0.5h for all customers; (5) the other parameters were not changed.
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Table 2. The results of BAP algorithm on instances with 25 customers.

Instance Root LB Root time Best LB UB Time Final gap (%) Nodes

C101 285.96 0.08 294.82 294.82 0.26 0 5

C102 250.66 0.62 260.94 260.94 1.94 0 9

C103 237.51 7201.7 238.94 238.94 7208.36 0 1

C104 208.88 7201.76 208.88 208.88 7201.76 0 1

C105 260.43 0.04 260.43 260.43 0.04 0 1

C106 284.87 7201.49 294.85 294.85 7210.04 0 1

C107 215.99 0.09 244.62 244.62 1.73 0 17

C108 200.88 0.2 200.88 200.88 0.2 0 1

C109 199.98 0.79 199.98 199.98 0.79 0 1

The BAP algorithm is terminated with a time limit of 7200 s. Table 2 reports
our computational results for solving TDGVRP using the proposed BAP algo-
rithm. Column 1 reports the name of instances. Column 2 reports the lower
bound (LB) at the root node. Column 3 reports the root time. Column 4 reports
the best LB (BLB) after branching. Column 5 reports the upper bound (UB)
corresponding to the best integer solution. Column 6 reports the total Cpu time.
Column 7 reports the optimality gap (Gap = (UB − BLB) /BLB ∗ 100%). Col-
umn 8 reports the number of explored branch-and-bound tree nodes (Nodes).
From Table 2, we can know that the proposed BAP algorithm can solve 6 out
of 9 instances effectively, which proves the effectiveness and efficiency of the
proposed BAP algorithm.

5 Conclusion and Future Research

We studied a TDGVRP with the consideration of traffic congestion. In order
to solve the TDGVRP, we propose an exact BAP algorithm, where the mas-
ter problem and the pricing sub-problem are solved by a CG algorithm and a
labeling algorithm, respectively. The CG algorithm embedded within branch-
and-bound framework is used to obtain feasible integer solution. Computational
results prove the effectiveness and efficiency of the proposed BAP algorithm. At
last, the work is worthy of further study. We can verify the BAP algorithm on
larger scale instances, and we can also design an acceleration strategy to improve
the algorithm.
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Abstract. For the big companies, picking up a number of employees from
various places (residential areas or common places) within a neighborhood and
brought to the factory should be a challenging task. Potential improvements for
this constantly repeated service planning may result in cost and total traveled
distance reduction. To search and provide the aforementioned potential savings,
three different scenarios with three different bus capacities are generated for a
textile company in this paper. In the first scenario that is also the current
application of the company, an integer programming model for the capacitated
vehicle routing problem (CVRP) is applied. In this scenario, shuttle buses with a
certain capacity are routed by picking up the employees from their homes. In the
second scenario, the employees are clustered (cluster size is equal to the vehicle
capacity) using P-median model to minimize the total walking distance of
employees to the meeting point, then the shuttle buses are routed by visiting the
clustered zones (meeting points). In the last scenario, the employees are clus-
tered using K-means model and then, shuttle buses transport workers to factory
from the center points of each cluster. Three scenarios with different bus
capacities (20, 30 and 50 people) are applied to a textile company (the depot)
that includes 1,361 employees. The models are run using Gurobi 9.1.1 with
Python 3.8 and the results are discussed. According to the results, second and
third scenarios reduce the total traveled distance by 46.90% and 44.10% (av-
eragely) compared to the first scenario, respectively.

Keywords: Employee shuttle services � Vehicle routing problem � P-median �
K-means � Clustering

1 Introduction

Service planning of workers between factory and their homes are required to be
managed efficiently and effectively in order to reduce costs. Therefore, our motivation
in this study can be considered under service routing due to its crucial part in the
operation of businesses.

As a solution approach, CVRP is taken into consideration. CVRP is one of the main
problems in logistics management aims to generate routes to visit all nodes and turn
back to the initial node with pre-decided capacities. CVRP also can be applied on
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shuttle routing to gather people for carrying them to point of arrival. For instance,
school bus routing is solved by CVRP and 28.6% travel cost saving is managed [1]. In
that aspect, another study focuses on picking students from the eight points with eight
buses on campus via solving with genetic algorithm [2]. Results indicate that shorter
distance for two routes is achieved and savings in the distance becomes greater with
respect to the total distances. In addition, CVRP is utilized on problem required for
associated costs with touristic distribution networks of low demand by solved with
genetic algorithm [3]. There are also studies which concern real-life applications; for
instance, pharmaceutical and herbalist product delivery [4], waste collection [5], and
office furniture delivery [6]. All in all, CVRP can be used for reducing the trans-
portation cost to deliver people to the destination.

Facilities with a large number of workers should use analytic tools to reduce worker
picking costs. Therefore, CVRP integration with different approaches can be utilized as
another solution method for the facilities which have a large amount of work to provide
cost reduced and effective carrying model. From this point of view, workers can be
clustered with respect to their home addresses, and routes for vehicles can be decided to
gather workers from the center point of each cluster. In literature, there are several
studies that consider the clustering before applying routing by aiming more effective
solution. One of the studies proposed a method that consists of two mainframes as
clustering and optimization and results demonstrate that node clustering before
applying CVRP effectively reduces the problem space which leads to quick conver-
gence to the optimum solution [7]. In this aspect, clustered VRP is conducted, in which
two exact algorithms, a branch and cut as well as a branch and cut and price is applied,
and computational performance is significantly improved [8]. Another in-stance of
study in the aforementioned perspective presents the algorithm integrates the Bat
algorithm with a modified K-means clustering, which is based on clustering first route
second to convert the original VRP into traveling salesman problems with reduced
complexity [9]. In addition to the aforementioned studies with clustering and CVRP,
there are several studies in literature such as using K-means with the cheapest link
algorithm for routing the Indian cooperative dairy distribution network [10], K-means
with grey wolf algorithm [11], and recursive K-means with Dijkstra algorithm [12].

For the applied methods, some assumptions are made. One of them is the there is
no traffic density during the service operation. Secondly, whole considered vehicles and
workers expected to travel at the same speed. Therefore, elapsed times are assumed to
be proportional to distances.

In this study, service problem is handled under three scenarios and compared with
each other for picking workers from their home addresses. Also, for each scenario,
three different capacity variants are considered, which are decided as 20, 30, and 50
people.

Three solution scenarios in this study are explained as follows. In the first scenario,
CVRP is solved by linear programming without clustering for collecting workers from
their home addresses. In the second scenario, the P-median method is applied to cluster
the addresses and gather central addresses for each cluster. Distance between connected
nodes and their centers are obtained to calculate walking distance. Then, distances
between centers and facilities are summed to have total distances for transportation.
Therefore, total walking distance minimization is accomplished and transportation cost
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is reduced. Lastly, K-means is applied to cluster home addresses to minimize walking
distance and obtain the center point for each cluster. After that, the distance between
each center and factory is calculated and summed, and then the walking distance
(objective value of K-means) is added to the total distance between centers and factory.
Mentioned three scenarios are illustrated in Fig. 1. For each aforementioned method,
three different capacities are concerned. The paper is organized as follows: Sect. 2
formally defines the applied methodologies. Input data and the solution of the three
scenarios are discussed in Sect. 3. Finally, the last section presents our conclusions.

2 Methodologies

As mentioned in the previous section, three different scenarios are considered in this
study. To generate the scenarios, three different models namely CVRP, P-median, and
K-means are used and described below.

2.1 Capacitated Vehicle Routing Problem

CVRP refers to a class of problems in which a series of routes for a fleet of vehicles
located at one depot must be calculated for a number of geographically scattered
customers, and the vehicles must have the maximum loading capacity. CVRP's goal is
to reduce overall cost (i.e., a weighted function of the number of routes and their travel
distance) while serving a group of customers with known needs. CVRP is a one of the
well-known combinatorial problems that belongs to the NP-Hard problem set [13]. Let
G ¼ V ;Eð Þ be a directed graph with vertices V ¼ 0; 1; . . .nf g and edges
H ¼ i; jð Þ : i; j 2 V ; i 6¼ jf g. The depot is represented by vertex 0, and each remaining
vertex i represents a customer with a positive demand di. There is a fleet of p vehicles
with the same capacity Q. The non-negative cost/distance cij is associated with each arc

i; jð Þ 2 H. The minimum number of vehicles needed to serve all customers is
Pn

i¼1
di=pQ.

xij takes value 1 if edge belongs to the optimal solution, and value 0 otherwise,
8i; j 2 V : i 6¼ j. ui is an additional continuous variable representing the load of the

Scenario#1 (CVRP without clustering)

Factory

Route#1

Route#2

Route#3

Route#4

Factory

Cluster#1

Cluster#2
Cluster#3

Pick Up 
Point#2

Pick Up 
Point#3

Pick Up 
Point#1

Factory

Cluster#1

Cluster#2

Cluster#3

Pick Up 
Point#1

Pick Up 
Point#2

Pick Up 
Point#3

Scenario#2 (Clustering with capacitated P-median) Scenario#3 (Clustering with capacitated K-means)

Fig. 1. Representation of the considered three scenarios
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vehicle after visiting customer i [14]. The mathematical formulation which is used in
this study is described below [15].
Objective function

Min
Xn

i¼0

Xn

j¼0

xijcij ð1Þ

Subject to

X
i2V xij ¼ 1 8j 2 V ð2Þ

X
j2V xij ¼ 1 8i 2 V ð3Þ
X

i2V xi0 ¼ p ð4Þ
X

j2V x0j ¼ p ð5Þ

ui � uj þQxij �Q� di 8i; j 2 V ; i 6¼ j ð6Þ

di � ui �Q 8i 2 V ð7Þ

xij 2 0; 1f g 8i; j 2 V ð8Þ

The CVRP consists of finding a collection of simple circuits (corresponding to vehicle
routes) with minimum cost, defined as the sum of the costs of the arcs belonging to the
circuits (Eq. 1). Constraints (2) and (3) (indegree and outdegree of nodes) impose that
exactly one edge enters and leaves each vertex associated with a customer, respec-
tively. Analogously, Constraints (4) and (5) ensure the degree requirements for the
vertex of depot. Constraints (6) and (7) impose the capacity requirements of CVRP
while eliminating the sub-tours [4]. Finally, Constraint (8) is the integrality conditions.

2.2 Capacitated P-median Approach

The P-median model is applied to minimize the employees’ total walking distance to
the meeting point by clustering the employees. Due to a limited capacity of clusters,
capacitated P-median on a discrete space is considered in this study. The capacitated P-
median problem seeks to define the number of P candidate facility (clusters) to be
opened, and which customers (employees) will be assigned to each facility (cluster). In
the model, every cluster has a limited employee capacity and each employee has one
demand. The problem should consider that each cluster can serve only a limited
number of demands so that the sum of distances between each demand point (employee
home) and the facility (cluster center) assigned to that demand point is minimized. In
the model, i and j = 1, 2,…, n is the set of employees and also of possible medians
where P clusters will be located, di is the demand of employee i, Qj is the capacity of
the median (cluster) j, dij [ 0 i 6¼ jð Þ is the distance between employee i and cluster
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median j. xij is a binary decision variable that takes 1 if an employee i is assigned to a
cluster j, otherwise it is 0. yj is also a binary decision variable that takes 1 if an
employee is selected as a cluster median j, otherwise it is 0. The problem formulation is
given as follows [16]:
Objective function

Min
Xn

i

Xn

j
xijdijdi ð9Þ

Subject to

X
j
xij ¼ 1; 8i; ð10Þ

X
j
yj ¼ p; ð11Þ

xijdi �Qjyj; 8i;j; ð12Þ

xij; yj 2 0; 1f g: ð13Þ

The objective function (Eq. 9) aims to minimize total walking distance of all
employees. Constraint (10) imposes that each employee is assigned to one and only one
cluster median, Constraint (11) guarantees that P cluster medians are selected, Con-
straint (12) forces that a total median capacity to be respected and Constraint (13)
prepares the binary integer conditions.

2.3 Capacitated K-means Approach

Capacitated K-means is also applied to cluster the employees. The capacitated K-means
approach seeks to define K amount candidate cluster centers to be decided and which
employees will be assigned to each cluster center while employees attended to nearest the
cluster center. The capacitated K-means problem formulation is given as follows [17]:
Objective function

Minimize
Xn

i¼1

Xk

h¼1
Ti;h � 1

2
xi � lh;t
� �2

� �
ð14Þ

Subject to

Xn

i¼1
Ti;h � sh; h ¼ 1; 2; . . .; k ð15Þ

Xk

h¼1
Ti;h ¼ 1; i ¼ 1; 2; . . .; n ð16Þ

Ti;h � 1; i ¼ 1; 2; . . .; nh ¼ 1; 2; . . .; k ð17Þ

where, Given a database X of n points, minimum cluster membership values sh � 0,
h = 1,…, k and cluster centers l1,t, l2,t,…, lk,t at iteration t. Ti;h is binary variable that
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demonstrates attendance of data point xi is to nearest center lh or not [17]. Objective
function (14) aims to attend nodes to its nearest cluster center. Constraint (15) ensures
the attendance of minimum number of nodes to one cluster. Constraint (16) ensures that
one node is allowed to attend just one cluster center and constraint (17) forces all nodes
to attend cluster.

3 Case Study and Results

The service plan of Kartal carpet, which operates in Gaziantep province, is taken into
consideration. Utilized case comprehends the 1,362 nodes (including the factory) with
its GPS coordinates and GPS coordinates converted into longitude and latitude values
in order to gather nodes’ positions in X-Y axis. After gathering X-Y axis, the distance
matrix is generated by utilizing Euclidian distance. For instance, “a1” has longitude and
latitude “37.1383, 37.3716” values. Distance between “a1” and “a2” (37.0898,
37.3676) is calculated by Euclidian distance and it is equal to 4.86 km. Normally, there
are three shifts for workers per day. However, the picking of workers for only one shift
is focused on in this paper. The geographical locations of 1,362 nodes in terms of X-Y
values from the GPS coordinates are shown in Fig. 2.

The aforementioned three methods, which are P-median, K-means and CVRP, are
applied by using Python 3.8- Gurobi 9.1.1 with the time limit set to three hours with a
computer that has Intel Core i7 9750H CPU with 8 GB RAM features. Capacities of
vehicles are selected as 20 (e.g. VW Crafter), 30 (e.g. Isuzu Turkuaz) and 50 (e.g.
Mercedes - Benz Tourismo). The number of routes and clusters is decided by the total
number of workers divided by capacities and decimals are rounded up which are 69 (20
capacity), 46 (30 capacity) and 28 (50 capacity). For instance, if a bus with 30 people

Fig. 2. Illustration X-Y coordinates of home addresses in Gaziantep providence
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capacity is chosen, and then scenario#1 has to visit 1,361 workers with 46 routes/buses.
Scenario#2 and #3 divide 1,361 workers into 46 (1,361/30) clusters then the buses have
to pick 30 workers from each cluster then back to the factory.

In Table 1, the feasible results of three scenarios are given. From Table 1, it can be
easily said that clustering the home addresses with capacitated P-median (scenario#2)
and transporting workers to the factory from the obtained centers (clusters) outstand-
ingly reduces the total distances compared to CVRP application (scenario#1). When it
comes to capacitated K-means (scenario#3), it demonstrates better performance for
capacity with 30 people compared to the other two scenarios. On the other hand, the
capacitated P-median gives a better result than the application of capacitated K-means
for the capacity of 20 and 50 people. From the general view, there is a significant
difference between capacitated P-median and K-means approaches. Capacitated P-
median outperforms the capacitated K-means by 1.48 km and 4.13 km with capacities
20 and 50, respectively. However, capacitated K-means shorten the distance by
2.17 km compared to the capacitated P-median. As result, the minimum total distance
is obtained by scenario2# with a capacity of 50. When average walking distance per
worker is taken into consideration, the minimum distance is gathered by application of
scenario3# with capacity 30. Lastly, if the average distance per bus is aimed, the best
result is obtained by applying scenario2# with the capacity of 20. Therefore, decision-
makers are able to select the best alternative with respect to their objectives.

4 Conclusion

In the proposed study, three methods are utilized in order to minimize the total dis-
tances to carry workers to the factory. Three different scenarios are considered and
generated. In the first scenario, without clustering, 1,361 workers are picked with a
CVRP model. In the following two scenarios, 1,361 workers are clustered using

Table 1. Results of the three methods (in meters)

Capacity Scenario Total
walking
distance

Average
distance
per worker

Total bus
distance

Average
distance
per bus

Total
distance

20 #1 0.00 0.00 118,900.00 1,723.19 118,900.00
#2 5,305.70 3.89 56,900.00 824.63 62,205.70
#3 4,984.00 3.66 58,700.00 850.70 63,684.00

30 #1 0.00 0.00 82,700.00 1,797.83 82,700.00
#2 5,762.70 4.23 38,600.00 839.10 44,362.70
#3 3,639.50 2.67 38,555.10 838.20 42,194.60

50 #1 0.00 0.00 55,700.00 1,989.29 55,700.00
#2 4,131.00 3.03 25,540.00 912.10 29,671.00
#3 9,546.30 7.01 24,258.40 866.40 33,804.70
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capacitated K-means and P-median approaches, and then the buses are directed to the
cluster centers. All three scenarios are run with three different vehicle capacities as 20,
30 and 50. Because of the problem size, a time limit is considered and feasible solu-
tions are obtained. Results demonstrate that the total distance (vehicle distance
+ walking distance) decreases with the increments in capacity. However, capacitated P-
median and K-means show different performances with respect to given capacity and
CVRP has the longest total distance for all three scenarios. The minimum total distance
is obtained when the workers are clustered with P-median and 50 people capacitated
bus is used. On the other hand, clustering with the K-means approach with 30 people
capacitated bus yields the minimum total walking distance. As an extension of this
paper, the authors will focus on the simultaneous application of VRP and clustering
approaches rather than the hierarchal approach. In addition, the problem will be han-
dled as a bi-level programming where the upper and lower levels are represented by the
company and workers, respectively. Finally, traffic congestion that affects the traveling
time will be considered to reflect the real-life dynamics.
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Abstract. In this research paper, we consider two bi-objectives models, the
Vehicle Routing Problem Preferences with Time windows, temporal depen-
dencies, multiple structures and multiple specialties “VRPPTW-TD-2MS” and
the Vehicle Routing Problem Balance with Time windows, temporal depen-
dencies, multiple structures and multiple specialties “VRPBTW-TD-2MS”, in
Home (Health)-Care “HHC” service field. In this context, The HHC services is
mostly assigned to certain persons such as people who have a chronic disease or
who have difficulty leaving their houses by offering them medical, social, and/or
medico-social services like nursing, dressing, bathing, toileting, feeding, shop-
ping, hygiene assistance, etc. These several services are provided by different
public and private home care structures. These structures work together in
coordination to provide high HHC quality for patients. Therefore, patients are
not in a single structure anymore, but rather at home and need to be served by
caregivers. As a result, the problem is no longer limited to the care organization,
but also to the construction of optimal tours for the caregivers, the delivery of
medicines, and the equipment needed for care. According to our knowledge, our
work is different from those made in the literature. Our problem consists to
determine the caregivers’ tours while optimizing bi-objective function, which
aims to minimize the total traveling time and the total negative preference or the
maximal difference workload of caregivers under set of constraints such as time
window, synchronization, precedence and disjunction constraints with multiple
structures and multiple caregivers’ skills. A benchmark of instances is consid-
ered from literature. Cplex (Optimization Software package) is used to solve our
problems to obtain efficient solutions.

Keywords: VRPPTW-TD-2MS � VRPBTW-TD-2MS � Bi-objective � Home
(Health)-Care

1 Introduction

Some challenges related to care recipient, care provider, artifacts (equipment/
technology and supplies) and health care environment (especially affective chal-
lenges, cognitive challenges, physical challenges, degraded quality, the home
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environment, work environment, etc.) [1] raise from the strategic, tactic and operational
perspectives by the incorporation of home care in logistics and transports activities. In
this context, we are interested to shed light on HHC services, which is a growing sector
in the society. It becomes increasingly legitimate [2, 3] due to the evolution of an aging
population [4] and the crisis context like Covid-19 [5] This sector is still witnessing
numerous evolutions according to demographic, political, and economic factors. In
many countries, scientific researchers place great importance on the people’s satis-
factions, needs and the improvement of the living conditions [6–8].

For several years, the scientific study has been dealing with the care organization in
hospitals ([9, 10] etc.). The follow-up of some patients’ health does not require their
presence in the hospital. There is no need to the continuous presence of the nurse or
specific materials to take care of them. In this case, the follow-up can be carried out
with patients at their home. This service aims to avoid the unnecessary hospitalizations,
to reduce convalescence periods and hospital infections. Some patients needs other
services such as cleaning, cooking and shopping etc. These types of services are
provided by different home care structures belonging to the social, medical and/or
medico-social fields. Therefore, optimizing those resources (materials and human
levels) is among companies’ top priorities and considerable efforts. The objective of
our research is to propose a model to assign patients (visits) to nurses (caregivers) and
determine the routing of each caregiver. So, we are interested in designing decision
support tools to provide solutions for decision-makers and to arrange vehicle routing to
serve geographically distributed patients under various constraints (synchronization,
precedence, disjunction, multiple structure and multiple skills) in order to minimize the
total transportation time and the total negative caregiver’s preference or balance their
workload.

This paper begins with the problem description and a literature review of Vehicle
Routing Problem’s “VRP” variants based on different approaches. Modelization of the
problem and experimental results will be presented in the next section.

2 Problem Description and Literature Review

2.1 Problem Description

The growing old population and the increasing demand of care take overtaken the
capacity of health institutions, which generates a developing trend in home care. In the
Operational Research community, many authors have adressed by this issue, which
interests aspects are related to VRP [11, 12]. The VRP is considered an excellent
application for different programs not only HHC but also offering different social
services [13–16]. It aims to define a set of ways to manage the group of patients. The
goals may vary and depend on each context and institution. Among the most common,
we can find, minimizing the cost measure (about travelling time/distance) and maxi-
mizing the preference of stakeholders (patient/caregivers) to ensure their satisfaction
level. In this context, a group of caregivers should visit a set of geographically dis-
persed customers (patients) respecting time windows and time-dependent constraints
such as synchronization that requires more than one vehicle to serve a patient at the
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same time, precedence that requires a fixed order between home care workers and
disjunction that means the precedence of the precedence. These couples of visits are
carried out on the same patient and with two home care workers having different
specialties. These home care workers can be from the same structure or from different
structures. Thus, their accessibility, their skills and their structures must also be taken
into account. About the service of each caregiver, each one leaves his structure and
return to his starting point taking into consideration a limited number of hours per day.

2.2 Literature Review

In this section, we present a survey work related to HHC. We take a look at research
work that addresses the routing problem as Vehicle Routing Problem (VRP) in the
HHC context. We can find a very large number of VRP variants, which present many
similarities, but differ in structures. Each problem variant is designed using parameters
describing the assumptions, the constraints, and the objectives.

[17] considered the routing and/or scheduling nurses problem which minimizes the
cost objective function, the total of extra time, and the part-time work that is scheduled
taking into consideration time windows, breaks, multi-skills, and multi-structure con-
straints. They proposed two heuristic methods to solve the problem.

[18] optimized Home Health Care services respecting patients’ preference, care-
givers’ preference and their qualifications. They solved the problem with Tabu Search
and simulated annealing meta-heuristics.

[19] modelled the Home Care Crew Scheduling problem as a problem of a parti-
tioning set with temporal dependencies and time windows constraints. The latter is
solved with column generation in a Branch-and-Price framework.

[20] surveyed the vehicle tour problem with time windows and synchronization
constraint. A home care environment, one depot, and a unique period are crucial ele-
ments to formulate and solve the problem. They considered three objective functions:
reducing travel time, minimizing negative preference patients, or minimizing caregivers
workload difference. To solve this problem, they developed a heuristic approach.

[21] developed a MILPwhich aims to minimize the total travel time of nurses under
constraints of time windows, staff lunch breaks, patient-staff regularity, and synchro-
nization visits between home workers. Two solvers were presented by authors to solve
one instance of the model, which are: LINGO from LINDO SYSTEMS and OPL-
CLPEX from ILOG Studio.

[22] respected the same considerations of [20] but they solve their problem using
the LINGO of LINDO SYSTEMS solvers.

[23] tried to solve Health Care routing problem under; time windows, caregivers’
skills, breaks and patients’ dislikes constraints using a Variable Neighborhood Search
algorithm. Their goal is either maximizing the satisfaction level of patients/home
workers or minimizing the traveling times of the caregivers.

[11] used Branch-and-Price method to solve the generalization of the Vehicle
Routing Problem with Time Windows (VRPTW). Time windows, synchronization,
preferences and precedence constraints are modelled as services provided to patients.
Their objectives is to minimizing uncovered visits, maximizing caretaker-visit prefer-
ences and minimizing the total travelling costs.
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[24] established daily home care planning with visits synchronization respecting the
patients’ time windows.

[25] have proposed a decision support tool based on a simulated annealing method.
Their method was tested on the instances of [20] with the latest criterion.

[26] presented a case study for HHC. They developed a linear program taking into
account Time Windows and caregivers’ skills constraints while the main objective is to
find an optimal route for visits scheduled every day.

[27] treated a chance-constrained home-caregiver scheduling and routing problem
with stochastic travel and service times. The problem is modelled as a bi-objective
function, which minimizes the expected total operational cost of selected routes and a
penalty cost for unserved customers, subject to the following constraint: Time windows
and a chance constraint. As a solution method, they combined the branch and price
algorithm and the discrete approximation method.

[28] introduce the HHC routing and scheduling problem (HHCRSP) for two sep-
arate services set of HHC and Home Delivery Vehicles that are affected by the different
staff because of operational constraints. Consequently, the proposed MILP solved by
the heuristic method suggests minimizing the total travel cost and route affectation cost
for nurse and vehicle routes. The synchronization between different services
considered.

[29] formulated a MIP model as new variant of “VRPTW” named “VRPTW-TD-
2MS” the vehicle routing problem with time windows, time dependencies, multi-
structures, and multi specialities problem. They proposed Variable Neighborhood
Search; General Variable Neighborhood Search; and General Variable Neighborhood
Search with Ejection Chains-based for solving their model.

[30] treated the Stochastic Districting−Staff Dimensioning−Assignment−Routing
Problem, the objective is to minimize the hiring, violation of the neighbourhood
constraint, and estimated travel costs. The constraints considered in this work are; skill
levels of the caregivers, time window. A novel met-heuristic algorithm offered to solve
the model of this problem.

[4, 31–34]; etc. have proposed relatively a complete review of the literature on
Home Health Care routing and scheduling issues.

3 Modelization and Experimental Results

3.1 Modelization

We extend the mathematical modeling Vehicle Routing Problem with Time Window,
Temporal dependencies, multiple structures and multiple specialties “VRPTW-TD-
2MS” of [29] to deal with two bi-objective optimization models (the first model is
“VRPPTW-TD-2MS”, and the second model is “VRPBTW-TD-2MS”). The purpose
of our first model is to design the least-cost routes for units caregivers (vehicles), taking
into consideration the maximal preference of patients. The purpose of our second
model is to design the least-cost routes for caregivers, taking into consideration the
minimization of the maximal difference workload of home care workers.
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Notations
G ¼ S

s¼1::S ðSs;EsÞ Undirected graph
Ss ¼ Vs [Cs The node set
Cs ¼ 0f ; ns þ 1g The initial and final structure s
Vs ¼ 1; ::; nsf g The visit points of structure s
Es The edge-set for structure s
P The set of speciality
Ts
ij The travel duration

Ds
i The time duration

Pref sjk The preference measure

[aski , b
sk
i ] Time window preference where aski and bski respectively the earliest

start time and the latest start time of visit i

Psynch The set of couple of visits that are synchronized

Ppred The set of couple of visits subject to precedence constraints

Pdisj The set of couple of visits subject to disjunction

w The balancing variable
Ws

ijk ¼ Ds
i The measure is in service duration

Ws
ijk ¼ Ts

ij The measure is in traveling time

a1; a2 Weights of the objectives

Parameters
zspk: A binary parameter that is equal to 1 if home care worker k from structure s has a
specialty p, 0 otherwise. ysip: A binary parameter that is equal to 1 if visit i is to be
carried out by a home care worker from structure s with specialty p, 0 otherwise.

Decision Variables
xsijk: A binary decision variable that is equal to 1 if the vehicle k from structure s goes
from visits i to j, 0 otherwise. tsik: A real decision variable indicates the starting time of
visit i if this latter is visited by vehicle k from structure s, 0 otherwise.

A detailed solution example for our problems is shown in the figure below:

Fig. 1. Example for VRPPTW-TD-2MS or VRPBTW-TD-2MS problems.
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A detailed solution example see in the (Fig. 1), for a simple instance with NC
structure, HSS structure and HNC structure, hold in total 19 points (Patients or visits).
Point 7 from NC structure and point 14 from HNC structure are two synchronized visits
that have the same starting time of services. Point 16 from HNC structure and point 23
from NC structure are two precedence visits that visit 16 have to precede visit 23. Point
21 from NC structure and point 2 from HSS structure are two disjunction visits that
have the same time windows but cannot be performed at the same time. Six caregivers
with four skills carry out these visits.

The mathematical modeling of the VRPPTW-TD-2MS formulated as follows
(Model 1):

Minimize a1
X
s2S

X
k2Ks

X
i;jð Þ2Es

Ts
ijx

s
ijk þ a2

X
s2S

X
k2Ks

X
i;jð Þ2Es

Pref sjkx
s
ijk ð1Þ

Subject to

ysip ¼ 1:
X
k2Ks

X
j2Vsþ

ysjpx
s
ijkz

s
pk ¼ 1 8s 2 S; p 2 Ps; i 2 Vs ð2Þ

zspk ¼ 1:
X
i2Vs

xs0iky
s
ip ¼

X
i2Vs

xsi ns þ 1ð Þky
s
ip ¼ 1 8s 2 S; k 2 Ks; p 2 Ps ð3Þ

ysipz
s
pk ¼ 1:

X
j2Vsþ

xsijky
s
jp ¼

X
j2Vs�

xsjiky
s
jp 8s 2 S; i 2 Vs; k 2 Ks; p 2 Ps ð4Þ

tsik þðDs
i þ TijÞxsijk � tsjk þ 1� xsijk

� �
bski 8s 2 S; k 2 Ks; i; jð Þ 2 Es ð5Þ

aski
X
j2Vs

xsijk � tsik � bski
X
j2Vs

xsijk 8s 2 S; i 2 Vs; k 2 Ks ð6Þ

aski � tsik � bski 8s 2 S; i 2 0; ns þ 1f g; k 2 Ks ð7Þ
X
k2Ks

tsik ¼
X
k2Ks0

ts
0
jk 8 i; jð Þ 2 Psynch with i 2 Vs; j 2 Vs0

� �
ð8Þ

X
k2Ks

tsik þDs
i �

X
k2Ks0

ts
0
jk 8 i; jð Þ 2 Ppred with i 2 Vs; j 2 Vs0

� �
ð9Þ

X
k2Ks

tsik þDs
i �

X
k2Ks0

ts
0
jkor

X
k2Ks

tsjk þDs
j �

X
k2Ks0

ts
0
ik 8 i; jð Þ 2 Pdisj i 2 Vs; j 2 Vs0

� �
ð10Þ

xsijk 2 0; 1f g 8s 2 S; k 2 Ks; i; jð Þ 2 Es ð11Þ

The second model VRPBTW-TD-2MS formulated as Mixed-integer linear program-
ming (MILP) (Model 2) considering the same constraints of the (Model 1).
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Minimize a1
X
s2S

X
k2Ks

X
i;jð Þ2Es

Ts
ijx

s
ijk þ a2w 10ð Þ

X
i;jð Þ2Es

Ws
ijk1x

s
ijk1 �

X
i;jð Þ2Es

Ws
ijk2x

s
ijk2 �w 8s 2 S; k1 2 Ks; k2 2 Ksnk1 ð12Þ

The bi-objective function (1) of Model 1 is about, to minimize the total traveling time
of set of vehicles and the total negative preference of patient for caregivers, the bi-
objective function (1’) of Model 2 is to minimize the total distance traveled by a set of
vehicles and the maximal difference workload of caregivers. Constraint (2) ensures that
each visit point is served by one caregiver with the corresponding specialty and the
given structure. Constraint (3) states that each vehicle begins from the depot, and
returns to it at the same structure. Constraint (4) ensures the equality of the inflow and
outflow arcs at every point. Constraint (5) is about the time continuity constraint of
routes. According to constraint (6) and (7), each vehicle of given structure must respect
visits time windows and caregivers’ time windows respectively. Constraints (8), (9),
and (10) are about synchronization’s visits, precedence’s visits, and disjunction’s visits,
respectively, of different structures. Constraint (11) concerns the nature of the variable
definition. Constraint (12) is about the balancing constraint.

The impact of our two models will be twofold: Model 1 for the patients for their
satisfaction levels and Model 2 for the caregivers in their workload balancing while
taking into account the cost criterion as a main objective.

3.2 Experimental Results

In order to test our formulated models (Model 1 and Model 2), we consider the
benchmark of [29] for “VRPTW-TD-2MS” and the benchmark of [20] for Vehicle
Routing Problem with Time Window and Synchronization constraint “VRPTWSyn” to
generate new instances, based on the same rules provided by the latter, for VRPPTW-
TD-2MS and VRPBTW-TD-2MS problems. The below generated instances are clus-
tered according to visits and vehicles number (in our data instance, we use 60 visits and
12 vehicles).

We use Cplex 12.5 coupled with C++ language to solve Model 1 and Model 2.
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Note that the addition of the second objective function makes the problem more
complex than the traditional one. All combinations of time windows and weights
objective functions, i.e. 9 test problems, are presented in these tables. The problem size is
defined through the number of constraints and the number of variables, varying according
to time windows classes. The objective function values from these runs are shown in the
“SOL” column and the processing time values are presented in the “CPU” column. To
obtain solutions as good as possible within the time limit, we solve instances with 60 min
as a time limit. CPLEX solvesModel 1 andModel 2 but when we solve some of the larger
data, we find that Cplex has problems of finding solutions in a reasonable time.

4 Conclusion

Our occupation aimed to model “VRPPTW-TD-2MS” and “VRPBTW-TD-2MS”
problems and solve them with Cplex. Two MILP have been formulated as bi-objective
models to determine the caregivers’ tours while optimizing the objective functions

Table 1. Solutions and computational times for the VRPPTW-TD-2MS generated instances.

Data Weight Obj 1 Weight Obj 2 MIP
SOL CPU

1-60-2 (Small time window) 0.9 0.1 −87.06 24.30
0.5 0.5 −716.25 33.19
0.1 0.9 −1352.00 24.45

1-60-3 (Meduim time window) 0.9 0.1 −96.30 3600
0.5 0.5 −787.45 878.87
0.1 0.9 −1485.84 1129.49

1-60-4 (Large time window) 0.9 0.1 −106.01 3598.80
0.5 0.5 −865.12 50.02
0.1 0.9 −1631.17 45.23

Obj1: Minimize traveling time, Obj2: Minimize Preference of customers.

Table 2. Solutions and computational times for the VRPBTW-TD-2MS generated instances.

Data Weight Obj 1 Weight Obj 3 MIP
SOL CPU

1-60-2 (Small time window) 0.9 0.1 15.77 3600
0.5 0.5 29.09 3597.91
0.1 0.9 40.95 3600

1-60-3 (Meduim time window) 0.9 0.1 15.82 3600
0.5 0.5 30.35 3600
0.1 0.9 41.78 3600

1-60-4 (Large time window) 0.9 0.1 15.46 3600
0.5 0.5 30.17 3596.95
0.1 0.9 43.68 3594.64

Obj1: Minimize traveling time, Obj3: Minimize workload of caregivers.
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minimizing the total traveling distance and the total negative preference or the maximal
difference workload of home care workers. The output of our programs provides care
services to a geographically dispersed population while assigning visits to each care-
giver and defining the tour of each vehicle. The set of efficient solutions (for each
combination of objectives weights) have been obtained with Cplex within one hour.
Note that our problems include the VRP, which is known to be NP-Hard. When we
solve Model 2, we obtain a result with a larger CPU time. Therefore, Model 2 is more
complex than Model 1. For that reason, we will propose a metaheuristic method to
solve these models and larger instances in shorter CPU time as future work.
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Abstract. In this paper, we deal with a blood supply chain management
problem. We focus in particular on blood distribution routes design and opti-
mization. Blood is a scarce and perishable product, made of multiple compo-
nents, each with specific compatibility rules. We would like to investigate the
impact of compatible products substitution and transshipment between hospitals
on blood demand satisfaction. We use the case of the blood supply chain in
Belgium as an application. We model the case as an Inventory Routing Problem
with transshipment and substitution for perishable products in a capacity con-
strained environment. We implement the model and conduct experimentations
to evaluate the contribution of both transshipment and substitution with regards
to shortages and distribution and inventory costs reduction. In a capacity con-
strained environment, at equivalent cost, mismatching/substitution is preferred
to transshipment to satisfy the demand and avoid backorders.

Keywords: Inventory routing � Blood supply chain � Sensitivity analysis

1 Introduction

In this paper, we are interested in the Inventory Routing Problem (IRP) with trans-
shipment and substitution for blood products in a capacity constrained environment.
The IRP problem arises in several industries and services when decisions on inventory
management, vehicle routing and delivery-scheduling decisions are integrated; it is
encountered typically in the case of vendor managed inventory in which the supplier/
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vendor is given the responsibility of managing the customer’s inventory [1]. As seen in
the literature review of [2], the IRP has received considerable attention from
researchers over the years and multiple variants, taken into account multiple attributes
of the problem, have been studied. Among those attributes, we focus on transshipment
and substitution.

Transshipment occurs when products can be shipped between customers; this
feature is interesting in a deterministic context when no lost sales occur as it is a way to
reduce distribution and inventory costs [3]. Substitution may offer the opportunity to
sell a substitute product in case a product is out-of-stock; it enables a company to
satisfy the demand and reduce excess inventory; however, in a capacity constrained
environment, products are competing for the space available and the advantages linked
to substitution are dependent on the parameters of the model [4].

Both transshipment and substitution have a positive effect on the amount of
inventory kept and are ways to avoid shortages, yet the trade-offs when both are taken
into account are not clear. We aim to perform a sensitivity analysis to understand those
and determine lines for future research.

To perform this analysis, we use the case of the Belgium blood supply chain, which
is typically the case of an IRP for multiple perishable products with transshipment and
substitution in a capacity constrained environment. Blood is a particular commodity,
which is perishable and scarce, with an irregular supply, and whose shortage may be
life-threatening. Blood, or whole blood, is made of 4 components (red blood cells,
platelets, plasma and cryo), which are separated mechanically or by apheresis [5].
Those different components have each specific shelf-live and usage. Additionally, they
are tested for blood groups and have their own rules for compatibility. The study of the
blood supply chain focuses on various stages of the process from donors to patients, as
it can be seen in the literature reviews made by [5, 6] and [7]. In this paper, we focus on
the distribution and inventory management problem between the blood bank and the
hospitals, on which the authors presented a state of art in [8]. Relevant papers to our
research are summarized in Table 1, following the problem characterization proposed
by [2]. The setting under study is close to the research of [9], in which the authors
consider only one vehicle and of [10], in which the authors do not take into account
inventory holding cost nor substitution.

As additional characteristics, we consider multiple vehicles and if the demand
cannot be satisfied, it is backordered. The problem is modeled as a mixed integer
program; as the IRP in its basic version is NP-hard [2], a decomposition-based heuristic
is developed and tested on multiple instances. The model is additionally used to lead
extensive experimentations on key parameters of the model; this last part is presented
in the present paper.

2 Problem Description and Assumptions

In this section, we analyze an IRP with transshipment and substitution for the red blood
cell products over a finite discrete time horizon, using multiple vehicles with limited
capacity. We consider two echelons of the supply chain as products are delivered
between the blood bank and the different hospitals. At each time period, the routing
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problem seeks to identify which hospitals to visit; multiple vehicles are required due to
distances between hospitals and time limit on each tour. The inventory at each hospital
is managed under a Maximum Level (ML) policy meaning that the blood bank
determines how much to deliver as long as the holding capacity is respected.

The demand for blood cell products is considered deterministic, and is expressed in
number of blood bags. As the supply of blood cell products at the blood bank may vary
over the time period, there may be periods in which the blood supply is not sufficient to
cover the demand. In this case, hospitals have the possibility to substitute the blood cell
products (the term of mismatching can be encountered in place of substitution and
describes the use of a compatible blood product when the patient’s blood type is
unavailable at the time of the request), use transshipment to get the product from
another hospital or backorder the demand (meaning the surgical intervention requiring
the blood is postponed). At each period, a percentage of the products hold on inventory
becomes obsolete.

Table 1. Relevant papers to the IRP for blood products.
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[11] * * * * * * * * * *
[12] * * * * * * * * * * *
[13] * * * * * - - * * *
[14] * * * * * * * * * * *
[15] * * * * - - * * * * *
[16] * * * * * * * * *
[17] * * * * - - * * * *
[18] * * * * * * * *
[9] * * * * - * - * * * * * * *
[10] * * * * * - * * * * *

Inventory Routing Problem with Transshipment and Substitution 89



Notation

Set
H Set of hospitals only

Hþ Set of hospitals and blood bank

V Set of vehicles
S Set of visited hospitals during a period
T Set of time periods over the planning horizon
P Set of blood products
Parameters
Dirt Demand of product r during period t at hospital i
Ci Storage capacity at hospital i
Zrt Quantity of product r available at the depot during each period t
hri Outdating rate of product r stored at each location i
cap Vehicle capacity
uij Transportation time between 2 locations i; j 2 H þ

st Maximum working time during period t
distij Distance (in km) between 2 locations i; j 2 H þ

Iri0 Initial inventory of product r at hospital i
CSTri Inventory holding cost of product r at location i
CTRAV Transportation cost, in €/KM
CTri Transshipment penalty cost of product r from location i
CRri Backorder cost of product r at location i
CSru Substitution cost between products r and u
MCur Compatibility matrix; equal to 1 if product u is compatible with product r; 0

otherwise
er Blood type distribution per product r in the Belgian population
Variables
Qrit Quantity of product r delivered to location i during period t
qrijt Quantity of product r transported between location i and j at period t

Irit Inventory of product r at hospital i at period t
xijt Binary variable equal to 1 if during period t the location j is directly visited after

location i
Srit Quantity of product r in backorder at location i during period t
Trit Quantity of product r transshipped from location i during period t
SUurit Quantity of product u, substitute of product r, from inventory of location i at

period t (to satisfy demand DirtÞ

2.1 Mathematical Modelling

Min
X
i2H

X
j 2 H
i 6¼ j

X
t2T

CTRAV � distij � xijt þ
X
j2H

X
r2P

X
t2T

CSTrj � Irjt ð1Þ
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þ
X
j2H

X
r2P

X
t2T

CRrj�Srjt

þ
X
j2H

X
t2T

X
r2P

X
u2P

CSru�SUrujt þ
X
j2H

X
t2T

X
r2P

CTrj�Trjt

Subject to :P
i2H

xijt � 1 8j 2 H; t 2 T ð2Þ

X
i 2 H
i 6¼ j

xijt �
X

m 2 H
m 6¼ j

xjmt ¼ 0 8j 2 H; t 2 T ð3Þ

X
i2S

X
j 2 S
j 6¼ i

xijt � Sj j � 1 8S � H;S 6¼ /; t 2 T ð4Þ

X
i2H

X
j 2 H
j 6¼ i

xijt�uij � st 8t 2 T ð5Þ

X
j2H

x0jt � Vj j 8t 2 T ð6Þ

X
i 2 H
i 6¼ j

qrijt �
X

m 2 H
m 6¼ j

qrjmt ¼ Qrjt � Trjt 8j 2 H; r 2 P; t 2 T ð7Þ

X
rεP

qri0t ¼ 0 8i 2 H; t 2 T ð8Þ

X
r2P

qrijt �Cap � xijt 8i 2 Hþ ; j 2 H; i 6¼ j; t 2 T ð9Þ

Trit � 1� hrið Þ � Irit�1 8i 2 H; r 2 P; t 2 T ð10Þ

Irit ¼ 1�hrið Þ � Irit�1 þQrit � Srit�1 � Trit 8i 2 H; r 2 P; t 2 T
�
X
u2P

MCru � SUruit þ Srit
ð11Þ

Drit ¼
X
u2P

MCur � SUurit þ Srit 8i 2 Hþ ; r 2 P; t 2 T ð12Þ

Ir0t ¼ 1�hr0ð Þ � Ir0t�1 �
X
i2H

qr0it þ Zrt 8r 2 P; t 2 T ð13Þ
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X
r2P

1� hrið Þ � Irit�1 þ
X
r2P

Qrit �
X
r2P

Trit �Ci 8i 2 Hþ ; t 2 T ð14Þ

X
r2P

Irit �Ci 8i 2 H; t 2 T ð15Þ

xijtε 0; 1f g 8i; j 2 Hþ ; i 6¼ j; t 2 T ð16Þ

Qrit; Irit; qrijt; SUurit; Trit � 0 8i; j 2 Hþ ; i 6¼ j; r; u 2 P; t 2 T ð17Þ

The objective function (1) minimizes the total cost (costs of transportation, inventory
holding, backorder, substitution, and transshipment penalty). Constraints (2) assure that
each hospital is visited at most once during each period. Constraints (3) guarantee that
the vehicle moves to the next hospital after serving the current one. Constraints (4)
delete subtours. Constraints (5) ensure that the time to complete each tour does not
exceed working hours. Also, during each period, the number of tours cannot be
superior to the number of vehicles (as a vehicle completes maximum a tour during each
period) (6). Constraints (7) determine the quantities delivered at each hospital and
quantities transshipped. Constraints (8) make sure the vehicle is empty when returning
to the depot. Constraints (9) are vehicle capacity constraints. Constraints (10) determine
the maximum quantities of products that can be transshipped. Constraints (11) and (12)
are inventory balancing constraints at the hospitals. Constraints (13) are inventory
balancing constraints at the depot. Constraints (14) are capacity constraints for each
hospital. Constraints (14) are capacity constraints for each time period. Constraints (16)
and (17) define the domain of the variables.

3 Computational Results

The mathematical model has been coded with CPLEX and implemented on a computer
with Windows XP, 2,9 GHz Intel Core i5 and 8 Go RAM. The models are run with an
optimality gap of 2%.

3.1 Data Set

The data set has been constructed following a similar approach to [9], mixing both real
data and generated data. We consider hospitals located in the South part of Belgium.
The number of hospitals considered for the computational experiment varies between 5
and 15. The distances between hospitals, distij are estimated via a GIS software. There
are 4 vehicles with the same capacity. The planning horizon is 7 days, considering 8
products, each one representing a blood type. Table 2 presents the percentages per
product in the Belgian population.
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• The demand Dirt is randomly generated in an interval a � er � Li; b � er � Li½ � where
Li is the number of beds in the hospital i and er is the blood type distribution per
product r in the Belgian.

• The quantity of products r, available at time t, at the blood bank, Zrt, is uniformly

generated in the interval c � er �
P
i
Li; d � er�

P
i
Li

� �
.

Different demand scenarios over the time horizon are considered and analyzed by
varying the values of a, b and c, d. In this paper, we focus on a scenario where the
demand is high compared to the blood supply, thus requiring the use of transshipment
and mismatching to satisfy the demand of blood products. The values are set to a ¼ 20,
b ¼ 30 and c ¼ 30, d ¼ 35.

• The initial inventory at each hospital, Iri0, is randomly generated in the interval
[0,..,50].

• The maximum working time during period t, st, is fixed at 10 h/day.
• The capacity of each vehicle, cap, is fixed at a total of 5000 products.
• The outdating rate, hri, is 1%.
• The holding cost, CSTri, is fixed at 1 €/product, the transportation cost, CTRAV , at

0.5 €/KM, and the transshipment penalty cost, CTri, at 1.5 €/product.
• The backorder cost, CRri, is set at 5 €/product and the substitution cost, CSru, at 2 €/

product.

3.2 Sensitivity Analysis

A sensitivity analysis is conducted on some key parameters of the objective function
with the aim of testing their influence on the elements under study: mismatching cost,
transshipment penalty and backorder cost.

The holding cost is an important element of an inventory management model. One
would expect that if the holding cost increases, hospitals will use mismatching and
transshipment to keep inventory as low as possible.

The holding cost has an impact on mismatching; when the holding cost increases,
hospitals use more mismatching to satisfy the demand (chart on the left in Fig. 1) and
avoid shortages. Obviously, if the holding cost is superior to the mismatching cost,
there is more mismatching.

The quantities transshipped are in comparison very limited. Transshipment is used
to satisfy the demand and avoid shortage in complement of mismatching when
transshipment penalty is inferior to holding cost.

Table 2. Blood type distribution per product r in the Belgian population, er

Product O+ O− A+ A− B+ B− AB+ AB−

% 36% 6% 37% 7% 9% 1% 3% 1%
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The impact of transportation cost on mismatching is very limited (chart on the left
in Fig. 2). When transportation cost increases, the number of units mismatched slightly
increases. When transshipment penalty is high (20€), there is no transshipment,
whatever the transportation cost. Transshipment penalty is adding up to the cost of
transportation and thus hospitals will try to minimize distribution costs as much as
possible to satisfy the demand. Similar results where put forward by [3].

Interestingly, the transshipment penalty has little impact on the quantities backo-
rdered. There is however a clear link between an increase in mismatching cost and the
number of items that are backordered (chart on the right in Fig. 3). Interestingly, the 2
lines representing the total backorder costs are nearly superimposed meaning that there
is nearly a direct relation between mismatching and backorder. If the mismatching cost
doubles, the number of backorders doubled; this relation remains stable when the
backorder cost increases.

Fig. 1. Impact of holding cost on transshipment and mismatching (CT: unit transshipment
penalty and CS: unit mismatching cost)

Fig. 2. Impact of unit transportation cost on transshipment and mismatching (CT: unit
transshipment penalty and CS: unit mismatching cost)
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In the computational experiments led, at an equivalent cost per unit, mismatching/
substitution is preferred to transshipment to satisfy the demand and avoid backorders.
This will increase the demand for products with the highest mismatching rate (blood
product type O− can be a substitute for any product demand). This also raises the
question of how to properly estimate substitution and transshipment unit cost in order
to avoid bias in the derived inventory and routing policy. As blood products are vital, it
pleads in favor of a multi-objective approach allowing the decision maker to give
priority to the components of the objective function.

4 Conclusion and Perspectives

In this paper, we studied the IPR with transshipment and substitution for multiple
products in a capacity constrained environment. Due to the complexity of the problem,
a decomposition-based heuristic was developed; this heuristic solved the problem in 3
phases, based on the complexity induced by the characteristics of the problem: the
routing problem, the classical IRP and then the transshipment and substitution. The
focus of this paper is on the sensitivity analysis led on the key components of the
objective function of the IRP. This study put forward that mismatching is preferred to
transshipment to satisfy the demand and avoid backorder. Mismatching and backorder
quantities are also directly linked.

Our future work is on a multi-objective approach to solve the problem under study
and give different priorities to the components of the objective function.

Also, currently the outdating of the products is considered through an outdating rate
applied to the products on inventory at the hospitals. The age of the products will be
included.

References

1. Disney, S.M., Towill, D.R.: The effect of vendor managed inventory (VMI) dynamics on the
Bullwhip Effect in supply chains. Int. J. Prod. Econ. 85(2), 199–215 (2003)

Fig. 3. Impact of transshipment and mismatching on backorder cost (CR: backorder cost)

Inventory Routing Problem with Transshipment and Substitution 95



2. Coelho, L.C., Cordeau, J.-F., Laporte, G.: Thirty years of inventory routing. Transp. Sci. 48
(1), 1–19 (2014)

3. Coelho, L.C., Cordeau, J.-F., Laporte, G.: The inventory-routing problem with transship-
ment. Comput. Oper. Res. 39(11), 2537–2548 (2012)

4. Schlapp, J., Fleischmann, M.: Technical note—multiproduct inventory management under
customer substitution and capacity restrictions. Oper. Res. 66(3), 740–747 (2018)

5. Beliën, J., Forcé, H.: Supply chain management of blood products: a literature review. Eur.
J. Oper. Res. 217(1), 1–16 (2012)

6. Osorio, A.F., Brailsford, S.C., Smith, H.K.: A structured review of quantitative models in the
blood supply chain: a taxonomic framework for decision-making. Int. J. Prod. Res. 53(24),
7191–7212 (2015)

7. Pirabán, A., Guerrero, W.J., Labadie, N.: Survey on blood supply chain management:
models and methods. Comput. Oper. Res. 112, 104756 (2019)

8. Hssini, I., Meskens, N., Riane, F.: Optimisation du stockage des produits sanguins labiles:
revue et analyse de la littérature. Génie industriel et productique 2(Numéro 1), 22 (2019).
https://doi.org/10.21494/ISTE.OP.2019.0421

9. Jafarkhan, F., Yaghoubi, S.: An efficient solution method for the flexible and robust
inventory-routing of red blood cells. Comput. Ind. Eng. 117, 191–206 (2018)

10. Zahiri, B., et al.: A multi-stage stochastic programming approach for blood supply chain
planning. Comput. Ind. Eng. 122, 1–14 (2018)

11. Bashiri, M., Ghasemi, E.: A selective covering-inventory- routing problem to the location of
bloodmobile to supply stochastic demand of blood. Int. J. Ind. Eng. Prod. Res. 29(2), 147–
158 (2018)

12. Eskandari-Khanghahi, M., et al.: Designing and optimizing a sustainable supply chain
network for a blood platelet bank under uncertainty. Eng. Appl. Artif. Intell. 71, 236–250
(2018)

13. Hemmelmayr, V., et al.: Vendor managed inventory for environments with stochastic
product usage. Eur. J. Oper. Res. 202(3), 686–695 (2010)

14. Hemmelmayr, V., et al.: Delivery strategies for blood products supplies. OR Spectrum 31(4),
707–725 (2009)

15. Hendalianpour, A.: Mathematical modeling for integrating production-routing-inventory
perishable goods: a case study of blood products in Iranian Hospitals. In: Freitag, M.,
Kotzab, H., Pannek, J. (eds.) LDIC 2018. LNL, pp. 125–136. Springer, Cham (2018). https://
doi.org/10.1007/978-3-319-74225-0_16

16. Kazemi, S.M., et al.: Blood inventory-routing problem under uncertainty. J. Intell. Fuzzy
Syst. 32(1), 467–481 (2017)

17. Kochan, C.G., Kulkarni, S.S., Nowicki, D.R.: Efficient inventorying and distribution of
blood product during disasters. In: Zobel, C.W., Altay, N., Haselkorn, M.P. (eds.) Advances
in Managing Humanitarian Operations. ISORMS, pp. 185–204. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-24418-1_9

18. Federgruen, A., Prastacos, G., Zipkin, P.H.: An allocation and distribution model for
perishable products. Oper. Res. 34(1), 75–82 (1986)

96 C. Di Martinelly et al.

https://doi.org/10.21494/ISTE.OP.2019.0421
https://doi.org/10.1007/978-3-319-74225-0_16
https://doi.org/10.1007/978-3-319-74225-0_16
https://doi.org/10.1007/978-3-319-24418-1_9


Improvement of Design and Operation
of Manufacturing Systems



Improving Manufacturing System Design
by Instantiation of the Integrated Product,

Process and Manufacturing System
Development Reference Framework

José Ramírez(&) and Arturo Molina

Tecnologico de Monterrey, 14380 Mexico City, Mexico
a00995924@itesm.mx, armolina@tec.mx

Abstract. With Industry 4.0 and the changing dynamics of markets, assisting
in designing, modifying, or improving manufacturing systems at different scales
becomes necessary, both in large manufacturers and SMEs. Enterprise mod-
elling architectures support the specific description of various layers to assist in
the product lifecycle development by reusing general models that can be tailored
to particular scenarios through instantiation processes. This work improves the
development of manufacturing systems through partial and particular instanti-
ated models based on the Integrated Product, Process and Manufacturing System
Development reference framework. Furthermore, this model benefits from the
characterization of different industrial sectors to collect tools and activities to
avoid developing manufacturing systems anew. In this way, the proposed
solution is to create partial models to assist in the design of different manu-
facturing scenarios: (i) product transfer, (ii) technology transfer and (ii) manu-
facturing system design. Case studies are instantiated to prove the effectiveness
of this framework, in which the particular project activities are developed, and
finally, the results assessed by qualitative and quantitative parameters to allow
performance measurement.

Keywords: Industry 4.0 � Enterprise engineering � Manufacturing system
modelling � Reference model � Instantiation

1 Introduction

Manufacturing capabilities have always depended on available technology [1]. The
evolution of electronics and computational systems allowed greater control and pre-
cision in transformation processes, as well as faster and more continuous production of
products demanded by society [2]. Specific and coordinated activities are required to
optimise resources as market behaviour pushes preferences towards differentiated and
personalised products to meet particular consumer needs [3]. Industry must be able to
react to changes quickly and cost-effectively to survive in this new manufacturing
environment, thus, creating new challenges for the construction and management of
manufacturing systems (MS) [4]. MS require strategic and multidisciplinary planning
that design methodologies must assist. It is essential to emphasise the structured

© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
A. Dolgui et al. (Eds.): APMS 2021, IFIP AICT 634, pp. 99–107, 2021.
https://doi.org/10.1007/978-3-030-85914-5_11

http://orcid.org/0000-0002-5881-554X
http://orcid.org/0000-0001-5461-2879
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85914-5_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85914-5_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85914-5_11&amp;domain=pdf
https://doi.org/10.1007/978-3-030-85914-5_11


creation of these systems as that is where most companies fail in a given time, either
due to poor planning or incorrect management of available resources, as considerable
investments are required for the creation of a manufacturing plant. It becomes
imperative to improve MS development by gathering tools and structuring design
activities to be used across different industrial sectors to streamline the processes of
creation, construction and evaluation of these complex organisations. Acquiring the
necessary strategic skills represent a challenge that many manufacturing companies are
facing for speeding up the production system design and optimisation and some
appropriate tools and models must be provided that are easily adapted to the needs and
unique characteristics of some enterprises. Section 2 is a brief summary of the IPPMD,
its roots on enterprise engineering and how it is used to develop the product lifecycle.
Section 3 centres on the instantiation for different manufacturing system designs, the
workflow of the methodology from decision diagrams to instantiation mappings.
Furthermore, Sect. 4 synthesizes three case studies that elaborate on the development
of the proposal to three different design scenarios. Lastly, in Sect. 5, the conclusions
and future work of this article are reported.

2 IPPMD to Design Integrated Manufacturing Systems

Enterprise Architecture frameworks have been created to allow the structured creation
of enterprises to deploy systematic engineering practices. The ISO-19439 standard
provides a unified concept for enterprise engineering activities that enable the inter-
operability of various modelling architectures [5]. However, these heavyweight
frameworks create a problem increasing the complexity of its adoption among diverse
industry sectors. Then, fully customization for a given scenario, utilizing instantiation,
allows to inherit the main characteristics and structures of a core model to be adapted to
specific characteristics in different levels: (i) general, (ii) partial and (iii) particular.
General models gather an extensive set of knowledge that is useful to design any
enterprise from different viewpoints. Then, partial models gather common character-
istics for a given context with a reusable set of characteristics to develop solutions in
certain engineering activities. The Integrated Product, Process and Manufacturing
System Development (IPPMD), is a lightweight framework that arises from Enterprise
Engineering standards and allows straightforward creation of particular instances to
assist in the development of the product lifecycle in different sized enterprises operating
in a diversity of productive sectors [6–8]. IPPMD has been successfully implemented
in several environments, and there is extensive literature that delves into the use of the
methodology [9–12]. The IPPMD consists of three entities that constitute the product
lifecycle: (i) product design, (ii) process selection and (iii) manufacturing system
development [13]. The third entity supports the design and development of MS with
different characteristics, diverse progress stages and operating under specific business
scopes to optimise resources, detect opportunity areas and gain competitive advantage.
To this extent, instantiation advantage is gained by the integration of different tools
guided by decision workflows to include a specific set of engineering activities focused
on improving: (i) strategic planning, (ii) resource management, and (iii) outcome
validation.

100 J. Ramírez and A. Molina



3 Manufacturing System Development Instantiation

IPPMD instantiation for manufacturing system development is divided into three
categories or subentities that guide the path of development of an MS according to the
following characteristics: (i) product transfer when an MS already exists, and a new
product is meant to be produced using existing processes in the facilities; (ii) technol-
ogy transfer when an MS already exists, and a new product is to be manufactured, but
new processes must be installed at the plant; and (iii) MS design, when there is the need
to create a plant from scratch to allocate the production of a new product.

In this way, the methodology elaborates in the development of partial instantiations
for each one of the three subentities of the MS development following the structure:

Fig. 1. Methodology to generate partial instances of the IPPMD general model for
manufacturing system design.

Fig. 2. Partial instantiation flow diagrams
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(i) flow diagrams, (ii) engineering activities, (iii) toolbox and (iv) instantiation maps
(see Fig. 1). The first step for instantiation consists of detecting current manufacturing
conditions and developing plans for the company. Once product and process entities
are completed, documentation is transferred to MS development, where detailed con-
ditions for every case should determine the best route of action aided by decision flow
diagrams. Then, each subentity is classified into the following scenarios or types,
representing how production will be organised: (i) full outsourcing, (ii) partial out-
sourcing and (iii) full internal production/development (see Fig. 2). These variations go
according to the manufacturing company’s strategy to create the product, the conditions
under which it operates and its core values to understand in detail the series of activities
that will be carried out during the instantiation.

The second step consists of structuring engineering activities in four stages that will
depend heavily on the previous route selection (see Fig. 3a). Each stage is organized in
a progressive basis cycle of (i) analysis where data is gathered, (ii) synthesis where vital
information is filtered and (iii) evaluation to assess if tollgates are appropriately met. If
the results are satisfactory, the project can move to the next stage until completion.
Nevertheless, constant iteration and concurrency among stages are needed to include
feedback from the system to improve previously designated objectives. This charac-
teristic allows the model to go back and forth between the different points of the
instantiated engineering activities.

The toolbox specification is the third essential step of the methodology, allowing
each engineering activity to be performed. It is a collection of design, administrative
and computer tools that together speed up the progress of activities. The suggested
toolbox is a tiny subset of all possible and available existing solutions in the manu-
facturing industry. Figure 3b, for instance, displays a set of tools applicable to each
engineering activity. The toolset availability and definition will depend on the appli-
cation area and the expertise of the company, and that can be added to the related
activity, as some enterprises have their preferred or custom toolset. Although activities
are bound to a toolset for structuring reasons, they are not restricted to each paired
activity; then, they can be used whether they are available and could prove results in
other stages.

Fig. 3. Partial instantiation engineering activities and toolbox
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In order to consolidate engineering activities and toolboxes, maps allow instances
of development for any scenario to generate the MS design variant in the final step. The
instantiation map lists the series of activities explored in much greater detail and links
the tools and tollgates expected by each phase of work. Tollgates are the documentation
that allows access to the subsequent activities as they combine the series of data and
details that will serve as a starting point to the following stages. The different scenarios
ought to have the necessary activities to continue the MS development, but tollgates
will indicate whether the activity has been successfully completed or if it is required to
elaborate on the stage or the activity. When needed, multiple iterations of stages are
necessary to refine the workflow. All in all, the partial instantiation derived following
the methodology can be used in a specific design that will generate a particular
instantiation ad hoc to the development process.

4 Case Studies

In order to test the development potential and advantage of using MS design using
IPPMD, partial models were further instantiated to carry out three case studies to assess
planning, resource management, and validation of the methodology. Each case study
addressed one of the manufacturing criteria with a defined expected outcome (see Fig. 4).

4.1 Product Transfer

An enterprise specialized in removing processes has a query to produce a thousand
pieces per month of a new component that requires precise custom cutting and some
counterbored holes. A product transfer case is detected with flow diagrams where just
revamping existing processes is necessary to achieve new production goals. As all the
manufacturing activities are being carried out within the facility, it was a whole internal
production route. Following the partial instantiated model (see Fig. 5), it was possible
to successfully deploy the production of the new piece by adapting current milling
machines to produce the needed amount of production per month.

Fig. 4. IPPMD particular instantiations applied in three case studies
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Engineering activities such as evaluate a rearrangement plan, determine a pro-
duction schedule, quality and costs analysis, along with a correct supplier selection,
among others, were used concurrently and iteratively in order to fulfil the production
objectives. Furthermore, it allowed to reuse current equipment and apply the already
mastered processing capabilities. Some tools used included: datasheets specs, PRIMA
matrix, Value Stream Mapping (VSM), Cost estimators, suppliers catalogues and
Discrete Event Simulation (DES). The latter was used to model production parameters
to assess feasibility for the project as only 10% of the facility’s capacity was available.
Different scenarios forecasting allowed to reduce bottlenecks to accommodate new
production requirements within the capacity of the plant. Project design vision
assessment indicated increased strategic planning, more flexibility in the production
line, increased knowledge and expertise, and better order fulfilment. It also impacted
performance indicators such as increased running machine-hours, better manufacturing
lead time, increased gross profit margin and reduced scrap and rejection rate. At the
same time, positive strategic benefits went from and increased productivity to new
product sales, to say a few.

4.2 Technology Transfer

An SME specialising in removing processes was asked to produce a thousand pieces
per month of three unique components. One required turning (available in the facility),
the other required milling (also available), but the third one was based on plastic
extrusion, a process not available so far. Flow diagram assessment detected a tech-
nology transfer case. The company decided that it was a unique opportunity to invest in
some industrial 3D printing machines as some of their clients were requesting this
service. However, production scenario valuation revealed that to achieve the objectives
to produce the three new components partial outsourcing route was necessary. Engi-
neering activities included determining part attributes, process selection, determining
raw material, machine and tools suppliers, equipment routing and flowlines design,
production scheduling and labour evaluation, saying a few. Particular instantiation
allowed reusing current equipment while adding a new production line. Some tools
used during the development included: OPITZ, CAD/CAM, PRIMA Matrix, cost
estimators, bill of materials, process time charts, VSM, and DES. In this case, simu-
lation modelling was used to assess the impact of installing the new production line, the
integration of the outsourced parts in the assembly line, process availability times and
whether it was justifiable to hire new personnel; thus, forecasting scenarios was nec-
essary to optimise resources in the plant and assist decision making. After project
vision assessment, some remarkable effects on the business processes, human and
technological capital, and organisation structure were new process development,
adapting top-notch manufacturing techniques, adapting to new production lines, and
personnel experience gathering. There was also a high impact and improvement in
performance indicators such as on-time supplies, better communication and decision
making, optimised processes and increased flexibility in the production line. Last but
not least, higher sales and higher value-added for invested capital were some of the
reported economic benefits, while new product sales and reduced time for developing
new products boosted the strategic advantage.
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4.3 Manufacturing Facility Design

This case is about a Mexican manufacturing project focusing on the creation of ver-
satile small-scale CNC machines. So far, the business strategy had been to outsource all
manufacturing while engineering centres on the design and assembly of components.
However, they had become interested in mounting a small facility for prototyping and
testing small batches of their recently designed extrusion module. It included a whole
set of processes beneficial for the scope of the project. After following flow diagrams, it
became evident that the construction of the entire manufacturing facility could not be
affordable due to the expenses of buying equipment. This fact led to a hybrid case
where a facility was mounted, and likewise, outsourcing manufacturing was needed
due to strategic reasons. Engineering activities focused on two branches. The first three
stages allowed to structure the project, mainly relying upon information gathering and
projections, then little investment was necessary. The fourth stage is all about plant
construction and production ramp-up. As higher investments are necessary, then pre-
vious stages had to be thoroughly validated to measure the impact of project tollgates
per stage. The toolbox was extensive and included most of the tools used in the other
cases. In this regard, DES was a milestone and succeeded in developing the digital
model of all the stages while forecasting different scenarios to suit the production
target. Computations allowed to determine the best equipment arrangement, labour
optimization and machinery expected performance to fulfil the production. The
instantiation outcome was the complete facility design (physical and virtual) to master
the required processing capabilities of the project and the integration of outsourcing
production in the assembly lines. Some remarkable business, human and technological
effects using design vision were: projection of capabilities of the production line, better
selection of equipment, strategic planning and optimised digital models. At the same
time, positive performance indicators included less material and part expenses, less
total machine set-ups, on-time supplies, reduced WIP inventory and reduced scrap and
rejection rate. At the end of the day, new product sales and new investment feasibility
were some strategic benefits, while better process costs, quality assurance and higher
value-added for invested capital were some of the economic advantages.

5 Conclusions

IPPMD lightweight framework can be shaped to create partial instantiations that can be
used to create particular case studies in different industrial environments. Entities and
subentities allow for better classification of manufacturing systems according to the
different characteristics, diverse development stages and specific business scopes to set
the roadmap and improve strategic planning and resource management. Tollgates
deliver qualitative and quantitative parameters to allow performance measurement
during the design for outcome validation. Some of the most critical metrics are obtained
from DES in the toolbox. It allowed for graphical and numerical interpretation of the
complex dynamics and interactions when designing an MS. This powerful tool can
forecast different scenarios and design model optimization. Programming the parame-
ters obtained during process design and administrative data using different mathematical
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approaches expands understanding and sets real-life expectations. Thus, decision
making is improved, and better results can be obtained with available resources.

Since necessities from large enterprises are very different to those from SMEs, it
would be essential to future-proof the methodology by improving particular instanti-
ations to accommodate a wider variety of manufacturing systems requirements. This
strategy will include revising current engineering activities, a more extensive catalogue
of the toolboxes and improved tollgates assessment. Furthermore, the inclusion of
sensing, smart and sustainable indexes could directly align with current Industry 4.0
modelling trends to cope with increasingly rigid government regulations to include
sustainable features spanning the entire product lifecycle.
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Abstract. In the Industry 4.0 area, there is an increasing demand for
highly customized products in small batch sizes. Final assembly opera-
tions are frequently targeted to embed flexibility and compensate for the
growing manufacturing uncertainties. Therefore, an adequately designed
and operated flexible assembly workstation is crucial. Converting the
flexibility needs into design and operational decisions requires versa-
tile formal models delivering generic descriptions of needs and capaci-
ties. Skills form the central connector between products, processes and
resources. Here, a skill-centered model for describing resource activities,
the related production needs and flexibility impacts is introduced. The
model fits both plug and produce and design optimization settings and
goes beyond current skill-based modelling by offering a framework which,
by design, does not limit the applications and easily adapts to the desired
level of detail. One key strength is its ability to combine abstract and
executable skills. Next to the product-action skills, also assistive skills
related to operator support, parts storing, ergonomics etc. can be easily
modelled. The use of the model is illustrated by an example based on an
industrial use case from Flemish industry.

Keywords: Assembly workstation flexibility · Skill-based
engineering · Resource modelling

1 Introduction

In today’s highly competitive environments, manufacturing deals with a lot of
challenges. One of them is increasing flexibility while keeping cost low and qual-
ity high. Final assembly operations are frequently targeted to embed flexibility
and compensate for the increased manufacturing uncertainties and customiza-
tion [15]. The individual resources and configurations in an assembly workstation
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setting directly impact the overall plant-level flexibility through base flexibility
dimensions relating to the key components of a manufacturing company (person-
nel, equipment and material) [17]. Also, not only directly value-adding resources
have a high impact, but also resources related to operator support, part storing,
ergonomics etc. have an not to be neglected effect.

In [9] it is recognised that a common formal capability-based resource model
is needed to allow rapid system design and reconfiguration decisions in hetero-
geneous multi-vendor production environments. This model should allow a well
thought-out design, objective resource selection and further reasoning during
operations and reconfigurations [5]. A lot of research in manufacturing is focused
on the development of models to describe products with information as design,
geometry and required processes. A standardized and universal applicable model
for resources producing or assembling these products is frequently neglected and
application- or vendor-specific [18]. In [7] the potential and importance of formal
ontologies to capture and share assembly knowledge is illustrated. They support
collaboration across the assembly design and process planning domains. Because
skills are identified as a connector between products, processes and resources,
the here-introduced model could form a building-block between product require-
ments, assembly sequences, resources, operations and their impact on flexibility
in an assembly knowledge store [1].

The paper is organised as follows. Section 2 describes the current state-of-art
in skill-based assembly resource modelling. Section 3 introduces the formal skill
model and illustrates it’s use and key strengths with some clarifying examples.
Finally, conclusions and further research directions are found in Sect. 4.

2 State-of-Art

Several research projects have recently looked into skill- or capability-based mod-
elling in the manufacturing and assembly domain. Before further elaborating on
the current state-of-the-art (Sect. 2.2), the different viewpoints on the meaning
and use of the term ‘skill’ versus ‘capability’ are highlighted (Sect. 2.1).

2.1 Capabilities Versus Skills

It is recognised in literature that, for manufacturing and assembly, resources
can be best described by their skills or capabilities which mimic their capacities
and ability to complete tasks [11]. Resources in manufacturing are seen quite
broad and can be any physical entity, representing hardware and software, that
is involved by the execution of a process [5]. This includes equipment, operators,
parts, sub-assemblies etc.

The term ‘capability’ was first used in literature together with the term ‘com-
petence’ to describe high-level human qualifications in manufacturing. However
today it is also frequently used in more general formal models for the manufac-
turing domain [11]. A capability is in this context defined by [6] as “the inherent
ability of the manufacturing system to perform change in the properties of a
material in order to produce tangible products”. According to [8] this definition
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falls short on not including assembly operations and those capabilities which
don’t change the properties of the product but are required during production.
Capabilities however remain closely related to adding value to products [6].

The term ‘skill’ is sometimes used interchangeably with ‘capability’ but is
mostly more focused on executable machine functionalities working bottom up
[8,11]. In [14] skills are identified in the robot programming context as “re-
occuring actions that are needed to execute standard operation procedures”. In
[10] the term skill is specifically used for the superiority features of an operator
defining it’s worker performance in performing tasks. More broadly, skills are
seen as a connector between products, processes and resources enriched with
additional information [1,14]. A skill is also very broadly defined as “the potential
of a manufacturing resource to achieve an effect within a domain [12]”. A lot
of overlap is found between both terms. Small connotation differences can be
identified but no real consensus can be found in literature. Skills seem to be more
frequently used on the lower execution level than capabilities, while capabilities
rather start from value-adding activities.

The focus of the here-introduced model is broad and in fact spans both terms.
Nevertheless, one term should be chosen. Because a more bottom-up approach
is envisioned allowing higher levels of detail for execution activities (but at the
same time also more abstract design activities), the term ‘skill’ will be used.

2.2 Skill-Based Modelling

When looking into the development of skill-based models, Kocher et al. [11]
states that it is important to keep the model as general and open as possible to
enable reuse and future extensions. Next to models solely focusing onto the skill-
or competence-level of operators, two main categories of skill-based modelling
approaches can be identified [10,11].

The first category are formal models such as ontologies to create skill struc-
tures that can be used as a shared vocabulary or for optimization and reason-
ing purposes. Most contributions start from the process or task that is trans-
lated into a required skill [3,4,9,14]. Järvenpää et al. [9] developed a model to
support ‘capability matchmaking’ between product requirements and resource
skills. Later on it is extended with ‘executable capabilities’ for task program-
ming but without a direct link between both [16]. Hashemi-Petroodi et al.
developed a three-step methodology to automatically reconfigure reconfigurable
manufacturing systems (RMS) [4]. Feasible assembly plans are set-up using a
skill-based comparison of the product requirements and RMS. The skill compar-
ison is based on a semantic matching process. The assigned resources are only
afterwards checked through a quantitative parameter analysis. Hoang et al. [5]
proposed as one of the first a more product-oriented approach to limit mod-
elling and communication effort during reasoning. In their model the skills of
resources are represented as ranges of product property values. However, the
efforts needed to deduce the important properties and keeping them updated
is a disadvantage compared to the process-oriented approach. In [11] a formal
model of machine skills that directly includes both a description of high-level
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and executable skills is presented. Their model is an alignment ontology, built
upon different sub-ontologies based on industry standards. Because of the inter-
linking between various sub-ontologies, modelling is complex and does not adapt
quickly to the desired level of detail. In [13] equipment is uniformly identified via
high level skills which can be matched with the product-specific manufacturing
requirements embedded in the product’s bill of processes. From these high-level
descriptions, executable skills are derived and made available as services.

The second category focuses on the execution level including plug and pro-
duce environments where skills are used to encapsulate machine functionalities
for task-level programming [11]. In [1] a similar concept as in [13] is implemented,
but more focused on task-oriented programming. Here, skill descriptions are used
for the vendor-independent modelling of resources, processes and products. Their
taxonomy is mainly built on 5 top-level skills which can be subdivided into more
specific skills. Danny et al. [3] actively developed an openly accessible plug-and-
produce system using AutomationML and OPC UA. The concept of skill recipes
and skill requirements is used to execute the resource skills to fulfil the assem-
bly requirements. Rovida et al. [14] focus on an even more narrow scope and
specifically targets task level robot programming by providing robots with a set
of movement primitives on the controller level and skills operating as standard
operating procedures. The skills are implemented by the primitives which are
mostly inferred through autonomous reasoning by the robot.

All aforementioned approaches differ in their level of granularity, implemen-
tations, applications and modelling languages which makes it difficult to merge
and reuse them. The only common ground between all above models is the
uncoupling between products and resources via skills. However, none of them is
application independent and easily adapts to the desired level of detail.

3 Formal Skill-Model

The proposed skill-centered model describes and links resource capacities to the
related production needs via skills showing their impact on the ‘world’. The
model is meant to be versatile and can be used during both the design and exe-
cution phase to suggest reconfigurations or other optimisations. It is perfectly
suited for skill-based programming and scheduling of machine functionalities, but
also for the matchmaking between tasks and resources including constraints. Fur-
thermore it can link to operational data and serve as a base to analyse operations
and asses the performance and robustness. It is meant as a core model which
connects with different other models (resource model, skill condition model and
task model) and allows for application specific extensions.

3.1 Conceptual Model

Figure 1 shows the conceptual skill-model. It is displayed using the Unified Mod-
eling Language (UML) notation to deliver an abstract view on the high-level
meta-model. This way, it easily shows the links between different aspects and
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Fig. 1. Conceptual skill-model, represented in UML

aids for easy problem understanding, analysis and documentation [2]. Different
software implementations are possible. Because of the high-level of interlinking,
ontology based graph databases seem the best suited for large examples and
data storage (Sect. 3.2).

Skills are the central element describing the applicable transitions between
states. The model recognizes the four dimensional nature of the skill con-
cept. Skills can be atomic or composed, process-independent or process-
specific, product-independent or product-specific and even resource-independent
or resource-specific [12]. First, it is easy to understand that skills can be decom-
posed into subskills until they cannot be decomposed any further. When this
atomic point is reached, depends on the required level of granularity and is
thus application specific. An example is the skill ‘transport’ that is composed of
a ‘pick’ and ‘place’ skill. However, composition is also closely related to refine-
ment, if different compositions are possible, a refinement is required. Refinements
add detail to the skills based in the other 3 dimensions. The process dimension
embeds more detail of the related process in the states. An example is when the
skill ‘connect’ is specified into ‘welding’ or the even more specific ‘arc-welding’
skill. The same applies to the product and resource dimension, they both add
more detail to the skill when becoming more product- or resource-dependent.

The concept of states is used to model the impact of an action on the world
model. There can be different pre-, post- and hold-states with each it’s variables
and related conditions. Only the parameters actively used in the post state can
be changed by the skill and define the end state. Other parameters can be tracked
but will not change permanently because of the skill. In other words, skill states
contain the subset of resource parameters with additional conditions important
for describing the temporary and definite impact of the skill in the world model.

Specifically in this model, states are modelled by variables and conditions.
The variables should always be linked to properties of resources in the world
model. If a resource is not yet specified, the root object ‘resource’ is used. Vari-
able conditions impose constraints on the variable, e.g. end state - position equal
to end position. In contrast to variable conditions, skill conditions stay on the
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level of skills and lay links and constraints between skills. Skill conditions form
a separate model and act as a blackbox within the skill model. Behaviour trees
and other constraints related to assistive skills are modellable via skill condi-
tions. By not limiting the number of refinements, the user can go as detailed as
necessary. By leaving the interpretation of ‘skills’ open, different viewpoints can
be embedded. The next section further clarifies the model with an example.

3.2 Example Application

The concepts of the model are illustrated based on an industrial use case from
Flemish Industry. The assembly of a compressor serves as an example, more
specifically the insertion of a rotor into the main housing is worked out. Figure 2
gives a detailed description of the skill ‘insert’, worked out towards operators
and filled-in specifically for the compressor assembly.
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Fig. 2. Skill model example: executable operator insert applied on compressor assembly
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During the pre-state the position of both objects that have to be inserted is
important together with the shape. Do the objects fit? Are they insertable? The
variables directly link to the parts that are manipulated during the insertion.
After the skill has taken place, the positions should again be checked and the
objects should be aligned. It can be seen that the shape of the objects is impor-
tant to check if the insertion is possible, but the skill does obviously not change
the shape. Therefore ‘shape’ is not embedded in the post-state. The hold state
is used to prevent collisions between the parts during insertion. The model is
that detailed that sensors and operator input could be linked to the model to
follow up execution. At the same time, in depth information related to assistive
skills is available. Because the insert is specified for operators a skill condition
is added which imposes the need for a resource which instructs the operator e.g.
pick-to-lights, smart glasses etc. Skill conditions can be used to add that kind of
assistive skills, but skill conditions can also ask for resources which can store the
parts, for tables etc. The skill conditions also impose that the sub-skills should
be handled by the same executing resource and be available concurrently. A less
refined model of the skill insert can also be added to all resources that have
the capacity to insert. This way a process-, resource- and product-independent
model will allow easy comparisons between different resources. Can I use a robot,
or is an operator more appropriate? The states will then only highlight the more
general variables and related conditions. No information on e.g. specific parts or
assistive skills will be added. Note that the example is somewhat simplified to
keep it printable. Additional states and variables could be added. Nevertheless,
this example shows in a comprehensible way the key-strengths of the model.

4 Conclusion and Outlook

The design of flexible assembly workstations and optimisation of the execution
thereof requires multidimensional and versatile formal models. Skills form the
central factor in describing all manufacturing resources and easily link them to
production requirements and product flows. In this contribution, a skill-centered
formal model is presented which stands out by combining different concepts
coming from both the design and execution point of view. The model combines
high-level and executable skills and opens the door for assistive skills required to
embed, not directly value-adding, peripheral equipment. The model should be
further validated, however the applications seem broad and the model seems to
easily adapt to different levels of granularity and detail. It is also not obligatory
to fill in all details, which is an advantage in contrast to existing models to
manage the complexity.

A major drawback of formal models remains however that they always in
the first place result in an additional effort. They have to be created next to the
real implementations. The strength should come from a broader knowledge store
combining all info and facilitating optimisations and new designs in the future.
Because of the decoupling of resources, products and processes via a central skill
model, data should be more easily and consistently changeable and extendable.
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This way experience and knowledge can be consolidated and will not be lost.
Firstly, the model will be further validated via additional use cases from industry
and adjusted where necessary.

In future work, the task, resource and skill condition model will also be
further elaborated. Extra arrangements will be proposed for the definition and
meaning of skills, this is key for a neat and well-ordered assembly knowledge store
but is nowadays application specific. Nevertheless the formal model will remain
the core which opens up compatibility with future plug-ins and to create a shared
vocabulary links to standard terminology found in literature and recognized
standards will be added.
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Abstract. Open-pit phosphate mine is characterized by a stack of layers with
different chemical characteristics (Source qualities SQ). The extraction process
involves various elementary operations performed by a dedicated or polyvalent
machines. The tactical mining scheduling consists to define the blocs to be
extracted and assign the machines over the planning horizon. However, the
interdependencies and complexity characterizing this problem make the
decision-making process so difficult. This paper proposes a multi-criteria
approach integrated in an Interactive Decision Support System (IDSS) based on
an original sequential approach selecting the most performant mining scenarios.
Indeed, a discrete event simulation-based model developed and encapsulated in
this IDSS proposes various scenarios. With a developed multi-criteria filtering
approach, each scenario is approved by a feasibility study to verify that a
scenario can satisfy the demand for merchantable qualities (MQ). Then, the
feasible scenarios are analyzed based on their robustness when facing disturbed
demand vectors and compared by other effectiveness and efficiency criteria. To
preserve only the two or three most performant scenarios.

Keywords: Mining scheduling � Interactive Decision Support System IDSS �
Alternative scenarios � Multi-criteria decision making

1 Introduction

The planning of ore mining in an open-pit mine is widely studied in the literature since
the 1960’s based on optimization and/or simulation approaches. Researchers have
focused on the long-term mining planning issue [1]. However, studies based on
medium- and short-term scheduling are relatively limited [2]. The spatiotemporal
interdependencies and the various characteristics of the mining sector make the
decision-making process more difficult.
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Our field of study is based on an open-pit phosphate mine from the OCP group,
whose supply chain is made up of several entities allowing the transition from ore to a
finished or semi-finished product. The sedimentary nature of the mine means that the
extraction of a layer can only be carried out if the upper level is already removed. From
a transverse view, the mine is divided into panels, each of which is divided into blocs,
the blocs on the same line represent the trench [3, 4]. The extracted SQ are transported
to the down-stream mechanical processing units to subsequently enter a mixing or
blending process [5] to constitute the MQ. A discrete event simulation-based
(DES) model was developed considering the different constraints (geology, qualities,
machines, etc.) of the mine to reproduce the extraction process and propose the
extraction planning (scenario) [2]. The integration of the priority indexes of the
extracted SQ as control parameters in the simulation, led to the possibility of generating
various scenarios in a rapid and coherent way, based on a variation of parameters.

This paper aims to answer the following research question: How can we evaluate a
set of generated scenarios, considering a multi criteria filtering approach, to select 2 or
3 most performant scheduling programs for the planning team to choose from and
apply in the field? To answers this question, we have started by exposing the research
works proposed in the scenario concept and the multi-criteria analysis approaches in
Sect. 2. Then, Sect. 3 will propose the multi-criteria filtering approach developed.
Thereafter, Sect. 4 will be dedicated to the case study illustrating the experimental
results based on real field data before concluding in Sect. 5.

2 Literature Review

The scenario analysis has been widely applied in several sectors and disciplines [6, 7].
Defining a scenario has been a challenge [8]. Bell affirmed in [9] that “scenario” gives
methodological unity to futures studies. Today a diverse group of decision-makers,
consultants, and researchers develop and use scenarios in a variety of ways [7, 10]. The
scenario-based research methodology is considered among the most used in various
fields and is used for many purposes as highlighted by [11]. Notten et al. proposed [12]
an updated typology and explain how the typology was tested for its robustness in a
comparative analysis of recent scenario projects. Borjeson et al. [13] regroup and
reconcile several typologies, to distinguish three main categories based on the main
questions asked by a decision-maker: i) what will happen? (Predictive), ii) what can
happen? (Exploratory), iii) how to achieve a specific objective? (Normative).

Information about the past and the present lead to different alternative possibilities
about the future. Thus, a need for evaluation and comparison to perceive to what extent
each alternative is plausible, desirable and beneficial for the decision-maker is neces-
sary [9] p. 317.The complexity of analyzing and comparing multidimensional alter-
natives scenarios leads to considering explicitly several criteria and objectives to be
optimized simultaneously in the analysis of preferences. Thus, defining a Multi-criteria
decision problem consisting on the comparison of solutions and the determination of
one or more optimal solution (s). Several approaches are used to guide the decision-
making process in this case, by offering an analysis allowing to deepen the reflection on
the studied scenarios and identify a consensus on the choice of one or more best

118 N. Alaoui et al.



scenarios. In this literature review, we studied three main approaches: the statistical
response surface methodology (RSM), the aggregated and Pareto methods as main
categories of multi objective optimization (MOO).

The RSM aims to evaluate the impact of decision variables as inputs on the
response obtained as output, in order to determine the set of optimal decision param-
eters allowing to lead to the best scenario in relation to an objective function [14] and
providing an exact answer to an approximate problem [15]. Some authors [16–18],
having used or compared the RSM method with other methods, explain that this
technique also represents multiple limitations to consider. Concerning the MOO
approaches, there is a general consensus that it can be broadly broken down into two
basic categories: Aggregation methods and Pareto methods [19]. The formulation of the
aggregate objective function requires the assignation of preferences or weights to
criteria converging towards the choice of a single scenario. Guo et al. ensure in [20]
that in the world of industrial production and when making decisions, it is common for
several production objectives to be considered and achieved simultaneously. Some
authors use the weighted sum method to transform multi-objective problems into
single-objective problems like [21, 22]. However, it is difficult for some problems to
determine the weight of the different lenses. It is also impossible to have a single
solution that can simultaneously optimize all goals when multiple goals conflict. To
deal with this problem, some researchers have used the concept of Pareto optimality to
provide more feasible solutions (optimal solutions in the Pareto sense) to the pro-
duction decision maker such as authors in [23–25] affirmed that the advantage of the
Pareto method lies in the possibility of separately taking into account several
conflicting criteria in the evaluation and the selection of the best scenarios, thus
allowing a richer critical analysis of the potential scenarios.

Based on this literature review, we conclude that this paper deals with a specific
problem that have not been yet studied in the context of multi-criteria decision making
related to the short and midterm scheduling of ore extraction problem taking into
account different criteria. Indeed, The RSM is not applied in our case given the weak
link between inputs parameters, their interdependence, and the response. The aggre-
gation method is also not adequate because of the absence of a synthetic indicator that
can express the multidimensional complexity of a mining scheduling scenario. Thus,
considering the conflicting efficiency and effectiveness criteria, the Pareto method
seems to be the best to keep this complexity while determining a reduced subset of the
best scenarios located on the Pareto front. Furthermore, it is necessary to note that
considering the complexity of this problem, we will define other levels to our multi
criteria approach before using the Pareto method at the end. All in all, this IDSS is an
enriching contribution to the few decision support systems dealing with the mining
industry, using a DES model as a resolution module and following an original problem
tailored sequential approach instead of the classical traditional. This sequential
approach will guarantee the consideration of all the technical mining constraints by
encapsulating the SED model. On the other hand, it will ensure that significant criteria
for the decision makers will be taken into consideration. Thus, we will guarantee an
alignment with complex mining objectives and make our approach feasible in the
practical case of the mine.
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3 Multi-criteria Approach: Proposition and Integration

In order to generate a set of technically feasible scenarios for ore extraction scheduling,
we feed the DES model with real mine data. Then simulate a set of scenarios each
based on distinct control parameters (priority indexes), on an annual scheduling hori-
zon as presented in [26, 27]. The possibility of rapidly and coherently constructing
extraction scenarios based on the variation of priority indexes of each SQ, made it
possible to respect deposit, process and machines constraints but also explore several
alternative scenarios. Thus, we were confronted with a decisional challenge to support
the decision makers in their choice of the 2 or 3 most performant scenarios from a
hundred alternatives. This decision making process goes beyond the technical coher-
ence of the generated scenarios, by considering other criteria to evaluate different
aspects of the alternatives scenarios. The first criteria as suggested in [27] focuses on
the satisfaction of the client’s demand on several scheduling horizons. We calculate the
demand satisfaction rate (SRs) per scenario such as:

SRs ¼
P

h Fs;h

N
ð1Þ

s: Index of scenario.
h: Index of scheduling horizon.
N: Number of the scheduling horizon tested.
Fs,h: Binary variable which is equal to 1 if the scenario s tested on horizon h is

feasible, and null otherwise.
Nevertheless, this criterion, alone, is not sufficient for decision makers to make a

final choice. Because, even if a scenario is coherent and assures a satisfaction of the
client’s demand, it is acceptable as a viable solution, but is not necessarily the most
efficient of the alternative scenarios. Thus, we integrate more significant criteria in our
proposed multi-criteria approach, aiming to support the decision maker to choose the
best scenario while taking into account the complex multidimensional nature of the
latter.

Figure 1 depicts the proposed multi-level filtering approach serving the purpose of
evaluating and comparing alternative scenarios. Level 1 consists on data wrangling,
structuring and synthesizing important needed information from simulation output.
Level 2 aims to study the feasibility of the scenario as explained in [27]. Level 3 deals
with the study of scenario’s robustness which is the important aspect to consider while
deciding for the scheduling program to apply. In fact, the robustness of a scenario
reflects its ability to deal with a stochastic MQ demand. In the mine, this fluctuation of
the demand can disturb the execution of the scheduling program, leading to necessary
perpetual adjustments. The integration of this aspect in the decision-making process
will allow us to assess the robustness of the acceptable scenarios regarding a fluctuated
demand character. Therefore, to avoid weaker scenarios that may satisfy the initially
formulated demand but would fail meet it, if a fluctuation occurs.

In order to formulate level 3, we had to understand how the demand fluctuates then
verify if a significant data history is available to quantify the disturbances in volume
and nature. The MQ demand fluctuates in two fundamental forms: temporal and
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quantitative. Four sub-types follows: i) temporal disturbance based on an anticipation
of one or more MQ demand, ii) temporal disturbance based on delaying of one or more
MQ demand iii) quantitative disturbance based on an increase of the required volume
of one or more MQ over a specific period, iv) quantitative disturbance based on a
reduction of the required volume of one or more MQ over a specific period. According
the experience of miners, time anticipation (i) and quantity augmentation (ii) are the
two most critical types of disruption. In this case, they may not be able to satisfy the
demand if the SQ to produce it are not extracted yet or available in volume and nature.
Note that the availability of SQ in a period is linked to the succession of elementary
operations of the extraction process, to the assignments and availability of the
extraction machines as well as to the time necessary to access and extract the desired
SQ.

Another challenge we encountered during the formulation of this level, is the lack
of a significant data history that can be exploited in the quantitative formulation of
disturbances. To get around it, we decided to set up a Generator of Disturbed Demand
vectors called GDD. The role of this component is to generate different types of
disturbances to help us perceive the behavior of acceptable scenarios when facing
disturbed demand vectors. In fact, based on the initial demand vector, the generator
chooses each time: i) two MQs and two periods to be modified if it is a temporal
disturbance or, ii) two MQs and one period in the case of a quantitative disturbance. In
the first case, an addition or subtraction of the volume from one period to the next is
introduced but the total volume required remains intact. However, in the second case
we introduce two parameters a and b specific to the selected MQ’s. These parameters
serve to specify the percentage of increase or reduction of the initially requested
volume applied to generate the disrupted demand vectors. We made it possible that
these parameters can be specified by default between a minimum and maximum values
or else defined by decision-makers if a more precise information is communicated
ahead. The GDD allows us to create several sets of disrupted demand vectors, where
each vector comprise the 4 types of disturbance, which we specify as test bundles. We
try to test alternative scenarios on different test bundles, in order to evaluate and assess
their robustness while dealing with disturbances that are different in nature.

So, the purpose of this robustness study is to test the capacity of feasible scenarios
to respond to disturbed demand vectors, with the same SQ supplies proposed to satisfy
the initial demand. It is based on the same formulation as the feasibility study (a linear
programing blending formulation), but the demand is not fixed this time. Moreover, to
analyze the results of the robustness study, it was necessary to synthesize a Robustness
Rate (RRs) per scenario, such as:

RRs ¼
P

k

P
v Fs;v;k:wv

N
ð2Þ

s: Index of scenario.
v: Index of perturbed demand vector.
k: Index of test bundle.
N: Number of tested bundles
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Fs;v;k: Binary variable which is equal to 1 if the scenario s tested on perturbed
demand vector v from test bundle k is possible, and null otherwise.

wv: attributed weight for the perturbed demand vector v.
The scenarios are then ranked according to their RRs, to select only the ones with a

RRs above 80% (a rate considered as an acceptable threshold according to the
industrials).

At level 4, alongside the robustness study component, other criteria are synthesized
from each scenario, to explore the multidimensional complexity of scheduling program
through a Pareto method. This criteria are related to the displacement time and occu-
pation of the extraction machines.

4 Experimental Analysis

We have tested the relevance of the IDSS designed on real data in collaboration with
the mine’s planning and method team [27] of OCP group. We were able to generate
and validate an acceptable scheduling program ensuring technical consistency and
allowing the satisfaction of the annual demand for 2020 over all planning horizons.
Subsequently, our vision turned towards the search for a scheduling program based on
the approach proposed.

Therefore, we started by generating a set of 20 scheduling scenarios relating to the
same 2020 demand data, by varying the control parameters. In order to have 20
different scenarios the control parameters related to the SQ were given each time a
different value from 1 to 10, at the start of the simulation as. Then, we carried out the
feasibility study presented in [27] for each scenario. The obtained results in Table 1
show that six out of twenty scenarios are efficient in the short term, but failed to meet
the initial demand in the medium term. The black dots meaning the scenario is feasible
on the scheduling horizon, the white dots insinuating the infeasibility. These six sce-
narios are considered irrelevant ones and are therefore eliminated for the remainder of

Fig. 1. Multi-level filtering approach
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the study. Thereafter, we illustrate the creation of the disturbed demands via the GDD,
through which behavior of the scenarios is studied.

Table 2 shows the creation of two different vectors of disturbed demand. The first
vector representing one-month time anticipation of the requested volume of MQ 2 and
3. The second vector reflecting a quantity increase of the initial demand by 15% and
10% respectively regarding MQ 1 and 4 on the 9th month.

For this study we create 3 test bundles (Table 3), each one containing 16 vectors of
disturbed demands of all four types, to maintain a heterogeneous nature of the dis-
ruptions in each test bundle. The weights attributed to each disruption nature is defined
by the decision makers, taking in consideration the criticality factor. In fact, as we
explained earlier time anticipation and quantity augmentation are considered most
critical, since it requires more SQ in a specific period. We thus attribute a more
important weight to the more critical disturbances.

Table 1. The satisfaction rate (SRs) for the feasibility study per scenario i per month m

m/s S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S12 S13 S14 S15 S16 S17 S18 S19 S20 S21
M1 ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
M2 ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
M3 ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
M6 ● ● ● ● ● ● ● ● ● ● ○ ● ● ○ ● ● ● ● ● ●
M9 ● ● ● ● ● ● ● ● ● ● ○ ○ ● ○ ● ● ● ● ● ●
M12 ● ● ● ● ● ● ● ● ● ● ○ ○ ○ ○ ○ ● ● ● ● ○

SRs (%) 100.0 100.0 100.0 100  100.0 100.0 100.0 100.0 100.0 100.0 50.0 66.7 83.3 50.0 83.3 100.0 100.0 100.0 100.0 83.3

Table 2. Example of demand disruptions

Cumulated demand MQ 1 MQ 2 MQ 3 MQ 4 MQ 5
M1 190932 132682 13441 25641 1282
M2 381865 265364 26882 51282 2564
M3 572797 398046 40323 76923 3846
M6 1145596 796092 80645 153846 7693
M9 1718394 1194137 120968 230769 11539
M12 2291191 1592183 161290 307692 15385

Time anticipation
M1 190932 132682 13441 25641 1282
M2 381865 398046 40323 51282 2564
M3 572797 398046 40323 76923 3846
M6 1145596 796092 80645 153846 7693
M9 1718394 1194137 120968 230769 11539
M12 2291191 1592183 161290 307692 15385

Quantity addition
M1 190932 132682 13441 25641 1282
M2 381865 265364 26882 51282 2564
M3 572797 398046 40323 76923 3846
M6 1145596 796092 80645 153846 7693
M9 1976153 1194137 120968 253846 11539
M12 2291191 1592183 161290 307692 15385

Anticipation of the requested volume of the 3rd month on the 2nd month

Quantity addition of the initial demand by 15% & 10% respectively for MQ 1 and  MQ 4
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The robustness test is carried out for each scenario 48 times (the number of test
vectors). As shown in Table 4, from the remaining 14 scenarios only 5 have a RRs

above 80% that is considered acceptable for the decision makers.

In this case study, we explain how the first 3 levels of the proposed multi-level
filtering approach permits us to guide the decision makers through the choice of 2 or 3
performant scenarios. We started by generating 20 technically coherent scenarios via a
DES model. We proceeded to eliminate those not satisfying the initial demand on all
planning horizons (1, 2, 3, 6, 9, 12 months). Then, we integrated the stochastic aspect
of the demand and evaluated the robustness of the remaining scenarios, to end up with
only 5 acceptable scenarios out of 20 as shown in Table 5. This approach helps the
decision makers consider different aspects of a performant scenario, all while reducing
the number of scenarios to be discussed.

Table 3. The weight and disruption type for the generated disturbed vectors (V)

 V / S S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S17 S18 S19 S20 Weight Disruption type
V1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.075 Time_Anticipation
V2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.075 Time_Anticipation
V3 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0.075 Time_Anticipation
V4 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0.075 Time_Anticipation
V5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.05 Time_Retardation
V6 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.05 Time_Retardation
V7 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.05 Time_Retardation
V8 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.05 Time_Retardation
V9 0 1 1 1 0 1 0 0 0 0 0 0 0 0 0.085 Quan_Augmentation
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...

V46 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.04 Quan_Reduction
V47 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.04 Quan_Reduction
V48 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.04 Quan_Reduction

Table 4. The results of robustness rate per scenario

Test (%) / S S4 S3 S6 S8 S17 S9 S10 S18 S1 S2 S5 S7 S20 S19
Test_bundle_1 100.00 100.00 100.00 92.50 92.50 92.50 80.50 92.50 92.50 100.00 92.50 92.50 72.00 60.00
Test_bundle_2 100.00 85.00 85.00 76.50 76.50 63.50 76.50 76.50 76.50 70.00 76.50 56.50 76.50 50.50
Test_bundle_3 92.50 77.50 77.50 77.50 77.50 80.50 77.50 63.50 60.50 55.50 55.50 63.50 63.50 50.50

RRs (%) 97.50 87.50 87.50 82.17 82.17 78.83 78 .17 77.50 76.50 75.17 74.83 70.83 70.67 53.67

Table 5. Synthesis of the results of each step per scenario

  

Scenario S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S12 S13 S14 S15 S16 S17 S18 S19 S20 S21

Respect of technical 
mining constraints

Satisfaction of the initial 
demand 

Acceptable robustness 
facing demand 

fluctuations
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5 Conclusion

The open-pit mine extraction process is characterized by a spatiotemporal constraints
and a conflictual criteria who make the tactical scheduling complex. A DES model was
developed to generate a feasible extraction program (scenario) considering technical
constraints. The integration of priority indexes of SQ as control parameters made it
possible to generate several technically coherent scenarios by means of variations of
the latter. Consequently, an evaluation and comparison of the generated set of alter-
natives scenarios was necessary. Thus, this paper, presents a multi-criteria filtering
approach integrated on an IDSS aiming to propose the two or three most performant
extraction planning. The approach proposed was tested and experimented based on a
real data from the phosphate mine. The results obtained show the significance of the
approach making it possible to evaluate and compare the 20 generated scenarios. In
addition to the respect of technical constraints assured by the simulation model, many
scenarios failed to ensure the satisfaction of the client’s demand in the short as in the
midterm (1, 2, 3, 6, 9, 12 months) and thus they were be eliminated. Other scenarios,
even if feasible, showed weakness while facing fluctuations of the demand. We con-
tinue working on the fourth level to integrate criteria giving decision makers insight on
occupational, displacement time of the extraction machines and SQ stock residue.
Exploring the complexity of a scenario and understanding the challenges of the mining
decision makers, will help us guide the choice of the most performant 2 or 3 scenarios.
The development of a visualization component based on advanced data analytic tools is
on progress to facilitate the visualization and comparison of the different indicators.
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Abstract. For the right configuration of production systems it is crucial to
know the optimum operating point by way of a functional correlation between
work in process and output rate or throughput time respectively.
As a matter of fact, executives and managers are quite familiar with this

correlation which, however, rarely leads to its formal-mathematical application.
Among others, this is due to the specific prerequisites arising from the appli-
cation of general laws from queuing theory and operating curve theory.
Therefore, this paper will discuss our approach for a practical determination

and description of suitable reference value systems using aggregated operating
curves. The main focus will be directed towards the system’s behaviour of
complex production systems in versatile batch production, as it is frequently
encountered in mechanical and plant engineering.

Keywords: Aggregated operating curve � Simulation � Production system
control � Modeling procedure

1 Introduction

In order to adequately evaluate the performance of operating systems it is necessary to
have significant parameters. Especially useful in this context are models and parameters
of both the queuing theory and the curve theory. In the course of evaluating and
configurating production structures, an increasing need for aggregated system
description is noticeable, which goes beyond familiar bottleneck analyses focusing on
one operating system.

Based on the general principles of operating curve theory, this paper will present a
practical approach for the aggregated determination and application of a funnel model’s
parameters. Finally, the verification of the approach will be shown by reviewing a
complex production system.
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2 Theoretical Aspects

The evaluation of the system’s behaviour is usually based on input-output modeling
(I/O). With these kind of model significant parameters like work in process (WIP),
output rate and throughput time can be ultimately derived from the formal I/O pre-
sentation of production systems. The interdependencies between these three parameters
are known as Little’s Law and, in its modified version, as Funnel Model (see Fig. 1).

2.1 Little’s Law

The methodological groundwork of Little’s Law is the queuing theory. A so-called
queue is defined by a number of units (jobs) waiting for their processing at a single
workstation. The arrival rate indicates how many units (jobs) are arriving the system on
average in a certain period of time. The service rate indicates how many units (jobs)
can be served by the system on average in a certain period of time. The realised service
rate, then, yields the system’s output in terms of quantity (number of jobs) [1].

Depending on the amount of already waiting units (jobs), Little’s Law shows how
long on average a newly arrived unit (job) will have to stay within the operating system
until being processed (waiting time W). As long as the three parameters are measured
in consistent units, Little’s Law can be universally applied, with these findings coming
chiefly from the observation of production lines and single workstations. If the WIP is

WS

Arrival rate 

Service rate 

Waiting-
queue

Arriving
units

Served
units

incoming
orders

outgoing
orders

max
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Throughput
time

Output
rate

min
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Input rate
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Fig. 1. Little’s law vs. Funnel model.
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then taken as an independent variable (WIP = the number of units L in the system), the
interdependencies of Little’s Law can be presented as an operating curve (sometimes
called production-flow graph) [1].

There will be an ideal operating curve if no system variability is apparent. Once a
minimally required WIP has been established, maximum system output rate will be
provided accordingly. Underneath this critical WIP level, the system output rate will
drop proportionally to the average amount of jobs [1, 2]. According to Little’s Law, the
curve of the throughput time is contrary (see Fig. 1).

2.2 Funnel Model

Extending Little’s Law, [2] define what is called the Funnel Model, thereby referring to
flow processes in chemical engineering. Here, production units (in general individual
workstations) are regarded as funnels out of which the processed orders will flow out
(cf. Fig. 1 right). Depending on the maximum capacity available, the funnel opening,
therefore, illustrates the performance of the observed production unit (incoming
orders). The queuing orders together with the newly arriving orders within the funnel
comprise the WIP of orders yet to be processed (outgoing orders).

Provided that there is no new order entering the system, the funnel model states
how long it will take on average to completely finish processing the WIP with con-
sistent mean performance [2]. This will result in so-called operating points which
describe respective operating modes of a production system for specific reference
periods (e.g. one week). When, in addition to that, output rate and throughput time are
shown as a function of the WIP level, the system behaviour might be modelled
accordingly ([2] refers to them as production or operating curves, cf. Fig. 1).

Such operating curves describing a system-specific behaviour that occurs individ-
ually for the production type depending on the formation conditions. It might even vary
according to the determination coefficient of influencing factors. Therefore, a quanti-
tative statement concerning the WIP makes only sense when having just a few
influencing parameters, and will be used for the simulative design of production sys-
tems as well. It is crucial for such designs that the variance of the input parameters is
deterministic in a way that these parameters are stipulated as design restrictions for the
future management model. For existing systems that are subject to a certain change of
input parameters it is highly useful to know – or determine for that matter – the
progression of its operating curve.

2.3 Short Synopsis

A crucial characteristic of the Funnel Model is its time evaluation of WIP and output
rate. Provided that the evaluation intervals are of sufficient length, the change of the
WIP will, therefore, only be influenced by the output rate of the evaluated system when
using the Funnel Model. The completion behavior of orders (resp. the sequencing rule)
as well as the variance of its work contents actually have no direct impact for the
Funnel Model.

The situation is different for Little’s Law. As regards the modelling and calculation
as a queuing formula, WIP and output rate are given as count variables. Especially
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when faced with a multitude of different jobs with many different work contents
respectively, the measuring by means of count variables proves to be unsuitable [3]. On
top of that, when it comes to applying queuing models, form and parameters of dis-
tribution for arrival and service times as well as their necessary stochastic independence
have to be described in correlation with each other [2]. This is crucially disadvanta-
geous when modelling complex production processes since both the arrival and service
times can rarely be described in an exact manner with classical distribution functions.

However, it is precisely the adjustment of the completion rate to the WIP which is
the core task of production planning and control, in other words the essential control to
influence the system performance, be it as a form of capacity adjustment or by means of
load balancing. And this is exactly what queuing models will not enable with their
modelling assumptions [2].

Consequently, with regard to practical questions concerning the configuration of
production systems, queuing models do not comply with the requirements needed,
which is why we will use the factual connections of the Funnel Model in the course of
this paper.

3 Approach for the Aggregation of Operating Curves

3.1 Prerequisites

Our focus is set on the aggregated evaluation of complex production systems, espe-
cially versatile batch production scenarios in mechanical and plant engineering. Due to
the production programmes and technological sequences typical for these scenarios,
such systems are characterised by a complex organisational structure that has to deal
with shifting bottleneck situations. Therefore, we will show in which way the relevant
production parameters can be determined as an aggregation of specific individual
parameters in order to describe the operating systems involved in the manufacturing
process.

The aggregated evaluation of a production system with the help of the Funnel
Model requires, above all, a determination of measuring points for evaluating the jobs
that enter and leave the system. Basically, this determination can be performed starting
with the smallest operating system which cannot be reasonably broken down any
further, and then continued for each higher aggregation level. Provided that the WIP
can be determined with acceptable precision, it is irrelevant at this point how the
individual workstations are linked with each other.

These measuring points (defined as input and output) are used as referential points
for the aggregated evaluation of the work content per job in planned hours and will
literally cover the scope of the evaluation, accordingly. Based on this, the present
system state will then be determined by using the Funnel Model, and will be termed
operating point. Here, ideal operating curves represent the suitable “reference coordi-
nate system” for a present system state [4, 5].

Such state values are only helpful as a benchmark or reference values for decisions
in production controlling if the statistical correlations of relevant system parameters are
taken into account [6]. Consequently, a so-called black-box-approach is not feasible. It
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is rather necessary to aggregate the specific individual parameters from the worksta-
tions involved in the system processing according to their material flow-based inter-
connectedness. Using an intensity index, the material flow structure will be simplified
to become a direct line of weighted predecessor-successor-relationships, when the
aggregated parameters can ultimately be determined via the identified bottleneck [5, 7].

The description of the inner system structure is necessary and detailed, requiring a
lot of effort and background knowledge. Since a long-term stable bottleneck is also
required, such a white-box-approach is not feasible, either. The same goes for shifting
bottlenecks, as is the case in our evaluation scenario. Therefore, this is our modified
approach: We call it grey-box-approach for the aggregated evaluation of reference
values for WIP (a), output rate (b) and throughput time (c).

3.2 Grey-Box-Approach

(a) The ideal minimum WIP is the minimally required WIP necessary for the full
utilisation of all operational means within the evaluated system. When performing an
aggregated I/O evaluation of a production system by means of the Funnel Model, the
amount of available work (work load) within a production system can be regarded as its
temporally evaluated total WIP level. Because of this system-wide perspective, it is
irrelevant to determine which working step has been made for individual products
according to their specific technological sequence on the production system’s indi-
vidual workstations. In fact, the cumulative process time of the individual jobs rather
indicates their respective work load that they load the production system with, both in
total and, consequently, each workstation according to their technological sequence.
Therefore, the calculation of the so-called medium work content (WCm) at first occurs
as weighted mean by weighting the work content of each workstation i against the
related quantity of given jobs mp:

WCm;i ¼
P

mp �WCp;iP
mp

ð1Þ

It is necessary to include this aggregated work content because the minimum WIP
is considered here for the entire production system and not for a single workstation. As
a next step, the respective variation coefficients (WCv) can be derived for each
workstation:

WCv;i ¼
r WCp;i
� �

WCp;i
ð2Þ

Then, by taking the system’s composition (type i and number n of workstations)
into account, the resource-based values can be accumulated to provide the minimum
critical WIPmin:
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WIPmin ¼
X

i
ni �WCm;i � 1þWCv;i

� �2� �
ð3Þ

Subsequently, this theoretically derived value will work as a system-wide param-
eter of the WIP, for which the production system will reach its maximum possible
output rate; always in accordance with the planned production programme and per-
formance losses inherent to the production system due to its complex interrelationship
between various jobs.

(b) Viewed from the perspective of the planning manager, the scheduled production
programme results in a medium workload that determines the maximum required
output rate ORreq, prod of the system in a certain period of time T:

ORreq;prod ¼
P

p

P
i WCp;i

T
ð4Þ

Since in the long run the average release rate is always less than the average
capacity of the production programme [1, 2], the planning manager can determine the
maximum achievable output rate ORmax, prod. Hence, for a fixed variety of jobs the
following applies:

ORreq;prod � ORmax;prod � ORmax;theo ð5Þ

In this context, ORmax, theo represents the theoretical optimum of the maximum
possible output rate of a production system, resulting from the installed capacity.
Basically, in practical circumstances, this maximum possible output rate ORmax, theo is
impossible to achieve, even without taking into account unforeseeable breakdowns.

(c) The fundamental basis, of course, for determining a reference value for the
throughput time is again the production programme featuring the type and number of
products mp to be manufactured. Aggregated to a weighted mean, the lowest possible
throughput time TTPmin can be determined according to their technological sequence,
and will arise from the total of product-specific work content at each workstation i plus
required transport times:

TTPmin ¼ mp � TTPmin;pP
mp

with TTPmin;p ¼
X

WCp;i ð6Þ

Therefore, this minimum value – which is mostly a theoretical value, especially in
complex production systems – serves as an ideal reference value for the throughput
time in the course of events.

4 Practical Verification and Findings

We verified the feasibility of the grey-box-approach by using a lab-sized production
system. This multi-agent controlled system is composed of various Fischertechnik
components simulating machining processes on work pieces. The use case was based
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on real-world production scenarios for which we gained the following aggregated
reference values (see Table 1), using the given Eqs. 1, 2, 3, 4, 5 and 6 of the grey-box-
approach (note: the simulating processes were running with a reduced time scale in
seconds).

The reference values have been verified using simulation data. In order to do so, the
system behaviour was first determined as a “perfect world simulation”. After that, the
empirical system behaviour was simulated in a “real world scenario”, which took place,
firstly, as a result of an immediate job release (“uncontrolled system”) and, secondly,
by means of a WIP-based job release (“controlled system”). Figure 2 illustrates the
results as output rate operating curve.

Table 1. Data and aggregated reference values of the analysed production scenarios.

Produc on Scenario B
B-100 B-200 B-300 B-400 B-500 B-600 B-700 B-800

225 600 375 600 600 600 600 450

160 60 96 60 60 60 60 80

Produc on sequence and me per order [h]

5,3 10,3 7,6

62,9 50,4 40,3 50,4 50,4 56,7

22,8 20,2 25,3

120,5 20,5

10,3 15,3

40,4 20,4 40,4

7,6 10,1 10,1 10,1 10,1

40,3 20,3 20,3 15,3 19,2

35,3 50,5

WIPmin = 3973 h
ORreq,prod = 300 h/d

dc = 0.92
dl = 1

Produc on Scenario A
A-10 A-20 A-30 A-40 A-50 A-60

600 600 600 450 360 360

60 60 60 80 100 100

Produc on sequence and me per order [h]

7,6 3,2 3,3

40,3 50,4 45,4 30 / 31 75,3

20,2 48,3 36,3

20,5 132,3 72,3

10,3 15,3

40,4 40,4 12,4

10,1 10,1 10,1 12,1 6,1

20,3 15,3 19,2 36,3 24,3

35,3 50,5

dc = 1.29
dl = 0.85

WIPmin = 6365 h
ORreq,prod = 326 h/d

Tav = 250 d/a
with 16 h/d

Product
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No. of orders 
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Fig. 2. Aggregated operating curves of the simulated production scenarios.
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Here it becomes clear again how important a detailed evaluation of the output rate
as crucial parameter is (cf. Eq. 5). Based on a fixed mix of type and number of product
variants (different jobs to be done), ORmax, prod is determined as the maximum
achievable output rate of the evaluated production system, resulting from the bottleneck
in the production system. Correlating with the product variants to be produced, shifting
bottlenecks often complicate this determination (cf. Ch. 3.1).

Apart from bottleneck-based analyses, we are using in our grey-box approach the
maximum required output rate ORreq, prod as a reference value; that is the output rate
required for completing the given production programme. Regardless of other impact
factors, ORreq, prod serves as the saturation limit. According to economical considera-
tions, it is by definition unprofitable to exceed ORreq, prod significantly, except for
additional work beyond the regular production programme.

A crucial parameter in this respect is the critical WIP determined by means of
aggregation. Our investigations have shown that the interdependency between the
output rate and WIP are specific to the system, which will individually appear
according to the formation conditions of the production structure. It might even vary in
accordance with the determination coefficient of those formation conditions. In order to
assess the system behaviour imminent in both production scenarios, we can use two
significant indicators: the degree of complexity dc and the degree of linearity dl (for
further calculation details see [8]). Then the following can be stated.

• If dc is high and dl is low (Production Scenario A): trending towards a complex
system structure = critical WIP works as lower threshold; i.e. a required output max
will only be achieved by a multiple of the critical WIP (maximum 100%)

• If dc is low and dl is high (Production Scenario B): trending towards a simple
system structure = critical WIP acts as upper threshold; i.e. a required output max
will materialize within a narrow tolerance zone around the critical WIP level (±
10%)

On top of that, our investigation illustrates very well the sensitivity of the critical
WIP as a control variable. As for the controlled system, even minor modifications in
the critical WIP will lead to considerable changes in the system’s performance. Con-
trarily, for the uncontrolled system, there is no immediate cancellation of jobs, which
will run-up the WIP and, therefore, will affect the throughput time in a negative way.

5 Conclusions

As a matter of fact, our investigation has confirmed the basic principles of curve theory,
extended by an aggregated evaluation and management of necessary parameters. It
goes to show that the combination of ORreq, prod as a saturation limit and critical WIP is
a suitable indicator for setting a feasible operating point. This is much in line with
experience-based routines of operation for the present application and also validates the
methodological framework of the grey-box-approach introduced here.

Compared to the immediate job release, the advantages of the WIP-based job
release are clearly visible. The latter benefits from the design parameters of the
approach presented here.
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Especially when viewed against the background of the WIP-oriented approach that
is frequently used in industrial practice as production control, the introduced critical
WIP proves its controlling effect as reference value. Furthermore, by using the present
data base of a real production programme, it is relatively easy to determine the highest
necessary output rate (saturation limit). The correlation of WIP and output rate limit
quickly results in an operating point that seems ideally suited to get closer to the
theoretical optimum in a WIP-controlled production system.
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Abstract. Reliability has always been an important factor for any manufac-
turing companies. An appropriate level of reliability in a manufacturing system
could mean less maintenance cost, higher efficiency and steadier production
state. Because each machine in a manufacturing system has its individual level
of reliability, reliability on the system level would depend largely on how the
machines are configured. In traditional efforts on reconfigurable manufacturing
system (RMS) reliability assessments, mean time between failure (MTBF) is
usually adopted as reference index of reliability. Also, in existing research
efforts of applying reliability analysis in manufacturing system, reliability is
merely a single and over-simplified index in the framework. But there exist
various forms of reliability inside a RMS, and the complexity of this concept
would keep increasing with the development of new technology in manufac-
turing industry. To analyze reliability in RMS in a more comprehensive way, we
built conceptual maps as first step for research agenda – from the perspective of
general layer, reliability analysis and RMS.

Keywords: Reconfigurable manufacturing system � Reliability analysis �
Conceptual map � Mean time between failure

1 Introduction

Most of the existing research efforts on the reliability of manufacturing systems are
analysis on system topology, and the reliability attributes of the components are rel-
atively less considered. Analytical method and computer simulation method are the two
main directions when analyzing reliability of a manufacturing system. Among various
analytical methods, Fault tree analysis (FTA) and Failure mode and effect analysis
(FMEA) are quite usually applied for systems with relatively smaller scale in earlier
research [2]. With the development of modern industrial technology, more methods are
gradually being proposed and applied into analyzing the reliability of the systems, such
as Petri net and Markov chain [10, 13]. In the system reliability assessment of large
complexity, simulation method such as Monte Carlo combined with various algorithms
plays an important role [9].
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It is important to adapt reliability analysis to the specific case of Reconfigurable
Manufacturing Systems (RMS). RMS fits the current market trend, which is varying
quite fast and cost limit. Although cost is a constraint, quality is a big issue at the same
time. Taking china as an example, a national strategic plan “Made in China 2025”
mentioned quality as a key focus [16]. Thus, to fit the fast-varying market with the cost
and quality requirement, reliability analysis in RMS is important. Succinctly saying,
when compared with regular manufacturing system, RMS would involve more module
interactions/interfaces due to the nature of the system. In an RMS, reliability not only
matters on the modules of tools, machines and system, but also between these modules.
Thus, it is more reasonable to distinguish the reliability of an RMS from a regular
manufacturing system.

RMS is a machining system which can be created by incorporating basic process
modules including both hardware and software that can be rearranged or replaced
quickly and reliably [6]. The basic features of an ideal RMS include modularity,
integrability, customized flexibility, scalability, convertibility and diagnosability, in
which diagnosability is the ability to automatically read the current state of a system for
detecting and diagnosing the root-cause of output product defects, and subsequently
correct operational defects quickly. Diagnosability has two application directions
during manufacturing process. One is the diagnosability of machine failures, and
another is the diagnosability of non-conforming products. The latter is quite necessary
when one considers the frequent rearrangements happening in an RMS which causes
higher uncertainties of product qualities than that happening in a traditional manu-
facturing system. Regarding the hardware equipment, fast diagnosability could be
realized by reconfigurable inspection machine (RIM). Then control methods, statistic
methods and signal processing techniques could be led-in for further analysis on
sources of reliability and quality problems. Therefore, diagnosability – among the main
6 features mentioned above – has the strongest linkage with reliability analysis in RMS.

In traditional efforts on RMS reliability assessments, mean time between failure
(MTBF) is usually adopted as the reliability performance reference index.
Besides MTBF, several similar index such as failure rate (reciprocal of MTBF), mean
down time and availability were also adopted in extensive research [7]. But there were
doubts whether this is suitable for industrial applications. Calculation of MTBF
requires that failure mode being based on exponential distribution, which does not
always fit the real case, especially not for a RMS case.

For an RMS, the characteristic of reconfiguration could be realized in many forms.
As shown in Fig. 1, reconfigurations could be on layout, machine tools or planning,
either simultaneously or separately according to specific assumptions. Hence, reliability
could be interpreted in many ways with different form of reconfigurations not limited to
the only index – MTBF.
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Based on the considerations and discussions above, we proposed to interpret the
idea of reliability in a more reasonable and comprehensive way. The problem for-
malization is as follows:

To address the increasing complexity of manufacturing systems, we try to include
various forms of reliability inside a reconfigurable manufacturing system, its machines
and products during the whole period of time: from the beginning of manufacturing to
product’s end of life. In this paper, our main contribution is constructing conceptual
maps as an informational basis for an issue we proposed.

To clarify the proposed research issue, we made an example with automobile for
illustration as shown in Fig. 2. The whole life of the automobile, from manufacturing to
usage were included in our research time span. When the automobile order arrives, the
production requirements would occur automatically, thus we make selection of the
configurations, which could be presented as the period called “usage of RMS”. During
this step, performance index of a system such as scalability is also renewed. Then the
manufacturing process starts, during which the state of the system is diagnosed, along
with the reliability such as MTBF for a maintainable automobile manufacturing system.
After the automobile has been verified by the quality control and put into usage,
environmental factors such as road quality, maintenance of the engine and usage
weather etc. could all influence the final reliability of the automobile.

In the following part of this paper, chapter 2 includes the discussion of existing
related works and highlighted two firmly related papers to our research issue; chapter 3
presents the conceptual maps we built for the research issue; and chapter 4 includes
conclusion and future research perspectives.

Fig. 1. Reconfiguration in various forms
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2 Relevant Research

After formalizing our problem, we did a literature searching in Web of Science. The
searching condition was set very strictly, and we applied snowballing method for more
related papers. We ended up with 25 papers as the review paper database, in which
there were 2 papers highly related to the issue we proposed. This number proves the
scarcity of reliability analysis in RMS, in which reliability is taken as a main criterion.
Yet as we have mentioned in chapter 1, reliability plays a rather important role in
current manufacturing systems, especially in systems with reconfigurable characteris-
tics. Therefore, it is quite important to build conceptual maps for this issue as a start.

Fig. 2. Research issue with automobile as an example
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Papers highly related to the proposed issue:
–《A multi-objective reliability optimization for reconfigurable systems consider-

ing components degradation》 [14].
The authors proposed an integrated method to improve reliability of the reconfig-

urable manufacturing system, with cost-efficiency as constraint. The problem in this
paper is a multi-objective optimization, in which objectives are to maximize system
reliability and minimize total cost or performance lost. In this article, reconfiguration is
realized through rearranging and replacing components, which accords to the recon-
figurable layout branch in Fig. 1.

–《Research and optimization of reconfigurable manufacturing system configura-
tion based on system reliability》 [12].

The authors presented a hybrid parallel-series model with waiting system charac-
teristics, in which reliability is set as the criterion. Also, other system performances
including productivity, and cost by combining system engineering theory are adopted
for evaluation. Same as the former paper, reconfiguration form also accords to the
reconfigurable layout branch in Fig. 1 in this research.

These two papers share the same form of reconfiguration, and both worked on
algorithms to solve the performance optimization. But the difference is in the 1st
research, the optimization is multi-objective but in the 2nd research, reliability is the
only objective in optimization.

3 Construction of Conceptual Maps

A conceptual map is a graphical tool that depicts suggested relationships between
concepts [4]. It is commonly used by instructional designers, engineers, technical
writers, and others to organize and structure knowledge. It could help organize the
complicated relations between concepts, which fits our need since the definition of the
reliability and quality in our research is of multiple layers. Reliability analysis and
quality control enable a manufacturing company to precisely control the manufacturing
process from two key aspects.

The advantage of CM is its stimulation of idea generations, which could aid in
brainstorming of potential research topics. But as the same time, it can only be seen as a
first step in a scientific research and there could be individual differences when it comes
to the definition of one same word. This often happens when the researchers are from
different countries, or even sometimes different labs.

By constructing conceptual maps, we intended to aid researchers by increasing
clarity of reliability analysis and RMS concepts and thus, the probability of successful
implementation. At the same time, it will help clarifying for our own research topic in
the later works. CM is preferred to be built with reference to a few particular questions
that researchers would like to answer as a start. The focus question we ask is consistent
to the research issue we proposed: How do we conduct reliability analysis on RMS in a
more reasonable and comprehensive way?

The elements in CM are concepts, propositions, cross-links and hierarchical
frameworks [8]. Concept is defined as a perceived regularity in events or objects, or
records of events or objects, designated by a label. Cross-links helps connect two
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concepts from various segments of the CM, it is often where the creative leaps would
occur. Propositions are statements about some object or event in the universe, either
naturally occurring or constructed. Propositions contain two or more concepts con-
nected using linking words or phrases to form a meaningful statement.

In the following parts, we are going to present the CM of the 2 concepts “reliability
analysis” and “reconfigurable manufacturing system” separately and then combine the
two concepts for a more general CM. The former two CMs are buit the 2 main
questions: why and how? “Why” leads to the concepts that’s related to the reason why
this main concept is built and “how” leads to the concepts those are more related to the
methods and approaches.

As shown in Fig. 3, reliability analysis could be broadly interpreted as analysis on
the ability for a system to perform its intended function [11]. As discussed in the former
contents, the importance of reliability in a system is nonnegligible, especially with the
increasing of size and complexity of systems. With functionality of manufacturing
operations becoming more essential, there is also a growing need for reliability anal-
ysis. Definition of reliability could be adapted into many forms based on the essence of
the systems. Reliability could be presented by many indexes, the common definition of
reliability function is R(t), and also there could be MTTF, maintainability– which could
also be presented by mean time to repair (MTTR), mean time between failure (MTBF),
failure rate and availability. The techniques in RA that’s quite often applied are reli-
ability block diagrams, network diagrams, fault tree analysis (FTA) and Monte Carlo
simulation. FTA has the advantage of describing the fault propagation in a system, but
it might not come into effect in a system with high-complexity and maintenance
characteristic. Monte Carlo simulation could be applied to evaluate MTBF when the
possible distribution function is already given.

It is noteworthy that the concepts in Fig. 3 could keep unchanged or change
according to the system type (regular/reconfigurable manufacturing system). To
identify those concepts which might be significantly impacted by system type, we
highlighted them in Fig. 3 by deep color. (When one concept is highlighted, all the
concepts located on its branches could be affected by system type logically.) When a
system is reconfigurable rather than dedicated, there would certainly involve more
possible failures due to its higher system complexity. Yet when compared to overly
complicated flexible manufacturing system, it could contain less failures – either in law
of the failure, causes of failure or consequences of failure. Thus, the reliability for
regular and reconfigurable manufacturing system would vary identically. And as shown
in Fig. 3, the hardware system, software system and machines for processing could
all be special for a reconfigurable manufacturing system when compared with regular
ones.
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We constructed the CM of RMS as shown in Fig. 4. The parts where RMS is
different from a regular manufacturing system have been highlighted by darker color in
the figure. RMS was introduced as a response to volatile global markets that instigated
large uncertainty in product demand [5]. RMS has the reconfigurable characteristics,
and they are commonly concluded to 6 features for enabling rapid responsiveness [1].
The feature customized flexibility enables the system to manufacture part families. One
of the main reason RMS is different from dedicated manufacturing system (DMS) or
flexible manufacturing system (FMS) is its focus on producing part families. Integra-
bility could be realized either on the system level or machine level. At the machine
level, reconfigurable machine tools (RMT) could be applied; at the system level,
machines are seen as modules that could be integrated through transport systems.
Diagnosability is the feature closely related to reliability, it could be detection on either
product quality or system reliability. In the phase of problem formalization, both these
two elements are taken into consideration in the model. Typically, RMS contains
computer numerically controlled (CNC) machines and in-line inspection stations. RMS
could be the study object in many applications: configuration selection, planning and
scheduling, product family formation, layout configuration analysis and configuration
design. In configuration design, it could be applied to level of systems, machines or
other modules such as transportation/controlling equipment etc. [3], which concords
with the feature of integrability.

Fig. 3. Conceptual map of reliability analysis in a system
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As show in the Fig. 5, combination of the conceptual maps includes general
concepts for our research issue – applying reliability analysis in reconfigurable man-
ufacturing system, in which we show the factors that attributes to the comprehensive
research characteristics. Attributions to comprehensiveness of our research have two
parts: the variety of reliability indexes and the variety of the studied layers. And the
scope of time, which has not been added into the map, is also an attribution to
comprehensiveness.

Fig. 4. Conceptual map of reconfigurable manufacturing system

Fig. 5. Top layer of the conceptual maps
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4 Conclusion

The conceptual maps we have developed are based on the study literatures of RMS and
reliability. The validation of the conceptual map could be realized in 2 ways in future
work. One way is to validate by comparing conceptual maps generated by others. The
other way is to observe the behavior in a relevant situational context. This could be
summarized as application validity approach [15].

The aim of this study was to clarify the conceptual ambiguity when applying
reliability analysis in reconfigurable manufacturing systems. In support of this aim, we
provided a visual representation of this topic in the form of conceptual maps in chapter
3. While the map provides a necessary first step towards clarification, the results could
be continuously improved based on up-to-date findings in those fields.

The construction of the conceptual maps is a basis for our research agenda. In
future work, we could keep developing the methodology and models for the research
issue we proposed. As mentioned in chapter 3, each cross-link in the conceptual maps
could imply a potential research topic. Besides the issue we proposed, how the usage
period together with manufacturing period impact on the reliability of products could
also be an interesting direction for researching.
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Abstract. In this paper, we analyze the berth allocation problem for vessels
calling at fishing ports by considering the current higher consumer demand for
seafood freshness in the vast inland areas of China. At first, according to the
previous investigation on the site of Zhoushan Fishing Port, we propose a
mathematical model to maximize the overall profit with a multiple-entry policy of
the vessels. The optimal berth allocation and re-entry of vessels can be obtained.
We integrate the vessel’s owner, the manager of the port, and the fish market
vendor together, regarding the tripartite overall profit as the objective function.
Based on this, taking into account the relationship between seafood unloading
time and overall income, a mathematical model of mixed-integer linear pro-
gramming (MILP) is constructed to accurately describe the berth allocation
decision framework under which fishing vessels are allowed multiple arrivals.

Keywords: Fish port � Berth allocation � Mathematical programming �
Multiple-entry policy

1 Introduction

Berth allocation problem (BAP, also known as the berth scheduling problem) is a well-
known NP-complete problem. In this problem, fishing vessels arrive over time and the
terminal operator needs to assign them to berths to be served (loading and unloading
cargos) as soon as possible. Discrete berth allocation refers to the scenario that the
shoreline of the port is artificially divided into multiple different sections [1, 2]. On the
contrary, a continuous berth means the shoreline of the port is not divided into different
subsections [3, 4].

Some scholars are dealing with uncertainty. A lot of works of literature considered
uncertain arrival time [5]). And some preview research focused on the uncertain
operation time [6–9], while others aimed at the integrated uncertain factors [10–12].

In this work, we studied a BAP with a multi-entry policy (BAMEP) to maximize
the total profit with consideration of the time value of seafood. Although there exists a
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large body of literature in the field of the BAP. Few studies considering Loss of
seafood value and multi-entry policy for the berth allocation in fishing ports.

2 Problem Description

The assignment of berth for calling vessels at the port is berth planning. Port has several
types of resources, including berth, equipment, and staff. The BAMEP aims at assigning
arriving vessels to berth andmake full and proper use of the resourcesmentioned above to
get the optimal profit. In each cycle (e.g. one day), vessels arrive at one port at different
time points. Each vessel is loadedwith at least one type of seafood.We assume the sharing
of information underwhich the port knows the exact amounts of seafood of different types
on each vessel. The number of berths in the port is limited, each of which can serve only
one vessel at the same time. The unloading process of one vessel can be interrupted by
another vessel when the former one finishes the unloading process of one type of seafood.
It can wait at a specific area (e.g. anchorage) until one berth becomes available where it
can continue to unload the seafood. Some types of seafood can only be unloaded at the
specific berth and the efficiency of unloading goods varies according to berths.

As for the fishing port, the fishing goods to transport need to be fresh. Thus, we
have to consider freshness when constructing profit formulation. We assume that the
prices of the seafood are respectively non-increasing with the time when the seafood is
unloaded from the corresponding vessel. Because sailing inbound and out more than
one time is permitted, the cost of each time sailing inbound should be taken into
account. In terms of further profit, we want to satisfy as many owners of fishing vessels
as possible. Thus, we cannot let one vessel waiting for too long. To simplify this
problem, making the makespan as early as possible is a proper way. As a consequence,
the BAMEP aims to minimize the overall penalty cost resulting from the waiting time
and decreasing of the prices.

3 Mathematic Model

3.1 The Assumptions

When we are dealing with problems, we have to make some assumptions as the reality
is so changeable and unpredictable.

The fishing vessels are allowed to arrive at the port any time but their arriving time
is deterministic. And the prices of seafood are non-increasing with the time when they
are unloaded at the port, respectively.

We care about neither the length of the berth nor the length of the vessel. For the
reason that we are aiming at dealing with the problem in the fishing port, the fishing
boats are almost of equal size. Accordingly, we regard all the sizes as the same length
and make our problem easier and clearer. Moreover, no crossing constraints and safety
space between berths must be obeyed.

A berth may not have the capacity to serve all categories of fishing goods. Con-
sequently, the capacity of the berth can constrain the berth allocating.

The vessels are permitted to sail into the berth more than once until all the goods
have been unloaded. In this paper, we let it possible for the vessels to sail into the berth
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more than once. The operation of one vessel can be interrupted only when all seafood
of one type on that vessel is unloaded.

In this model, we regard a certain berth each time been arranged like a box. Under
that consequence, if a certain berth has been arranged for n times, then we have n boxes
here. With this assumption, we transfer the original problem to the problem to arrange
the vessel to the berth’s box, not merely the berth itself.

For a certain box of a berth, there is an independent start service time and ending
service time. Relatively, for every kind of seafood in any vessel, there is an inde-
pendent start service time and ending service time, too.

3.2 The Mathematical Formulation for the Model

As we have assumed, the work we have to do is to arrange each box of berth properly.
The approach MILP is proposed, so a basic formulation deciding the arrangement to
get the optimal objective is presented here. But before that, the following notation
should be introduced first. And the variables and parameters notation is shown in
Table A1 in the Table 1.

Table A1. Notations in the formulation

Parameters

wij The amount of jth goods in the ith vessel

cmj 1, for the mth berth can serve the jth goods; 0, otherwise

vi The number of times that the vessel i can sail in the berth and out

RA The penalty parameter of the price reduced to the freshness decreasing

RT The transforming parameter to convert the ending time to the value

RI The cost parameter the vessel sailing inbound one time

Ti The arrival time of the ith vessel

pj The price of the jth goods when totally fresh

Em The efficiency of unloading goods in the mth berth

M A large enough number

sij 1 for there is jth goods in the ith vessel; 0, otherwise

m1 The proportion parameter of the profit in the objection formulation

m2 The proportion parameter of the maximize of the ending time in the objection formulation

Nberth The total number of all the berths in the port

Ngoods The total number of the kinds of all the fishing goods

Nvessel The total number of all the vessels to be arranged

Norder The maximum number of the times which the berth can be arranged

Variables

tsmk The start time, the time when the mth berth starts to be used in the kth time

temk The ending time, the time when the mth berth has been used in the kth time

Ts
ij The start time, the time when the jth kind of seafood of the ith vessel starts to be unloaded

Te
ij The ending time, the time when all of the jth goods of the ith vessel unloaded

xijmk 1 for the mth berth is used for ith vessel at the kth order to unload the jth goods; 0, otherwise

yijl 1 means that in terms of the ith vessel, the jth kind of seafood is unloaded right followed by the lth
goods

zmk 1 for the mth berth has been arranged for k times,0, otherwise

pijmk 1 for before the mth berth is used for ith vessel at the kth order to unload the jth goods, the vessel
should sail into the berth; 0, otherwise

si The number of times that the vessel i truly sail in the berth and out
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The object function can be formulated as below.

Minimize : m1
P

i

P

j
RAwijpjTe

ij þm2 RT � max
i;j

ðTe
ijÞ

� �

þRIP

i
si ð1Þ

The set of constraints is given below.
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� ��Mþ tsmk; 8i; 8j; 8m; 8k ð10Þ
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ij � 1� xijmk
� ��Mþ tsmk; 8i; 8j; 8m; 8k ð11Þ

Te
ij � xijmk � 1
� ��Mþ temk; 8i; 8j; 8m; 8k ð12Þ

Te
ij � 1� xijmk
� ��Mþ temk; 8i; 8j; 8m; 8k ð13Þ

Ts
ij � sij �M; 8i; 8j ð14Þ

Te
ij � sij �M; 8i; 8j ð15Þ

PNgoods

j¼0
ðyijl � sijsilÞ ¼ 1; 8i; 8l; l 6¼ j ð16Þ

PNgoods

j¼0
yijl ¼ 1; 8i; 8l; l 6¼ j ð17Þ
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PNgoods þ 1
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P
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pijmk ¼ si; 8i ð26Þ

si � vi; 8i ð27Þ

Te
ij � 0; 8i; 8j ð28Þ

Ts
ij � 0; 8i; 8j ð29Þ

temk � 0; 8m; 8k ð30Þ

tsmk � 0; 8m; 8k ð31Þ

yijl 2 0; 1f g; 8i; 8j; 8l; j 6¼ l ð32Þ

xijmk 2 0; 1f g; 8i; 8j; 8m; 8k ð33Þ

zmk 2 0; 1f g; 8m; 8k ð34Þ

pijmk 2 0; 1f g; 8i; 8j; 8m; 8k ð35Þ

Accordingly, we are aiming at making it a win-win situation for each aspect. We regard
them all as a whole and care about the overall interest including the vessels arriving and
unloading the goods, and the goods selling from the port to the market. However,
sometimes we not only care about the profit we have but also the waiting time the
vessels spend. In terms of the long-term profit, the manager of the port will never let
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one of the fishing vessels wait for too long. In the above, the objective function (1)
minimizes the integration of the sum of the profit, the max of the ending time, and the
times for all the vessels sailing inbound and out.

Constraint (2) is a usual constraint which only if the kind of seafood is on the
vessel, we will assign it. Constraint (4) is a bind that one box of a berth cannot be
arranged twice or even more. Constraint (5) lets the arrangement of the berth be
ordered, which means you cannot arrange a box before the smaller numbered box has
been arranged. Constraint (6) enforces the seafood can only be unloaded if the berth has
the capacity.

Constraint (9) requires that the starting time of service should be larger equal than
the arriving time of the vessel which is common sense. Constraints (10) to (13) define
the variables Ts

ij and Te
ij by using the relationship with temk and tsmk. Constraints (14) and

(15) also uses bigM constraints to require that the variables Ts
ij and T

e
ij should be zero if

there’s no seafood here. Constraints (16) to (21), the variable yijl is been introduced to
let us get the unloading sequence of different seafood of the same vessels. We use the
virtual start point seafood with the index 0, and the virtual ending point seafood with
the index Ngoods + 1.

With the virtual start point and ending point, every point from 1 to Ngoods, which
means every kind of goods on a certain vessel, will have a predecessor and a successor.
Some examples are shown in Fig. 1.

We also want to control the times that every vessel sails into the berth and out. To
let the model closer to reality, the times that the vessel sails in and out can be limitless.
Accordingly, a new binary variable pijmk is been introduced to show whether Seafood
j on the Vessel i is unloaded at Berth m in the order of k or not.

Constraints (23) to (25) defines the variable pijmk when the index k larger than one.
We can use some mathematical techniques to define pijmk with the comparison to xijmk
and xijmk. We use a new variable si to record the times that Vessel i sail into the berth in
total, which is Constraint (25). Constraint (26) requires that the times that every vessel
in and out to the berth should less equal than the parameter vi:

Fig. 1. The berth plan on the timeline
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4 Experimental Results and Analysis

In this section, we conducted comprehensive numerical experiments to illustrate the
optimal solution and how it is influenced by parameters. The solution is obtained using
ILOG CPLEX 12.9 optimizer coded with JAVA. The computational experiments were
conducted on a computer with Core™ i5-630HQ CPU with 2.30 GHz processors and
8.00 GB RAM.

We assume that there are 10 fishing vessels to arrange with four categories of
seafood, assumed to be lobster, salmon, octopus, and fish, and coded from 1 to 4 in
order. At first, a sensitivity analysis on capacity is introduced below. Types of berth in
different scenarios are shown in Table 1.

In terms of the five scenarios, we conduct three experiments each with the effi-
ciency of Berth 1 changing. We set the efficiency of the Berth 1 in the three experi-
ments respectively as low efficiency, medium efficiency, and high efficiency with the
numbers 1, 5, and 9. Using the arrangement data, the objective profit and the total
working time can be calculated. Conclusions can be easily found in the scatter plot.

Table 1. The experiments about the berth.

No. Scenario Efficiency Profit ($) Time used
(quarter-hour)Berth 1 Berth 2 Berth 3

General Lobster Octopus

1 1A 1 9 9 53401.50 247.11
2 5 9 9 54417.42 76.80
3 6 9 9 54441.62 64
4 9 9 9 54519.59 64
5 2 (three berth are general) 1 9 9 54518.17 64
6 5 9 9 54527.27 64
7 9 9 9 54542.71 64
8 3 1 9 9 52750.67 276.44
9 5 9 9 54417.85 84.36
10 9 9 9 54513.97 64
11 4 1 9 9 52768.57 399.11
12 5 9 9 54323.39 97.51
13 9 9 9 54485.79 64
14 5 1 9 9 52693.67 520.89
15 5 9 9 54099.59 109.69
16 9 9 9 54441.62 64
17 1B 5 9 8 54452.56 78.7
18 5 9 9 54460.52 76.80
19 5 9 10 54465.59 75.18
20 5 9 11 54472.03 74.03
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As shown in and Table 1, we can find that when we improve the efficiency of the
general berth from low efficiency to medium efficiency, the profit has relatively sig-
nificant growth. There is still a growth between high efficiency and a medium one. As
expected, general berths are more valuable to profits when berths have the same
efficiency. However, as we have mentioned that too many general berths are easy to
cause waste. Besides, a unique berth always has a relatively higher efficiency than the
general berth. Thus, choose a proper unique berth is of high importance. Comparing
Scenarios 3, 4, and 5, we can find that the right combination of unique berths can help
maximize profits. In a real port assignment, the number of the berth is limitless and
much lower than the number of fishing goods. Thus, by no means we can have each
fishing goods a unique berth. Choosing the right combination of the unique berth can
be a valuable problem for the management of the port company. Furthermore, Compare
Scenario 1B with Scenario 1A, the results imply that the effect of improving the
efficiency of general berths is better than that of improving the efficiency of private
berths. Considering that the costs of them are different, so further work could be done
when deciding the efficiency of which berth to improve.

What kind of berth should be constructed, the general one or the unique one can be
a valuable question for the management of the port to dealing with. We also conducted
the experiments by adding a berth.

As Table 2 implies, the following messages can be found. When a unique berth is
added, the high the price of the kind of seafood aimed at, the more the profit is. The
significant trend is shown in Column 6 to Colum 9 of Table 2. However, the gap is not
simply related to price. Other factors such as the amount of each kind of fishing goods
and the conditions of other berths may influence the profit as well. Besides, the rise of
efficiency of berth helps the increase of profit. Adding the cost of construction of berth
of different efficiency can make the problem clearer. And proper kinds of unique berth
(Experiment 7 and Experiment 6) works better than general berth with not high enough
efficiency (Experiment 1, Experiment 2, and Experiment 3). Thus, building multi-
functional berths is not necessarily better than unique berths. We also found from

Table. 2. The experiments about adding a berth.

No. Scenario Efficiency The maximum order Obj ($) Time used
(quarter-hour)Berth 1 Berth 2 Berth 3 Berth 4

1 1 5 3 3 7 2 54489.23 84.08
2 6 1 6 4 4 54497.07 82.92
3 7 1 5 6 3 54500.37 80.62
4 8 2 6 2 5 54509.65 75.00
5 9 3 5 1 6 54522.79 72.78
6 2 9 3 5 4 3 54514.71 73.68
7 3 9 0 6 3 3 54508.79 73.42
8 4 9 4 7 1 3 54486.96 77.67
9 5 9 3 7 3 2 54485.79 77.56
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Table 2 that the maximum order in the results of some experiments varies in a relatively
large gap. It means that some berths are overworking while some are idle. So it is not
rational to make all the berth multifunctional.

5 Conclusion and Future Research

This paper introduces a berth allocation problem to solve the fishing port berth
arrangement for fishing vessels. Some activities including inbound, outbound, trans-
shipment and fishing goods selling in the market are taken into consideration. To
maximize the total profit to get a win-win situation is our objective. Besides, the
decision we make can get the industrial development and benefit fishermen and con-
sumers as well.
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Abstract. In this paper, we evaluate the implementation of a cross-docking
strategy at Airbus Helicopters (AH). To this end, firstly, we conduct a literature
review on cross-dock location, and the facility location problem (FLP). Then,
we describe briefly the AH current supply chain and based on literature review
we develop a mixed integer linear programming (MILP) model adapted to this
case. We apply this model to optimize the AH current supply chain. Results
show that total costs could be potentially reduced by 21% by implementing a
cross-docking strategy at AH. Finally we conduct a sensitivity analysis on input
costs in order to evaluate the robustness of the solution obtained. It is found that
results obtained are sensitive to variations on the input transportation costs.

Keywords: Airbus � Supply chain network design � Cross-dock location �
Logistics � Transportation

1 Introduction

Cross-docking is a logistics strategy very often used by companies in order to optimize
supply chain networks. It consists in implementing intermediary facilities in order to
consolidate shipments coming from several suppliers that have the same destination
with no storage. This strategy has proven to be successful in industries such as the
automobile industry (i.e. Toyota case [9]). Currently at Airbus Helicopters (AH),
inbound transportation is directly managed by suppliers in 80% of the cases that leads
to direct transportation to AH’s warehouses. For these suppliers there’s no visibility
over transportation costs and transportation operations. This results in a non-optimized
inbound supply chain. In this article we evaluate the possibility to implement a cross-
docking strategy at AH. The aeronautic industry is characterized by small production
rates (More or less 30 helicopters per year for a product line) compared to the auto-
mobile industry. In the next section, we conduct a literature review on cross-dock
location, particularly we are interested in models that allow determining the optimal
location of cross-docking facilities within a supply chain, that determine the product
flow through the supply chain network. Then we describe the AH current supply chain
and we develop a MILP cross-dock location model for the AH case. Finally we use this
model in order to evaluate the implementation of a cross-docking strategy at AH.
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2 Literature Review

Belle et al. [1] define cross-docking as “the process of consolidating freight with the same
destination (but coming from several origins), with minimal handling and with little or no
storage between unloading and loading of the goods”. In that way, the main difference
between cross-docking facilities and the traditional warehousing – distribution centers, is
the fact that in cross-docking facilities products are temporally stored for a small amount
of time. In literature, some authors define 24 h as the storage time limit in cross-docking
facilities [14]. However, in some companies, even if products are stored for a longer time,
they still considering logistics platforms as cross-docks as long as “products move from
supplier to storage to customer virtually untouched except for truck loading” [1].
Compared to point-to-point transportation the main advantages of cross-docking are:
transportation costs reduction, consolidation of shipments and improved resource uti-
lization. By locating cross-docks, several Less than Truck Load (LTL) shipments can be
consolidated in a Full Truck Load (FTL) shipment. In this way, transportation cost is
reduced due to LTL transportation distances reduction and truck capacity use rate is
improved through the consolidation of LTL shipments in a FTL shipment. We can find
some successful cases of cross-docking implementation as the Toyota Case [9] and the
Walt Mart Case [12]. According to Belle et al. [1], mainly two factors can influence the
suitability of a cross-docking strategy in a company: demand stability and unit stock out
costs. Cross-docking is a good alternative when demand is stable and unit stock-out costs
are low. If unit stock-out costs are important, cross-docking stills being a good solution if
it is supported by appropriate planning tools and information systems.

In this study, we are particularly interested in determining the optimal location of
cross-docking facilities within a supply chain network and the way the suppliers deliver
their components. Facility location problem (FLP) is a well-established research area
within operations research [5] which deals with this kind of problems. The simplest
versions of the FLP are the p-median problem and the uncapacitated facility location
problem (UFLP). The p-median problem consists in a set of customers and a set of
potential facility locations distributed in a space. Each customer has its own demand,
and distances or costs between each customer and each potential facility location are
known. The objective is to locate N facilities at N locations of the set of potential
locations in order to minimize total cost for satisfying the demand of customers.
The UFLP is similar to the p-median problem. The only difference is that the number of
facilities to be located is not predetermined. In the UFLP, a fixed opening cost is
defined per potential facility and thus, the number of facilities located is an output of
the model [10]. Moreover, the capacity of the facilities is not limited. The p-median and
the UFLP problems are characterized by having deterministic parameters, a single
product and a single period planning horizon.

There exists many variants of the facility location problem. The main of them are:
the capacitated facility location problem [15] in which the capacity of the facilities is
included in the problem, the multi-period facility location problem [6] used for prob-
lems where parameters evolve over time, the multi-product facility location problem [4]
for problems were facility requirements vary in function of the type of product, the
multi-level facility location problem in which location is decided at several layers of the
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supply chain [7], the stochastic facility location problem in which parameters behavior
is modelled using probability functions and the robust facility location problem in
which parameters are uncertain and there is no information about the probability
function of the parameters [11]. In the AH case, parameters are deterministic, location
needs to be determined only for cross-docking facilities and capacity constraints must
be included. Additionally due to the strategic nature of the problem, the AH problem is
a single period problem and demand can be aggregated in one single product.

Supply Chain Network Design (SCND) models can also integrate facility location
decisions as well as other tactical decisions such as transportation mode selection,
routing decisions, etc. However, in this study we are interested in models dealing only
with location and allocation decisions.

3 Airbus Case Study

3.1 Current Supply Chain

AH has incorporated the modularity concept in its products. Hence, different modules
are produced separately in the different Airbus sites: Albacete (Spain), Donauworth
(Germany), Marignane (France) and Paris Le Bourget (PLB) (France). The rear fuse-
lage is produced at Albacete, the Airframe is produced at Donauworth, the main rotor
and the tail rotor are produced at Marignane and the blades are produced at PLB. Final
product assembly takes place at Marignane or Donauworth. Each one of the Airbus
sites has its own suppliers; they are located in three different continents: America,
Africa and Europe. The scope of this study is limited to inbound flow: parts flow
between suppliers and the different Airbus sites.

Recently Airbus launched a project in order to transfer all the stock to Albacete.
Hence all the suppliers will deliver a warehouse at Albacete and after products will be
forwarded to the final destination. We assume that this is the current scenario in our
study. In other words, we evaluate the implementation of cross-docking facilities
between suppliers and Albacete.

For this study, we select a panel of 152 suppliers located in Europe, America and
Morocco, which are representative of product variety. Only a supplier that provides
engines is excluded. This supplier delivers very expensive and bulky parts that are
subject to a dedicated transportation mode managed separately. These suppliers were
selected based on parts needed for the assembly of one helicopter. They represent 32%
of the turnover of the company. For these suppliers we retrieved deliveries made in
2018 for Donauworth and Marignane from a database provided by the procurement
department. Optimizations are conducted using this data which is representative of the
AH current situation.

In the current supply chain, in 80% of the cases, suppliers manage transportation
separately and AH does not have visibility over transportation operations and trans-
portation costs (included in parts cost). Hence, the current inbound supply chain is non-
optimized as a whole. Here, we evaluate the implementation of a cross-docking
strategy. This would require the modification of the current AH transportation man-
agement system.

160 D. A. Pardo Melo et al.



3.2 Delivery Methods and Transportation Modes

Mainly three delivery methods are used by suppliers depending on the shipment
weight:

• Parcel and Courier Services (PCS): Door to door method of delivery. Freight
companies suggest using this kind of solution for transport weights smaller than 70
kg [3].

• Less than Truck Load solutions (LTL): These solutions are used when trans-
portation weight is not significant enough to use all the transportation mode
capacity. Freight transportation companies suggest using this kind of solutions for
transport weights bigger than 70 kg [3] and smaller than 11 loading meters (*11
tons, [8]).

• Full Truck Load solutions (FTL): All the transportation capacity is used. This is the
best and cheapest solution for big transportation quantities. Transportation com-
panies suggest using this delivery method for transportation weights bigger than 11
loading meters (*11 tons, [8]).

Additionally, suppliers use three transportation modes: road freight, sea freight and
airfreight. For suppliers located in Europe parts are 100% delivered using road freight.
Suppliers located in United States and Canada deliver 100% of their parts using air-
freight. There is one supplier located in Mexico: Airbus Mexico. It delivers parts for
Marignane using airfreight and parts for Donauworth using sea freight for 80% of the
shipments and airfreight for the remaining 20%. Finally, suppliers located in Morocco
deliver 100% of their parts using sea freight.

3.3 Current Supply Chain Total Cost

We estimate total transportation cost, storage cost and work in progress (WIP) cost for
the current supply chain. Concerning transportation cost, as it was mentioned before, it
is not known for 80% of the suppliers. For that reason, we estimate it using UPS tariffs
[13] retrieved online for the PCS shipments and DHL tariffs [2] retrieved online for
LTL shipments. FTL costs are estimated based on AH inter-sites transportation costs.
Transportation costs from Albacete to the final destinations (Marignane and Donau-
worth) are included. Regarding the storage cost only capital cost is taken into account.
At Airbus it is assumed in 2018 to be equal to 10% of parts cost (figure provided by the
finance department). Finally, we estimate WIP cost for sea freight shipments due to
important transportation delays using the Little’s Law:

WIP cost ¼ Throughput � Lead Time � 10% � parts cost ð1Þ

The throughput represents the demand per day (kg/ per day) and the lead time
represents the transportation delay in days. The last part of the formula (1) represents
the storage cost (capital cost) which is 10% of parts cost. In this case parts cost is
estimated in € per kg. Current total costs are presented in Table 1. Because of Airbus
privacy policies, total costs in the study have been normalized.
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3.4 Cross-Dock Location Model for AH

In this study we are interested in evaluating at a strategic level, if it is cost-efficient or
not to implement a cross-docking consolidation strategy in a supply chain taking into
account total delivery volumes (small in the AH case). In that way, the objective of this
model is to support strategic decision-making process concerning transport organiza-
tion. For this reason, we decide to develop a single period deterministic cross-dock
location model. The supply chain considered in this case is composed by a set of
suppliers N, a set of potential cross-docking facilities M and a set of warehouses
P. Suppliers must satisfy warehouses demand. They have the option of delivering
directly all the warehouses or passing through a cross-docking facility in order to
deliver all of them. A supplier cannot deliver parts using both flow alternatives.
Products are transported using PCS, LTL or FTL solutions between suppliers and
warehouses and using LTL or PCS solutions between the suppliers and the cross-
docking facilities. FTL solutions or LTL sea freight solutions are used between the
cross-docking facilities and the warehouses (consolidation). Volume delivered by each
supplier i to a warehouse k (VikÞ, total cost of delivering products from supplier i
through the cross-docking facility j (Cij) and total cost of delivering products from
supplier i directly to all the warehouses (Ci0) are known. FTL delivery frequency
between the cross-docking facilities and the warehouses is fixed (FTLjkÞ, hence, storage
cost at the cross-docking facilities is calculated in function of it and FTL transportation
cost between the cross-docking facilities and the warehouses is fixed (tjkÞ. The MILP is
presented below:

Sets
N ¼ 1 :: nf g: The set of suppliers.
F ¼ 0 :: mf g: The set of delivery alternatives for each supplier. 0 represents

delivering all the warehouses directly and j represents delivering all the products for all
the warehouses through the cross-docking facility j.

M ¼ 1 :: mf g � F: The set of potential cross-docking facilities.
P ¼ 1 :: pf g: The set of Warehouses.

Parameters
Cij i 2 N and j 2 Mð Þ: Total cost per year of delivering all the products from

supplier i using cross-docking facility j. This cost includes transportation costs between
the supplier i and the cross-docking facility j, handling costs and storage cost at the
cross-docking facility j and at the warehouses in function of FTLjk.

Table 1. Current total costs

Transportation cost 92

Storage cost 5
WIP cost 3
Total cost 100
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Ci0 i 2 Nð Þ: Total cost per year of delivering products directly to all the warehouses
from supplier i. This cost includes transportation cost between the supplier i and all the
warehouses and storage cost at all the warehouses.

Vik i 2 N and k 2 Pð Þ: Total volume (kg) delivered per year by supplier i to
warehouse k.

Kjk j 2 M and k 2 Pð Þ: Capacity of the transportation mode used between the
cross-docking facility j and the warehouse k.

FTLjk j 2 M and k 2 Pð Þ: Fixed delivery frequency between the cross-docking
facility j and the warehouse k (Times per year).

tjk j 2 M and k 2 Pð Þ: Total fixed transportation cost per year of delivering
warehouse k from the cross-docking facility j with a fixed delivery frequency FTLjk.

fj j 2 Mð Þ: Fixed opening cost of the cross-docking facility j.

Decision Variables
Xi0 i 2 Nð Þ: Takes a value of 1 if supplier i delivers all its products directly to all

the warehouses, 0 otherwise.
Xij i 2 N and j 2 Mð Þ: Takes a value of 1 if supplier i delivers all its products

through the cross-docking facility j to all the warehouses and 0 otherwise.
X

0
jk j 2 M and k 2 Pð Þ: Takes a value of 1 if the cross-docking facility j delivers

the warehouse k, 0 otherwise.
Yj j 2 Mð Þ: Takes a value of 1 if the cross-docking facility j is used, 0 otherwise.
qjk j 2 M and k 2 Pð Þ: Volume delivered from the cross-docking facility j to the

warehouse k.

Model

Objective Function : Min
Xn

i¼1

Xm

j¼0

CijXij þ
Xm

j¼1

Xp

k¼1

tjkX
0
jk þ

Xm

j¼1

fjYj ð2Þ

Subject to

Xm

j¼0

Xij ¼ 1 8i 2 N ð3Þ

Xij � Yj 8i 2 N; 8j 2 M ð4Þ

qjk ¼
Xn

i¼1

XijVik 8j 2 M; 8k 2 P ð5Þ

qjk � X
0
jkFTLjkKjk 8j 2 M; 8k 2 P ð6Þ

Xij 2 0; 1f g 8i 2 N; 8j 2 F ð7Þ
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Yj 2 0; 1f g 8j 2 M ð8Þ

qjk 2 R
þ 8j 2 M; 8k 2 P ð9Þ

Xjk 2 0; 1f g 8j 2 M; 8k 2 P ð10Þ

The objective function (2) minimizes the sum between the total cost of delivering
products from suppliers to warehouses or cross-docking facilities, the FTL trans-
portation cost between the cross-docking facilities and the warehouses and the fixed
opening costs. Constraint (3) ensures that for each supplier only one alternative is
chosen between delivering products through a cross-docking facility and delivering
them directly. Constraint (4) represents the fact that a supplier can deliver a cross-
docking facility only if it is used. Constraint (5) ensures that products volume that goes
from one cross-docking facility to one warehouse per year corresponds to the products
volume delivered by suppliers using the cross-docking facility to this warehouse per
year. Constraint (6) ensures that the quantity delivered from cross-docking facilities to
warehouses respect the transportation mode capacity. Constraints (7–10) precise the
validity domain of each decision variable.

4 Analysis of the Airbus Case Study

We run the model using Supply Chain Guru X (a supply chain design software which
uses Xpress-Mosel as its mixed integer linear program solver) on the AH instance
composed by 152 suppliers and one warehouse (Albacete) described in Sect. 3.1.
Concerning cross-docking facilities, AH already counts with several distribution cen-
ters already installed in its supply chain. Based on these already existing AH distri-
bution centers we define a set of 7 potential cross-docking facilities. In that way, there
are not fixed opening costs in this case. Potential cross-docking facilities are located in:
London (England), Paris (France), Toulouse (France), Saint-Etienne (France), Vitrolles
(France), Zurich (Switzerland) and New York (United States). We assume that LTL sea
freight is used between the cross-docking facility at New York and Albacete (taking
into account volume delivered by North American suppliers) and FTL road freight is
used between the rest of the cross-docking facilities and Albacete. Based on figures
provided by the AH logistics department we assume that handling cost per pallet at the
cross-docking facilities is equal to 16 €. We run the model for several values of FTLjk:
twice per month, once per week, twice per week and three times per week. Mean
running time is 11 s. The minimum cost is obtained for FTLjk equal to 96 times per
year/ twice per week and the cross-docking facilities used are Toulouse and New York.
This is called the cross-docking scenario. Results are presented in Table. 2.

164 D. A. Pardo Melo et al.



By using the cross-docking facilities at Toulouse and New York, with a LTL sea
transportation mode between New York and Albacete, a FTL road transportation mode
between Toulouse and Albacete, and a delivery frequency between the cross-docking
facilities and Albacete equal to twice per week, total cost could be potentially reduced
by 21%. Total cost reduction is driven by transportation cost reduction thanks to the
consolidation of FTL shipments at the cross-docking facility at Toulouse and the
consolidation of LTL sea freight shipments at New York (taking into account low sea
freight transportation costs). 107 suppliers deliver the cross-docking facility at Tou-
louse and 12 suppliers deliver the cross-docking facility at New York (which explains
WIP cost increase). In total 1696 tons per year are delivered to the cross-docking
facilities. Supplementary storage cost in the cross-docking scenario is due to products
storage at the cross-docking facilities. It is assumed that two times per week, the FTL
truck used between Toulouse and Albacete, and the LTL sea transportation mode used
between New York and Albacete are able to pick all the products available on stock. In
other words it is assumed that workload at the cross-docking facilities is smoothed.

5 Sensitivity Analysis

In order to evaluate the robustness of the results obtained in the cross-docking scenario,
we conduct a sensitivity analysis by varying input costs: transportation costs, storage
cost and handling cost. We evaluate impact on total cost reduction achieved, the
volume delivered to the cross-docking facilities and the cross-docking facilities used.
Four levels of variation are evaluated for the input costs: −50%, −25%, +50%
and +100%. Results are presented in Fig. 1 and Fig. 2. For all the variation levels on
all the input costs, the same cross-docking facilities are used: Toulouse and New York.
When transportation costs are reduced by 50% total cost reduction achieved in the
cross-dock location scenario decreases from 21% to 8%, and when transportation costs
increase by 100% total cost reduction achieved is increased from 21% to 32%. Volume
delivered per year to the cross-docking facilities is reduced by 2.5% when trans-
portation costs are reduced by 50% and it is increased by 0.9% when transportation
costs are increased by 100%. Concerning storage cost, cost reduction achieved in the
cross-dock location scenario is increased from 21% to 24% when it is reduced by 50%
and it is reduced from 21% to 16% when it is increased by 100%. Volume delivered per
year to the cross-docking facilities is increased by 0.8% when storage cost is reduced
by 50% and it is reduced by 0.1% when storage cost is increased by 100%. Finally,
total cost reduction achieved in the cross-dock location scenario is increased from 21%

Table 2. Cross-docking scenario total cost results

Transportation cost 57

Storage cost 9
WIP cost 6
Handling cost 7
Total cost 79
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to 25% when handling cost is reduced by 50% and it is reduced from 21% to 14%
when handling cost is increased by 100%. Volume delivered per year to the cross-
docking facilities does not change when handling cost is reduced by 50% and it is
reduced by 0.2% when handling cost is increased by 100%.

In conclusion, results obtained are sensitive to variations on transportation costs.
Conversely, for big variations of the storage cost and the handling cost results do not
change significantly.

6 Conclusions

In this article, we evaluate the implementation of a cross-docking strategy at AH, a
helicopter manufacturer in the aeronautic industry, which is characterized by small
production rates. To this end, based on literature, we developed a MILP cross-dock
location model and we apply it to an AH instance composed by 152 suppliers, 7
potential cross-docking facilities and one warehouse (Albacete). We assume that LTL
sea freight is used between the cross-docking facility at New York and Albacete and
FTL road freight is used between the European cross-docking facilities and Albacete.
As a result, by implementing two cross-docking facilities at Toulouse and New York,
total cost could be potentially reduced by 21%. This demonstrates that a cross-docking
strategy can be a cost-efficient solution in the helicopters industry despite the small
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production rates. Results obtained suppose that workload is smoothed at the cross-
docking facilities. In order to evaluate the robustness of the results obtained, we
conducted a sensitivity analysis by varying input costs. It was found that results
obtained are sensitive to variations on transportation costs. Conversely, for big varia-
tions of the storage cost and the handling cost results do not change significantly.
Finally, due to small delivery volume (1750 tons per year) included in this study only
two cross-docking facilities are used. To go further in this analysis, it is recommend-
able to conduct a case study including 100% of the AH suppliers. This may increase
cross-dock location cost reduction potential.
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Abstract. In this work, we study the long-haul stage of parcel trans-
portation, which involves the integration of the sorting operation allow-
ing better consolidation of parcels in containers. The transportation is
optimized over a complex two-level hybrid hub-and-spoke network and
is conducted with a heterogeneous fleet; there are two types of vehicles
which are balanced over the network on a daily basis with the manage-
ment of empty trucks. We are not aware of a framework for long-haul par-
cel transportation in the literature that is sufficient to handle all aspects
of the industrial problem we address. In terms of finding a solution, we
propose a hierarchical algorithm with aggregate demands whose perfor-
mance is related to the value of a truck filling rate threshold. Roughly
speaking, the demands above this threshold can be routed directly while
the ones below this threshold follow the hierarchical structure of the net-
work. The routing of the two types of demands is optimized, first sepa-
rately and then together in a multi-step process in which the subproblems
are solved via Mixed Integer Linear Programs. Numerical experiments
are carried out on datasets provided by a postal company (225 sites with
2500 demands). Various threshold values are tested to find out which
one is the best, in terms of solution quality obtained and computational
time.

Keywords: Operations research · Network design · Long-haul
transportation · Parcel delivery · Hierarchical network

1 Introduction

E-commerce has experienced sustained growth over the last two decades. In 2019,
an estimated 1.92 billion people purchased goods or services online1. This pro-
vides motivation for parcel delivery companies to constantly adapt and optimize
1 Statista: E-commerce worldwide - Statistics & Facts Feb. 2021.
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their transportation networks. The parcel delivery process is composed of four
steps: collection, long-haul transportation, distribution and delivery [10]. The
optimization of the long-haul transportation (defined as intercity transporta-
tion [4]) on a road network is addressed in this work. This means that neither
how parcels reach an initial sorting center (the first-mile collection problem),
nor how parcels are delivered from depots to final clients (the last-mile delivery
and distribution problems) are considered. As long-haul parcel transportation
addresses transportation of large volumes of parcels over long distances, a better
use of vehicles and logistics operations such as sorting results in economies of
scale.

In this paper, we define the Long-Haul Parcel Transportation Problem
(LHPTP) in which the input is made of transportation demands expressed by
the triple (origin, destination, number of parcels), and the road network com-
posed of possible origin, destination and intermediate sites and links between
them. The objective of the LHPTP is to minimize the costs for the postal com-
pany while delivering all of the demands. The predesigned road network has
two sets of sites, sorting centers and delivery depots within a two-level (inner
and outer level) hierarchical structure presented in Sect. 2.1. Over this hierar-
chical network, demands must be routed from sorting centers to delivery depots
directly or through at most two other sorting centers. The transportation of
parcels is made via two types of vehicles: trucks with one or two containers. As a
daily transportation plan is designed, the vehicles have to be balanced over the
course of a day for each site: empty vehicles need to be returned to appropriate
locations.

1.1 Background and Previous Works

Hierarchical networks are composed of sites which are of different types of vary-
ing importance. The sites of a same type (inner-hubs, sorting centers, depots)
form a layer [5]. Each pair of layers constitutes one level of the hierarchical
network (and is sometimes referred to as an echelon). In the LHPTP, a two-level
hierarchical network is given as input as there are three types of sites.

In our network, we have a hub-and-spoke configuration on each level. In a
hub-and-spoke network, all links either begin or end at a hub, the other extrem-
ities of the links being the spokes [2]. A hub-and-spoke network in which there
are possibilities to bypass the hubs with direct links is called hybrid hub-and-
spoke network. Lin and Chen [8] define a hierarchical hub-and-spoke network
in which each site is assigned to exactly one hub. It corresponds to our network
without inner-hubs. Baumung and Gunduz [1] propose a heuristic for parcel
transportation. They send fully filled trucks with parcels for the same destina-
tion (sorting center) until there are not enough parcels in the origin sites to fill
a truck. The parcels which remain (called residual volumes) are consolidated
into trucks. These residual volumes routing is optimized with an MILP. This
method cannot be used to solve the LHPTP as it uses only one vehicle type,
has one level of network (our inner level) and empty vehicle balancing is not
considered.
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Other work related to the LHPTP can be found in [6,11–13] although none
of these works exactly captures our problem formulation. Briefly, the LHPTP
has more than one vehicle type and a two-level network in which the costs of
parcel long-haul transportation are minimized on both levels simultaneously.
A key feature of LHPTP is that there is no tour between sorting centers and
delivery depots, while in previous work, this transportation stage often involves
a tour [11]. We do not consider sorting capacity, as each sorting center has
appropriately-sized sorting capacity. We simultaneously optimize the long-haul
transportation and the balance of vehicles in the course of day on a two-level
network which seems to be a unique aspect in the scope of parcel transportation.

1.2 Contributions

The LHPTP is really a family of problems based on various parameters (e.g.,
allowed logistic operations, limited fleet versus unlimited fleet, arc capacity, vehi-
cle balancing constraints, vehicle types, etc.). None of the problems modeled in
the literature is sufficient to model the specific problem that we want to solve nor
to solve the variations that could arise based on the various parameters that we
consider. For example, other works treat the long-haul stage of parcel delivery
as a single level; there is very little treatment of two-level networks with logis-
tics operations on parcels permitted between the levels. Moreover, in a two-level
network, certain issues arise that do not apply to a simpler model; for example,
balancing vehicles between intermediate sites (i.e., not origin/destination sites).

In this work, we take advantage of the hierarchical structure of our network
to design good transportation plans by dividing the whole problem into tractable
subproblems. We directly send large demands and consolidate residual demands.
Indeed, it seems natural to maximize the truck filling rate and minimize the
number of parcels sorted. Therefore, we do not impose a sorting (as in [6]) on all
the demands, which incurs extra costs. Instead, we require a sorting for a subset
of the demands while sending the other demands directly. We send directly
(bypassing all sorting operations) trucks filled more than a truck filling rate
threshold, rather than only the fully filled ones (like [1]). The LHPTP has two
levels which can both be bypassed by direct paths, and a heuristic is used to
optimize this decision for bypassing the two sortings. But this heuristic is not
used within the inner level as the MILP reaches the optimum for the inner level
optimization.

In Sect. 2, the LHPTP is introduced and an MILP formulation for it is pre-
sented. In Sect. 3, an algorithm which solves the LHPTP via the aggregation
of demands and the MILP is presented. Finally, in Sect. 4, we show that the
algorithm with aggregate demands can handle our large real data instances.

2 Problem Description

The LHPTP defined in this section is basically a Service Network Design prob-
lem [3] with Hub-and-Spoke structure. However, the LHPTP has distinct prop-
erties such as demands have both fixed origin and destination, and the sorting
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operation has a cost per parcel. Moreover, the problem we tackle is an indus-
trial problem containing strong constraints. Thus, after the presentation of the
application framework of our problem, we introduce an MILP for the LHPTP,
which can be adapted to solve other long-haul parcel transportation problems.

2.1 Application Framework and Optimization Problem

In our application framework, we are presented with the problem of delivering
parcels via trucks with one or two containers in a national postal network com-
posed of sites with around 2500 demands per day being routed between these
sites. There are two sets of sites: each site of our network is either a delivery
depot or a sorting center but cannot be both. There are on average 17 sort-
ing centers and 208 delivery depots. Among the sorting centers, some are also
inner-hubs fixed by the transportation managers.

Parcels are physical objects which must be routed from a specified origin
sorting center to a designated delivery depot. As each container can transport
a significant amount of parcels, all parcels are assumed to be of equal (average)
size. Parcels having the same origin and destination are grouped in a demand.
Demands are represented by the triple (origin, destination, number of parcels).
We assume that the demands are known for an average day. Our goal is to design
a transportation plan to deliver all the demands at a minimum cost. The cost
of a solution is composed of transportation costs and logistics operations’ costs.

Indeed, only one logistics operation is considered – the sorting – which
occurs in sorting centers. When parcels are sorted, all parcels in a container are
grouped according to the next site served on their operational path. When a set
of demands destined for different final sites are put in the same container it is
called consolidation. The parcels are shipped in bulk in containers. A container
cannot be partially unloaded, thus it carries parcels headed for one site, which
is either an intermediate sorting center or a final delivery depot depending on
the parcel’s destination. This means that when there is consolidation between
demands, there is always a sorting operation afterwards.

(a) Inner hub-and-spoke network (b) Outer hub-and-spoke network

Fig. 1. The two levels of the hybrid hub-and-spoke network

The parcels are delivered on a road network composed of two hierarchically
nested hub-and-spoke networks (see Fig. 1). The inner level of this network
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is made of sorting centers. A sorting center on a path between two sorting cen-
ters is called inner-hub. The outer level of the network is composed of sorting
centers and delivery depots. Indeed, each delivery depot is assigned to a sort-
ing center (an outer-hub), usually the closest (with respect to travel time). The
area which contains the delivery depots affiliated to a sorting center, including
this sorting center, is called a catchment area. The mapping of the catchment
areas, created with the experience of transportation managers, is used in the
current operational strategy in which the parcels are handled regionally. They
are sent to the catchment area containing their delivery depot, sorted in their
corresponding outer-hub and sent to their delivery depot.

The inner network connects the sorting centers (see Fig. 1a). It is a hybrid
hub-and-spoke network as the sorting centers either send parcels directly to other
sorting centers or they can use an inner-hub to sort and/or consolidate demands.
The outer network arises when the final destinations of parcels, are the delivery
depots (see Fig. 1b) are added. They are the spokes in a hybrid hub-and-spoke
network in which the outer-hubs are the corresponding sorting centers. Indeed,
parcels can either be sent directly from their origin sorting center or consolidated
and then sorted before reaching their delivery depots.

There are two types of vehicles: trucks with one container and trucks with
two containers (also called twin trailers). The number of vehicles or containers
is not limited and can be adapted appropriately in the optimization process.
Note that the performance standard is the same for all the vehicles and does not
depend on the vehicle type. The vehicle type changes only the capacity and the
cost.

An operational path is a set of consecutive physical links between sites.
Each of the links on the operational path is associated with a schedule and each
site is associated with an operation (sorting or delivery) performed on a parcel
flow at a time slot. Moreover, each link is served with a vehicle type (i.e., a
vehicle with one or two containers). Each parcel is either (i) sent on a direct
path from a sorting center to a delivery depot, or (ii) it undergoes a single
sorting at a sorting center (not mandatorily an inner-hub), or (iii) it undergoes
two sortings, one at an inner-hub and one at the corresponding sorting center
of the destination. Each demand can be split over multiple operational paths in
the transportation plan: this is disaggregate shipping [7].

As a daily transportation plan is designed, there is a need to balance vehicles
to ensure that enough vehicles and containers are available each day on each
site to send all the parcels. This is achieved by vehicle balancing: sending empty
trucks back from sites in which there were too many vehicles.

In summary, the LHPTP is composed of three types of constraints: the deliv-
ery constraints, the capacity constraints and the design-balance constraints. The
delivery constraints (1b) state that all the parcels have to be delivered. The link
capacity constraints (1c) associate the number of parcels and the number of
vehicles on each link. There are such constraints for each vehicle type and each
link in the network. Finally, the design-balance constraints (1d) balance both
containers and trucks between sites on a daily basis.
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2.2 MILP Formulation

The MILP formulation for the LHPTP is a path-based model; the number of
possible operational paths for each demand is bounded. Indeed, each operational
path is allowed to have at most two sorting operations after the initial sorting
(done immediately upon collection), which limits each path’s length and thus
the number of possible paths. The notations in our model are: D is the set of
demands, V the set of vehicle types, S the set of sites composed of Ss.c the
set of sorting centers and Sd.d the set of delivery depots. L is the set of links
between sites whose element li,j is the link between site i and site j, Pd is the
set of possible operational paths for the demand d in D, P l

d is the set of possible
operational paths using the link l in L for demand d in D.

The variables are of two types: (1) xd
p ∈ [0, 1], with d ∈ D and p ∈ Pd,

represent parcel flows. It is the percentage of a demand d using an operational
path p; (2) yveh

l ∈ N, with l ∈ L and veh ∈ V , represent vehicle flows. They
are integers which represent the number of vehicles of type veh on each link l.
The cost of the operational path p is denoted cp. cveh

l is the cost of the link l
with vehicle veh, vd the number of parcels of demand d, and Cveh the capacity
of vehicle veh.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min
∑

d∈D

∑

p∈Pd

cpx
d
p +

∑

veh∈V

∑

l∈L

cveh
l yveh

l (1a)

s.t.:
∀ d ∈ D,

∑

p∈Pd

xd
p = 1 (1b)

∀ l ∈ L,∀ veh ∈ V,
∑

d∈D

∑

p∈P l
d

vdx
d
p � yveh

l · Cveh (1c)

∀ s ∈ S,
∑

i∈S

yveh
li,s =

∑

j∈S

yveh
ls,j (1d)

with: xd
p ∈ [0, 1] (1e)

yveh
l ∈ N (1f)

LHPTP-MILP
Due to the usage of consolidation, a container can carry parcels with different

origins and destinations; a demand might not be routed on its shortest path.
Indeed, consolidation is a crucial strategy used to reduce costs, but its usage
makes the problem computationally difficult (since it is not simply a shortest
path problem). Different sorting centers and different time slots can be used for
the sorting operations. Moreover as the possibility of disaggregate shipping is
added, there is a combinatorial explosion on the number of possible operational
paths, which prevent the MILP from giving an optimal solution on realistic sized
datasets (with around 225 sites and 2500 demands) in reasonable time.
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3 Hierarchical Algorithm with Aggregate Demands

The LHPTP can be formulated as an MILP which does work well on small
instances. Therefore, the Hierarchical Algorithm with Aggregate Demands
(henceforth HAAD) divides the problem into smaller subproblems, each of which
can be solved optimally via an MILP or other means, and then adds these solu-
tions together to obtain a final solution of good quality, although it can be
suboptimal.

(a) The two levels of the resolution (b) Structure of the algorithm

Fig. 2. Hierarchical Algorithm with Aggregate Demands (HAAD)

We first find an optimal transportation plan on the inner level (see Fig. 1),
which involves choosing the inner-hubs. We allow all sorting centers to be candi-
date inner-hubs in order to test whether or not the inner-hubs proposed by the
transportation managers are actually the best ones. Then the extension of this
transportation plan is optimized on the outer level. Finally, in the last steps of
the algorithm, these solutions are combined and refined to obtain a transporta-
tion plan for the whole network (see Fig. 2). Recall that the original demands of
the LHPTP are from sorting centers to delivery depots. For the inner problem,
we create aggregate demands which are demands from sorting centers to sorting
centers (in order to separate the two levels). The last sorting is required to be
done in the corresponding sorting center of the delivery depot of destination.
An aggregate demand is the sum of demands from a sorting center to all the
corresponding delivery depots of another (destination) sorting center.
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Algorithm 1: Hierarchical Algorithm with Aggregate Demands (HAAD)
1 a) Split demands
2 for each demand d do
3 if vd < σ · Cveh then Add d to the set of residual demands
4 else k = �vd/Cveh�
5 if k · σ · Cveh ≤ vd ≤ k · Cveh then Add d to the set of large demands
6 else Split d into a large demand of volume (k − 1)Cveh and a residual demand (twin

demands)

7 b) Aggregate demands
8 for each residual demand d do
9 Aggregate it with the demands with the same corresponding sorting center as

destination
10 c) Solve the aggregate subproblem (inner level)
11 Solve the MILP which is made only of links between sorting centers
12 d) Extend for each catchment area (outer level)
13 for each one of the n catchment areas do
14 Solve the MILP without constraints (1d) to route the demands towards their

catchment area
15 e) Add the solutions for residual demands, large demands (on direct paths) and the balance

of trucks
16 Solve the MILP with all the residual demands and with only the chosen operational paths

to optimize the vehicle flow. The large demands are enforced to use a direct paths (for up to
1h).

17 f) Add the large demands
18 Solve the MILP with all the demands, the solution of the previous MILP fixed and the

option for the large demands to follow a direct path or an already chosen operational path.
(for up to 1h)

The algorithm chooses the links between sorting centers first (plain arcs in
Fig. 2a), then it chooses the links from sorting centers to delivery depots in each
zone around each sorting center (dotted arcs on Fig. 2a) and finally it assembles
the solutions. But if all the demands are aggregated, we lose the possibility of
using direct paths from a sorting center to a delivery depot, which have been
proven to be useful [9,11]. Therefore the following approach is considered: if a
demand is large enough to nearly fill a truck (above a threshold σ), then sending
a truck with this demand directly from the origin to the destination is considered.
Thus the HAAD first splits the demands into large demands, whose operational
paths are actually determined in the last step (deferred demands), and residual
demands whose operational paths are specified by the transportation plan con-
structed on the inner and outer levels of the network. These residual demands are
either routed through an inner-hub and subject to an additional sorting, or they
are routed directly from their initial sorting center to their final sorting center.
This latter determination is made during the single call to the LHPTP-MILP
on the set of aggregate residual demands.

This approach gives a solution for the complete instance in reasonable time
but might be globally suboptimal because the choice between performing at least
one sorting or sending the parcel on a direct path is handled in a heuristic way.
Thus, for a parcel sent directly, it could be the case that some possible operational
paths that could be chosen in a global optimal solution are not considered.

4 Numerical Experiments and Results Analysis

Simulations are run on a Linux server with 32 CPU and 150 Gbytes of RAM
using CPLEX 12.8 solver. The data, provided by a postal company, contains six
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datasets which represent six different configurations of the network with logistics
sites spread across mainland France. A dataset is made of: (1) a set of sites with
their type, location and the travel times between each pair of sites; (2) a set of
demands (origin, destination, number of parcels) between these sites; (3) costs:
kilometric cost and the costs of all the logistics operations (sorting, entering
sites, leaving sites etc.). The number of sites varies from 154 sites to 292 and the
number of demands varies from 2312 to 3627. Note that the kilometric cost for
a vehicle is thrice the cost to sort one parcel in a sorting center.

In the network on which the parcel transportation is optimized, there are from
two to four inner-hubs fixed by the transportation managers. In this section, we
ignore this constraint and assume that all the sorting centers can be inner-hubs
in order to enhance the possibilities of consolidation and to confirm if the four
inner-hubs chosen by the transportation managers are the right ones.

Table 1. Comparison of the thresholds (NEV = No Empty Vehicles)

We first compare results obtained with several thresholds (σ in Algorithm 1)
for splitting demand volumes into large and residual demands. In this algorithm,
each MILP is solved with 1 h time limit and all sorting centers are considered as
inner-hubs. The gap presented in Table 1 is with respect to the best lower bound
computed by the solver (after a 6 h run).

The results in Table 1 show that compared to the LHPTP-MILP when run
without any heuristic for 6 h (line with threshold none), the HAAD can provide
better solution values in 5 to 6 times less computational time for the appropriate
thresholds. The threshold which provides the best results is 60% ±10%. The
solutions obtained in step e) and step f) are nearly the same and in these steps
the optimal solution is reached most of the time (with respect to the variables
fixed as inputs). If a large demand does not have any twin demand, it cannot
use a non-direct path. For these demands, there is no difference between the
solutions of steps e) and f). And the lower the threshold is, the less there are
demands which are split into twin large and residual demands. Note that steps
e) and f) are run for much less than one dedicated hour.

In the solutions presented in Table 1, nearly all the sorting centers are used as
inner-hubs. It is because the demands are small compared to the vehicle capacity
and because the sorting costs are not very high compared to the kilometric
cost. Consolidation of demands is then interesting as it reduces the number
of vehicles used, even if this leads to more sortings. This might not be the
case with much higher sorting costs. To check this we compare results obtained
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with several sorting costs with a threshold of 60% for the activation of direct
paths. The number of inner-hubs used decreases when the sorting cost increases.
Moreover, the inner-hubs selected by the HAAD are not the one selected by
transportation managers and this results in better solutions. Thus the HAAD
can be an interesting decision support tool for the managers. With σ = 60%,
the vehicle filling rates with and without considering returns of empty vehicles
are respectively 50,9% and 81,8%. Slightly higher vehicle filling rates (like 84%)
can be obtained with higher filling rate thresholds but at the expense of sorting
cost for more consolidation.

The simulations show that in parcel transportation, due to sorting costs and
empty balancing of vehicles, greater truck filling does not obviously result in
lower cost. Indeed, the cheaper solutions are not the ones in which the trucks
have the highest filling rate. The best threshold to decide if a demand should
use a direct path is when it fills 60% of a container, not 100%. This result seems
counter-intuitive for someone on the ground with only a local point of view, as
they do not have a global perspective, which leads to a different conclusion. But
it allows to optimize the network globally and to minimize the total cost.

We also show that the advantages of consolidation in inner-hubs depends
strongly on the sorting costs and kilometric costs. Thus the optimal threshold
found empirically depends on the datasets and would need to be recomputed if
the algorithm were to be applied on another dataset.

With the data we used, greater truck filling rates do not correspond to the
cheapest solution. It means, in general, that in long-haul parcel transportation,
it is not always better to send fully-filled trucks.

5 Conclusion

In this work, the Long-Haul Parcel Transportation Problem (LHPTP) is defined.
It consists of optimizing the long-haul transportation of parcels on a two-level
hybrid hub-and-spoke network with three types of sites. We present a new hier-
archical algorithm which exploits the two-level structure of the network to solve
this problem which contains strong industrial constraints. As the hybrid hub-
and-spoke network offers the possibility to use direct paths, we offer this option
for large demands (over a threshold). The residual demands (lower than the
threshold) are gathered into aggregate demands which stay on the inner-level of
the network. The HAAD divides the problem into subproblems solved through
MILPs. It has been tested with success on real data instances at the scale of a
country (around 225 sites and 2500 demands) which are too large to be solved
efficiently with a single global MILP.

We have tested various thresholds of truck filling rate to divide the demands
to find which one suits our datasets the best. This constitutes a tailored heuris-
tic which permits us to have better quality solutions for the LHPTP that can
be obtained more efficiently. One perspective for future work is to investigate
the impact of using different thresholds on different network areas or/and for
different demands. These thresholds can integrate other criteria than the truck
filling rate such as distances and transportation costs.
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Abstract. The popularization of mobile internet and transport appli-
cations making passenger transport real-time information available to
the general public. In the Metropolitan Area of São Paulo (MASP), the
largest urban agglomeration in South America with 21 million inhab-
itants carrying out their activities every day, these systems have been
changing the user’s behaviour. The purpose of this study is to evaluate
the perception and use of these applications called Mobility as a Service
(MaaS) for the passenger in MASP. To do so, we conducted a survey with
138 respondents that live in MASP in May 2020 regarding the services:
Google Maps, Moovit and Citymapper. They evaluated what the appli-
cation they prefer to, how the applications functions are used by theirs
and the public transportation frequence of use and after the anwers were
used in a descripitive statistics analysis. The results indicated a predom-
inance of youth users that plan their trips using public transportation
and seek real-time information through by these applications.

Keywords: Passenger transport · Journey planning · Mobile
technology

1 Introduction

The Metropolitan Area of São Paulo is the main Brazilian metropolitan region
and the largest urban agglomeration in South America. It is composed of 39
municipalities geographically interconnected to the city of São Paulo, a global
metropolis that concentrates 21 million inhabitants in an area of approximately
and generates approximately 18% of the Brazilian GDP [1]. This region con-
centrate approximately 9.4 million jobs and 5.5 million enrolled students whom
generates 42 million journeys daily [2].
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MASP has its public transport network based on Subway service, Metropoli-
tan Train and Bus. The subway network is 101 km long with six lines carrying
four million passengers per day. The metropolitan train network has seven lines
with 271 km of extension and 94 stations that serve 23 of the 39 municipalities of
the MASP transporting over 3 million passengers per day. Finally, bus network
is made up of 1,336 municipal lines and 587 intercity lines that are operated by
approximately 18,000 vehicles [3–6].

With the popularization of smartphones and high-speed mobile internet sev-
eral applications have emerged that allow users to make decisions based on infor-
mation provided. These applications are named Mobility as a Service (MaaS) [7]
and has been used by passenger in metropolitan areas.

MaaS can help users to move around making use of GPS (Global Positioning
System) and information collected in real-time from operators and other pas-
sengers [8]. They can be informed of the waiting time for a certain passenger
transport system or just regarding the itinerary; and those that provides services
such as taxis and ridesharing.

In this article, we evaluated MaaS that works as an aid to decision-making
for the transportation users. Real-time information reduces the inconvenience
caused by waiting for a long time and makes them feel safer while waiting for
transport [9]. Moreover, it shows in real-time the position of the transport vehicle
reducing passenger wasting time [10,11].

With these ideas in mind, the aim of this study is to analyze the perception of
users of the public passenger transport system in the Metropolitan Region of São
Paulo on the efficiency of three MaaS: Google Maps, Moovit and Citymapper.
They were selected based on the availiability in many global and important areas
such as London, Tokyo and New York. And how they can assist in the user’s
decision-making about their daily commuting planning.

To do so, we conducted an online survey with 138 people in 2020, divided
into three parts: profile of users, the main modes of transport adopted and which
are the most important functions. The data were analyzed using two statistical
methods: descriptive statistics and factor analysis.

The article is divided as follows: Section is formed by this introduction, Sect. 2
the methodology approach, Sect. 3 our results, Sect. 4 our main conclusions.

2 Methodology

2.1 Survey

We conducted a survey to obtain empirical information beyond those found
in scientific documents on urban mobility. The purpose was to evaluate the
efficiency of the use of MaaS by users of passenger public transportation in
MASP.

The survey was carried out in May 2020 with 138 users living in MASP. It
was divided into three parts: (i) Socioeconomic characteristics such as gender,
age, educational level and income; (ii) Transport systems use such as frequency,
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purpose and integration mode, transport mode, integration with other modes
of transport, and travel time; and (iii) User’s perception of mobile applications
such as key applications used, the main objective of its use, frequency of use,
and evaluation of the main services offered.

Among the MaaS offered we studied: TP = Travel planner (Routes,
Timetable, Journey time, Fare); RS = Route sharing; OFFMAP = Off-line maps;
JP = Journey planner: Origin and Destination; JF = Journey fare; MP = Mode
preference; PC = Passenger capacity; RTI = Real time information; DF = Delay
forecast; TI = Traffic information; AMI = Active mobility integration; ICA =
Integration car app (ridesharing) and taxi; UCI = User Collaborative Integra-
tion.

The research sample was calculated based on Eq. 1 [12]. We considered the
population in MASP, degree of homogeneity 50/50, sampling error of 10%, and
confidence level of 95%.

n =
NZ2P (1 − p)

(N − 1)e2 + Z2p(1 − p)
(1)

Where, n = sample size, N = population, Z = abscissa of the normal standard,
p = estimated homogeneity, e = sample error.

2.2 Validation and Survey Application

Data collection was performed using an electronic form, using the Google Forms
tool. First, a pre-test was carried out with seventeen (17) participants, to val-
idate the structure. After this process, the link for participation was sent via
social networks and email groups, WhatsApp, Instagram and Facebook. The
volunteers, before answering the form, underwent reading about the research
clarifications and guidelines, and later, signed the Informed Consent Form. The
survey was only open to participants who agreed to voluntarily participate.

Data Analysis

The softwares Microsoft Excel 2016 c©and Statistics v.13.3 c©were used to tab-
ulate and process the data, being organized as follows:

– 1st step: Raw data were collected and participants who were not users of
MaaS applications were excluded for descriptive analysis since the research
interest was the group of users. Thus, 35 respondents were excluded from the
sample, which totalled 103 participants.

– 2nd step: We applied descriptive statistics to characterize the profile of
users and analyze the perception regarding the efficiency of MaaS applica-
tions (Google, Moovit and Citymapper).

– 3rd step: A processing of the normality test was carried out, observing the
Kolmogorov-Smirnov test (p > 0.05) [13], due to the sample size. Afterwards,
a non-parametric analysis was performed, using the Kruskal-Wallis [13] test
to verify the occurrence of a significant difference among the perception of
participants with frequencies of use of passenger public transport.
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– 4th step: A Cronbach [14], Kaiser-Meyer-Olkin (KMO) [15], Bartlett
Sphericity [16] tests were performed before conduct a Factor Analysis.

– 5th step: To perform the Factor Analysis parameterized by varimax rotation,
and the extraction of factors by Principal Component, participants who did
not carry out the evaluation of the applications of interest to the study were
excluded, totalling 15 respondents and reducing the sample to 88 participants.

3 Results

3.1 Sample Characterization

In order to explore all participants of the research, the sample characterization
examined all the 138 participants. In our survey 75% of participants express to
do use of some type of MaaS application. This result indicate a dissemination
of this application due to high degree of mobile phone users and internet access.
In São Paulo state that include MASP, in 2019, more than 53% of 30.5 million
internet users connect only through mobile phones [17].

In our survey, it is observed that 51% of MaaS users are male and 49%
female. This result means the MaaS access are almost identical between gender.
Moreover, around 60% are in the age group between 18 and 35 years old, with a
majority of women between 18 and 25 years old, and men between 26 and 35 years
old. The result is consistent with data from Brazilian Institute of Geography and
Statistics who shows that 80% of people in these groups presents a high level of
access a internet via mobile phones [18].

By large, 41% have a household income between 3 and 4 minimum Brazilian
wages (Brazilian minimum wage is USD 188,18 in 13/03/21), Table 1.

Table 1. Sample distribution

Variable n Participation (%) Variable n Participation (%)

Gender Education

Female 50 48.5 Fundamental 3 2.9

Male 53 51.5 High School 31 30.0

Age group Undergraduate 50 48.5

<17 2 1.9 Graduate 19 18.5

18 a 25 32 31.1 Income household

26 a 35 30 29.1 <2 26 25.3

36 a 45 24 23.3 3 a 4 42 40.8

>46 15 14.5 5 a 7 17 16.5

8 a 9 5 4.8

>10 13 12.6
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Among the respondents 51 % are from city of São Paulo, and the others are
distributed among the cities of Metropolitan Area, such as: Aruja, Diadema,
Ferraz de Vasconcelos, Guarulhos, Itaquaquecetuba, Maua, Mogi das Cruzes,
Osasco, Poa, São Bernardo do Campo, São Caetano do Sul and Suzano. As
an expected result, we found out 52% of users use the system with the main
purpose of commuting to work, followed by study, leisure and services. These
results are in accordance with what was observed by Giuliano et al. [19] in which
the displacement has as its main purpose work.

3.2 Descriptive Statistics

Our results indicate a preference for bus service (43%) over others such as subway
(22%), train (19%), ridesharing (15%) and taxi (1%). The result prove bus service
as more comprehensive system with easy access in MASP, on the other hand
cause great impact in congestions [20]. More than 60% of the participants have
a high frequency of public transport use service - considering people that uses
it every day, six days a week and on working days. There was no significant
difference (p > 0.05) by the Chi-square between the variables analyzed, Table 2.

Table 2. Frequency of use by transport mode

Transport mode

Frequency Subway Bus Taxi Ridesharing Train Total

Everyday 21.43 64.29 14.29 13.59

Six days a week 28.57 57.14 7.14 7.14 13.59

Weekdays 31.43 48.57 20.00 33.98

Between one and three
days/semana

23.08 30.77 7.69 38.46 12.62

Weekends 57.14 42.86 6.80

Rarely 10.00 10.00 5.00 50.00 25.00 19.42

In addition, we observed that ridesharing service as Uber and 99 (Brazilian
local company service) have been gaining ground among users, mainly regarding
of those that rarely travelled by public passenger transport and those that travel
exclusively on the weekends.

When participants were query about the ways of displacement between resi-
dence to the departure point (first mile), we found that 64% travel on foot, 15.5%
by bus, 12.5% by private vehicle (motorcycle) and/or car), 7% ridesharing, and
1% per local area minibuses. And when compared to the frequency of use of the
public transport system, a significant difference was noted (Chi-squared = 9.93;
p = 0.0416). Similar results were obtained when comparing the data for the last
mile (Chi-squared = 11.09; p = 0.0255).



184 G. S. Rodrigues et al.

Regarding the last mile we identified that 66% of perform on foot, 17.5% by
bus, 8.5% by private vehicle (motorcycle and/or car), 7% ridesharing and 1%
per local area minibuses. The increase in the use of ridesharing is a reality that
straight affect public passenger transport operators that will need to reinvent
their services. Our results confirm a trend in all suburbs of the country regarding
ridesharing [21].

3.3 MaaS Adoption

In this study, we query respondents based on three MaaS apps, Google Maps,
Moovit and Citymapper. In Fig. 1 we have the use by level.

Fig. 1. Proportion of distribution of MaaS app use

The easiness of access and the multiplatform availability means Google Maps
the MaaS app more utilized by sample users.

3.4 Factor Analysis

The KMO test (0.89) and Bartlett’s Sphericity test (Chi-squared = 662.37, p-
value < 0.05) confirm a correlation among variables, and the Cronbach Alpha
test (0.8968) results in a reliability of the data. The selection of factors considered
those with eigenvalues greater than 1.0, with three factors being extracted by
Principal Component (PC) after varimax rotation, Table 3.

The Factor Analysis discribe the variability among observed variables and
possibly correlated variables in a smaller number of variables denominated fac-
tors. We have 13 originals variables divided in 3 factors.
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Table 3. Factor analysis of MaaS app assessment for a Cluster, n = 88, with 3 factor
extracts by principal components

Factors Autovalues VExp1 (%) VEAc2 (%) Variables (Correlation)

F1 Information
system of
traffic and
transport

6.3 48.51 48.51 PC (0.6399); RTI
(0.6126); DF (0.7764);
TI (0.8085); AMI
(0.8380); ICA (0.6995);
UCI (0.7954)

F2 Travel plan 1.44 11.08 59.59 TP (0.7363); JP
(0.8006); JF (0.7809);
MP (0.7848)

F3 Sharing and
accessibility

1.26 9.75 69.34 RS (0.7641); OFFMAP
(0.7765)

1 VExp(%) = Proportion of explained variation (%);
2 VEAc(%) = Proportion of explained variation agreggate (%)

The first factor (F1) grouped seven PC variables: PC (Passenger capacity),
(RTI Real time information), DF (Delay forecast), TI (Traffic information), AMI
(Active mobility integration), ICA (Integration car app) and UCI (User Collab-
orative Integration).

They are a explanatory fatorial analysis that represent the user’s connectivity
with the traffic and transport information systems, being the basis for decision-
making and replanning journeys. The information avaliable easly to the users
can help to choose the best way in that moment and to be improve the quality
life of the users because the save the travel time and this can be used with
others daily activites or stay home. The second factor (F2) grouped TP (Travel
planner); JP (Journey planner); JF (Journey fare) and MP (Mode preference).
They connected user’s travel planning as essential MaaS. The third factor (F3)
grouped RS (Route sharing) and OFFMAP (Off-line maps). They infer user’s
sharing and accessibility of information, Table 3.

4 Conclusions

This paper investigates the adoption of MaaS systems as a way to plan journeys
using public passenger transportation in MASP, Brazil. To do so, we conducted
a survey with 138 respondents and applied statistical analysis.

Our results indicated that the majority of MaaS users are up to 35 years old,
and their main goal is to go to work using the public passenger transport system.
Also, it was found that people move on foot to access public passenger transport
and sometimes substitute routes made by bus by ridesharing services.

The explanatory factor analysis variables improve passengers real time deci-
sion and can reduce the transit time on transportation. This reduction improve-
ment the quality of life because the passengers can enjoy this time in other daily
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activities. The limitation of this paper is about the number of applications stud-
ied. However, it does not invalidade the study proposed and can be made in a
future research.
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Abstract. This paper discusses the use of robust schedules for facing
uncertainty arising in crossdock truck scheduling problems. Groups of
permutable operations bring sequential flexibility in the schedule, allow-
ing to deal with late or early truck arrivals as the total order and the
starting times can be determined in a reactive manner. We focus on the
evaluation of a robust schedule considering both the worst maximal late-
ness of the trucks and the worst total sojourn time of the pallets. We also
show how a robust schedule can be evaluated online, taking into account
the actual arrival times of the trucks.

Keywords: Crossdocking · Scheduling · Robustness · Groups of
permutable operations

1 Introduction

A crossdock is a logistic platform with a set of doors where trucks from different
suppliers can unload their products, which are reorganized inside the crossdock
before being reloaded on different trucks, depending on their destination. A truck
is assumed to be present on the platform at a specific time-window that specifies
its planned arrival and latest departure time. This organisation gives rise to
numerous problems that have been classified in [3].

This paper focuses on the particular scheduling problem which aims at deter-
mining both the door on which each truck is (un)loaded and the starting times
of these activities while respecting the time-windows. We assume the general
case where each door can be used for both loading and unloading operations.
Pallets of inbound trucks can either be temporarily stored inside the crossdock,
or can be immediately transferred to outbound trucks that are already docked.
We assume that the assignment of the pallets to the trucks is given and that the
workforce and handling capacity allow the correct management of pallets inside
the crossdock, avoiding any congestion or delay.

Several objective functions have been considered in literature. Many authors
focus on time-related objectives such as makespan, lateness or tardiness mini-
mization (see e.g. [4]). Others try to keep the workload (amount of pallets in
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stock) as low as possible. In this work, we minimize the maximal lateness and
we combine both types of objective functions by minimizing the sum of the
sojourn times of the pallets. Indeed, a low sojourn time tends to guarantee a
high turnover, which is a common objective for crossdock managers [2].

In practice, a good baseline schedule is no guarantee to be efficient because
one has to face many perturbations, which can highly influence the quality and
the realized turnover and even make the solution infeasible (with respect to the
latest departure times of the trucks). There are numerous uncertainties that can
occur in a crossdock, for example because of dock incidents, missing workers and
last but not least late arrivals of trucks.

There exist different methods providing robustness to a schedule (see e.g.
[6]). A classical one is based on the insertion of idle times able to absorb lateness
(see e.g. [5]). By allowing to change the starting times inside the time buffer,
the modified solution can stay feasible and efficient. In this work, instead of
using temporal flexibility, we choose to use sequential flexibility, using groups to
construct robust schedules. For each door of the crossdock, a sequence of groups
of permutable operations (i.e. trucks) is defined but the order of the operations
inside a group is undetermined a priori. Avoiding to fix the order inside a group
allows to adapt the schedule in a reactive manner, according to the real truck
arrival times, while controlling the schedule performance.

This paper first states the considered scheduling problem. Then, assuming a
predetermined partition of the trucks into groups, it focuses on the evaluation
of a robust schedule. We also explain how, during the execution of the planning,
the groups can be advantageously used in a reactive manner depending on the
actual arrival times of the trucks.

2 Problem Statement

This paper focuses on the so-called Crossdock Truck Scheduling Problem
(CTSP). A set I of inbound trucks and a set O of outbound trucks has to
be scheduled on a crossdock having n doors. Each inbound (resp. outbound)
truck i ∈ I (o ∈ O) has a processing time pi (po) assumed proportional to the
number of pallets to (un)load, a release date or planned arrival time ri (ro) and
a due date or agreed latest departure time di (do). For each truck pair (i, o), wio

defines the number of pallets going from truck i to truck o. If wio > 0, o cannot
be loaded before i begins to be unloaded (start-start precedence constraint). In
this case, we say that trucks i and o are connected. As trucks might arrive late,
interval Ωu = [ru, ru] defines the uncertainty domain of the release date of truck
u (the probability being assumed uniformly distributed on the interval). We fur-
ther refer to r as a particular arrival time scenario, i.e. a vector which specifies
for each truck u its realized arrival time ru ∈ Ωu. Decision variables si and so

model the starting time of the unloading and loading activities, respectively.
In order to face truck arrival uncertainties, we aim at providing a schedule

offering sequential flexibility using the well-known concept of groups of per-
mutable operations [1]. We define a group g as a subset of trucks, assigned to
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the same door, that can be sequenced in any order. We refer to g(u) as the
group containing truck u. Groups can be formed from only inbound trucks, only
outbound trucks, or a mix of both as far as they are not connected. Indeed, for
any pair {i, o} of trucks in I × O, if wio > 0, i.e. truck i has pallets that need
to be loaded on truck o, we assume that g(i) �= g(o) as these trucks are not
permutable (truck i can not be scheduled after truck o as there is a precedence
constraint from i to o).

On each door k, the groups are sequenced and form a group sequence Gk.
Gk is an ordered set of groups, assigned to a same door k. The group sequences
of the different doors interact with each other due to the start-start precedence
constraints between connected inbound and outbound trucks. We refer to G =
{G1, . . . , Gn} as a complete flexible schedule, which is composed of n group
sequences, one for each door. In addition, θG refers to a total order of the trucks,
which is an extension of G (i.e. θG contains n total orderings of the trucks assigned
to the same door, respecting the group sequences of G).

Given a scenario of the arrival times r and a total order θG , one can compute
the sojourn time ψ as follows:

ψ(r, θG) =
∑

wio(so − si) (1)

where si and so are feasible start times under scenario r and given a total order
θG . Assuming that the length of a time unit corresponds to the time required to
(un)load a single pallet and that

∑
pi =

∑
po, ψ also equals

∑
poso − ∑

pisi.
When r and θG are known, note that the minimum sojourn time ψ∗ can be
computed in polynomial time using for instance the simplex algorithm. We will
detail in Sect. 3 how we combine the maximum lateness and the total sojourn
time in a multi-criteria approach.

Let’s consider an example with 2 doors and 5 trucks: I = {1, 2} and O =
{3, 4, 5}. The arrival times windows are Ω1 = [r1, r1] = [0, 5], Ω2 = [6, 11], Ω3 =
[0, 5], Ω4 = [6, 11], and Ω5 = [2, 7]. The due dates are d1 = 15, d2 = 17, d3 = 20,
d4 = 15, and d5 = 18. Trucks 1 and 2 carry 5 and 4 pallets, respectively. Trucks
3, 4, and 5, receive 2, 2, and 5 pallets, respectively, assuming that: w13 = 2,
w14 = 2, w15 = 1, w23 = 0, w24 = 0, and w25 = 4 (truck 2 only deserves truck
5). On this example with 2 doors, a flexible schedule G = {G1, G2} is considered.
G1 = {1} ≺ {2, 3} (i.e., the group sequence on the first door has two groups: a
first group containing only truck 1, sequenced before a second group composed of
trucks 2 and 3 ). We assume G2 = {4, 5} (i.e. there is a single group containing
trucks 4 and 5 on the second door). The schedule represented in the Gantt
diagram of Fig. 1 minimizes the maximum lateness Lmax, assuming scenario r
and total order θ1G (with the additional precedence constraints 2 ≺ 3 and 4 ≺ 5).
Blue (red) tasks correspond to inbound (outbound) trucks. The three groups are
materialized with green boxes. Truck time-windows are represented with colored
bars up and below the tasks. Lmax = −5 is the smallest maximal lateness that
can be obtained. The total sojourn time is ψ = 48, which can be improved if we
choose other additional precedence constraints.
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Fig. 1. A schedule minimizing Lmax under scenario r and total order θ1
G . (Color figure

online)

3 Evaluation of the Worst Lateness

Let us focus first on the lateness. Over all scenarios r and all total orders θG ,
one can compute the worst value of the maximal lateness as

Lmax(G) = max
r∈Ω

max
θG

Lmax(r, θG). (2)

It is obvious that
Lmax(G) = max

θG
Lmax(r, θG) (3)

as the lateness can only grow with increasing r. Moreover, considering one partic-
ular truck u, the rules defined in [1] allow to determine the particular sequence
θG that gives the worst lateness Lu.

For the above mentioned example, Fig. 2 displays a worst lateness schedule
under scenario r, which is obtained for the total order θ2G imposing 3 ≺ 2 and
5 ≺ 4. The worst lateness Lmax(G) = 4.

Fig. 2. A schedule giving the worst Lmax under scenario r and total order θ2
G .
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4 Evaluation of the Worst Total Sojourn Time

In the following, we assume that the due dates are extended so that any scenario
θG is time-feasible (i.e., d̃u ← max{du; du + Lmax}). Over all scenarios r and all
total orders θG , one can now compute the worst total sojourn time as

ψ(G) = max
r∈Ω

max
θG

ψ(r, θG) = max
θG

ψ(r, θG). (4)

Here again,
ψ(G) = max

θG
ψ(r, θG), (5)

as any relaxation such that r ≤ r can only give a better objective value ψ. For
our small example, Lmax(G) = 4 so the new due dates are d̃1 = 15 + 4 = 19,
d̃2 = 17 + 4 = 21, d̃3 = 20 + 4 = 24, d̃4 = 15 + 4 = 19 and d̃5 = 18 + 4 = 22.

If we come back to our crossdock instance, the schedule depicted in Fig. 2
is also accidentally a worst sojourn time schedule, where ψ(G) =

∑
poso−∑

pisi = (2 ∗ 10) + (2 ∗ 17) + (5 ∗ 12) − (5 ∗ 5) − (4 ∗ 12) = ψ(G) = 41. This
worst-case schedule can be compared with the schedule presented in Fig. 3,
obtained for scenario r with total order θ3G defined by 3 ≺ 2 and 4 ≺ 5
and ψ(G) =

∑
poso−

∑
pisi = (2 ∗ 11) + (2 ∗ 6) + (5 ∗ 13) − (5 ∗ 6) − (4 ∗ 13) =

ψ(G) = 17, which is a best sojourn time schedule.

Fig. 3. A schedule giving the best total sojourn time under scenario r and total
order θ3

G .

Theorem 1. Given a general crossdock problem with a flexible schedule G, find-
ing a total order θG that minimizes ψ(G) is NP-Hard.

Proof. We reduce the single machine scheduling problem 1|rj |
∑

Cj , which is
known to be NP-Hard, to our problem.

We consider a single machine scheduling problem were the operations are
indexed 1, . . . , n and we define ps

j as the processing time and rs
j as the release

date of the operation indexed j. Let us construct a crossdock problem instance
with 2 doors, n inbound trucks indexed i such that pi = ps

i − 1 and ri = rs
i , for

i = 1, . . . , n and n outbound trucks indexed o such that po = ps
o and ro = rs

o,
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for o = 1, . . . , n. We assume that the n =
∑

po − ∑
pi pallets are the initial

stock that is available in the crossdock. We assume that inbound truck indexed
i delivers its pi pallets to outbound truck indexed o = i (i.e., wio = pi = po −1 if
o = i else wio = 0). Moreover, each outbound truck indexed o receives exactly 1
pallet from the initial stock. The flexible schedule G = {G1, G2} is such that G1

contains one group in which we can find all inbound trucks, while G2 contains
one group in which we can find all outbound trucks. The sojourn time can be
expressed as

ψ(G) =
∑

o

(so − t0) +
∑

i

∑

o

wio(so − si). (6)

The former term corresponds to the cost of the pallets transferred directly from
the stock to the outbound trucks where t0 defines the beginning of the schedule.
The latter is the cost of the pallets moved from inbound to outbound trucks.
Let us observe that, for any feasible schedule of the outbound trucks on the
second door, it is always possible to build up a similar schedule on the first
door for the inbound trucks by defining si = so if i = o (because pi < po and
ri = ro). Therefore, ψ(G) reduces to

∑
o(so − t0), which equals

∑
o Co −K where

K =
∑

o(po + t0). Hence, minimizing ψ is equivalent to solving a 1|rj |
∑

Cj

problem on the second door. �	
From Theorem 1, it results that finding the total order that gives the best or

the worst sojourn time is also NP-Hard (as the sub-problem is itself NP-hard).
For this reason, we will focus now on upper bound of ψ(G) that can be computed
in polynomial time.

To obtain a trivial upper bound on the sojourn time, all inbound trucks i
can be scheduled at si = ri and all outbound trucks o at so = d̃o − po. Such a
schedule is not necessary feasible because several trucks may be (un)loaded at the
same time on the same door and/or the group sequences might not be respected.
Nevertheless, since one can ensure that si ≥ ri and so ≤ d̃o −po in any schedule,
an upper bound on the sojourn time is obtained. For the example that was
presented earlier, the value would be

∑
poso−∑

pisi =
∑

po(d̃o−po)−
∑

piri =
(2 ∗ (24 − 2)) + (2 ∗ (19 − 2)) + (5 ∗ (22 − 5)) − (5 ∗ 5) − (4 ∗ 11) = 94. A tighter
upper bound can be calculated by imposing sequences inside each group. The
incoming trucks are sequenced by non-decreasing ri and scheduled as early as
possible. The outgoing trucks are sequenced by non-decreasing latest departure
time d̃o and scheduled as late as possible. Note that the resulting schedule might
still be infeasible as there can be capacity violations between adjacent groups.

Figure 4 illustrates that sequencing the trucks inside the groups and schedul-
ing them according to the previous rule enforces the total order θ1G (already used
for the best lateness). This schedule shows an upper bound of

∑
poso −∑

pisi =
(2 ∗ 22) + (2 ∗ 15) + (5 ∗ 17) − (5 ∗ 5) − (4 ∗ 11) = 90 for ψ(G), which is better
than the trivial bound of 94.

5 Online Evaluation of ΘG

The previous worst-case evaluations of the lateness and the sojourn time are
very pessimistic. Assuming a particular online sequencing rule R for sequencing
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Fig. 4. A schedule giving an upper-bound total sojourn time under scenario r and total
order θ1

G .

the trucks in a group under scenario r, one can instead try to evaluate the
expected value of the maximal lateness and the total sojourn time. A Monte-
Carlo method can be used for this purpose. Figure 5 illustrates this idea for
scenario r = {1, 9, 0, 11, 4} and the online scheduling rule FIFO (inside each
group, the trucks are scheduled as soon as they become available). We obtain
Lmax(G) = 1 and ψ(G) = (2 ∗ 6) + (2 ∗ 14) + (5 ∗ 9) − (5 ∗ 1) − (4 ∗ 9) = 44.

Note that the previous defined bounds assume an optimal schedule for a
given sequence of the trucks inside the group. But this might not be respected
by a particular online scheduling rule R. Here we find for example ψ(G) = 44 ≥
ψ(G) = 41.

Fig. 5. A online schedule obtained with scenario r = {1, 9, 0, 11, 4} and rule FIFO.

6 Conclusion

In this article, we presented some first performance measures to quantify the
quality of a flexible schedule on a crossdock defined by a set of group sequences,
one for each door. We are able to compute some bounds on the objective value
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for both the worst maximal lateness and the worst total sojourn time. Future
research will concentrate on tightening these bounds, for example by taking into
account the start-start precedence constraints that exist between inbound and
outbound trucks. Assessing the quality of a flexible schedule is essential to be
able to develop algorithms that construct good quality group sequences.
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Abstract. This article presents the effects of Industry 4.0 (I4.0) combined with
Asset Management (AM) in improving the life cycle of complex systems in
Electrical Energy Distribution (EED). The boom in smart networks leaves
companies in this sector no choice but to move forward I4.0. The contribution of
I4.0 to the progress of AM in maintenance in EED will therefore be demon-
strated by a case study using simulation. The case study will concern the benefits
of using Advanced Metering Infrastructure (AMI), the heart of smart grids, at
Hydro-Québec Distribution (HQD), the primary supply authority in Quebec.
The HQD network includes 4.3 million clients, on a territory of approximately
250,000 km2 and 680,000 overhead transformers. The results are conclusive:
the number of outages will drop by 7% annually and maintenance costs will fall
by at least 5% per year.

Keywords: Asset Management � Maintenance � Industry 4.0 � Smart grid �
Advanced Metering Infrastructure

1 Introduction

These days, maintenance is considered an integral part of the key processes that make a
company competitive and allow it to endure [1]. AM (Asset Management), which
involves a balance between costs, opportunities and risks in relation to the desired per-
formance of assets with the goal of achieving the organization’s objectives, is indis-
pensable [2]. The new revolution, known as Industry 4.0 (I4.0) is also required with the
current advent of new technologies and the major challenges of the moment, which are
due especially to the growing complexity of equipment. With the arrival of new sources
of private energy (solar, wind, etc.), climate change, attention to social-environmental
protection and safety, the EED (Electrical Energy Distribution) sector is perfectly placed
in the context stated above. Globalization, labour shortages, the need for even greater
network availability and the aging of facilities are other factors that contribute to the need
for this transition to excellence in maintenance in EED. It is from this perspective that a
good number of companies in this sector are analyzing the possibility of utilizing AM and
Industry 4.0 to integrate, optimize and improve their management processes for the life
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cycle management of complex systems. The objective will be to demonstrate the effi-
ciency of combining AM and I4.0 in life cycle management of complex systems in EED
companies.Many authors have focused only either on the use of one or a few technologies
as part of smart grids, or on AM in EED. This article therefore makes it possible to link
technologies in the current context of I4.0 with AM, then show the benefits of such a
connection in life cycle management of complex systems in EED. This link will first be
made through a literature review of AM in EED, I4.0 and technological advances in EED.
Secondly, a case study at Hydro-Québec Distribution (HQD), the EED company in
Quebec, on the use of AMI (Advanced Metering Infrastructure) coupled with the
development of customer voltage and consumption monitoring algorithms for the low
voltage (LV) overhead network will be outlined. In this case study, maintenance without
I4.0 is compared to maintenance with I4.0 through a simulation of discrete events to
reveal the potential benefit of moving to I4.0.

2 Literature Review

This section describes the state of the art on the application of AM and I4.0 in life cycle
management of complex systems in EED to gather the necessary information for this
article.

2.1 Asset Management

The work of Shah et al. (2017) reveals that AM is a mix between the fields of engi-
neering and management that must be based on reliable, relevant and timely information
while taking into account strategic business objectives [3]. This relation with infor-
mation processing was confirmed by Khuntia et al. (2016), who link AM and data
management [4]. These same authors also list the different techniques, methods and
philosophies that comprise AM. They especially evoke in the EED field RCM (Relia-
bility Centred Maintenance), CBM (Condition Based Maintenance), TBM (Time Based
Maintenance), RBM (Risk Based Maintenance), and LCCA (Life Cycle Cost Analysis).

2.2 Industry 4.0 and Maintenance

Based on the literature review, the most widespread and general definition of I4.0 is the
one in which Industry 4.0 would be a collective term, a revolution, grouping tech-
nologies and value chain organization concepts [1, 5]. Just as for AM, data processing
is essential in I4.0. Bengtsson et al. (2018) observe that the new challenge for engineers
is data processing in the current fourth industrial revolution [6]. Maintenance systems
in the current framework must be sustainable, agile and interoperable. It is essential that
these systems also possess the ability to manage disparate data in real time thanks
particularly to I4.0 tools such as e-maintenance, smart sensors, IOT, Big Data and
augmented reality. These tools are associated with AM best practices such as CBM and
LCCA. Smart predictive maintenance, which is simply the improvement of CBM, is a
key element in the new industrial revolution [7, 8]. Dąbrowski et al. (2018) emphasize
that smart predictive maintenance makes it possible to predict the risk of failure in real
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time while taking into account the RUL (Remaining Useful Life) and relying on
efficient data collection [7]. Wang (2016) continues along the same lines and adds that
this type of maintenance uses the tools of I4.0 [CPS (Cyber Physical Systems), IOT
(Internet Of Things), Big Data and Data Mining, IOS (Internet Of Service) or Cloud
Computing] to detect signs of failure, predict the future behaviour of an asset and
thereby optimize operation of the asset [5]. Nonetheless, Bengtsson et al. (2018) recall
that the basic concepts and techniques of maintenance (lubrication, cleaning, inspec-
tion, etc.) should not be neglected in the current context of the fourth industrial rev-
olution [6]. They propose combining the old maintenance methods with the new
emerging technologies of Industry 4.0 for a more efficient maintenance process.

2.3 Link Between AM and I4.0

In general, AM includes acquisition, operation, maintenance and decommission. I4.0
allows to be proactive in context of AM. One of the links that can be established
between AM and I4.0 is that AM encompasses the various maintenance policies [4, 9],
while I4.0 makes it possible to move toward predictive maintenance and, thus, to
maximize an asset’s productivity time and life span [7]. This section is summarized in
Fig. 1; the table below is taken from Dąbrowski et al. (2018) [7].

Fig. 1. Link between AM and I4.0
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3 Case Study: Use of AMI

3.1 General Information on AMI

In general, I4.0 makes it possible, in almost real time, to collect and analyze a large
volume of data and develop models for predictive maintenance. The EED-specific
framework is that the data to collect comes from AMI that measure consumption at
customer premises. AMI are considered the backbone of smart grid [10, 11]. Compared
to a traditional grid where only the electrical flow circulates, this new type of grid
disseminates not only the electrical flow but also the bidirectional information flow
between EED companies and clients through AMI [11, 12]. HQD’s benefit is that AMI
is already installed and, therefore, no installation costs are incurred (Fig. 2).

In the 2010s, HQD replaced electrical meters used to measure the consumption of
all its customers with AMI. This infrastructure could make it possible to detect the
deterioration of a transformer (Fig. 3). Damage to a transformer after lightening passes
can also be detected by AMI (Fig. 4). They can also serve in identifying an overloaded
transformer (Fig. 5) and customer/transformer mismatch (Fig. 6).

Fig. 2. HQD advantage with regard to evolution to 4.0
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Fig. 3. Detection of a degraded transformer with AMI

Fig. 4. Detection of a transformer damaged by lightning with AMI

Fig. 5. Detection of an overloaded transformer with AMI

Fig. 6. Detection of customer/transformer mismatch
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Given these functionalities offered by AMI, the study will make it possible to
establish the profitability of their use coupled with the development of Artificial
Intelligence (AI) algorithms to monitor customer voltage and consumption. This will
help to identify the problems listed above before outages and breakages and will
constitute the I4.0 maintenance case.

3.2 Case Study

The project that consists in demonstrating the benefits of implementing I4.0 for the
HQD electrical grid was the result of need combined with opportunity. The need is the
necessity in the current context of AM to migrate toward predictive maintenance. The
opportunity is that the data permitting this migration are available thanks to AMI
installed at customer premises.

As explained above, it consists in comparing maintenance without I4.0 to main-
tenance I4.0 by simulating a concrete example. The simulation consists in replacing an
existing system by a simpler computer model with similar behaviour. The existing
system is HQD’s overhead low voltage (LV) distribution system. It was selected
because it is more convenient to estimate the parameters to consider such as the number
of customers interrupted (CI) following an outage. The computer models were created
on the Rockwell Arena simulation software. Maintenance without I4.0 is represented
by an initial model illustrating the current LV overhead network, with the presence of
AMI only. The maintenance 4.0 model integrates the AI algorithms discussed above.
Outages as well as customers interrupted, repair time based on the type of day when the
outage occurred and the costs resulting from these outages are taken into account. The
two models are compared to reveal which is most beneficial as well as the scale of the
benefits.

3.3 Building the Simulation Model

Historical data from 2015 to 2019 provided by HQD were used as the basis for
developing the models. The period from 2020 to 2024 is the predictive part of the
models. The data has been fitted to statistical distributions. Given a data non-disclosure
agreement with HQD, we cannot give further details on the distributions used, model
logic and what-if scenarios.

The effect of maintenance 4.0 was considered on LV cables, fuses and trans-
formers. Maintenance with I4.0 would make it possible to reduce a certain number of
outages on fuses and to convert a certain number of outages on transformers and LV
cables into planned outages. AI algorithms would make it possible to identify trans-
former overload and to replace it preventatively (which would result in a planned
outage) before failure occurred. A few irregularities in LV cables due to overload could
also be resolved in planned interruptions before they result in breakages. Fuses very
often blow because of transformer overload and prevent an outage. They can therefore
blow several times and each time be replaced as a corrective measure before it becomes
clear that these repetitive breakages on the fuses originate from the transformer’s
overload. By detecting earlier, the transformer overload, these repetitive outages on the
fuses can be avoided.
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3.4 Steady State and Validation

As simulation models are finite horizon, the steady state is implemented from the
beginning of the simulation. The main outcomes (number of outages, number of CI,
costs) are incremented every year. The number of replications was set at 30. With these
30 replications, the percentage of error (half width interval) in the outcomes was
cumulatively less than 1% at the end of 2019 (Table 1). The models were configured to
roll from 2015 to 2024. The period from 2015 to 2019 made it possible to verify that
the program indeed behaves like HQD’s actual LV overhead network. The
Real/Simulated relationship is presented in Table 2 for the cumulative outcome values
from 2015 to 2019. We note that it is very close to 1 for the number of outages and the
number of customers interrupted. Regarding costs, the values and distributions selected
were estimated based on equipment samples. These estimates are supposedly repre-
sentative of reality, as are the costs resulting from the models.

3.5 Results

The main outcomes quantified were the number of outages, the number of customers
interrupted and maintenance costs. Figure 7, Fig. 8, Fig. 9 present these outcomes for
maintenance without I4.0 and maintenance with I4.0. For the figures, the y-axes are not
filled in and the results are presented as a percentage, still in the context of the non-
disclosure of data.

The simulation shows that with I4.0, outages would be reduced by an average of
7% per year (Fig. 7). The number of customers interrupted also fell by an average of
7% annually (Fig. 8), which is because the number of outages and customers inter-
rupted are correlated [1 outage corresponds to a triangular distribution of parameters
7.5 (minimum), 7.7 (equiprobable), and 8.1 (maximum) of customers interrupted].

Table 1. Percentage of error in quantitative outcome

Quantitative outcome Error (half width)/Average (%)

Total number of outages 0%
Total CI 0.001%
Costs 0.116%

Table 2. Real/Simulated relationship

Quantitative
outcome

Real/Simulated relationship

Outages 0.982
Customers
interrupted

1.016

Costs The values and distributions selected were estimated based on equipment
samples that are representative of reality
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Costs would be reduced by 5% per year on average with I4.0 (Fig. 9). In fact, for
LV cables and transformers, with I4.0, replacement of the equipment for which failure
can be predicted should be planned. Maintenance would therefore be performed on a
regular basis and would make it possible to avoid costs related to overtime for cor-
rective maintenance. Regarding fuses, a proportion of outages would be totally avoided
with I4.0. Maintenance activities that could result in this proportion of outages would
therefore be avoided along with the related costs.

Fig. 7. Comparison between maintenance without and with I4.0 in term of outages

Fig. 8. Comparison between maintenance without and with I4.0 in term of customers interrupted
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3.6 Discussion

The scenario presented in this paper is conservative but the reductions determined,
although appearing to be quite low in percentage, represent thousands of failures
avoided, tens of thousands of customers who will be able to benefit from greater
continuity of service, and a decrease of maintenance costs in order of millions of
dollars CAD.

The case of maintenance I4.0 focused on fuses, transformers and LV cables in the
study. Furthermore, the database used takes into account only the primary volumes of
outages on equipment and their causes. If the effect of I4.0 on other equipment and
volumes beyond the primary ones had been considered, a greater benefits would have
been found. Furthermore, the benefits resulting from detecting customer/transformer
mismatch, transformers not connected to at least one client could be explored in a later
study. A next step resulting from this analysis would be to develop the AI algorithms
required considering the potential benefits.

4 Conclusion

Firstly, the literature review reveals the link between AM and I4.0. AM includes the
various maintenance policies and I4.0 will make it possible to move toward predictive
maintenance. Data collection was one of the biggest tasks for the case study. Through
the simulation, the relevance and benefits of matching I4.0 with AM in the EED sector
were demonstrated for customer satisfaction, resource optimization and in monetary
terms. I4.0 and AM therefore become indispensable for improving life cycle man-
agement of complex systems in EED. To the best of our knowledge, this study is the
first to show the profitability of using I4.0 with AMI for an electrical grid.

Fig. 9. Comparison between maintenance without and with I4.0 in monetary term
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Abstract. In this article, we aim to remedy the effects of skill-biased techno-
logical change within maintenance engineering and enable productivity gains
from novel digital technologies such as Artificial Intelligence. We do this by
outlining the critical role of education and the need for renewal and increased
access to higher education within maintenance, followed by reviewing the lit-
erature on maintenance engineering education over the past two decades (2000–
2020). In our systematic literature review, we identify nine key themes that have
occupied maintenance researchers in their educational efforts, e.g. design and
development of curricula, programs, and courses; identification of competence
requirements and learning characteristics; and new educational formats such as
gamification and innovative laboratory sessions using novel digital technologies.
Following our review, we propose research- and policy-oriented recommenda-
tions for the future of maintenance engineering education.

Keywords: Maintenance � Engineering � Education � Digitization �
Manufacturing

1 Introduction

The role of maintenance functions within manufacturing plants has changed signifi-
cantly over the past decades; from undesired cost centers to enablers of resilient and
sustainable production systems. This evolution is fueled by rapid technological change.
Today, novel digital technologies such as Artificial Intelligence (AI), Internet of Things
(IoT), and Additive Manufacturing (AM) are increasingly introduced to the production
process (what to maintain) as well as the maintenance process (how to maintain) [1].

However, economic theories of technological change predict that harnessing the
value of novel technologies requires complementary intangible investments. That is,
before the promises of astonishing new technologies such as AI can blossom, firms
must make large, time-consuming, and often neglected investments in complementary
intangibles [2]. In the economics of digitization, this logic is often expressed as a
bottleneck proposition: digital abundance leads to bottlenecks whenever essential
complements cannot be digitized. No matter how much other inputs are increased, the
absence of any essential complement will act as the weakest link and constrain growth.
The digital winners will therefore be those with as many of the right complements in
place as possible [3].
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One essential complement to novel digital technologies that cannot be digitized is
human skills [2]. This implies that if maintenance workers do not acquire the essential
skills to execute new tasks and more complex versions of existing tasks enabled by
novel digital technologies, no productivity gains will materialize. To relieve this skills
bottleneck, one obvious part of the solution is education. The implicit solution
framework is a race between technology and education: growth in demand from more-
educated maintenance workers from skill-biased technological change versus growth in
supply of more-educated maintenance workers from schooling [4].

Higher education (i.e. universities) plays a key role in this framework, where the
need is two-fold: (1) renew higher education and (2) increase access to higher edu-
cation. These two needs focusses on producing the right kind of maintenance workers
that are complemented rather than substituted by novel digital technologies. However,
this is already an uphill battle as it starts from low levels of education among main-
tenance workers and limited access to higher education [5]. But with the right roadmap
for accelerating and renewing higher education in maintenance engineering, universi-
ties can increase the preparedness among manufacturing firms in realizing the benefits
of novel digital technologies.

The aim of this paper is to stimulate this development of higher education, and we
therefore review the existing literature on maintenance engineering education from the
past two decades. We contribute to the maintenance discipline by providing an over-
view of research on maintenance engineering education as well as identifying the key
themes that have occupied researchers in their educational efforts. Specifically, we
present descriptive findings from a total of 25 articles and uncover nine key themes that
reflect the body of knowledge provided by the literature sample. Based on the insights
from the review, we propose several recommendations for the future of maintenance
engineering education that encompasses both research and policy.

2 Review Methodology

Existing research on maintenance engineering education is scarce. For example, Kans
and Metso [6] claim that their structured literature review only revealed four relevant
articles between 1997–2011. We therefore designed a Systematic Literature Review
(SLR) process focusing on uncovering a wider net of plausibly relevant articles,
intending to achieve a broad and representative but not necessarily comprehensive set
of articles. The SLR process was designed as a four-step approach (Define, Retrieve,
Select, Synthesize), with each step explained in the following sections.

Step 1: Define. In the first step, we defined the required characteristics of literature to
be included in our review [7]. We specified a set of inclusion/exclusion criteria [8]
within four main categories. (1) Unit of analysis was specified to be at the level of an
article. (2) Sources of data were specified as either journal, conference, book chapter,
or thesis, and we accepted any type of study (e.g. conceptual, empirical, review). This
allowed us to capture a wide net of potentially relevant articles. Note however that
since we focus on scientific literature, our review does not cover sources of data such as
public reports or official standards (e.g. CEN - EN 15628). We defined the time
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window of the review as 2000–2020 since the early 2000s are recognized as the starting
point for accelerated interest in digitization within maintenance. (3) Theoretical domain
was specified as production maintenance, i.e. maintenance of production equipment
within the manufacturing industry. (4) Study context was specified as higher education
where the intended delivering body of education is universities, but the intended target
audience could be either university students or industry professionals. Since we focus
on higher education, we refer to maintenance as an engineering discipline; typically
covered by programs such as mechanical or automation engineering and focused on
knowledge situated in the professional practice of maintenance. Still, as a professional
practice, maintenance also includes non-engineering topics (e.g. management).

Step 2: Retrieve. The second step consisted of retrieving a baseline sample of
potentially relevant literature [7]. As previous similar reviews only uncovered a small
number of articles [6], we deployed a two-step procedure. Firstly, we used the fol-
lowing search string in the Scopus database: “(manufacturing OR production) AND
maintenance AND engineering AND education”. We delimited the search to only
relevant disciplines, followed by downloading all articles that were deemed relevant
based on title, abstract, and/or keywords. Secondly, we searched for additional articles
through tracking references-of-references from the Scopus sample. We did this to avoid
overlooking articles that were not indexed in Scopus or remained undetected by our
search string. The baseline sample consisted of a total of 51 articles.

Step 3: Select. Using the baseline sample, the third step consisted of selecting pertinent
literature by applying the inclusion/exclusion criteria [7]. Firstly, we reviewed the title,
abstract, and keywords and classified each article as either “included” or “excluded”.
We erred in the direction of inclusion for articles that did not clearly meet our defi-
nitions of primary studies [8] but marked them as “borderline” cases. At this stage, 15
articles were excluded and 10 articles were marked as borderline. Thereafter, we read
the full text of all included and borderline articles. Here we excluded the articles that
did not fulfill all of our criteria. For example, we excluded articles that did not fulfill
our theoretical domain (e.g. education of aerospace maintenance) or study context (e.g.
firm-specific educational programs or a sole focus on on-job training). We also
excluded implicit duplicates, i.e. articles by the same authors that covered the same
content across multiple publication outlets. A total of 11 articles were excluded at this
stage, resulting in a final sample of 25 articles.

Step 4: Synthesize. In the final step, we synthesized the literature [7] by means of two
analyses. (1) Descriptive analysis focused on providing an overview of the 25 articles
included in the review. We analyzed: year of publication, article type, country of
affiliation, and target audience. The following classification of article type was used:
C = Conference; J = Journal; B = Book chapter, T = Thesis (MSc or PhD). The target
audience was classified as either U = University education, P = Professional educa-
tion, or both (P & U). (2) Thematic analysis focused on uncovering the main themes
within the body of knowledge provided by the literature sample. Based on reading the
full text of all articles, we deployed an inductive and iterative coding approach to
identify the themes [8]. The themes were finally used as a classification scheme for all
articles, where one article could cover more than one theme.
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3 Findings

We present our findings in two sections, reflecting the two types of analyses. The
descriptive findings are presented first (Sect. 3.1), followed by the thematic findings
(Sect. 3.2). The main thematic findings are summarized in Table 1.

3.1 Descriptive Findings

Four main descriptive findings summarize the articles included in our review. Firstly,
articles on maintenance engineering education have been published at a low but con-
sistent pace over the past two decades; 25 articles across 20 years yield an average of
1,25 articles each year. Secondly, the vast majority of articles are published in con-
ference proceedings (C, 72%). We only identified four journal articles (J, 16%) and the
rest were book chapters or theses (B & T, 12%). Two of the journal articles are
published in generic engineering educational journals and two are published in the
same domain-specific journal: Journal of Quality in Maintenance Engineering. Thirdly,
there is a focus on both target groups, reflected in that roughly half (U, 52%) of all
articles focus on university education and the rest on either professional education or
both (P, P & U, 48%). Fourthly, the majority of all articles are published by European
authors (72%), especially from the Nordic countries (Sweden, Finland, Norway with
32%). The other countries of affiliation are the US, Australia, Greece, UK, Italy,
Slovakia, Spain, Netherlands, Venezuela, Colombia, Ireland, Austria, and Bulgaria.
However, it should be noted that our review did not include non-English articles (e.g.
Chinese, Korean).

3.2 Thematic Findings

The nine inductively generated themes are listed in Table 1 along with summaries of
their thematic content and associated references. The intention is to summarize the
body of knowledge provided by the literature for each theme, not to outline the sub-
stantive findings from each of the articles within each theme.

Table 1. Summary of thematic findings.

Theme and definition Thematic content References

1. Review of educations: existing
maintenance engineering educations
(e.g. courses and programs)

Overview of existing (past or present)
courses and programs in maintenance
engineering education, e.g. describing
and comparing courses nationally and
globally

[6, 9–11]

2. Competence requirements:
knowledge, skills, abilities, and other
characteristics of maintenance
engineering professionals

Competence requirements for
professional maintenance engineers;
individual skills, bundles of skills, and
categorization of skills using
educational frameworks (e.g. the
CDIO syllabus)

[6, 10, 12–
14]

(continued)
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Table 1. (continued)

Theme and definition Thematic content References

3. Learner characteristics: personal,
academic, social, and cognitive
aspects that influence why, how, and
what maintenance engineering
students learn

Unique learning characteristics of
maintenance engineering students that
need to be considered in educational
design, e.g. time and space
constraints, prior knowledge and
skills, and digital literacy of adult
learners

[10–12,
15–17]

4. Curricula design: topics and
learning objectives relevant for
inclusion in maintenance
engineering education

Curricula used in existing education
or proposals of curricula for future
education, e.g. curriculum based on
EFNMS requirements and general
guidelines for curriculum for modern
engineering education

[10, 13,
15–19]

5. Course and program design:
design of individual courses and
aggregate programs for maintenance
engineering education

Design and/or delivery of courses and
programs for maintenance
engineering education, e.g. MSc
courses with a specified structure of
content, teaching and learning
activities, and assessment

[10, 16,
20–22]

6. Laboratory sessions: learning
environments where students can
observe, practice, and experiment
with maintenance topics,
individually or in groups

Laboratory sessions for maintenance
engineering education, e.g. remote
condition monitoring and
maintenance laboratory, techniques
for predictive maintenance, and
sensor diagnostics

[14, 23–
25]

7. Online learning: maintenance
engineering education delivered in
online learning environments

Online learning environments for
maintenance education, e.g. e-
Learning systems for vocational
education, web-based modules for
condition monitoring, and provision
of online study materials for
asynchronous learning

[10, 15,
17, 18, 22,
26, 27]

8. Gamification: applications of
elements of game playing in
maintenance engineering education

Learning environments that include
game content and game play, e.g.
teaching the pitfalls and ambiguities
of OEE or strategic challenges with
maintenance of rolling stock

[28, 29]

9. AR and VR: applications of AR
and VR systems in maintenance
engineering education

Experimental learning environments
using AR and VR to enable
interaction with real (or very close to
real) situations in maintenance
engineering, e.g. occupational hazards
during maintenance execution

[30, 31]
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In addition to uncovering and elaborating on the content of the nine themes
(Table 1), we also observed five patterns across the themes. Firstly, most of the themes
are covered in articles that span the entire review period, suggesting them to be relevant
for maintenance engineering education. Also, each theme is covered by a minimum of
two articles (i.e. at least 4% of the literature sample). Secondly, “Course program and
design” seemed to be an important theme in the first decade, but not the second (6
articles up until 2010; zero articles after 2010). This might be indicative of the shorter
life-cycle and rapid evolvement of modern maintenance engineering. Thirdly, and
similarly, articles covering “Online learning” also received more emphasis in the first
decade of our review (7 articles up until 2013; zero articles after 2013). However,
online learning has recently increased in importance due to the COVID-19 pandemic,
and we predict that this will soon be reflected in the publication landscape. Fourthly,
more recent themes include “Gamification”, “AR and VR”, as well as “Laboratory
sessions” using novel digital technologies (7 articles published since 2015). Fifth and
finally, we observe that maintenance researchers have been occupied with presenting
ideas, concepts, methods, and tools for how to renew higher education, but that there is
no or at least very little attention or concrete proposals for how to increase access to
higher education.

4 Conclusions and Recommendations for the Future

The ultimate goal is to produce the right kind of maintenance workers that are com-
plemented rather than substituted by technology [2]. From our systematic literature
review of 25 articles published between 2000–2020, we have identified nine key
themes that have occupied maintenance researchers in their educational efforts. Based
on the insights from our review, we propose a set of recommendations for the future in
terms of two general research suggestions and two general policy suggestions.

Research on Skills. Future maintenance workers need to interface with new tech-
nologies such as AI algorithms in novel decision-making processes. However, the
potential productivity gains from such process improvement require that maintenance
workers possess two forms of complementary skills: domain-specific skills (accumu-
lated through prior learning within the maintenance domain) and vintage-specific skills
(accumulated through familiarity of tasks with new technology) [32]. Still, we do not
know exactly which skills that are complementarities and which are substitutes, and we
do not know exactly how individual and/or bundles of skills interface differently with
specific technologies. We therefore call for more research on skills.

Research on Education. As we gain more knowledge into what skills that should be
the locus of education, we still face the hurdle of implementation as we lack a body of
knowledge on effective maintenance engineering education. Therefore, we call for
more research on education - developing explanatory and predictive knowledge on
what constitutes effective maintenance engineering education, as well as prescriptive
knowledge on evidence-based design of maintenance engineering education.
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Renew Education. The race against technology will not be won simply by increasing
educational spending whilst holding current educational practices constant, because
traditional education is designed for producing traditional skills. Therefore, we call for
renewing maintenance engineering education by identifying the right modern skillsets
for maintenance workers, translating them into achievable learning objectives, and
implementing them using teaching and learning methods that fit a digital age.

Increase Access to Education. Traditional maintenance engineering education has
focused on specialized courses, programs, and degrees. Therefore, we call for
increasing access to higher education by means of novel forms of individualized
education (e.g. module-based online learning and open educational resources) as well
as novel forms of interdisciplinary education (e.g. case-based analytics projects with
teams of mechanical engineering students and data science students).
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Abstract. Intelligent lubricating oil analysis is a procedure in condition-
based maintenance (CBM) of diesel vehicle fleets. Together with diag-
nostic and failure prediction processes, it composes a data-driven vehicle
maintenance structure that helps a fleet manager making decisions on
a particular breakdown. The monitoring or controlof lubricating oils in
diesel engines can be carried out in different ways and following different
methodologies. However, the list of studies related to automatic lubricant
analysis as methods for determining the degradation rate of automotive
diesel engines is short. In this paper we present an intelligent data anal-
ysis from 5 different vehicles to evaluate whether the variables collected
make it possible to determine the operating condition of lubricants. The
results presented show that the selected variables have the potential to
determine the operating condition, and that they are highly related with
the lubricant condition.We also evaluate the inclusion of new variables
engineered from raw data for a better determination of the operating con-
dition. One of such variables is the kinematic viscosity which we show to
have a relevant role in characterizing the lubricant condition. Moreover,
3 of the 4 variables that explaining 90% of the variance in the original
data resulted from our feature engineering.

Keywords: Condition-based maintenance (CBM) · Lubricating oils ·
Diesel vehicle · Intelligent data analysis

1 Introduction

Fleets of vehicles are critical elements for the operations of companies acting
in the transportation sector. Thus, identifying vehicles breakdown signatures
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and building models to predict them before they occur is of major importance
and has been an object of study for practitioners involved in the maintenance
area [10]. Based on maintenance techniques and methodologies used in failure
prediction, modern industries are increasingly using lube oil testing as a cru-
cial factor in maintaining the condition of vehicles [8]. In recent years, efforts
have been invested in the development and research of diagnostic and failure
prediction systems based on lubricant testing, with the aim of providing early
warning of machine failure and to extend the operational life of lubricating oil,
avoiding unnecessary oil change costs, waste, or environmental pollution [5,16].
Following this growing body of research in the maintenance field, with a focus on
diesel engine lubricants, we developed a series of analysis on data acquired from
five vehicles used in passenger transportation of different brands and models to
determine performance patterns of these variables, identify anomalies in vehi-
cle behavior and showing that the selected parameters can be used to develop
a failure prediction model for vehicle lubrication systems. The paper is subdi-
vided into four sections. Section two is dedicated to a literature survey, in the
third section there is an evaluation and modeling of the lubricant data from the
vehicles and finally the fourth section contains results and discussion.

2 Literature Review

Condition-Based Maintenance (CBM) is a strategy that monitors the current
condition of an asset, helping to decide when a given maintenance operation
is required, considering the evolution pattern of certain indicators. Checking
these indicators on a machine can include non-intrusive measurements for exam-
ple: visual inspection, analysis at performance data of the vehicles, and sched-
uled tests like temperature and vibration analysis [15]. Condition data can
be collected at certain intervals or continuously (embedded internal sensors).
Some studies present maintenance decision guidelines for improving CBM using
detailed analysis of used oil data as a source of information to determine whether
the fluid in the system is healthy and suitable for further service, in addition to
observing the condition of the equipment through this analysis [8]. Case stud-
ies present models for monitoring the condition of diesel engine oil in urban
buses, which, by monitoring the evolution of its degradation, aim to implement
a predictive maintenance policy or a CBM [10]. Based on lubrication condition
monitoring (LCM), the intervals for oil replacement can be increased, which
directly implies an increase in availability and a reduction in the costs associ-
ated with maintenance [10]. [16] presents a detailed approach to recent research
trends in the development of LCM-based approaches applied for maintenance
decision support and applications in equipment diagnosis and prognosis. This
study reviews and classifies LCM tests and parameters into several categories,
which include physicochemical, elemental, contamination, and additive analy-
ses. These studies show that building data-driven models accurately identify the
state of wear and tear in a component or system, and make the condition-based
maintenance methodology more effective and reliable. Furthermore the study
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of lubricants can determine the rate of equipment degradation, and the results
of lubricant analysis to determine the behavior of wear levels as a function of
operating time and operating typology are important tools for developing a pre-
dictive maintenance methodology [10]. [9] presents the physicochemical tests in
the analysis of oils that are used for the evaluation of their condition and reports
that the interpretation of waste oil analysis is very complex because the indi-
vidual analyses are interdependent. For this reason it is necessary to know the
whole oil analysis and make conclusions based on results of individual analy-
ses. According to [5], the analysis of oil aging or degradation have continually
evolved to provide a more accurate diagnosis of the remaining life of lubricants
or any latent or impending failure in the equipment or processes in which they
are being used. To analyze lubricating oils, it is necessary to collect samples dur-
ing and after operation, and to take into consideration the parameters that will
determine the quality of the lubricant and the condition of the equipment [13].
According to [7], the main parameters related to oil degradation are: oxidation,
nitration, viscosity, depletion of antioxidant additives, anti-wear, TAN, TBN
and RUL. Another important parameter besides those mentioned above is the
so-called Oil Stress Factor, which has been used as an estimator of the potential
stress suffered by the oil and allows some correlation with its possible degrada-
tion, considering the relationship between the specific power per displacement,
the oil change period and the oil sump volume [7]. Another important variable
is the oil viscosity considering perfect operating conditions which represents the
fluidity of the oil at given temperature. In this sense the more viscous oils are
thicker, while the less viscous ones are more fluid. [14] explains that the influence
of operating conditions on the wear of both the equipment and the lubricants
occurs because, due to many short trips and including a cold start, automotive
engines often run without reaching their nominal temperature. The relationship
between oil temperature and viscosity is known to have a strong effect on engine
friction. The Oil stress factor (OSF) is a method for quantifying the stress under
which engine oil is placed and allows for the prediction of oil degradation as
a function of engine conditions. For this study, 2 different ways will be used
to determine OSF to verify the relationship between them and determine the
most appropriate for the problem at hand: Oil z: described in [4] and OSFv3
described in [11] According to [3], in the maintenance of internal combustion
engines, different lubricant analysis techniques are used to determine the con-
dition of the oil and the system. A rapid method of analysing the condition of
the lubricant is the so-called oil slick test, which allow to estimate the degrada-
tion of the lubricant and the presence of contaminants and it was used in this
study to provide the prediction model labels. Figure 1 presents an example of
an oil slick test. The central zone of the spot is identified, characterized by its
dark and uniform intensity, and the intermediate or diffusion zone of the slick
that indicates the degree of dispersion of the carbon particles and presence of
contaminants. With these parameters defined, information about the dispersion
and detergency conditions of a lubricant can be obtained by making an oil stain
on filter paper. After applying the oil drop to the test paper, it is possible to see
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Fig. 1. Example of an oil slick text

an image with up to 4 circles based on the chromatographic effect. Although the
slick test provides results on a scale of 0 to 9 for solid particle contamination
and for condition. We convert this scale to a binary problem: 0 indicates that
the oil is good for operating conditions, and 1 indicates that the oil is not good
for operating conditions.

3 Data Analysis

The five vehicles considered in this study have a set of sensors which combined
with an acquisition hardware, developed by Stratio Automotive [1], were used
to collect the required data. The collected variables are: Engine Oil Tempera-
ture (◦C), Coolant Temperature (◦C), Engine Oil Pressure (mbar), Vehicle speed
(km/h) and Engine speed (rpm). Missing value analysis helps to address several
concerns caused by incomplete data, since they can lead to misleading interpre-
tations. A descriptive analysis was initially performed on the collected variables
to check the percentage of missing values and we observed a negligible percentage
(inferior to 5%).

Fig. 2. A histogram grouped into frequency of values
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A visual analysis of the variables behaviour allowed to determine that the
behavior of the variables was similar among the selected cars despite being of
different brands, models and years of manufacture (see Fig. 2). From the analysis
of the histograms it can be seen that the data is asymmetrical. The asymmetry
indicates that the data may not be normally distributed, but indicates the range
of values at which these parameters work most of the time and confirms the
limits and optimal operating values. To Confirm confirm whether there was a
strong or weak relationship between the distribution of values over the months
and the vehicles, we applied use the Kolmogorov-Smirnov test (K-S test). This
test confirmed that there is no plausible difference in the data distribution to
creating a failures alerts.

Principal Component Analysis (PCA) is a mathematical procedure for con-
verting a set of observations of possibly correlated variables into a set of values
of linearly uncorrelated variables called principal components [12]. The Fig. 3
show the PCA analysis from the one vehicle data and determine the lubricant’s
operating condition (0) or not (1) based on the two most important variables
identified (Engine oil temperature x kinematic viscosity). From the analysis of
the Fig. 3(a), we can identifier clear zones of differentiation between labels 0
and 1, it is possible to visualize in the zone between −4 and −2 of the x-axis
the non-operational condition of the lubricant. However, attention should be
paid to overlapping zones when developing future models. It is worth noting
that the PCA analysis was performed for all vehicles and the results were cross-
sectional, with no plausible distinction between models and brands that would
justify changing the variables. Another important point that is drawn from the
PCA analysis is the cumulative variance of the parameters, which determines the
loss of information with the simplification of variables. According to Fig. 3(b),
the blue bars show the percent variance explained by each principal component
and the red line shows the cumulative sum. From the graph, we can read the
percentage of the variance in the data explained as we add the principal com-
ponents. So the first principal component explains 35% of the variance in the
data set, the first 2 principal components explain 63%, and so on. This chart

(a) PCA analysis for two principal
components

(b) the cumulative explained variance
ratio as a function of the number
of components

Fig. 3. PCA analysis (Color figure online)
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shows that we need only 4 (Engine oil temperature, kinematic viscosity, dynamic
viscosity and Oil z) of the 9 principal components to explain 90% of the variance
in the original data. A correlation analysis was performed to better understand
the relationships among variables. In statistics, dependence or association is any
statistical relationship, causal or otherwise, between two random variables or
bivariate data (see Fig. 4).

(a) Correlation for the lubricant operation
condition (Label 0)

(b) Correlation for the non-operational condition
of the lubricant (Label 1)

Fig. 4. Variables correlation

In this way we can see, when analyzing the correlation graphs of the vari-
ables, several types of relationships, whether they indicate a positive operating
condition or a negative operating condition: 1. Oil z in relation to all the other
variables, has correlation values for label 0, something that is almost not identi-
fied for Label 1. This information determines that the calculated variable oil z is
an important and decisive variable for determining the oil’s non-operating condi-
tion, since it is related to all the variables selected for solving the problem. 2. Oil
pressure in relation to oil and liquid temperature, decreases its correlation value
when it transitions from label 0 to label 1. This information indicates that the
control for the relation of the amount of oil necessary for complete lubrication of
the engine, according to its operating temperature, is no longer fully function-
ing and may not be sufficient. 3. Oil pressure versus engine speed increases its
correlation value when it transitions from label 0 to label 1. This information
determines that the engine needs to rotate faster to try to meet the lubrication
demand. 4. The viscosities in relation to the engine speed decrease their correla-
tion values when transiting from label 0 to label 1. This information determines
that the film required for optimal engine lubrication at that speed is no longer
being achieved. 5. Oil pressure versus viscosities increase their correlation values
when transitioning from label 0 to label 1. This information determines the need
for greater lubricant pressure to meet lubrication needs, since oil degradation
causes it to lose its properties, viscosity being one of the most important oil
properties.

We are also interested in looking into which variables may or may not be
relevant as input to develop a model(see Fig. 5). Thus, we can extract from this
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Fig. 5. Correlation between the input variables with the output variable.

correlation graph that the variables oil temperature and liquid temperature have
a high correlation value with the target, which is identified because the operating
temperatures are directly linked to the calculations made by the Centralina for
the engine’s lubrication needs, and the higher the engine’s operating tempera-
ture, the lower the kinematic viscosity and the worse the oil’s lubrication power.
Another important point to mention is that due to the high temperature rela-
tionship, there is consequently a correlation value of the kinematic and dynamic
viscosity with the target, even if to a lesser extent. These viscosity correlation
values are due to the lubricant properties, and viscosity control is one of the
most important factors in determining the lubricant’s operating condition.

4 Conclusion

An important component of engine maintenance is to establish the most cost-
effective oil change and overhaul intervals in terms of cost, wear, and failure
diagnosis efficiency. From the present study, some conclusions can be drawn and
could be subdivided into: Response time: it is undeniable that lubricant analy-
sis is of utmost importance to determine the wear of the equipment and present
better thresholds for equipment replacement. according to [2], real-time data
analysis techniques are capable of high-throughput analysis with typical analy-
sis times of less than two minutes compared to laboratory analyses that face both
large sample volumes and the constraint of fast turnaround times; Evaluation
parameters: It is common knowledge in the analyses performed, the influence
of temperature on the viscosity of lubricating oils, however as already mentioned
in other parts of this object of study, this despite being an important parameter
is not the only one that should be analyzed, [6] concludes in his study that to
obtain a complete picture of the changes occurring in the oil, it is advisable to
interpret the kinematic viscosity values together with the dynamic viscosity, as
well as the degree of oxidation and acidity; Analysis performed: Through the
PCA analysis, it was confirmed that the selected variables can determine the
answer to the stated problem, but it is necessary to have at least 4 variables so
that the variance of the data is not lost. The kinematic viscosity variable proved
to be preponderant for characterizing the lubricant condition or not, and 3 of
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the 4 variables that explaining 90% of the variance in the original data were new
calculated variables, proving that necessary calculate other variables based on
the original data to the improvement of the analysis. In addition, the correlation
analysis identified relationships that confirm the theory described in this study
and consequently pave the way for the development of a model for identifying
the operating conditions of lubricants in diesel vehicles.
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Abstract. We study a perishable inventory system controlled by a (T, S)
periodic review order up to level policy. Items have a general lifetime distri-
bution and the lead time is assumed to be constant. The demands arrive
according to a Poisson process with rate k. The customer is impatient. If he is
not served, he will leave the queuing systems. Using the approximate solution of
the steady-state probabilities, we are able to obtain the cost components’ ana-
lytical expression. Next, we compare the analytical results of our model with the
simulation results. Finally, we perform a sensitivity analysis to evaluate the
effect of the lifetime variation and cost parameters on the optimal cost and stock
level S. Our model is an extension of an exponential distribution case. With the
general lifetime distribution, we are able to have total flexibility for setting the
lifetime variability. This approximation is closer to reality, especially in random
environment conditions. Obtained results, from the analytical approximation
model, are close to those of the optimal policy with an average accuracy of 7%.

Keywords: Perishable items � General lifetime � Periodic review

1 Introduction

Nowadays, the management of perishable products such as food, blood, and pharma-
ceutical products, has become one of the major global issues in terms of cost opti-
mization. A new study done by the Food and Agriculture Organization (FAO) indicates
that 13.8% of the total produced food in the world is lost [1]. Product perishability is also
one of the critical problems in the healthcare field, especially that most of the phar-
maceutical goods and all blood products have a limited lifetime. The use of an outdated
product in this field puts human life at risk, which makes the problem very serious.
The AABB members estimate that the total number of outdated blood components, in
blood centers and hospitals in 2013, was 932,000 units. In fact, 4.64% of all processed
blood components are perished this year [2].
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In today’s competitive global market, it is mandatory for companies managing
perishable products to reduce these losses in order to remain competitive in their
industrial fields. The root cause for this intriguing problem can be explained by the
stochastic nature of demand, the limitation and the variability of lifetime, and the high
customer service requirement. Due to the importance of this issue, perishable inventory
has received significant attention from researchers and the scientific community [3, 4].

In the absence of an optimal policy to manage this type of goods, our challenge is to
find an analytical approximation that considers the real faced constraints. By doing so,
we will be able to make a balance between satisfying customer and decreasing product
perishability. So, the question is: How to deal with perishable products when facing
several constraints and get an analytical approach sufficiently close to the real system
that can evaluate the system performance before making a decision.

This work tackles the above-described problem by investigating the case of a
perishable periodic inventory model with general lifetime distribution and proposing an
analytical solution to the steady-state probabilities and the cost components. This
model can be considered more realistic reflecting the stochastic nature of the lifetime
and the demand. The main contribution of this paper is the extension of the analytical
approximation given by Kouki [5] to the model in which the lifetime has a general
distribution. In addition, since most blood platelets are managed by periodic inventory
control, our model can be used as an alternative to existing models, where blood life is
typically assumed to be either fixed or exponentially distributed with an average of time
units.

The remainder of the paper is organized as follows. Section 2 introduces the
relevant literature review of perishable inventory management. Section 3 presents the
proposed inventory model. In Sect. 4, we compare the obtained analytical results to the
simulation results and we provide a sensitivity analysis to evaluate the impact of
different parameters (lifetime variability, Lead time, …) on the inventory average and
the operating cost. Finally, Sect. 5 draws conclusions and suggests potential further
research directions.

2 Literature Review

Perishable inventory management is becoming increasingly complex. Products are
becoming perishable due to various factors such as product characteristics, nature of
demand, and changing customer expectations. Due to the importance of this problem,
researchers are focusing on the optimal policy identification.

The literature concerning perishable inventory systems can be classified into var-
ious classes depending on whether the inventory is controlled continuously or peri-
odically, products’ lifetime is assumed to be constant or random, the lead time is
positive or instantaneous, and whether demand is deterministic or stochastic. Nahmias
[6] classifies perishable inventory management in two basic categories: Periodic or
Continuous Review. Under the continuous review system, the inventory level is known
and tracked continuously, requiring more resources and investment. This case is not
detailed in this work. We refer readers to [3].
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However, the periodic review is inexpensive since inventory evaluation takes place
at specific times. These models can be classified according to the lifetime character-
istics: fixed and random lifetime. For more details, Nahmias [6] and Goyal [7] pre-
sented an interesting review of perishable inventory management based on this
classification.

Considering the fixed lifetime models’, the first analysis of optimal policies was
given by Van Zyl (1964) [6]. But until now, the adoption of the classic periodic
replenishment policy for perishable items with a fixed shelf life, a deterministic lead
time, and fixed order costs is very difficult to found [8].

But the assumption of a deterministic lifetime is not realistic especially when this
type of goods can be deteriorated at any moment in the period of its lifetime due to
random perturbation factors such as temperature, humidity, lightness, and packaging
location. Actually, disregarding the stochastic nature of the lifetime can be a source of
losses and costs. Kouki [5] gave a numerical investigation and showed that the igno-
rance of randomness of lifetime leads to higher costs.

The stochastic aspect can be illustrated by several probability distributions: Bino-
mial, Uniform, Normal, Exponential, and General. Most works that deal with random
lifetime use the exponential distribution, and the majority of these models were found
under a continuous review policy [5, 8]. Under the periodic review, the first model that
examined a perishable good with zero lead time and random lifetime, was given by
Vaughan [9], where the lifetime had a Gamma distribution. Kouki [10] analyzed a
periodic review inventory control system of a perishable product having random
lifetime with exponential distribution. To cover more cases, Kouki [8] considers that
item lifetimes follow an Erlang distribution. Another probability distribution model that
covers most cases is the general distribution. It considers Exponential distribution,
Gamma distribution, Normal Distribution, etc. The only one who used this distribution
was Nahmias [11]. He assumed that successive deliveries would outdate in the same
order of their arrival in inventory and showed that the structure of the optimal policy is
the same as in the case where the lifetime is deterministic. This model considered that
the lead time is zero, which is incoherent with reality [11].

The literature review of perishable inventory management is very rich, but the case
of a periodic review with general lifetimes and positive lead times has not been
investigated yet. The focus of this research will be the presentation of an analytical
approximation model that is close to the optimal policy with acceptable accuracy.

3 Model Description

In the absence of the optimal policy to manage perishable products, we propose an
approximate model with a periodic review ðT ; SÞ policy. The demand arrives following
a Poisson distribution with rate k and customers are impatient. The lifetime of each
product has a general distribution F with means m. Each time an order is triggered, it
arrives in stock after a constant lead time L� T . In this section, we describe the
approach made to get the expression of the total cost performance Z T ; Sð Þ. First, we
detail the steps made to get the steady-state probabilities P. Then, we calculate the
different cost components. Finally, we present the total cost.
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To compute the steady-state probabilities P ið Þ; of the inventory level i, i ¼ 0; . . .S;
at ntþ L; n ¼ 1; 2; . . .; we rely on the transient probabilities from state i to state j during
t. This transition occurs either through a demand arrival or a perished product. So, to
calculate these probabilities, we use the demand rate k and the rate at which items
perish, which we denote by cðnÞ. Given that, there are n items in the stock. Movaghar
[12] showed that for an :=M=1þG queue:

c nð Þ ¼ nUðn� 1Þ
UðnÞ � k ð1Þ

where U nð Þ ¼ R10
R x
0 1� F yð Þð Þdy� �n

e�kxdx:
In this case, we are interested in calculating the transient probability from the state i

to the state j during t time such that ntþ L� t\ðnþ 1Þtþ L: Regarding our model the
inventory items’ i can be modeled as an :=M=1þG queue whose service rate is 1

k,
whereas the “þG” represents the remaining lifetime, which follows the distribution F.

It should be noted that the actual lifetime for a given cycle T is, of course, different
from the lifetime given by the distribution F because it may happen that, for a given
cycle, some items remain in the stock when an order is received. So, the inventory age
is constituted by multiple age categories. In fact, there are items whose lifetime is
different from those having an age given by F. In our model, it is assumed that the
remaining lifetime for any cycle T is always the same, and it is given by F. This is true
if the lifetime follows an exponential distribution that has a memoryless property. For
any other lifetime distribution, our model approximates the distribution of the true
remaining lifetime by F.

The first step to get the transition probability from i to j is to write the Kol-
mogorov’s Eqs. 2:

p
0
i;j tð Þ ¼

�ðkþ c ið ÞÞpi;j tð Þ; i ¼ j
�ðkþ c jð ÞÞpi;j tð Þþ � ðkþ c jþ 1ð ÞÞpi;jþ 1 tð Þ; j\i� S

�

ð2Þ

Using the Laplace transform, we obtain

zþ kþ c ið Þð Þpi;j zð Þ ¼ 0; i ¼ j
zþ kþ c jð Þð Þpi;j zð Þ ¼ ðkþ c jþ 1ð ÞÞpi;jþ 1 zð Þ; j\i� S

�

ð3Þ

We can show by induction that the solution of the above equations is:

pi;j zð Þ ¼ 1
kþ cðjÞ

Yi

k¼j

kþ cðkÞ
zþ kþ cðkÞ ð4Þ

and the inverse of Laplace transform of the above equation gives the transition prob-
ability from any state i to j and time t; nT þ L� t\ nþ 1ð ÞT þ L; n ¼ 1; 2; . . .

A Periodic Inventory Model for Perishable Items 229



pi;j tð Þ ¼
Yi

n¼jþ 1

ðkþ cðnÞÞ
 !

Xi

k¼j

ð�1Þi�je�tðkþ cðkÞÞ Yi

n¼j;n 6¼k

1
cðkÞ � cðnÞ

 !

ð5Þ

We can now find the steady-state probability P using the relation:

P ¼ P� A� B ð6Þ

where A ¼ pi;j Lð Þ
0� i� S;0� j� S

and B ¼ pi;j T � Lð Þ
0� i� S;0� j� S

Now we are ready to derive the cost components. The inventory average is given
by:

E Ið Þ ¼ 1
T

XS

i¼1

Xi

j¼1

P ið Þ
Z T

0
jpi;j tð Þdt

¼ 1
T

XS

i¼1

Xi

j¼1

Xi

k¼j

jP ið Þ
Yi

n¼jþ 1

kþ c nð Þð Þ
 !

�1ð Þi�j 1� e�T kþ c kð Þð Þ� �

kþ c kð Þ
Yi

n¼j;n 6¼k

1
c kð Þ � c nð Þ

 ! ð7Þ

Similarly, the expected outdated quantity is:

E Oð Þ ¼ 1
T

XS

i¼1

Xi

j¼1

P ið Þ Z
T

0

c jð Þpi;j tð Þdt

¼ 1
T

XS

i¼1

Xi

j¼1

Xi

k¼j

c jð ÞP ið Þ
Yi

n¼jþ 1

kþ c nð Þð Þ
 !

�1ð Þi�j 1� e�T kþ c kð Þð Þ� �

kþ c kð Þ
Yi

n¼j;n6¼k

1
c kð Þ � c nð Þ

 !

;

ð8Þ

and finally, the expected lost sales can be written as:

E Sð Þ ¼ kP 0ð Þ
T

þ k
T

XS

i¼1

Xi

j¼1

P ið Þ kþ c 1ð Þð Þ Z
T

0

T � tð Þpi;j tð Þdt

¼ kP 0ð Þ
T

þ k
T

XS

i¼1

P ið Þ kþ c 1ð Þð Þ
Yi

n¼2

kþ c nð Þð Þ
 !

Xi

k¼1

�1ð Þi�1 �1þ e�T kþ c kð Þð Þ þ T kþ c kð Þð Þ� �

kþ c kð Þ½ �2
Yi

n¼1;n6¼k

1
c kð Þ � c nð Þ

 !

ð9Þ

The total cost is:

Z T; Sð Þ ¼ K
T

þ hE Ið ÞþwE Oð Þþ bE Sð Þþ c kþE Oð Þ � E Sð Þð Þ ð10Þ

Where K is the unit ordering cost, h is the holding cost per unit time, w is the outdated
cost, b is the lost sales cost, and c is the purchasing cost.
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4 Numerical Results

In this section, we conduct an extensive numerical study to identify the accuracy of our
model’s numerical results compared to the obtained simulation results using the sim-
ulation software Arena. In the second part, we conduct a sensitivity analysis to evaluate
how the lifetime variability of perishable items affects the optimal cost and the system’s
performance. We also show the impact of the different cost parameters on the optimal
total cost.

4.1 Comparison with the Simulation Model

In our numerical analysis, we assume that the lifetime follows a Gamma distribution
with mean 3. The scale and shape parameters are given respectively from the intervals
below: [2, 5, 10, 20, 50, 100, 150, 200, 300, 500, 1000, 2000, 5000] and [2, 5, 10, 20,
50, 100, 150, 200, 300, 500, 1000, 2000, 5000]. The demand rate is k = 2, and the lead
time is assumed to be constant, L = 1. 2500 MATLAB scenarios are done under
different parameters settings: the unit ordering cost per order K belongs to the interval:
[5,10,50,100], the unit holding cost per unit h is fixed to 1, the outdated cost W and the
purchasing cost c are respectively equal to 5 or 10, the lost sales’ cost b could be 50 or
100.

For the simulation model, we consider that the replication length is 10 000 units of
time. This number is enough to get a representative result. After getting the two results,
a comparative analysis of the obtained numerical results with simulation results is made
to identify the accuracy between the two models. We consider that the gap % is the
percentage of deviation between the analytical result given by our model TCa and
simulation results TCs. The accuracy of the total cost is evaluated using the Eq. 11:

gap% ¼ 100 � TCs� TCa
TCs

ð11Þ

Our model is exact when the lifetime follows an exponential distribution (alpha = 3
and beta = 1). The gap indicates that the optimal solutions obtained by both methods
(MATLAB and Arena) are the same. The Table 1 presents the results of the proposed
model and the simulation one for the 24 instances in the case of an exponential
distribution.
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Hence, we can conclude that our model is accurate, and guarantees global opti-
mality in the case of an exponential distribution.

For the other cases, the mean gap between the simulation and the MATLAB result
is 7%. Our obtained numerical results also indicate that in some conditions (T � 1.5,
S� 13), the gap is equal to zero. Still, in some other situations, the analytical solution
obtained by MATLAB is very close to that of the optimal solution obtained by Arena.
For example, in the case of T � 2, the mean of gaps is 1%. The root cause of this gap
can be explained by the approximation that we have done in our model. In reality, the
remaining lifetime of articles is not the same. Our model doesn’t consider the lifetime
spent in the system, which represents the inventory age and the remaining lifetime. If
T � 2, the risk of having different inventory age of product is even higher. To conclude,
the smaller T is, the more the risk of having a different inventory age decrease. For the
overall items, this risk can be reduced by having T < 2.

4.2 Sensitivity Analysis

In this section, we conduct a sensitivity analysis to evaluate the effect of the lifetime
variability and the cost parameters on the optimal stock level and the optimal total cost.

Table 1. Comparison of the proposed model with the (T, S) simulation model – case of the
exponential distribution

Instance
T* S* Tca T*sim S*sim TCs

K c h w b
1 5 5 1 5 50 0.5 10 62.503 0.5 10 62.503
2 5 5 1 10 50 0.5 9 70.624 0.5 9 70.624
3 5 10 1 5 50 0.5 9 94.516 0.5 9 94.516
4 5 5 1 10 100 0.5 11 76.440 0.5 11 76.440
5 5 5 1 5 100 0.5 11 66.781 0.5 11 66.781
6 5 10 1 10 100 0.5 10 109.981 0.5 10 109.981
7 10 5 1 5 50 1 13 69.873 1 13 69.873
8 10 5 1 10 50 1 12 79.896 1 12 79.896
9 10 10 1 5 50 1 12 103.602 1 12 103.602
10 10 5 1 10 100 0.5 11 86.440 0.5 11 86.440
11 10 5 1 5 100 1 15 75.258 1 15 75.258
12 10 10 1 10 100 0.5 10 119.981 0.5 10 119.981
13 50 5 1 5 50 2 20 100.783 2 20 100.783
14 50 5 1 10 50 1.5 15 113.058 1.5 15 113.058
15 50 10 1 5 50 1.5 15 136.401 1.5 15 136.401
16 50 5 1 10 100 1.5 18 122.773 1.5 18 122.773
17 50 5 1 5 100 1.5 19 107.783 1.5 19 107.783
18 50 10 1 10 100 1.5 17 160.801 1.5 17 160.801
19 100 5 1 5 50 2.5 24 124.263 2.5 24 124.263
20 100 5 1 10 50 2 19 139.841 2 19 139.841
21 100 10 1 5 50 2.5 21 162.645 2.5 21 162.645
22 100 5 1 10 100 2 23 152.050 2 23 152.050
23 100 5 1 5 100 2 24 134.132 2 24 134.132
24 100 10 1 10 100 2 21 192.314 2 21 192.314

ledomnoitalumiSsretemaraPtsoC Proposed Model
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We start by analyzing the impact of the lifetime variability, which is presented by a
ratio CV. CV is defined as the ratio between the standard deviation and the expected
value of the lifetime

CV ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Alpha � Beta2

p

Alpha � Beta ð12Þ

Impact of the CV
We observe that the optimal cost increases with increasing lifetime variability. For the
optimal stock level and the optimal period, we observe that the sensitivity level to CV
is the highest when CV is above 0.007. They are stable when CV is between 0.01 and
0.06. For a CV value higher than 0.07, S* and T* decrease with CV. This can be
explained that the higher of CV value is, the more the risk of perishability of the
products increases, and the shorter the article’s lifetime becomes, as shown in Fig. 1.

Impact of Different Parameters
The main objective here is to evaluate the effect of the variation of the different
parameters on the cost performance of our model. Firstly, considering the outdating
cost, we have concluded that the higher the expiration/outdating cost is, the higher the
total cost is. For the ordering cost K, it’s obvious that the total cost increases with K,
although the gap between the calculated total cost and simulation decreases. Next, we
analyze the evolution of the total cost compared to the lost sales cost. As expected, the
accuracy of the gap and the optimal cost increases with the lost-sales. This can be
explained by the fact that to reduce the number of lost sales, the decision-makers have
to buy more items. This will lead to more perished products and higher total cost.
Finally, we analyze the behavior of the total cost with the purchasing cost. We con-
clude that the gap decreases when C increases, but the total cost behaves the same.

By using this model, the management team of an industrial perishable products unit
can define the period and the inventory level that lead to the optimal cost based on the
value of the different cost parameters. They can also choose the supplier using the impact

Fig. 1. Sensitivity analysis
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of the ordering cost K in the total cost. The analysis of the effect of the different parameters
variations to the total cost shows that the decision should be made after an analysis phase
of all the cases that could appear (cost variations, lifetime variations, environment
variations…). The use of this model can help decision makers to get the optimal solution.

5 Conclusion

In this paper, we consider a (T, S) perishable inventory system with lost sales. The
lifetime of the product follows a general life distribution. Using the steady-state
probabilities, we first derived the different analytical expressions of the total cost
components. Next, we develop a MATLAB program that allows us to define the total
optimal operating cost in a well-defined case. Finally, we conduct a numerical study to
compare our analytical results with the simulation results. This allow us to conclude
that our model is quite close to the real model with a mean accuracy gap of 7%.

This model could be extended considering (S,s) policy or a (T,S) multi-echelon
model since in many sectors, the supply chain are more integrated, especially after the
appearance of the industry 4.0. It is more likely to find inventory management systems
that deal with perishable products in a multi-echelon chain rather than in a mono-
echelon model. So, extending this work to periodic multi-echelon model would be a
very interesting direction for future research.
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Abstract. More and more equipment manufacturers are contracting with cus-
tomers for maintenance planning (MP) of their equipment; this maintenance
being either corrective, preventive or predictive. Due to the costs involved,
customers are increasingly asking for a business case justifying the maintenance
plan. This paper describes a study conducted with the MATISA Company, a
track construction and renewal train manufacturer, and the business case for the
equipment MP put forward to a customer. The concept developed consists of a
method enabling the Company to provide a systematic explanation of the
adopted maintenance strategy based on a joint cost-availability analysis
regarding the ‘critical’ components. We begin by presenting MATISA practice,
followed by a brief review of equipment maintenance principles. We then
present the MATISA business case, and conclude with some remarks about the
prospects for the method adopted and its generalizability from this experimental
study.

Keywords: Maintenance � Efficient maintenance planning � Cost � Availability

1 Context Introduction

Founded in 1945, the MATISA Company supplies specialised trains and machines to
build, renew, maintain and measure railway tracks. Over time and given the tonnage
involved, tracks are subject to deformation due to slipping, infiltration or transforma-
tion of the ballast. When the deformation becomes excessive, it is necessary to reduce
or even stop rail traffic. Railway companies thus have to regularly maintain their tracks
using a ballast tamping machine (BTM).

The process comprises levelling and lining the track (detail A in Fig. 1), adding and
compacting some new ballast to reposition the track correctly. The compacting oper-
ation entails transmitting vibrations to the ballast by means of several pickaxes dipping
into the ballast (detail B in Fig. 1). This tamping, depending on the parameters defined,
(number of insertions, tightening time depth) enables the track geometry to be pro-
cessed at a speed of up to 1200 m/h.
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After the operation, the ballast is compacted enough (detail C in Fig. 1), to allow
trains to travel over it without deformation of the track. This equipment is subjected to
strong mechanical constraints sometimes due to heterogeneity of the ballast, so they
need frequent maintenance.

Four years ago, one of MATISA’s customers signed a supply contract for 14 BTMs
including MP in a context of high equipment availability and high costs. For the first
time a review clause was added regarding the MP cost. MATISA was thus faced with a
new problem: “how do we justify our MP proposal?” In this instance a project called
Efficient Maintenance Planning (EMP), was launched connecting two laboratories of
the University of Savoie Mont-Blanc. The idea was to use data from actual use of the
BTM, and process it to produce a reliability model for the computation of maintenance
costs.

The aim of the study is the development of a method enabling the MATISA
company to construct a MP business case according to cost and availability objectives.
This method systematically computes costs and availability for each possible mainte-
nance type to choose the most appropriate one. This paper summarises the method and
is organised as follows. In Sect. 2 we briefly review the three types of maintenance
principles, as well as essential computation approaches. Section 3 covers the MATISA
case study. The method developed is presented, including three steps: critical com-
ponent identification, processing of reliability data and maintenance costs, and avail-
ability computation. We conclude with some remarks about the method adopted.

Fig. 1. Ballast tamping machine in operation
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2 Maintenance Basics

In the Reliability-Availability-Maintainability-Safety (RAMS) approach, the purpose
of maintenance is to ensure equipment reliability, availability and safety to produce
profitable products or services [1]. In this sense, the European Norm characterises
maintenance as: “Together with all technical, administrative and management staff,
during the lifecycle of a property, to maintain or reinstate a given condition so it
performs its required function” [2]. Ensuring a good level of maintenance involves
both the designer and user of the equipment: the designer must build reliable and
maintainable equipment, and the user must use and maintain it correctly. These two
aspects are connected in the maintenance plan which must be prepared before using the
equipment [3]. This maintenance plan is applied and thus adapted by the user [4]. On
the one hand, it enables the maintenance service to be defined, the type of maintenance
to be carried out and the associated schedule, and on the other hand, the operational
aspects of the maintenance activity. Operational aspects are usually carried out well by
companies due to their knowledge of supplier equipment and skilled maintenance
teams [5]. Maintenance choice is not so clear because it depends on equipment tech-
nology, the user’s company objectives, the economic context and equipment beha-
viour, according to the RAMS approach [6].

Traditionally, companies choose the type of maintenance based on RAMS objec-
tives. They must make trade-offs between several types of maintenance defined as:
improvement, preventive, predictive and corrective [7]. In the maintenance planning
definition only the last three types are considered.

• Preventive maintenance consists of avoiding operational failure by return to a state
of functioning ‘as good as new’, thus increasing production capacity and reducing
the probability of failure rendering it unable to produce [8].

• Predictive maintenance occurs when maintenance operations are launched accord-
ing to the actual condition of the equipment, most often provided by sensors and
analysis techniques based on artificial intelligence [9].

• Corrective maintenance consists of addressing equipment failure to return it to the
‘as good as new’ state of functioning [10].

When equipment is complex, involving hundreds of components based on different
technologies with multiple interrelationships, several types of maintenance are often
used for the different parts of the equipment. The correct choice of maintenance ensures
equipment safety thanks to standards or dedicated tools such as failure trees, criticality
analysis [11] or specific instructions such as those provided by standards [12]. When the
choice remains over, objectives of reliability and availability can be considered through
compromise [13, 14]. The literature review shows that a key purpose of maintenance
planning involves reliability optimization [15]. However, availability, which combines
reliability, maintainability and logistics is also very important. Moreover, availability-
based maintenance introduces the aspect of cost in maintenance choice [16] and more
precisely the direct maintenance costs and the indirect costs generated by equipment
failure [17]. We have adopted this approach, which relies on a cost computation model
linking reliability behaviour and economic data [18], in our study.
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3 Proposed Computation Method

The proposed model is described based on the EMP study. In a first step the BTM
components are ranked according to the cost of replacement parts. Then the failure of
the costliest components replaced is processed to identify their reliability behaviour.
The possible maintenance types are explored with the BTM designer, and the asso-
ciated costs are computed from an estimate of the economic data. Finally, the different
maintenance types are compared and recommendations are given. Provision of rec-
ommendations to the user is not considered in this study.

3.1 Choice of the Critical Components

Data can be collected from the information systems (IS) of the different stakeholders
such as the customer, the MATISA After Sales subsidiary and MATISA headquarters.
Knowing that the IS were not interoperable, human processing must also be done. The
first file extracted from the Enterprise Resources Planning (ERP) database presents the
date, reference number, equipment concerned, quantity, and cost of the consumed part
for each component. Some information was missing such as the type of maintenance
trigger, component consumption type (preventive vs corrective) and location of the
component on the equipment (the same component may be present in different parts of
the equipment) and the operating duration of the replaced component (or for compo-
nents involved in movement of the equipment, the distance travelled).

We selected the first equipment delivered to the customer as having the longest
lifetime. To reduce manual recovery of information, we carried out a cost Pareto
analysis of the replaced parts where 11% of the 245 references replaced represent 80%
of the costs. Ultimately, the pickaxe was chosen, which represents 8% of the cost with
19 replacements.

3.2 Cost Model

A maintenance policy is established to manage each component using common pro-
cedures such as the preventive maintenance interval or predictive maintenance.
Therefore, the exact definition of the maintenance type should follow a predefined
framework. Knowing that for pickaxes, the possible maintenance types are corrective,
preventive and predictive (based on human inspection which has so far appeared to be
easier and more efficient than an instrumentation) MATISA has chosen predictive
maintenance. For the sake of comparison, the different maintenance types are expressed
using the same unit of euros per hour.

Corrective maintenance consists of replacing the broken pickaxe(s) with new one(s)
as soon as possible, until the equipment is back at the maintenance station. On average
the response time before the Time to Repair is 4 h. Thus, the reduction in speed of the
BTM due to the reduction in the number of pickaxes involves a production loss of
about 20%. So the corrective maintenance cost is the following:
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CCorr: ¼ CInt: þ 0:2PLþDC ð1Þ

where CInt: is the cost of the part and the manpower to replace the part and the
administrative procedure, PL is the cost of the total production losses and DC are the
damage costs due to the failure. This cost corresponds to a Mean Time Between Failure
(MTBF) of the equipment, so the cost per hour is the following:

CCorr:=hr ¼ CInt: þ 0:2� PLþDC
MTBF

ð2Þ

Preventive maintenance consists of replacing the pickaxes according to a given
interval T for a part corresponding to the reliability function RðTÞ. In fact, it remains a
part of corrective maintenance because the failure function FðTÞ[ 0. In this case a
proportion of RðTÞ components are replaced in a preventive way, avoiding production
losses and damage costs. The T interval must be coherent with the maintenance
planning which allows the maintenance team to carry out preventive intervention,
daily, weekly, monthly, quarterly and yearly. Note that these interventions can be
undertaken during the day knowing the equipment is used only at night between 10 pm
to 6 am. So, the preventive maintenance cost is the following:

CPrev: Tð Þ ¼ CInt: � RðTÞþCCorr: � FðTÞ ð3Þ

This cost corresponds to a mean duration computed from the mean used time

m Tð Þ ¼ R T
0 R tð Þdt for the corrective part given by FðTÞ and the T interval for the

preventive part given by RðTÞ. So, the cost per hour is the following:

CPrev:=hr Tð Þ ¼ CInt: � R Tð ÞþCCorr: � F Tð Þ
m Tð Þ � R Tð ÞþMTBF � F Tð Þ ð4Þ

Clearly, the preventive cost depends on the T interval and there exists a value T�

which optimizes this cost as shown in Fig. 3.
Predictive maintenance consists of regularly inspecting the pickaxes in the main-

tenance station before the nightly work of the equipment. Our assumption is that the
skill of the maintenance team enables the avoidance of 95% of pickaxe failures, so 5%
of corrective maintenance remains. A more refined model could be used if this
assumption is not accurate. So, the preventive maintenance cost is the following:

CPred: ¼ CInt: þCInsp:
� �� 95%þCCorr: � 5% ð5Þ

where CInsp: is the mean cost of the inspection of a pickaxe. This cost corresponds
to a mean duration of theMTBF � d where d is the wasted time between the preventive
intervention and the avoided failure.
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ð6Þ

3.3 Cost-Availability Analysis

Let us now consider the reliability data for the computation of FðTÞ; R Tð Þ;
MTBF; m Tð Þ; the economic data CInt:; PL; DC; CInsp: and d are given by the user.
Faced with this unusual demand for the equipment history, the user agrees to only
supply the date of the pickaxe change, so 19 corresponding TBF are deduced, sup-
posing that all of the replacements correspond to failures. The reliability data are then
considered to be complete. If user data were more precise, some preventive interven-
tion could be identified. In this case the data processing should be adapted to take into
account censored data.

Using only one Weibull model, as shown in Fig. 2a, is not satisfactory due to the
non-linearity of the data. Therefore, a more complex Weibull model is proposed to
distinguish the two clouds of points in Fig. 2b. So, the pickaxe behaviour is modelled
by:

• An initial model corresponding to the blue cloud where b ¼ 1:04; g ¼ 629 hrs;
c ¼ 0 hr. It means that the earliest failures with b ¼ 1:04 are time independent, so
knowing the pickaxe function, they are extrinsic failures due for instance to
incorrect use. This point has been confirmed by the MATISA team. For these
failures no maintenance is necessary.

• A second model corresponding to the brown points where: b ¼ 4:76; g ¼
1019 hrs; c ¼ 1950 hrs with. MTBF ¼ 2906 hrs. It means that the failure rate is
rapidly increasing in a phenomenon of accelerated wear b ¼ 4:76, after a period
without failures c ¼ 1950 hrs. So, maintenance is required after the 0 failure period.

2.a: One period Weibull analysis 2.b: Two period Weibull analysis

Fig. 2. Weibull regression models for the pickaxe component
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Consequently, for the maintenance type recommendation, only the second part of
the pickaxe life is considered.

The economic data are known only by the user who does not want to disclose them.
However, the MATISA expert has a high degree of skill in this area so he provided an
estimate of this datawith
and d ¼ 80 hrs. By applying (2), (4) and (6) the maintenance costs are:

We note that theoretical optimal T interval is T� ¼ 2320. Given the organisational
constraints, preventive maintenance will occur every nine months corresponding to
about T� ¼ 2200 as shown in Fig. 3.

From this cost computation it appears that predictive maintenance is better, with a
cost advantage of about 14% compared to preventive maintenance. Corrective main-
tenance is much more expensive and must be avoided. Before making this choice the
user has to check whether the unavailability of the machine is not too high. Table 1
below gives the corresponding unavailability of the machine due to pickaxes according
to the type of maintenance. We underscore that corrective maintenance gives the worst
result with a high level of unavailability. Preventive maintenance is much better than
predictive, but both ensure a low level of unavailability which is consistent with the
user requirement.

Fig. 3. Preventive maintenance cost evolution according to T
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Therefore, at the conclusion of this analysis, the recommendation remains the same
as initially, i.e., undertaking predictive maintenance prior to nightly equipment use.
However, if the availability criterion becomes very important for the user, preventive
maintenance could be a better alternative. The difference this time, is that the MATISA
company can explain the choice to its customer. Certainly, a robustness analysis should
complete this study, namely by investigating the production loss value or the reliability
model which have substantial effects on the cost computation.

We note that the question of the interoperability of the IS will be a key factor in
generalising this analysis to the entire set of critical components. Thus, a Product
Breakdown Structure (PBS) code to define the location of each component on the
equipment is required for correct information processing.

4 Conclusion

This article presents a real maintenance case study in a context where users ask sup-
pliers for justification of proposed maintenance planning. A method including critical
component selection, potential types of maintenance identification, reliability beha-
viour modelling and maintenance cost computing is proposed. It allows the partners to
share knowledge about equipment, be confident, justify and possibly adjust and
improve the current maintenance regime. Two conclusions can be considered. The first
concerns the MATISA company which can generalize the method to the entire set of
critical components and integrate the processing of data in its future interoperable
maintenance information system, after opting to manage the PBS code in the equip-
ment’s master data. Beyond the MATISA context, such a method could be applied to
any complex equipment if both technical and economic data are available. The second
one is more relevant in the academic context. It concerns the updating of reliability data
(with increasing use of the equipment, the number of failures will increase and the
reliability model may change, affecting the maintenance recommendation). Introducing
real-time reliability and cost analysis could be of interest to both the equipment
manufacturer and the user.
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Abstract. Project monitoring and control is one of the core processes of
effective production planning and scheduling. As part of this process, earned
value management (EVM) is used to measure and forecast the duration and cost
of production projects and activities. Using the EVM-based earned schedule
(ES) value, the schedule variance (SV(t)) metric is calculated. This metric is
further used to analyze the schedule progress. Based on this, potential schedule
delays and slack times are calculated on both project-level and path-level.
However, commonly in practice, they are derived from SV(t) values on the
project-level. Moreover, the research on an individual path level or comparison
of SV(t) on the project-level with the ones of the path-level is limited. This study
proposes such a comparative analysis. The findings reveal misleading results
regarding the project-level schedule analysis outcomes due to inconsistency in
the computations from both path- and project-levels. For example, when the
project-level analysis suggests a schedule delay the path-level analysis shows
the project has no delay. Using a hypothetical production project, this study
demonstrates how and when such inconsistent outcomes may arise. This study
pioneers such concepts as “false positives” and “false negatives”. Based on its
findings, the study discloses prospects for future research in this area.

Keywords: Production scheduling � Earned value management � Schedule
network analysis � Misleading outcomes

1 Introduction

Project monitoring and control is one of the core processes of effective production
planning and scheduling. It helps to analyze the schedule progress and cost perfor-
mance in ongoing projects, upon which duration or budget deviations from the original
project plan can be measured [1]. Not well-defined scope, poor risk management, and
ineffective monitoring and control are the main reasons why projects continue to fail
[2]. The underperforming organizations in project management have a project success
rate of 32%, and as a consequence, 9.9% of the project budget is wasted due to poor
project performance [3]. As part of the monitoring and control process, earned value
management (EVM) measures and forecasts the duration and cost outcomes of pro-
duction projects and activities [4]. EVM consists of tracking the project’s progress by
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contrasting the work’s scope and actual costs to the project schedule and budget
defined in the original plan [5–7].

However, some studies demonstrated that the EVM technique might lead to
inconsistent results regarding the schedule progress analysis [8–10]. Inconsistency
occurs when comparing the results derived from project-level analysis versus path-level
analysis. This study presents and analyzes such inconsistencies and pioneers the
concept of “false positive” or “false negative.” For example, when the project-level
analysis suggests a schedule delay, the path-level analysis shows the project has, in
fact, no delay (“false positive”). Consequently, if not prevented, such inconsistency
may lead to misleading estimates of duration in ongoing projects.

The purpose of this paper is to present how and when the EVM technique shows
the above inconsistencies as to the schedule progress analysis. Using a hypothetical
production project, the study shows that such inconsistency occurs when comparing the
project-level results with ones of the individual path-level.

2 Theoretical Background

Table 1 summarizes the key concepts used in this paper. EVM schedule analysis is
founded on two metrics, earned value (EV) and planned value (PV). EV is the budgeted
cost of the work done and therefore earned. EV is then compared to PV, the budgeted
cost of the work planned, to obtain the schedule variance (SV):

SV ¼ EV� PV ð1Þ

If SV is positive, then according to Eq. (1), the amount of work earned (EV) is
exceeding the amount of work planned (PV), and therefore the project is ahead of its
schedule. On the contrary, if SV is negative, the project is behind its schedule [11, 12].

It is noted that SV, as per Eq. (1), raises one concern. SV is not directly connected
to the schedule, and indeed its dimension is in monetary units and not in time units.
Furthermore, assessing the project schedule progress using this indicator leads to
unreliable conclusions [13, 14].

An attempt to overcome this deficiency of SV was proposed by the Earned
Schedule (ES) technique [13]. The ES metric is equal to time when the PV was
supposed to be equal to EV and therefore is a better indication of the schedule progress.
Then, ES can be compared with Actual Time (AT) to obtain Schedule Variance, SV(t):

SVðtÞ ¼ ES� AT ð2Þ

If SV(t) is positive, then the project is ahead of its schedule. Instead, if SV(t) is
negative, the project is behind its schedule.

After our reflections, it becomes clear that Eq. (2) is inaccurate because ES does not
consider how the tasks are distributed in relation to their predecessors and successors
(project topology). The inaccuracy becomes important when the project has a pre-
dominant number of parallel activities over sequential activities [15].
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This is the reason why Lipke is suggesting to use SV on critical path only when
project has parallel activities (i.e. multiple paths).

Project topology can be described using the Critical Path Method (CPM), in which
the project’s tasks can be represented by an oriented graph (network) [16]. The longest
path, named the critical path, is the one that characterizes the project in terms of its
duration. Any delay of the activities on the critical path (critical activities) causes a
project delay. Instead, the non-critical paths have a certain degree of slack, i.e., they can
be delayed without delaying the project. The total path slack is defined as the time
when the path can be delayed without delaying the project [17, 18].

3 Methodology

Equations (1) and (2) are defined and calculated at the project-level, and therefore, they
cannot consider the project topology. Instead, when Eqs. (1) and (2) are calculated at
path-level, an indication of the project performance in critical activities separated from
the project performance in non-critical activities is provided. Consequently, path-level
calculations give more information on what is happening in the critical path and to
which extent the critical path can be affected by non-critical activities.

Figure 1 shows the tasks, their durations, and dependencies of a fictional produc-
tion project with 7 activities. An example of such a production project can be an
assembly line construction: the critical activities concern the installation of a conveyor
belt. The project has a duration of 14 weeks. The other non critical activities are in the
fan-in paths (FP). FP is the partial path constituted by non-critical activities merging
into a critical path and it do not contain any critical activity. In FP1 fan-in path, we
have the conveyor belt’s power line installation and testing. The power line installation
cannot start before week 5, should end before week 10 but requires only 3 weeks of
work (therefore, have 2 weeks of slack). There is just one activity in FP2 fan-in path:
the production plant’s legal authorities’ signatures. This activity requires 2 weeks of
work, should start not earlier than week 4 and should end before week 12 (hence its
slack is 5 weeks).

Table 1. Glossary of the key concepts.

Abbreviation Meaning

EVM Earned value management
EV Earned value
PV Planned value
SV Schedule variance
ES Earned schedule
AT Actual time
SV(t) Schedule variance from earned schedule
CPM Critical path method
FP Fan-in path
CP Critical path
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Figure 1 represents the critical activities which resemble the critical path (CP1).
FP1 is the FP represented by activities B-C. It is merging into the critical path A-E-F-G
and having a slack of 2 weeks. FP2 is the FP represented by activity D, merging into
the critical path A-E-F-G and having a slack of 5 weeks. In Fig. 1 it is also recorded the
project baseline, including the planned budget for each activity and each week (rep-
resented by the figures in the cell). PV and cumulative Planned Values (CumPV) are
calculated both at project-level (in figures, column “Level” with the value of “Project”)
and at path-level (in figures, column “Level” with the value of “CP1” for the critical
path, “FP1” and “FP2” or the fan-in paths).

The authors will discuss two different possible project executions in the next
section, and EVM/ES metrics will be calculated using both the classical approach (at
project-level) and our proposed methodology (at path-level).

4 Results and Findings

Figure 2 and Fig. 3 presents two different possible scenarios of the project execution.
ES, EV, and SV(t) are calculated for each of the 2 scenarios, both at the path-level and
at project-level. For both scenarios, the study analyzes the circumstance in which SV(t)
detects a “false positive.”

4.1 Scenario 1: Non-critical Fan-In Path Delayed Less Than Its Slack

Figure 2 shows the project- and path-level’s EV, ES, and SV(t) when the critical path
(activities A-E-F-G) is not delayed (and therefore, the project duration is aligned with
the project baseline). There is a delay in a non-critical activity (activity D), on FP2, for
an amount less than the path total slack (the slack is 5 weeks, the delay of activity D is
2 weeks).

Fig. 1. Project baseline
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The project-level ES values show that the project has a delay in weeks 5, 6, and 7,
with the corresponding SV(t) values being negative. However, the project-level results
are misleading since they generate a “false positive.” Indeed, the project is not expe-
riencing any delay.

Contrary to this, the SV(t) values at the critical path-level capture the correct project
schedule status (no delay). For the critical path CP1, SV(t) is equal to 0 from week 1 to
week 14, and therefore no delay is identified. For FP1, SV(t) is also equal to 0 (no
delay). For FP2, SV(t) at FP2 level shows that the delay is less than the FP2 total slack,
which suggests no delay at the project-level. Hence, project managers should take no
corrective measures, even though Eq. (2) at the project-level suggests this.

Fig. 2. Scenario 1. Critical Path (CP1) is executed according to the baseline. Activity D, which
belongs to FP1, is behind schedule but within its total path slack.
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4.2 Scenario 2: Non-critical Fan-In Path Delayed More Than Its Slack

Figure 3 shows the project’s EV, ES, and SV(t) when it experiences a delay in non-
critical activities B and C, on FP1, for an amount that is more than the path total slack
(the total path slack is 2 weeks, the delay of activities B and C is 3 weeks).

The project-level ES values show that the project has a delay in weeks from 5 to 9,
with the corresponding SV(t) values being negative. However, also in this case, the
project-level results are misleading since they generate a “false positive.” The project is
not experiencing any delay during weeks 5–9 but only after week 10, when the
cumulative delay in FP1 exceeds its slack. SV(t) values at the critical path-level capture
this status: no delay during weeks 5–9, but from week 10. Therefore, project managers
are suggested by SV(t) at the project-level to activate countermeasures to put in track
the project from week 5, while this is needed only from week 10.

Fig. 3. Case 2. Non-critical activities B and C (from FP1) are behind the schedule more than the
path slack. There is an impact on the critical path (CP1).
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5 Conclusions

It is critical to have reliable project monitoring metrics to control the production project
duration during its execution. Such metrics also help introduce timely corrective
actions (i.e., when the project is not adhering to the baseline) and estimate project
outcomes (i.e., if the project final duration needs to be computed). The EVM approach
with its EV, PV, and ES metrics has been used in project management practice to
perform such actions. Even though EVM is a widely adopted tool in practice, it has
some limitations. It might lead to inconsistent results as to the schedule progress
analysis.

This paper demonstrates this inconsistency when comparing the results derived
from project-level analysis versus path-level analysis. In terms of duration analysis, the
ES and SV(t) metrics calculated at the project-level could not discern what happens on
the path-level. Using a hypothetical production project’s schedule, this study intro-
duced 2 possible execution scenarios to demonstrate these inconsistent outcomes. The
metrics at the project-level gave contradictory results compared to the metrics at the
path-level.

Scenario 1 was the case when the project has had a delay in its non-critical
activities. Nevertheless, this delay was absorbed by the fan-in path slack. The metrics
computed at the project-level detected this delay, while in fact the project was not
behind its schedule (“false positive”). Scenario 2 was the case when the project had a
delay in its non-critical activities. However, this delay was not totally absorbed by the
fan-in path slack. The metrics computed at the project-level showed this delay by the
amount of time that did not reflect the project’s actual duration.

This study revealed the reason for such inconsistent outcomes. Inconsistency was
originated because the project was assessed at the project-level and not at the path-
level. Also, the fan-in paths were monitored closely to detect the slack usage and assess
any impact on the critical path.

Therefore, to monitor the schedule progress in ongoing projects based on the actual
schedule status, the authors suggest analyzing ES and SV(t) at the path-level and not
only at the project-level. It is also essential to consider the slacks in fan-in paths.

Future research is suggested in this area. First, other schedule outcome scenarios
should be analyzed. Second, the impact of the path-level schedule analysis on the
duration estimation should be analyzed. Third, empirical analysis with multiple project
data should be conducted to foresee the research and practical generalizations.

Practitioners in the industry can use the proposed approach for more realistic
schedule analysis and duration management in their ongoing projects. The project
schedule must be analyzed not only on the aggregated project-level, but also on the
individual path-levels. Then, the results of such separate assessments should be com-
pared. Only after this, appropriate corrective actions for more informed schedule
management should be taken.
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Abstract. Predictive maintenance practices represent a relevant feature for
improving the useful life of the systems and decreasing costs. Hence, the
modelling of the Health Indicator is a useful support in order to define the
Remaining Useful Life of a system. In this work, an approach for the Health
Indicator modeling of an oil refinery sub-plant is proposed; in addition, the
Association Rule Mining is applied, in order to identify the components fre-
quently requiring a work order prior to a stoppage of the plant: in this way, the
Remaining Useful Life determined via the Health Indicator is used to inspect
such components and, possibly, avoid the stoppage.

Keywords: Predictive maintenance � Health indicator � Association rule

1 Introduction and Background

The emerging Industry 4.0 technologies nowadays provide reliable and accessible
smart systems that enable the spreading of predictive maintenance (PdM) practices [1].
The importance of PdM is testified by its ability in improving the useful life of the
machine and in decreasing the maintenance costs [2]. The approach at the basis of the
development of a reliable PdM system regards the collection and analysis of large
amount of data, belonging to relevant time frames [3] as well as the definition of an
indicator of system’s health [4]. Assessing an appropriate Health Indicator (HI) allows
the understanding of the deviation from the regular operating performance of the
system in terms of its Remaining Useful Life (RUL). HI definition supports in
increasing the knowledge of the system by focusing the analysis on the most relevant
information sources. In this sense, having a precise HI enables the possibility of pre-
dicting the RUL of a system confidently [5] and is thus the main focus of many
researches (e.g., [6, 7]). Recent literary contributions focused on the development of a
HI using several different techniques. For instance, some focused on the development
of multi-objective models to derive the health of the system for fault diagnostics and
prognostics [8], while other implemented artificial neural networks and K-means
clustering [9] and genetic algorithms [10]. Even in terms of application areas, there is a
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certain heterogeneity: in some works, the focus is posed on semiconductor equipment
[11], other focus on the vibration analysis of wind turbines [12]. HIs can indeed be
applied for the definition of the remaining useful life of mechanical machinery, as
testified by several works (e.g., [13, 14]). Given these assumptions, this work proposes
an approach to model the health indicator for a sub-plant of an oil refinery and identify
the component causing the performance loss. Predictive maintenance interventions on
specific components are performed to avoid system stoppage, prioritizing them through
implementing the Association Rule Mining (ARM). Indeed, the Association Rules
(ARs) among component failures before the occurrence of a plant stoppage are used as
a guide to determine, with a certain probability level, which are the components that
caused the HI worsening. In this way, the ARs help identify relationships within a
dataset when they are not immediately identifiable [15]. In recent literature, ARM is
applied to different fields, ranging from the behavior description [16] to the sub-
assemblies production scheduling [17]. In a predictive maintenance perspective, ARM
has already been applied to detect the relationships among component failures [18].
Despite the valuable implementations proposed, among the others, by the named
authors, there is a lack of research in terms of joint application of HIs definition and
ARM.

2 Methodology

In the following, the proposed procedure to define the Health Indicator is described.
The procedure is general so that it can be applied to various equipment as long as
sensor readings are available. The input dataset contains the readings of one or more
system sensors. For simplicity of explanation a single sensor is considered. Seven
fundamental steps are performed in order to model the HI:

1. Standardization of the signals (Ss) from system sensors and partitioning of the initial
dataset into training and testing sets.

2. Modelling of the Health Indicator (HI): the mean time between two stoppages
represents the life duration of the system. The objective at the basis of the HI is
creating a degradation profile considering that at the beginning of the HI the reli-
ability of the system is equal to 1 (hence, maximum) while, at the moment of the
stoppage, it is minimum (hence, equal to 0). The behavior of the HI is described by
Eqs. (1)–(3), being DURi;m the time between two stoppages of category m con-
sidering the i-th machine, TIi,m′ indicates the remaining hours before the stoppage,
while TIi,m`̀ is the normalized value.

TI 0m ¼ DURm � 1 DURm � 2 . . . 0½ � ð1Þ

TIm tð Þ00¼ TIm tð Þ0
DURm

ð2Þ

HIm tð Þ ¼ TIm tð Þ00 þ 1� TIm t ¼ 1ð Þ00� � ð3Þ
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Equation 3 is such that the first value of HIi,m is equal to 1. In particular, HIi,m
represents an initial HI for the considered machine and stoppage.

Once HIs have been calculated for each machine and stoppage, through a linear
interpolation, HIs and Ss can be correlated in order to find the transformation coefficient
(Eq. 4) able to translate the information from the measures space to the HI space.

HItotal ¼ b � Ss;total ð4Þ

HItotal represents the array composed of all the determined HIs (HItotal ¼
½HI1;mHI2;m. . .HIn;m�) and, at the same way, Ss,total is the arrey composed of all the
standardised signals (Ss;total ¼ ½Ss;1Ss;2. . .Ss;n�). The parameter b can be in the form of
an array if more than one sensor readings are available. In the present paper, it is a
scalar since just one sensor readings are available.

Once the transformation “b” has been identified, the transformed HI* is calculat-
edfor each machine and stoppage according to Eq. 5:

HI�i;m ¼ b � Ss;i ð5Þ

3. Once all the transformed HI*i,m have been calculated, a non-linear interpolation has
been performed to correlate the HI*i,m with time (in form of Eq. 6).

HI�i;m ¼ f i;m ts;i
� � ð6Þ

In particular, function f() can be chosen in the same form for all the stoppage categories
or differently to define different profile for different categories. At this point, function f
() is stored to be used in the K-NN algorithm. Thus, the system training is completed.

4. During the testing phase, the testing signal is transformed as well, using the weights
b determined at step 3. Even the duration of the standardized testing signals (SsðtestÞ)
is assessed (tsðtestÞ�) and the functions f ðtsðtestÞ�Þ are evaluated for all the SsðtestÞ.

5. HI�j;m;test ¼ f ðtsðj;testÞ�Þ and HI�i;m ¼ f ðts�Þ are compared through the KNN algorithm
in order to identify the closest similarity profile. K-nearest neighbours (KNN) al-
gorithm is a machine learning technique applicable for solving regression and
classification problems. The main idea at its basis is that the closer an instance is to
a data point, the more similar they will be considered by the KNN [19]. Reference
functions –HI�i;m ¼ f i;mðts;iÞ - are considered as models to be compared to newly
defined ones - HItest ¼ f ðtsðtestÞ�Þ. The distances dij (e.g., Euclidean distance) among
HI�j;m;test and HI�i;m are used to calculate the similarity weights between the testing
and the training. The similarity weight swij is determined as reported in Eq. 7. Then,
the weights are ranked in descending order and, finally, determine the number of
similar units (Eq. 8). Specifically, k refers to the number of function to be selected
for the comparison, while N is the number of training units.
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swij ¼ exp �dij
2� � ð7Þ

SU ¼ min k;Nð Þ ð8Þ

6. Starting from the KNN results, the Weibull distribution is fitted considering the k-
similar profiles and the median is determined.

7. Subtracting the tsðtestÞ� from the median determined at step 6, the RUL is assessed.

Eventually, the proposed approach requires the extraction of the ARs describing the
relationships between component failures and plant stoppages. In this way, when a
deviation in the operating performance is detected, the estimated RUL is used to
inspect the components likely to be the ones causing the stoppage, so that their normal
functioning can be reset and, possibly, the actual stoppage avoided.

Mining the Association Rules from a dataset implies the extraction of non-trivial
attribute-values associations which are not immediately detectable due to the dimen-
sions of such dataset [20]. Consider a set of Boolean data D ¼ fd1; d2; . . .dmg named
items and a set of transactions T = {t1, t2, … tk}; a transaction ti is a subset of items.
An Association Rule a ! b is an implication among two itemsets (a and b) taken from
D, whose intersection is null (a \ b = Ø). In order to evaluate the goodness of a rule,
different metrics can be used, such as the support (Supp) and the confidence (Conf):

• Suppða; bÞ ¼ #ða;bÞ
#ðTÞ : it measures the number of transaction containing both a and b

over the totality of transactions.

• Conf a ! bð Þ ¼ supp a;bð Þ
supp að Þ : it measures the conditional probability of the occurrence of

b, given the fact that a occurred.

For the purposes of this work, an ARs a ! b is the implication relating the
component requiring a work order (a) and the stoppage ðbÞ. So, the Suppða; bÞ
expresses the joint probability of having a failure on a component and a stoppage,
while the Conf a ! bð Þ represents the probability of having a stoppage given the fact
that the component a failed. In this work the FP-growth [21] is applied to perform the
ARM.

When the health indicator highlights the risk of a stoppage, the components are
inspected to control their functioning, sorting them by decreasing confidence value. If a
failure or a malfunctioning is detected on the first component, it is replaced, else the
following one is inspected; depending on the maintenance policy adopted by the
company, the inspection can involve all the components included in the ARs, can stop
when the first failure is detected or can involve the ARs until a certain threshold.

3 Application

The refinery considered for the case study is located in Italy. It has a processing
capacity of 85,000 barrel/day. The sub-plant taken into consideration in this application
is the Topping unit. Data refer to a three-year time interval. Specifically, the mass-flow
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across the plant is collected hourly for each day. Three categories of stoppages or flow
deceleration are identified by the company: Non-Significant (NS), if the reduction of
the daily mass flow is between 20% and 50%; Slowdown (SLD), if the reduction of the
daily mass flow is between 50% and 90%; Shutdown (SHD), if the reduction of the
daily mass flow is between 90% and 100%. The dataset containing these data is
structured as reported in Table 1: the first column indicates the date of the acquisition;
the following twenty-four columns report the hourly mean value of the mass flow
registered across the plant, while the last column indicates the kind of stoppage
occurred during the day (if any). The mass-flow measures are also used to train and test
the proposed approach. In all, 1095 rows and 24 columns are standardized and used to
this end. The algorithm is carried out on an approach evaluation Intel® Core™ i7-
6700HQ CPU @ 2.60 GHz, using Matlab 2019©. Once the dataset is standardized,
steps 1–5 of the proposed approach are carried out. Figure 1 displays the HI profiles
obtained through the algorithm in pink for the three stoppage category, while in black
the current trend. Evidently, the latter cannot be considered as an anticipator of the NS
stoppage, but is far more similar to the SHD one, given its trend. Hence, the through
steps 6 and 7, of the proposed algorithm, the RUL can be determined and the rela-
tionships among the component failures and SHD stoppages can be enquired.

Table 1. Excerpt of the mass flow dataset indicating the sub-plant, the date of the acquisition,
the hourly measurements and the stoppage category.

Date v01 v02 v03 … v22 v23 v24 Stoppage

01/01 411.5 409.6 407.56 … 407.22 407.37 407.56 –

02/01 409.49 410.8 408.03 … 378.41 374.27 372.32 NS
03/01 375.83 376.23 373.42 … 409.72 408.86 409.16 –

Fig. 1. The HIs comparison.
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A second dataset, i.e., the work order list, is taken into account in order to identify
the components requiring a maintenance intervention on a specific day (Table 2). This
dataset is integrated with the one reported in Table 1 in order to be able to mine the
association rules.

The relationships among component failures and stoppage category are derived
through the Association Rule Mining. Specifically, the interest is identifying the work
orders historically preceding the stoppages in order to use them as guidelines to
understand which failure might cause the stoppage and intervene. The ARM, in this
application, is executed using the well-known data analytics platform RapidMiner, that
is widely applicable due to its graphical interface. In all, 120 rules have been identified,
setting the minimum support threshold to 0 – in order not to lose any potential relation
between components and stoppage category (and vice versa). The minimum confi-
dence, instead, is set to 0.1. The set of ARs in the form componenti ! stoppagej is used
to identify the components possibly affecting the abnormal functioning of the plant. In
the proposed example, it appears that the deviation of the mass flow can be related to a
SHD stoppage: 14 rules have been identified, even though only an excerpt is reported
(Table 3).

This implies that the first component to be checked is the Furnace since, from the
actual data of the past events, it requires a work order before the occurrence of a SHD
(in other words, the rule Furnace ! SHUT_DOWN has a confidence of 0.60). The
following components to be checked, i.e., Condensation detector and Chiller, are the
ones having the second value of confidence. During the inspection, the technician may
detect a failure or a malfunctioning. If a failure or a malfunctioning is detected in one or

Table 2. Work Order (WO) dataset detailed by sub-plant, date and component.

Sub-plant WO date Component

Topping 10/06 Valve
Topping 17/11 Controller
Topping 04/02 Drainer
Topping 24/10 Valve

Table 3. ARs relating the WO and the SHD stoppage

Component Stoppage category Confidence

Furnace SHUT_DOWN 0.60
Condensation detector SHUT_DOWN 0.25
Chiller SHUT_DOWN 0.25
Chimney SHUT_DOWN 0.23
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more components, they should be fixed in the attempt to avoid the occurrence of the
stoppage. Remarkably, the order of the inspection is relevant in terms of time: indeed,
according to the profile of the HI, the RUL is determined and the inspection, as well as
the preventive replacing of the components should be carried out within the time limit
imposed by the RUL.

4 Discussion and Conclusions

The proposed approach well suits the dynamic environment characterizing the main-
tenance field. Indeed, it supports the definition of the RUL of a system and, accord-
ingly, defines the roadmap to inspect the possible cause of the performance losses. In
this way, it is possible to fix the malfunctioning promptly, so that the stoppage of the
system can be avoided or, at least, the flow can be restored shortly. One of the main
advantages of the proposed approach, is the fact that part of the analysis is carried out
offline (e.g., training and testing of the proposed datasets, association rule mining)
while its application can be run online, during the functioning of the system. The
datasets on which the analysis is based can be updated without any impact on the
approach implementation. In the proposed example, a single sensor is considered.
However, the approach is easily extendable to case studies receiving data from more
sensors since the proposed algorithm is general. The accuracy of the proposed approach
strictly depends on the quality of the collected data. Before starting the implementation
of the algorithm, some preliminary activities on data are required: indeed, it is nec-
essary to clean data from inconsistencies, replace the missing values, eliminate dis-
turbances in the sensor system and eventually, filter to limit the boundaries of the study.
In this way it is ensured that the starting database is solid, so that the results are reliable
too. As shown in Table 4, the prediction error varies with the percentage of the
validation data considered: selecting the 70% of the dataset allows the minimum
prediction error, if compared to the 50% and 90% cases. These outcomes, however, are
not generalizable since they are strictly related to the specific case study, the sampling
time and the initial prediction instant.

It should be considered that the data used in this study are usually collected in
contexts such as process industries and refineries. In fact, they are used to establish the
normal operation of plants and some basic maintenance activities. They are not the
result of complex reprocessing or acquisition performed specifically for this purpose.

Table 4. Prediction error ranges and percentiles varying the validation data percentage for Shut-
down stoppages

Validation data Upper 75% Median 25% Lower

50% 7.2 5.16 4.22 3.31 1.69
70% −1.91 −2.03 −2.24 −2.25 −2.43
90% −2.3 −2.49 −2.79 −3 −3.49

258 G. Mazzuto et al.



Few reworkings have been performed (e.g., standardization and filtering). The algo-
rithm is therefore based on the data available to the organization. The algorithm pro-
vides promising results in terms of prediction and in reasonable times, being it also able
to use data stored for other purposes and thus requiring a minimum effort in terms of
data collection. From the company’s perspective, knowing in advance the type of
intervention to be made to avoid stoppages or to intervene promptly represents a
considerable benefit. Indeed, the costs related to such stops are saved. In this work, the
goodness of the algorithm is verified at theoretical level through simulations. Further
development of this work regard a real evaluation of the actual advantages.
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Abstract. The following paper describes a project where Total Productive
Maintenance (TPM) methodology was used in order to improve an automotive
industry production line availability and quality. After performing a diagnosis,
major flaws were revealed about maintenance and production communication,
as well as missing information about the production of defects and maintenance
interventions. It was necessary to solve these problems before being able to
analyse production inefficiencies, define and implement improvement actions.
This project showed the significant impact on costs and quality that can be
achieved using TPM, OEE and collaboration between production and mainte-
nance. But beyond that, it showed that despite the industry 4.0 being on the
agenda, there is a low use of communication technologies and, therefore, sig-
nificant gains can still be achieved through basic analysis of recorded data if
they are properly organized and standardized. It appears that special attention
must be paid to the collection of data, to ensure its proper use for decision
making.

Keywords: Collaboration � Data management � OEE � Quality management �
TPM

1 Introduction

Nowadays, to become competitive and market leaders, manufacturing companies seek
to adopt behaviour patterns and rules that guarantee a good performance of their
production systems, as well as to embrace innovation [1]. High quality, low cost and
small lead time are the three main client demands, that can be met through methods and
tools provided by Lean Manufacturing. Nonetheless for achieving these goals, it is
imperative to have control over every expense generated by the company [2]. Main-
tenance department is usually seen as non-value adding in a company, however, there
is a clear need for reducing costs related to equipment status, keeping it in optimal
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conditions for preventing catastrophic ruptures to production flow. Total Productive
Maintenance

Total Productive Maintenance (TPM) is a maintenance methodology that a com-
pany to maintain equipment in perfect conditions. The methodology objective is to
maximize general equipment effectiveness, improving the Overall Equipment Effec-
tiveness (OEE) indicator, through direct collaboration of every department [3].
The OEE indicator considers produced quantities, number of defects, planned and
unplanned stop times, allowing manager to know the factors that need improvement
and to make internal and external benchmarking [4]. The desired output for production
is only tangible through high equipment availability influenced by equipment reliability
and maintainability [5].

Managers are focused in highlighting existing or potential maintenance related
problems, in order to improve performance and minimize maintenance operational cost.
Systems used for data collection that allow the use of prediction techniques may help to
discover useful rules that allow locating critical issues that will have substantial impact
on improving all maintenance processes [6]. Although these techniques are appropriate
to deal with a large amount of data, the quality of data is crucial for a fast and adequate
feeding of the prediction system. During normal plant activity, large quantities of data
are produced and are not always considered “clean”, or proper to be used. Usually the
records include noisy, missing and inconsistent data, making this the first barrier to be
solved before going for more advanced data prediction systems that industry 4.0 has to
offer [7].

This paper describes a project that aimed to improve the performance of a pro-
duction line that manufactures Exhaust Gas Recirculation (EGR) valves that composes
an EGR module in modern combustion vehicles. The EGR valve is responsible for
controlling the mixed amount of combustion expelled gases with fresh air, reducing the
amount of greenhouse gas emissions. Given the huge amount of EGR valves needed to
feed vehicle manufacturers around the world, errors should be avoided to be able to
fulfil placed order quantities.

The project was undergone by a team composed by quality engineers, process and
maintenance technicians. It started by the identification of the causes of inefficiency and
flaws using OEE and the TPM pillars as diagnosis tools. Then, taking advantage of the
collaboration between team members, improvement actions were defined and
implemented.

The present paper is organized as follows. In Section 2, the diagnosis of the studied
production line is depicted, revealing the prime failures of its low performance. Sec-
tion 3 describes the improving actions implemented to the production line in order to
correct the flaws identified. In Sect. 5, the results of those improvements are presented
and conclusions from the study are drawn.
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2 Diagnosis

2.1 Data Registration Process

During the diagnosis phase, some limitations to the analysis due to the method used in
the production line to register information related to production activities were
immediately identified:

1. No distinction between different types of stops: During normal production time,
different reasons may lead to the equipment stoppage, resulting in an overall
temporary stop of the line production activities. Equipment stops can either due to
equipment breakdown (ex: failure of mechanical or electrical components), or due
to a production part quality issue that forced the equipment to stop in order to
correct the issue. The non-differentiation of these stops, since all stops are registered
as “breakdown”, and the lack of details about actual equipment breakdowns do not
allow future analyses regarding where to invest the company’s time and resources
in order to make improvements in that equipment.

2. Wrong quantification of quality defects: During a normal production shift, infor-
mation that is documented regarding quality defects does not refer any detail about
the stage of the process where they were produced or what caused them. The lack of
detailed and normalized information does not allow the team to use quality tools
like Pareto diagrams with the scope of identifying and solving those quality
problems.

3. Maintenance interventions information: The fact that maintenance technicians do
not register all interventions performed on the production line equipment, and the
fact that the ones that were registered are not normalized, not allowing for future
detailed analyses, becomes one more step-back to the production line managers to
decide in what improvement actions to invest.

2.2 Analysis Based on OEE

By analysing the OEE indicator of the production line, it was possible to find out the
factors that most contribute to the low value of OEE. Figure 1 shows the behaviour of
both OEE and its constituting factors. From April 2019 to December 2019, the average
value of the OEE was 54,90%. In that same period of analysis, the availability factor
had the worst result, with an average of 60,75%, followed by quality factor with 90%
and performance factor with 94%.
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After deducing that the availability factor was the main responsible for the low
value of OEE, the analysis was focused on the inefficiencies related to this factor.
Figure 2 identifies through an accumulated bar chart, the sum of inefficiencies regis-
tered in the production line. All reported inefficiencies are quantified as wasted time
and the chart exhibits the percentage compared to the production time.

The chart of Fig. 2 shows that the biggest inefficiency is “breakdowns”. As it was
explained in Sect. 2.1, the “breakdowns” inefficiency must be interpreted as “equip-
ment stops” motivated by failures or by product quality issues.

Since the registration method used by the company did not provide enough
information for the team to study the existing problems, a new one that allows for more
detail about defects production and equipment stops was implemented. This method
relies on an input form that categorizes and differentiates the type of stops and defects
so that the operators can register the information without mistakes and with the
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Fig. 1. OEE behaviour from April 2019 to Dec 2019
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Fig. 2. Inefficiencies quantified from production line from April 2019 to Dec 2019
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necessary details during normal production activity. The detail provided allows the
engineers to understand what the main motives of defects are, and the respective
causes. After two months of records with this new method, it was possible to build
Table 1.

Through Table 1, it is possible to conclude that the equipment which produces the
highest number of defects is also the one which stops the most, suggesting that those
stops aimed solving those problematic quality defects.

Given the fact that the data retrieved during these two months had enough detail to
determine the main reasons of defects in production by applying quality tools, it was
possible to find their root-cause and consequently proceed to improvements. Two main
categories of defects were uncovered. The first one was a leakage detected in the leak-
age test and the second is detected at the final stage of the process, at the hysteresis test.
The first category occurs when the valve is not able to restrain the air stream to a certain
desired volume. The team used an Ishikawa diagram in order to find the source of error
and, after carefully testing all parameters, it was unveiled that a small misalignment of
the valve regulating membrane, the flap, caused an undesired leak. This leak occurred
due to a gap in the flap caused by the degradation of the tool that adapts and secures the
valve in the machine during the welding stage. The second category was unveiled
during the hysteresis test that consists in simulating the valves normal field behaviour,
exposing it to routine stress while in normal operation. The team found that this defect
is the result of two problems, both due to wrong inner component angles. The gas
mixture is controlled by a small electric motor that is attached to the valve. The two
components that are responsible to connect the motor to the valve, in order to transfer
the energy, are usually welded in a wrong and non-functional angular position, causing
the valve to fail in the test. After carefully testing the welding equipment, the team
unveiled that the equipment components responsible to stabilize those two components
during the welding process were heavily damaged and worn out, causing unwanted
gaps.

Table 1. Quantity: stops vs production defects

Average time stopped Time stopped Nº Stops Equipment Nº defects % Defects

143,46 5164 36 OB128 658 57,87%
47,38 1042,5 22 OB100 175 15,39%
43 430 10 OB131 63 5,54%
37,33 560 15 OB130 35 3,08%
21,5 129 6 OB127 88 7,74%
158,96 3179 20 OB129 86 7,56%
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2.3 Analysis Based on TPM Pillars

Pillar Observation

Autonomous
maintenance

The presence of dust, debris, and obsolete components in the
production line are indicators that this pillar is not present.
Therefore, autonomous maintenance plans are needed

Planned maintenance Maintenance plans for the equipment of the
production lines are defined, but they are not fulfilled

Focused improvement Equipment improvements meant to solve momentary problems to
resume production activity as soon as possible and are not part of a
continuous improvement approach

Quality maintenance During the performed quality analysis, a problem with a measuring
system was identified. A gage R&R study led to the conclusion that
this system was not able to evaluate production parts. This fact
suggests that this pillar is not well embed in the company

Office TPM Communication between logistics and maintenance is not the finest.
The fact that maintenance technicians do not have any in- formation
about spare parts stock, suggests that improvements within this
pillar are needed

Training Both pillars are well present, they represent the base beliefs of the
company, and their presence is remarkable due to the heavy
attention given to the workers

Safety, health and
environment

Maintenance team efficiency is also noticeably low. Maintenance interventions take a
long time to complete due to low availability of technicians and tools, and lack of
knowledge. Given the fact that this type of industry is highly automated, the need for
maintenance technicians specialized in automation is clear. One other problem detected
was the lack of support to the production line, with only one specialized technician
working in central shift, not even providing support to the night shift. Due to the high
number of maintenance calls, almost no time is left for technicians to register the
actions or changes made during that maintenance intervention.

The company uses a software to manage and monitor its plant maintenance
activities and controlling its expenses, however, due to some inefficiencies with the
software, it becomes poorly used by the maintenance technicians. The software is slow
to run, requiring a lot of data entries to register a maintenance intervention and around
8 min necessary to fulfil the registration of a single intervention.

3 Implementation of Improvement Actions

3.1 Autonomous Maintenance

Since many equipment breakdowns or quality issues were related to detrimental pro-
duction environments, there was an obvious need for improving that environment.
Together, with the tacit knowledge of both maintenance technicians and equipment
suppliers, an autonomous plan was created. The maintenance actions that comprise the
plan are performed by the operators at the beginning of every shift. The aim of this
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maintenance plan is to reduce the chance of error or problems with production, via
cleaning, lubricating and adjusting the necessary parts.

3.2 Quality Improvements

In order to mitigate the quality problems in production, some improvements were made
to the production line equipment. The problems were solved by developing and cre-
ating new tools to replace the older degraded ones, eliminating gaps that previously
existed. The leak detected during the leakage test was eliminated by the replacement of
the tool used to secure the valves position during the welding operation, assuring a
good quality and continuous production.

New measurement systems were developed to adopt a new evaluation method to
judge the productions output quality, reducing the variability compared to the older
measurement systems, allowing for a more controlled production process.

3.3 Maintenance Management and Data Gathering

The maintenance team was enhanced with the addition of an automation specialist,
covering all three production shifts, becoming therefore more available. The lack of
tools was also eliminated by investing in a maintenance tool car for every technician,
eliminating waiting times for the tools to be available.

The implementation of a mobile maintenance management system was probably
the biggest improvement of all, regarding maintenance organization and communica-
tion. The system also allowed for a better communication between technicians of
different labouring shifts. This newly implemented mobile registration system allowed
the maintenance technicians to both register and access information about equipment as
well as consulting information about spare parts at the warehouse in a much faster and
efficient way with the use of QR codes that connect the technician directly to the
equipment profile. This improvement also reduced the time required to register a
maintenance intervention, enhancing the maintenance technician’s availability. Since
the information can be accurately registered, KPI calculation can now be trusted by the
engineers, allowing the identification of effective improvement actions.

4 Results

The improvement actions implemented in the project described in this paper brought
significant upgrades to the production line. The new method of registration provided a
structured data base to be used for studying problems and finding solutions. During the
months of January and February 2020, information was registered using the new data
record method, allowing for the definition of improvement actions, implemented
throughout the months of March and April 2020. In the following six months (May to
October 2020), the availability factor increased about 11%, compared to the previous
nine months, from an average of 61%, to an average of 72%. Regarding quality, after
the implementation period from March to April 2020, the following two months reg-
istered 4500€ saved in the production of defects. The company uses a KPI known as
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“scrap vs sales” which measures the value of scrap produced compared to the value of
sales for that month. For the same period of analyses mentioned earlier, this KPI went
from 3,4% to 2,4%.

5 Conclusions

In this project, the diagnosis phase allowed, through an analysis based on the factors
and inefficiencies associated with the OEE and based on the TPM pillars, to prioritize
improvement actions. The collaboration between production and maintenance and the
redefinition of data records were key factors in achieving the portrayed improvements.

A perfect synchronization between production and maintenance is desirable to obtain
the maximum value from the assets. The need for standardized and organized records of
information is also irrefutable, whether concerning defects on production or maintenance
interventions. It is only possible to implement a predictive maintenance system, for
instance, if this standardization is achieved, becoming the first step into industry 4.0.
Therefore, the same way as Training is a pillar of TPM, it seems to be necessary to
consider a new pillar designated by “Communication and data management” in order to
enhance TPM implementation in today’s digital manufacturing environments.

A fast and effective communication between maintenance and production, main-
tenance and logistics and between shifts can bring significant gains. Good data man-
agement makes it easier to highlight inefficiencies and their causes, constituting a driver
for continuous improvement. Since the time spent in manufacturing plant to collect and
access data and information should be reduced, given the fact that it is a non-value
adding activity, implementing available technologies such as mobile devices, is a key
for a successful implementation of TPM in companies. However, this should be
accompanied by a reorganization and standardization of data records for allowing
appropriate analysis. Thus, the development and implementation of ontologies in the
maintenance domain is required.
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Abstract. We study in this paper the problem of simultaneously
scheduling resumable jobs and preventive maintenance on a single
machine to minimize the earliness-tardiness cost. The machine is sub-
ject to random breakdowns according to Erlang distribution and mini-
mal repair is considered. The age of the machine defines its probability
of breakdown and performing preventive maintenance renews the age
of the machine to zero, however the preventive maintenance operations
cost valuable time that can increase the overall earliness-tardiness cost.
A stochastic dynamic programming solving approach is presented for
solving this problem with illustrated meaning to its algorithm.

Keywords: Preventive maintenance · Dynamic programming ·
Production scheduling

1 Introduction

In all industrial contexts, production is the main function of the system and the
essential source of value, and should ideally be continuously active, and as every
order have to be delivered on a prefixed due date, the optimal sequence in which
orders should be fed to the machine is often not obvious, the earliness-tardiness
model is one of many used to optimize this process, it aims at finishing orders
following a just-in-time performance strategy, as quick response to customer’s
orders and respecting their delivery dates is key to success in the manufacturing
business, however finishing jobs too early increases the stocking and warehous-
ing costs and further lowers the profit margin, this strategy has been adopted
by many big companies (Apple, McDonald’s, Toyota ..) and was proven to be
successful at lowering the cost of goods while keeping the customers satisfied.

However, production systems are not ideal and tend to fail regularly due to
over usage or equipment failure, so while it is already not evident to schedule
production jobs, the randomness of failure events adds another layer of difficulty
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to the task of production scheduling. To assert a certain level of control over the
random aspect of breakdowns, preventive maintenance PM is performed, and
while it does not exclude the possibility of failure, it fairly reduces the increasing
risk of machine breakdown. However, performing preventive maintenance costs
valuable time that could be used for production, while not performing it presents
the machine to the increasing risk of failure, hence the trade-off.

The literature around this problem is extensive, especially in the areas of
operational research and production systems, however, the majority of these
papers considers that the machines are available at all times, and no maintenance
is needed, and since this is often not true as we explained industrial machines
tend to fail regularly, we in this paper treat the case of scheduling N jobs on a
single machine considering the possibility of machine failure.

2 State of the Art

Among the first attempts to solve the problem of single machine scheduling with
common due date and earliness-tardiness penalties, [1] studied the general case
where the due date is not prefixed and is to determine. The method proposed by
authors consists of assigning the optimal due date as well as the optimal feasible
sequence of jobs that minimize the sum of earliness tardiness penalties and cost
of due date assignment, more in depth, for a set of N jobs all available at time
zero, and Cj being the completion time of a job j, the goal is to determine a due
date D∗ and a feasible sequence σ∗, that minimize the objective function

f(d, σ) =
∑n

j=1
α Ej + β Tj

with Ej = max(d−Cj , 0) and Tj = max(Cj −d, 0) denoting respectively the
earliness and tardiness of job j, and α,β being the respective cost coefficients of
earliness and tardiness.

A huge interest in the scheduling with due date assignment sparked after
the work of [1], different generalizations of the problem were proposed, such as
replacing the common due date with common due window [1], the consideration
of due date tolerance [4], . . . etc. For a more detailed review of these works, we
refer the readers to the survey of [2].

On a less generalized level, we are most interested in the case where the com-
mon due date is predetermined. In such a problem, the objective is to determine
the optimal feasible sequence σ∗ for which the simplified function

f(d, σ) =
∑n

j=1
α Ej + β Tj

is minimized. [5] proposed an enumerating algorithm to solve the variant of the
problem where (α = β = 1), later to that [6] proposed dynamic programming
algorithm that solves the problem in pseudo polynomial time,[7] also proposed a
DP algorithm with pseudo-polynomial run time as well as a branch-and-bound
method based on a Lagrangian lower-and-upper bounds. For the variants where
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αj and βj are constants (αj=α, βj=β), [8] proposed a branching procedure,
however his method only work for small sized instances. The case of (αj �= βj)
was only solved with the help of approximation methods, like the work of [9]
where a meta-heuristic was used to obtain approximate solutions.

All works above assume that the machine is available at all times, however,
the problem of job scheduling where the machine is subject to failure and break-
downs is very lightly studied in the literature. [10] was among the earliest and
few efforts aimed in this direction as authors studied the case where the machine
is subject to external shocks following a non-homogeneous Poisson process, [11]
considers stochastic model for breakdowns. A more elaborated effort was made
by [12] where they considered that breakdowns follow an Erlang distribution and
presented a stochastic dynamic programming algorithm for preventive mainte-
nance scheduling that minimizes earliness-tardiness costs. [14] presented a model
that solves the job scheduling based on periodic preventive maintenance per-
formance, and in a very similar fashion, [13] also uses a periodic maintenance
scheduling to solve the problem. [18] also defines a periodic planning for pre-
ventive maintenance where the interval for PM is dynamically updated while
scheduling the jobs. [16] proposed a mixed-integer linear programming model to
simultaneously schedule the production and maintenance tasks, optimizing the
earliness-tardiness costs as well as a wide range of objectives (preventive main-
tenance costs, idle-time costs, components and assembly costs ..). [17] success-
fully integrated production and preventive maintenance in a single mathematical
model to simultaneously schedule both activities while optimizing the due-date
meeting and machine availability. Following the recent trends in the scientific
literature, [19] and [20] used the deep Q-Learning algorithm to learn an optimal
policy to jointly schedule production jobs and maintenance operations.

3 Problem Statement

The problem of job scheduling with preventive maintenance has been solved
using dynamic programming for non-resumable jobs, we in this paper consider
the resumable case, where in the event of breakdown, the progress made so far
on the job is not lost, and the machine can resume working on it after repair
from the last progress point.

This paper divides problem to two steps, first we assume that the machine
is available at all times, and solve the job scheduling with common due date
using a dynamic programming algorithm, where for an input of N jobs and
their respective processing time, we expect as output a sequence of the jobs
for which the earliness tardiness cost is minimal, then we further elaborate the
solution considering the element of preventive maintenance and breakdowns,
using a stochastic dynamic programming model, that take as input the solution
of the first step, and prior to the execution of each job, we decide optimally
whether to perform preventive maintenance or not.
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let CET be the cost function for a sequence of jobs S and a due date D:

CET(S,D) =
∑

jεS
(αj Ej + βj Tj)

3.1 Deterministic Dynamic Program

Here, we are concerned with the total ‘weighted earliness-tardiness (WET)’ in
which the jobs have different weights wj but a common due date that is loose;
αj=βj=wj and dj = d. The approach is solved to optimality via DP and is based
on the work of [15]. The procedure is pseudo-polynomial.

As before, call the set of early jobs E and the set of tardy job T. The effi-
ciency of the algorithm depends crucially on the third Property mentioned in
[15], namely, the fact that all jobs in either subset E or T must be ordered
in decreasing ‘weighted shortest processing time (WSPT)’ order measured (in
absolute value) from time D as the origin. The proof of this assertion is evident
when one considers each subset by itself with time measured away from D.

Based on this property one starts by re-arranging the jobs in WSPT. This
constitutes the list of the jobs from which selection shall be made. If job k is
selected for placement on the machine it must be true that all preceding jobs 1
through k − 1 must have been placed on the m/c either in E or in T. This leads
to the definition of the “stages” as progressing from 1 to n; stage k involves the
first k jobs in the list. Let Wk ⊆ N denote the set of the first k jobs in the list,
where N denotes the set of all jobs Wk = 1, ..., k.

At stage k the total occupancy of the machine must be P (Wk) =
∑k

i=1 pi,
observe that the total processing time of any subset of jobs is constant inde-
pendent of their sequence, and independent of whether or not they straddle d,
though we know that in an optimal sequence, no job will straddle d, but some
job in E must end at d and some job in T must start at d, assuming that no αj

or βj is equal to 0.
Let e denote the sum of the processing times of the subset of jobs in Wk that

are early (in set E, to the left of D). Alternatively, we could have selected t as
the sum of the processing times of the subset of jobs in Wk that are Tardy (in
set T, to the right of D); but we shall stick with e. Then the tardy jobs (in set
T, to the right of D) complete at time Pk − e;

Shift the origin to d and measure all times from d in either direction. Job k
is either in E or in T. If it is in E then it is placed first (farthest from d) and its
completion time shall be (e − pk); and its cost is wk (e − pk). If it is placed in T
then it is placed last (again, farthest from D) and its completion time shall be
(P (Wk) − e); and its cost is wk (Pk − e).

Let fk(e) denote the minimal cost to schedule the set Sk composed of jobs
1 through k when the jobs in E ⊆ Sk occupy time e. Then we are led to the
extremal equation,
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which is initiated at f∅(.) = 0
and terminated when fn(e) is evaluated for all feasible e and the minimum is

determined. Observe that in the determination of fk(e) either of the two options
may be infeasible, in which case the corresponding value f would be put ∞ to
prohibit its adoption.

The Algorithm
Initiate the DP iterations with: f0(e) = 0, for e = 0, 1, 2, ...,

∑n
j=1 pj and termi-

nate it when the minimum cost schedule is found at fn(0). By the WSPT order
there is one set Sk = 1, ..., k. At stage k one enumerates over the values of e,
which ranges from 0 to P (Wk) Therefore the complexity of the DP procedure is
seen to be O(n

∑n
j=1 pj); it is pseudo-polynomial.

3.2 Stochastic Dynamic Program

After solving the first part, we now consider the possibility of machine break-
down, we consider that breakdown events occur following the Erlang distribution
for which the density function is defined as:

For a given job in the optimal sequence given by part 1 starting at time t, and
for which the processing time is pj , we define the probability of a breakdown
event happening during its execution by : P (t) =

∫ t

0
f(x)dx. We also define aj ,

the age of the machine before executing the job j (Fig. 1),

Fig. 1. PM is performed (1); PM is not performed and : no breakdowns occur (2), a
breakdown occurs (3)

Now before executing job j, we have to choose between two decisions:

1. Perform preventive maintenance, which takes TPM amount of time, and
reduces the probability of breakdown to zero as we maintain the machine
to as-new condition, it also resets the age of the machine to zero,
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2. Do not perform preventive maintenance and proceeds directly to the treating
of job j, this leads to two possible outcomes:

– The machine does not breakdown, which happens with probability 1 −
p(aj), the job j is finished at time t + pj , and the age of the machine at
the end of job j is aj + pj

– A breakdown event occurs, which happens with probability p(aj), a repair
operation of duration TR is necessary, the progress made before the break-
down is not lost and the machine will resume the job after repair from
the last progress point. The job finishes at time t+TR + pj . The repair is
minimal, which means the machine is repaired just enough to start oper-
ating again, and it does not affect its age. The age at end of execution is
aj+pj .

The Formulation
To solve this problem, we formulate a dynamic programming algorithm for
instances where (αj=βj=1), (αj = βj) and (αj = α, βj = β).

First, we order the optimal sequence from part 1 in reverse from n to 1, and
then for every stage of the DP, we evaluate the cost of both decisions.

For the case of dj = 1, it is simple to see that the cost of stage j is CET(t +
TPM + pj), however for the case of dj = 0 where the machine has two possible
scenarios, the total cost at time t is either CET(t + pj) in case no breakdown
happened, or CET(t + pj + TR) in the scenario where a breakdown occurs, both
outcomes happen with respective probabilities 1−p(aj) and p(aj), so to estimate
the expected cost of the decision dj = 0, we calculate the weighted cost of both
cases.

The state of the dynamic programming model at any stage is given by the
time and the age of the machine, and let fn(t, a) be the expected cost of stages
j, j + 1, . . . , n when considered at time t with age a. As we start the iterations
on the stages backwards, the base case for our model stands at j = n, for that
we give:

fn(t, a) = min
dj=0,1

{
CET × p(aj) + CET × p(aj)

}

After stage n, for any 1 ≤ j < n, the cost of stage j when considered at time
t with age a is given by the recursive formula:

fj(t, aj) = min
dj=0,1

{
CET(t1) × p(aj) + CET(t2) × p(aj) + fj+1(t1, aj+1).p(aj)

+fj+1(t2, aj+1).p(aj)

}

with:

– p(aj) = 1 − p(aj)
– t1 = t + TR + pj

– t2 = t + TPM × dj + pj

– aj+1 = aj × (1 − dj) + pj
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It is obvious that in an optimal solution, the start time of the first job is less
than D, and considering that the age of the machine is zero (a1 = 0) at the start
of the sequence, we calculate the variable intervals for each stage knowing that
the start time of the sequence is in the (0,D) interval

Tmax = D +
∑n

j=1
pj + max(TPM, TR), amax =

∑n

j=1
pj : For stage 1.

Tmax = Tmax − pj−1 − max(TPM, TR), amax = amax − pj−1 : For stage jε[2, n]

The problem is solved when we reach j = 1, we can get the optimal sequence
of preventive maintenance decisions as well as the start time of the first job in
the sequence by finding the minimal value of cost in stage n, then climb back up
the table to stage 1 to formulate the decision tree.

4 Conclusion

In this paper we have studied the problem of job scheduling with preventive
maintenance on a single machine using stochastic dynamic programming to min-
imize the earliness tardiness cost relative to a common due date, this problem
is particularly understudied in the industrial production research community,
whereas production units with scheduling systems that do not factor mainte-
nance and breakdowns in the planning procedure suffer from uncertainty in deliv-
ery dates, and are hugely under-performing. The two-steps algorithm that we
propose to solve the problem consist of initially solving the problem of schedul-
ing n jobs with no breakdowns considered, the solution obtained from this step
is then used as an input to the second phase where we consider breakdowns fol-
lowing the Erlang distribution and solve the problem of preventive maintenance
planning for the sequence obtained in the first step. The final output is a deci-
sion tree that defines the optimal decisions based on how the stochastic event
of breakdowns play out in time. In future works, since the method we present
schedules the jobs and maintenance tasks on a single machine only, we are most
interested in generalizing the existing model to a job-shop use case. In addi-
tion, dynamic programming is computationally expensive and is only efficient
for small numbers of jobs, therefore we also consider exploring the use of recent
advances in artificial intelligence to solve this problem with lower computational
cost.
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Abstract. The traditional configurations of market response, make-to-order
(MTO) and make-to-stock (MTS), are no more suitable in today’s competitive
context, forcing companies to a transition towards hybrid solutions. Unfortu-
nately, this has been neglected, in particular at the operational level where the
Order Review and Release issue counts only two related articles but restricted to
job shops. Therefore, researchers are moving towards flow shop configuration,
particularly addressing the issue of bottleneck. Literature links this topic to the
Theory of Constraints by Goldratt and Cox [14], from which Drum Buffer Rope
(DBR) has been designed as a production planning and control tool. The
objective of this paper has been defined as verifying how the decision on the
release model changes considering the designed hybrid flow shop model.
Simulation results are not clearly in favor of one over the other, since besides
severity, there is another important factor to consider: the choice of control at
dispatching level, and its connected trade-offs. In particular, implementing this
control with bottleneck-based rule is effective for MTO performances, especially
in case of high severity. Instead, when control at dispatching is absent, the
workload control as release rule is preferred, leading also to the best lead times
for low severity.

Keywords: MTO � MTS � Order review and release � Bottleneck

1 Introduction

In the current competitive environment, manufacturers deal with mega trends as
growing product customization and internationalization of their businesses that ulti-
mately cause shorter product life cycle, the explosion in the number of product families
and growing sources of variability [1]. In order to serve the market, firms traditionally
choose between make-to-stock (MTS) and make-to-order (MTO) strategies. MTS was
typically chosen in low variety context, where products can be standardized, and the
focus was on anticipating demand to keep an appropriate level of finished goods stocks.
Instead, production within MTO systems is directly triggered by customers’ demand,
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hence the focus is put on assuring short delivery times to clients who can choose
among a wide range of families.

However, current context and its business implications force companies to adopt,
more and more, a MTO strategy [2–5]. Actually, for some industries this is not suf-
ficient, making necessary the transition towards a hybrid MTO/MTS production mode
[6]. This organizational mode is beneficial for those contexts in which product vari-
ability and unpredictability of demand would make inefficient to set up manufacturing
activities based on traditional frameworks [7].

Many researches argue the importance of production planning and control mech-
anism for high-variability MTO context, therefore it is immediate to claim that this
statement is valid also for this hybrid scenario, which introduces new and different
sources of variability [8]. Despite the relevance of the topic, few are the research effort
in the hybrid field, since traditional operations management literature categorizes
manufacturing systems as either MTO or MTS [9, 10].

From the previous research, it is revealed that hybrid environment is studied in job
shops, not in flow shops. Apart from the load based rules, potential of Drum Buffer
Rope (DBR) as production planning and control tool, especially when bottleneck-
severity is high is investigated in flow shops [11, 12]. Given these premises, the paper
intends to investigate and fill the gap in terms of order release within hybrid flow shop
with bottleneck, and adding the recent literature findings on capacity constrained
resources.

The article is organized as follows: a theoretical background about the applicability
of the Workload Control in hybrid environment followed by the research question is
provided in Sect. 2. Simulation model and methodology are discussed in Sect. 3. The
results and conclusions are depicted in Sect. 4 along with implications and future
research.

2 Literature Review

This section aims at identifying and summarizing the main publications. In hybrid
environment, production tries to leverage on the point of strength of both MTS and
MTO, assuring shorter delivery lead times compared to pure configurations reaching
the required level of product variety. This organizational mode is beneficial for those
contexts in which product variability and unpredictability of demand would make
inefficient to set up manufacturing activities based on traditional frameworks [7].

Load based rules such as Workload Control (WLC), particularly “Order Review
and Release” is proved to be beneficial in MTS and MTO companies but there are very
few works in the hybrid MTO-MTS hybrid environment [7, 10]. For details, please
refer to Eivazy et al. [10].

Since the reference article by Eivazy et al. [10] explores specifically the semi-
conductor industry and leaves flow shop without any consideration, the paper intends
to enlarge the original study, generalizing the model and addressing the problem in this
alternative configuration. The change of perspective in terms of shop floor character-
istics makes necessary the deepening of a second stream of literature, specifically
addressed towards flow shop with bottlenecks.
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Bottlenecks are defined as those portions of a production system which are not able
to process any additional job without the use of capacity adjustments. Therefore, they
constitute a limit for the output rate, and they have to be carefully considered since
companies cannot afford any waste of time for these resources [13]. The management
of capacity-constrained resources, in literature, is associated with the Theory of Con-
straints (TOC) by Goldratt and Cox [14]. In recent years, DBR, a new production
planning and control tool adopting the principles of TOC, emerged. The most inter-
esting aspects of recent literature on bottlenecks and DBR are included in four articles
by Thürer M., who addressed different thematic: the drum schedule improvement [15],
the bottleneck shiftiness [12, 16] and the comparison with other release rule [11].

Constant Work-in-Process (CONWIP) is basically an extension of DBR, since here
the control is set at the last station of the shop floor, regardless the position of the
bottleneck. The model has been introduced by Spearman et al. [17] as an alternative to
Kanban system, which would allow systems to be more robust, flexible and easier to set
up. Actually, Framinan et al. [18], in their literature review, recognized that different
authors proposed their own conceptualizations, however the most important element
was common among all of them: a system which keeps the maximum amount of work-
in-process at a constant level.

The implementation of CONWIP is usually associated with the use of cards, which
must be attached to a job to be realized in the shop floor without separating them until
the end of the last processing stage [19].

Operation management literature recognizes different decision that managers
should face when setting up a system based on constant work-in-process [17, 20]: 1.
The production quota, 2. The maximum amount of work. 3. The capacity shortage
trigger. 4. How to forecast the backlog list. 5. Number of cards operating in the system.
6. How to sequence the jobs in the system.

Researchers clearly specify that these aspects have to be contextualized in a hier-
archical planning procedure [21]. In particular, the first five elements of the list could
belong to the tactical level, while the last one to the control level.

Given the findings on DBR and the severity factor on one side, and the reference
research based on workload on the other, the objective has been defined as verifying
how the decision on the release model changes in hybrid MTO-MTS flow
shop. Therefore, the research question has been formulated considering observations of
the reviewed literature as:

“In the hybrid flow shop model, is Workload Control able to outperform bottleneck-based
approach?”

To answer the research question, a simulation model is built and different scenarios
are run.

3 Simulation Model and Methodology

The simulation model has been implemented through Python programming language
and some of its dedicated modules. The structure follows the one of the reference study
[10] (see Fig. 1), thus it is constituted by a release module and a dispatching module.
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It tests the following release models:

1) DBR: which controls the number of jobs released but not yet completed at the
bottleneck station. Orders can enter the shop floor only if the number of jobs are
lower than the “buffer limit”, and this evaluation is carried out whenever a job is
added to the pre-shop pool (PSP) or an operation is completed at the bottleneck
station.

Fig. 1. Release-module algorithm’s flowchart, from (Eivazy et al. 2009)
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2) CONWIP: the structure is similar to DBR, but the controlled station is the last one.
Therefore, evaluation of release is based on the arrival at the PSP or when the job
leaves the department.

3) Workload Control Continuous (WL-CON): it does not allow the release of a job if
its contribution to the workload of stations make one of them to not fit a threshold,
called norm. The evaluation of release is activated whenever a job arrives at the PSP
or whenever an operation is completed.

4) Immediate Release (IM): it represents the absence of a controlled release.

Among the PSP-sequencing and dispatching rules proposed in the analysed liter-
ature, the ones able to identify urgent jobs given a set of orders have been selected. This
is necessary to apply the prioritization principle proposed in the reference model:
urgent MTO, urgent MTS, non-urgent MTO, and non-urgent MTS. Three alternatives
have been selected:

• Critical Ratio (CR): it is the same rule applied by Eivazy et al. [10], hence it already
fits the hybrid context. The information on due dates and predicted cycle time are
drawn from pre-simulation runs.

• Modified Planned Release Date (MODPRD) and Modified Planned Bottleneck Start
Time (MODPBST): they are, respectively, the PSP-sequencing and dispatching
rules proposed for the drum schedule improvement. They have been conceived for
the MTO context, therefore some modifications were necessary. Concerning the
MTO jobs, the measure to establish the urgency remains the same of the literature,
instead, for MTS it is applied the one of Critical Ratio, based on WIP and its
planned values (taken from pre-simulation runs).

• First in First out (FIFO): which represents the absence of prioritization mechanism.

Models and rules have been tested in a flow shop configuration constituted by 5
stations as in previous studies [4, 22, 23], in which only one could be the bottleneck in
the same simulation scenario. Referring to the previous research [15], the first station
(Position 1) is considered to be the bottleneck position. Besides the common simulation
entities that could be found in similar publications, another one has been added: the
warehouse. This object store MTS jobs that have just been processed at the corre-
sponding machine. This is important to realize the logic of MTS: customers withdraw
products kept in the Finished Good Warehouse, and this triggers a replenishment
mechanism that flow upstream till the PSP.

The processing time setting values are drawn from a statistical distribution taken
from the literature, while in the base case a deterministic “total processing time” is
established. MTO and MTS jobs differ for the variance of their distribution (lower for
MTS, since more standardized), while their means are equal. Two levels of bottleneck
severity have been selected, as to account for the following conditions: high and low
[11].

Another aspect for the design of the model concerned the identification of the
relative weight of MTS and MTO on the overall capacity managed by the system.
Therefore, we set 480 min as the daily available time and 30 min as the average
processing time of a job, the maximum daily capacity to 16 jobs. However, the value
corresponds to the maximum utilization of machines, thus the value has been lowered
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to 15 jobs, as to account for a minimum degree of spare capacity. Once these values
have been identified, another factor, called “MTS Weight”, established the weight of
MTS on these 15 jobs. These computations were fundamental for establishing: the
arrival rate of MTO and the mean of the normal distribution constituting the demand of
MTS products.

Finally, preliminary runs of simulations have been necessary for the setting of due
date’s parameters, predicted cycle times of both MTO and MTS and values for norms,
buffer limit and total WIP. Parameters of the simulation model and the experimental
setting are represented in Table 1.

It is important to notice that not all combinations between sequencing and dis-
patching factors have been included in the experiment. It is more likely that a company
adopts a unique logic for these prioritization aspects, therefore the selected levels
respect this observation (in all the document, the first acronym stands for sequencing,
the second for dispatching):

1. FIFO – FIFO
2. FIFO – CR
3. CR – CR
4. FIFO – MODPBST
5. MODPRD – MODPBST

Table 1. Design of experiment

Shop configuration studied Pure flow shop
Number of machines 5
Capacity of each stage 480 time unit
Arrival rate distribution Exponential
Processing time distribution
MTO

Truncated log-normal
Mean 30, variance 900
Minimum 0, maximum 360

Processing time distribution
MTS

Truncated Log-normal
Mean 30, variance 40
Minimum 0, maximum 360

Jobs contractual due date Uniform [a, b]
ORR model WL-Continuous, DBR, CONWIP, IM
Sequencing rule FIFO, CR, MODPRD
Dispatching rule FIFO, CR, MODPBST
Rule levels
(Norms, Buffer Limit, Total WIP)

6-levels for each rule
WLC-Norms: 72, 90, 120, 150, 420, 540
DBR-Buffer Limit: 2, 4, 6, 10, 15, 35
CONWIP-Total WIP: 10, 15, 20, 30, 60, 70

Bottleneck position Position 1
Bottleneck severity 0.65, 0.80
MTS weight 30% of 15 jobs
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The response variables monitored are: MTO Gross Throughput Time (GTT), that is
the overall lead time, from arrival at the PSP to the completion; the MTO Shop Floor
Time (SFT) that is the time from the release to the completion; the tardiness, composed
by percentage of tardy jobs, mean tardiness and standard deviation of lateness; and the
production achievement, that is the performance of interest for MTS jobs, and it is
defined as the average values of the percentage of the daily customer demand that the
company is able to satisfy. Each scenario is replicated 10 times and the average value
for each performance measure is used for analysis. Paired t-test is performed whenever
there is significant difference in results.

4 Results and Conclusions

The analysis of results has been conducted following the concept of scenario defined by
the levels of: bottleneck position, severity and MTS weight. We firstly reported a
preliminary investigation aimed at understanding whether the scenario-factors produce
results in line with the literature and with the design phase. Expectations are generally
respected. However, CONWIP shows better performances when the bottleneck is
positioned at the first station, in contrast to findings in Thürer et al. [18], but in line with
previous researches [15]. This deviation is reasonable considering the impact of dis-
patching rules, since in prior studies it is shown how this may lead to different con-
clusions; the fact that this simulation uses different parameter setting could affect
results.

The core of the analysis focused on the control of the time-performance curves
(defined as GTT versus SFT) of the different release rules and on their relative posi-
tioning varying scenarios factors. As found also in previous studies, the PSP-
sequencing does not add relevant benefit to time performances. Therefore, it is not
considered in the main analysis. But it can be observed that to select the proper release
rule, the choice of the dispatching is a very significant one to consider, given different
levels of severity. In contexts characterized by high severity (0.80), MODPBST is the
best performing rule, and especially in combinations with the DBR rule, especially at
shorter shop floor time (Fig. 2).

On the other hand, if FIFO rule is applied under high severity, WLC is the most
appropriate release rule (Fig. 3). The difference between Fig. 2 and Fig. 3 is explained
by the Immediate Release point. Immediate Release is obtained at much lower shop
floor time with MODPBST rule than with FIFO rule. This justifies MODPBST per-
forms better than FIFO dispatching rule.
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At severity level 0.65, WLC is still the best choice compared to the other possi-
bilities with FIFO dispatching. It seems that WLC does not require additional control at
dispatching in order to obtain the best performance. A plausible justification comes
from the balancing capabilities of WLC that effectively manage the differences between
the two typologies of orders. The last rule considered, CR, is completely outperformed
by others: probably due to fact that the rule exploits static information on cycle times
and also to its inner inefficient effects.

Once the best values for the time performances of MTO (the most important mea-
sure) have been found, for sake of completeness, the analysis continues investigating the
trade-offs for the other dimension of interest that could be identified choosing between
different dispatching rules (i.e. tardiness and production achievement).

It is shown how MODPBST, as in literature, guarantees the best performances in
terms of tardiness and percentage tardy, while FIFO worsens these values. Contrarily,
looking at production achievement of MTS, FIFO is the most performing rule, since it
does not implement an explicit system of prioritization of MTO over MTS.

Given the observations on this part of simulation results, it can be said that the
categorical dominance of one compared to the other cannot be stated. Not only the
decision of the proper release rule depends on the severity level, as found in the pure
MTO context, but also it has to be considered whether a control at dispatching level is
implemented. In fact, it influences tradeoffs which decision makers have to carefully
analyze in terms of time, tardiness and production achievement.

4.1 Implications and Future Research

From a practical point of view, the research highlights the main trade-offs that man-
agers have to face in this type of hybrid MTO-MTS production system. In case of high
severity, managers have to take into account that choosing MODPBST as dispatching
leads to the best performance in terms of MTO lead times and tardiness, which implies
higher control cost and lower capability of meeting daily demands of MTS product.
Instead, in case of low severity, MODPBST loses its better positioning in terms of
MTO lead time. When choosing FIFO as dispatching, thus Workload Control at release
level, specular performances for the mentioned indicators are observed at different
severity levels.

The results presented in this paper depend on the validation made during the design
of the simulation model and its parameters. The research is the first attempt to con-
ceptualize this context through the presented model, therefore future researches are
needed to test the worthiness of results. Other possible streams for future efforts may
include: different positions of the bottleneck, different values for the MTS weight,
different values for the bottleneck severity, the study of environmental factors (e.g.
machine failure); testing periodic release models; the deepening of the relation between
CONWIP and DBR; and finally, the study of the production achievement performance
and the CR dispatching rule.
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Abstract. The world of spare parts may be revolutionized by the advent of
additive manufacturing (AM). Thanks to the possibility to manufacture spare
parts on-demand, AM has attracted great attention in the last years as a substitute
of conventional manufacturing techniques (CM). However, both researchers and
practitioners point out two main limitations that might hinder the transition from
CM to AM for the manufacturing of spare parts: AM parts’ high production
costs and uncertain failure rate. While the former limitation will most likely be
overcome in the near future, the latter remains an open issue, so far uninvesti-
gated. We therefore aim to investigate the effect of uncertain failure rate esti-
mates on the optimal inventory level and on the total costs of spare parts
management. To do so, we adapt a periodic inventory management policy
available in the literature to include failure rate uncertainties and perform a
parametrical analysis to investigate their impact varying the mean values of the
failure rate, the lead times, and the unitary backorder and production costs. From
the results it emerged that the effects of the failure rate uncertainties on the
optimal inventory level and on the total costs of spare parts management
increases exponentially, leading to a divergence up to 250% for both.

Keywords: Failure rate uncertainty � Spare parts � Additive manufacturing

1 Introduction

Spare parts management represents a crucial aspect in nowadays society where highly
available production systems are required. However, efficient spare parts management
is often challenging, due to, e.g., intermittent demands (difficult to forecast both in
terms of quantity and frequency), strong dependency on suppliers, long procurement
lead times, and high downtime costs [1, 2].

Recently, Additive Manufacturing (AM) has emerged as a way to overcome these
challenges: AM enables the manufacturing of parts in an economic and fast fashion, in
addition to the possibility to manufacture spare parts close to the point of use [3]. By
manufacturing spare parts on-demand, AM can reduce the high inventory levels
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necessary to cope with intermittent demand and to avoid the risk of incurring high
downtime costs, while, especially when in-sourced, it can decrease the dependency on
suppliers. Moreover, AM can positively affect also the environmental footprint by
reducing the resource consumption (the amount of raw material required in the supply
chain is reduced, as well as the need wasteful and polluting manufacturing processes)
and the emissions of air pollutant from transportation (spare parts can be manufactured
close to the point of use) [4].

Consequently, driven by the potential benefits of lower inventory levels, overall
costs and environmental footprint, researchers and practitioners have started investi-
gating the suitability of AM in the spare parts management field, evaluating under
which conditions (e.g., demand, backorder costs, lead times, etc.) AM was economi-
cally beneficial, including also considerations about the possibility to produce spare
parts directly on the point of use [5–8]. However, these results highly rely on the
assumptions and on the parameters considered, especially on the consideration of
different mechanical properties between AM and conventional manufacturing
(CM) parts. Westerweel et al., for example, adopting a lifecycle cost analysis where
different designing costs and potential benefits associated with AM parts were also
considered, confirmed the high impact of mechanical properties differences on the
profitability of AM as manufacturing technique [7]. Mechanical properties like tensile
and fatigue strength, in fact, determine when the failure of a part will occur (and hence
its failure rate): under the same working conditions, the higher the mechanical prop-
erties, the later in time the part will fail. Whereas in the pioneering works the
mechanical properties of AM and CM parts were considered identical, it has recently
become common practice to consider AM parts characterized by lower mechanical
properties (and hence by higher failure rates) than CM counterparts [9]. However,
although the assumption of lower mechanical properties held true in the past when AM
techniques started being investigated, the use of post-process operations (e.g., polish-
ing, Hot Isostatic Pressing, and Annealing) has recently shown to lead to mechanical
properties equal or even higher than those of CM parts [10–12]. This was confirmed by
Sgarbossa et al., who, investigating the scenarios for which the use of AM for spare
parts management would result economically beneficial over CM, deployed an inter-
disciplinary approach in which they derived AM mechanical properties with material
science techniques for different AM techniques and post-processing combinations [13].

From the analysis of these works, it emerges that a current characteristic feature of
AM parts is the mechanical properties uncertainties, which might hinder their use.
Westerweel et al., for example, stated that “a current limitation of AM technology is
that there is often uncertainty concerning the mechanical properties of such parts” [7].
Similarly, Knofius et al. reported that together with high unit cost “low and uncertain
reliabilities of printed parts often rule out the use of AM” [9]. The uncertainty in the
mechanical properties corresponds in turn to the uncertainty in the failure rates, which
represents, however, an overlooked issue.

The effects of failure rate uncertainties have only recently started being investigated
for CM parts. Specifically, van Wingerden et al. evaluated their impact on the holding
costs and on the number of backorders [14]. However, dealing with AM, despite failure
rate uncertainties even higher than those of the CM parts (due to the limited knowledge
of these techniques) and their assumed importance, no one has addressed this problem
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yet to the best of our knowledge. It thus remains unclear to which extent failure rate
uncertainties impact the benefits of AM in spare parts supply chains. This work rep-
resents a first step and will investigate the effects of failure rate uncertainties on the total
cost and the optimal inventory policy. To model the failure rate uncertainty, we con-
sidered the failure rate not to be known precisely but to be normally distributed with a
certain mean value (k) and with a standard deviation r. The effects of these uncer-
tainties on the optimal inventory level and the total costs of spare parts management
were then determined through a parametrical analysis considering more 7,500 scenarios
derived from practice, and the results are reported in Sect. 3. Details about the
methodology used can instead be found in Sect. 2.

It is worth mentioning that the main goal of this work is that of rendering clear to
the scientific community the great errors that would be committed by neglecting the
failure rate uncertainties.

2 Method

To understand how the failure rate uncertainties can impact the optimal inventory level
and the total costs of spare parts management, we carried out a parametrical analysis
where 7,500 different scenarios were developed. Specifically, first we developed the
benchmark solution where we assumed the failure rate to be known. Here, the optimal
inventory level and the total costs of spare parts management were determined con-
sidering the periodic review model with Poisson distributed demand also used by
Sgarbossa et al. [13]. It is worth mentioning that this model holds true only when we
are in the “random failures” area of the bathtub curve [15]. The total costs Ctot has been
measured according to Eq. 1, and it is defined as the sum of holding costs Ch, back-
order costs Cb and production costs Cp, which are in turn defined in Eqs. 2, 3 and 4,
respectively.

Ctot ¼ Ch þCb þCp; ð1Þ

Ch ¼ h � cp �
XS�1

y¼0
S� yð Þ � Pk;T þ L;y; ð2Þ

Cb ¼ cb �
X1

y¼Sþ 1
y� Sð Þ � Pk;T þL;y; ð3Þ

Cp ¼ k � cp; ð4Þ

where S is the order-up-to-level, y is the stochastic demand (i.e., the number of
failures in the period T + L), L is the lead time, T is the review period, h is the holding
cost rate, cp and cb are the unitary production and backorder costs, respectively, k is the
failure rate and Pk;T þL;y is the probability of having y failures over the period T + L
given the failure rate k.

The optimal inventory level S� is the order-up-to-level that minimizes the total
costs.
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Second, we adapted the formulas to take into consideration the failure rate
uncertainties. Specifically, we considered the uncertainty in the failure rate to follow a
normal distribution, leading to the holding costs Ch, backorder costs Cb and production
costs Cp to be now modelled according to Eqs. 5, 6 and 7, respectively.

Ch ¼ h � cp �
Z 1

0
f ðxÞ �

XS�1

y¼0
S� yð Þ � Px;T þ L;ydx; ð5Þ

Cb ¼ cb �
Z 1

0
f ðxÞ �

X1
y¼Sþ 1

y� Sð Þ � Px;T þL;ydx; ð6Þ

Cp ¼ cp �
Z 1

0
f ðxÞ � xdx; ð7Þ

where x is a random variable following a normal distribution N with mean k and
standard deviation r. The associated probability density function is expressed by f ðxÞ.

Then, we carried out the parametrical analysis considering 7,500 different scenarios
using data obtained from discussions with experts in the field and from the literature [8,
9, 13]. Specifically, we aimed to cover different spare parts supply chain scenarios. We
considered three values of the unitary backorder cost cb in order to cover three possible
situations (i.e., low, medium and high costs related to production losses), nine values of
the cost ratio cb

cp
(from now on we will refer to this simply as cost ratio) to cover

different part sizes and materials (big and metallic parts are covered considering low
cost ratios, while small and plastic parts are considered with high cost ratios), five
values of failure rate k to consider different part consumptions, five values of the lead
time L to include both in-source and out-source AM production (0.2 week, which
corresponds to one working day, and 0.6 week, which corresponds to three working
days reflect the in-source production, while 1, 1.5 and 2 weeks reflect the out-source
production), and ten values of uncertainties in the failure rate, expressed through the
standard deviation r. Specifically, the values of the failure rate were chosen consid-
ering the suggestions of Knofius et al. [9]. They reported, in fact, that AM is perceived
valuable in low-volume applications, i.e., “on scenarios where the combination of
failure rate and installed base size causes 1 to 7 demands per year”. Based on this, we
considered in our work scenarios where the spare parts demand ranges from 4 parts per
year to 1 part every 3 years. The different values considered for the analysis are
reported in Table 1.

Table 1. Parameters adopted in the parametrical analysis.

Parameters Value(s) Unit

Unitary backorder cost (cb) 5,000; 25,000; 50,000; €/week
k 0.005; 0.01; 0.02; 0.04; 0.08 1/weeks
L 0.2; 0.6; 1; 1.5; 2 Weeks

Cost ratio cb
cp

� �
20; 40; 60; 80; 100; 120; 140; 160; 180; 200 -

Standard deviation (r) 5; 10; 15; 20; 25; 30; 35; 40; 45; 50 %
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Another input parameter is the holding rate h which was assumed constant and
equal to 0.58% of the production cost on a weekly basis (it is common practice to
consider it equal 30% of the production cost on a yearly basis [16]). It is worth
mentioning that the standard deviation is given as percentage of the mean value (i.e.,
k), and we consider that the order for AM can be placed every L periods, meaning that
T = L.

Finally, we considered the effects of failure rate uncertainties on the optimal
inventory level and on the total costs as difference with the benchmark solution.
Specifically, the effects of failure rate uncertainties on the optimal inventory level were
considered through the parameter DS� (Eq. 8), while those on the total costs through
the parameter DCtot (Eq. 9).

DS� ¼ S�uncertainty � S�benchmark; ð8Þ

DCtot ¼ Ctot;uncertainty � Ctot;benchmark

Ctot;benchmark
� 100; ð9Þ

S�uncertainty and S�benchmark represent the optimal inventory level and Ctot;uncertainty and
Ctot;benchmark the total costs with uncertain failure rate and known failure rate, respec-
tively. The parameter DCtot is expressed in percentages.

3 Results and Discussions

The results of the parametrical analysis were then used as inputs in a main effects
analysis to understand the importance of the various parameters on DS� and DCtot, and
the results are reported in Fig. 1 and Fig. 2, respectively.

From the main effects plot it is interesting to see that the unitary backorder cost cb
affects neither DS� nor DCtot, but what matters (in terms of costs) is the ratio cb

cp
. This

can be explained mathematically. Starting from the latter, considering Eq. 9, if we
introduce in the formula the ratio cb

cp
(by simply dividing Eq. 9 by cp) and if we render it

explicit, we obtain the following:

DCtot

¼
h�
R1

0
f xð Þ�

PS�1

y¼0
S�yð Þ�Px;T þ L;ydxþ cb

cp
�
R1

0
f xð Þ�

P1
y¼Sþ 1

y�Sð Þ�Px;T þL;ydxþ cp�
R1

0
f xð Þ�xdx

� �

h�
PS�1

y¼0
S�yð Þ�Pk;T þL;y þ cb

cp
�
P1

y¼Sþ 1
y�Sð Þ�Pk;T þ L;y þ k

� �

�
h�
PS�1

y¼0
S�yð Þ�Pk;T þ L;y þ cb

cp
�
P1

y¼Sþ 1
y�Sð Þ�Pk;T þL;y þ k

� �

h�
PS�1

y¼0
S�yð Þ�Pk;T þ L;y þ cb

cp
�
P1

y¼Sþ 1
y�Sð Þ�Pk;T þL;y þ k

� �
ð10Þ

It can be seen that DCtot does not depend on the unitary backorder cost cb, hence
explaining the results reported in the main effects plot. Moreover, since the optimal
inventory level S� is the order-up-to-level that minimizes the total costs, if these do not
depend on the unitary backorder cost cb, then neither the DS�. It is worth mentioning
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Fig. 1. Main effects plot for DS�, where cb is the unitary backorder cost, k the failure rate, L the
lead time, cb

cp
the cost ratio (i.e., the ratio between the unitary backorder costs and the unitary

production costs), and r the standard deviation.

Fig. 2. Main effects plot for DCtot, where cb is the unitary backorder cost, k the failure rate, L the
lead time, cb

cp
the cost ratio (i.e., the ratio between the unitary backorder costs and the unitary

production costs), and r the standard deviation.
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that this holds true only in this case since we consider the differences and the relative
differences for the optimal inventory levels and for the total costs, respectively: if we
had considered the absolute values this would have not held true.

The main observation, however, is the fact that the failure rate uncertainties (r)
affect both DS� and DCtot, and that their effect increases exponentially. Specifically, the
effect remains contained on both DS� and DCtot for r\ 20%, for then diverging.
Indeed, with r[ 20%, 97% of the times the optimal inventory level is higher than that
of the benchmark solution, while the percentage variation in the total costs DCtot varies
from 4% to 242% (DCtot is always lower than 7% when r\ 20%). Specifically, the
lower variations occur when the lead times are low and the failure rates are high, while
the higher variations when the lead times are high and the failure rates are low.

From this, it emerges the need to keep the failure rate uncertainties as low as
possible in order to minimize the mistakes that would be made otherwise by neglecting
it in the spare parts management. To do so, it is fundamental that researchers and
practitioners in the material science field focus on two different and concurrent aspects,
i.e. (i) a mechanistic knowledge of the failure behavior of AM parts and (ii) an
improved monitoring of the AM manufacturing processes. The former, achievable
through an experimental and theoretical understanding of the behavior of AM com-
ponents, would in fact allow practitioners and researchers to be able to accurately
determine the microstructure of a specific part just by knowing the process parameters
used and then to relate it to a precise estimation of the mechanical properties (and hence
of the failure rate) thanks to a plethora of experimental data (data-driven approach)
[12]. The second aspect, then, would favor a more precise determination of the failure
rate by carrying out in-situ observations during the manufacturing of the parts: by
knowing the shape and heat distribution of the melt pool it is in fact possible to predict
the presence of defects within the parts, and hence to estimate the mechanical prop-
erties (and hence of the failure rate) thanks to the knowledge developed in aspect
(i) [17].

4 Conclusions and Future Research

In this work we aim to understand the impact of failure rate uncertainties on the optimal
inventory level and on the total costs of spare parts management. This represents in fact
a very important issue that has however been overlooked by researchers and practi-
tioners despite its well-known importance. Researchers and practitioners, in fact, have
focused on understanding under which conditions (failure rates, production and
backorder costs, lead times, locations of the facilities, etc.) the transition from CM to
AM for producing spare parts is beneficial, but they have completely overlooked the
failure rate uncertainties despite their well-known importance for the final suitability of
AM. In this work we have hence addressed this topic, with the principal purpose of
render clear to the scientific community the great errors that would be committed by
neglecting the failure rate uncertainties.

To do so, we modify a periodic review model to consider failure rate uncertainties
and we carried out a parametrical analysis considering 7,500 different scenarios. From
the results it emerged that the failure rate uncertainties (r) has an exponentially
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increasing effect both on the optimal inventory level and on the total costs (evaluated
through DS� and DCtot, respectively). This confirms the assumption reported in the
literature that mechanical properties uncertainties (and hence failure rate uncertainties)
are a major hold back on the switch from CM to AM for the manufacturing of spare
parts. Only minor failure rate uncertainties are thus acceptable to build efficient spare
parts supply chains with AM, and from our analyses a limit of 20% seems to be
sufficient. In fact, from our finding, almost 97% of the times that DS� [ 0 r was greater
than 20%. Similarly, the impact on the total costs is limited when r� 20% (the per-
centage variation in the total costs DTc is always lower than 7%). However, further
analyses are needed to confirm the validity of 20% as limit.

Based on these results, it should emerge clearly the importance of including the
failure rate uncertainties in the spare parts management analysis, and practitioners can
use the modified periodic model reported in Eqs. 5–7 to determine the order-up-to-level
that considers their values of the failure rate uncertainties. Moreover, based on these
results, we aim to point out the need for researchers and practitioners in material
science to reduce the uncertainty in the failure rate, and this can be achieved through a
combined approach that aims to increase both the knowledge of the failure behavior of
AM parts and the monitoring operations of the AM manufacturing processes. This
represents a fundamental step for exploiting the full benefits of AM for spare parts
management since it will break down one of the two main barriers limiting its use.

Moreover, managers need to be assisted in the decision of the best sourcing option
(CM or AM). Although we discussed in Sect. 1 that something has already started
moving, much still needs to be done. This will represent the main focus of our future
research activities, where we will focus on the development of a robust DSS able to
handle the failure rate uncertainties to ensure the correct decision about sourcing
options, so whether a spare part should be produced using AM or CM, and this work
represents a crucial milestone of our future research activities, without which we could
not go ahead. It is in fact fundamental to understand the correct impact of the failure
rate uncertainties to be able to develop such a robust DSS.
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Abstract. There is a tendency that the consumer market is getting more and
more individualized as an effect of people craving customized products, and
producers seeing this as an opportunity for earning more money on a product or
service customized to a customer’s specific needs. This customization increases
the complexity tied to the product, not necessarily for the consumer, but typi-
cally for the producer. As the complexity of products are moved closer to the
producer, the job of producing and/or assembling the end-product gets more
complicated. For instance, a higher degree of flexibility will be needed, if
compared to traditional mass production where one typically produces in bulk.
This will again demand more from the organization and its employees in form of
more responsive systems, machines, processes, and not least employees. In this
paper we suggest a self-assessment form to measure the individual job satis-
faction at the shopfloor and take one step in the direction of customizing the
daily work of employees in mass customizing companies.

Keywords: Mass customization � Job design � Job satisfaction � Job
coordination

1 Introduction

The core of any business model is to increase the value of a product through value
creating activities. Today, end-customers are getting more comfortable buying online
and specifying what they want with individualized products. The digital revolution is
changing almost every industry and their business model, making the world more
custom. The advances in manufacturing technologies and information systems have
made it possible for companies to rapidly develop and manufacture products to meet
customers specific needs economically viable [1].

Mass Customization (MC) as a business strategy puts the customer in center of
operations, seeking to exploit the fact that every customer wants individual fitted
offerings. MC can be defined as the ability to manufacture a high volume of product
options for a large market that demands customization, without substantial tradeoffs in
cost, delivery, and quality [2]. This business strategy has slowly replaced or, in some
cases, supplemented mass production in the industry [3]. MC has gained increased
focus over the past years and companies in various manufacturing industries such as
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electronics, furniture, jewelry, clothing, pharmaceuticals, food and beverages, etc. are
focusing on how to meet the market demands with individual needs and wishes effi-
ciently. According to Pine [4], principles for MC include speed, information, on-
demand operations, dispatching, no finished goods inventory, digitalization/
automatization, and modularization. If applied right in a manufacturing company,
customers will experience the joy of numerous choices alongside prices and delivery
times that can be expected from a mass producer. Three core capabilities are identified
for mass customizers [5]; First, to design a solution space (SSD) that always hold
offerings of interest to the customer. It is not a goal to make everything for everybody,
but to be able to constantly update the product portfolio to reflect customers ever
changing needs within the line of business the company is in. The second core capa-
bility is often denoted choice navigation (CN) and addresses how to help the customer
to identify the exact right product from all possibilities without experiencing fatigue or
mass confusion during the process. Often this is solved with the introduction of product
configurators. The third capability is robust processes (RP), which points at the com-
pany’s ability to fulfill orders rapidly and in any sequence they might appear. This last
capability covers both technical and human aspects of the processes.

A key factor that facilitates MC is the way the work is organized within the
company [6]. People are vital to the process. Viability depends on sufficient operator
skill to handle increasingly complex shop floor tasks that stem from customizing
products at a high speed. Only with the help of skilled people, both on the production
line and in the design and engineering processes, will digital technologies enable MC to
be economically feasible. MC companies operates with short delivery time and oper-
ators often have a sense-of-urgency towards delivering the product in good condition
and at the right time.

Literature indicates that people with a high level of motivation and satisfaction at
work often translate these positive experiences into a productive workforce [7]. In the
same way MC companies understands the end-customers need for individualized
products, one should also consider the need to distinguish according to operators’
preferences at shopfloor level. Often in a production line the complexity of the activity
may vary, and therefore in some workstations the work conditions are manageable for
some, however, for others these activities and conditions give a greater strain on the
operator. Short planning horizons might further add pressure to some employees. Let’s
also recognize that in i.e., manufacturing of modules, entirely different situations can be
found, where small batch production of variants might dominate the scene.

The purpose of this research is to gain a greater insight into how job satisfaction
criteria are met at the shopfloor in MC companies, and to form a basis for designing
work-packages on an individual level. By developing a self-assessment form for this,
companies can better understand how to optimize and customize, not only for end-
customers, but also the everyday work of the operators.

The remainder of the paper is structured as follows; First, relevant work on the
topic of job satisfaction is presented. Next, the research approach and context are
described. Then, we present a self-assessment form for understanding and adjusting
work conditions at shop-level in manufacturing companies. This includes a consider-
ation of how MC is related to job satisfaction. Finally, the work is concluded, and
limitations and future work is described.
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2 Job Design

“Imagine designing the role of a police officer. Illustrative work design decisions
include the following: Which activities should be grouped together to form a mean-
ingful job? Which decisions should be made by officers and which by their supervi-
sors? Should individual jobs be grouped together into a team? Can one build in routine
tasks amid complex ones to ensure officers are not overwhelmed by demands? These
decisions about the content and organization of officers’ tasks, activities, relationships,
and responsibilities will affect outcomes at multiple levels, including individual offi-
cers, such as how engaged they feel or their level of strain; the wider organization, such
as whether the police service achieves its targets; and society, such as how effectively
crime is detected and prevented.” – elaborated by Parker and Sharon, [8].

Interest in the topic of job design, also called work design, arose as a response to
the wide-scale adoption of scientific management principles in the design of early
industrial jobs. The general thought was to design work systems with standardized
operations and highly simplified work so that people could be just as interchangeable as
standardized machine parts. A problem with this approach was that most people did not
find the routinely, repetitive jobs motivating. This led the researcher Frederick Herz-
berg to specify that, to motivate employees to do good work, jobs should be enriched
rather than simplified [9, 10]. This is when job design emerged from studies of
alienating and meaningless jobs, where psychological research on the subject has
motivation at its core [11]. At an individual level, job rotation, job enlargement, and job
enrichment emerged as motivational countermoves to simplified jobs, where job
enrichment is said to be the most important as an effect of its emphasis on increasing
employees’ autonomy [8]. The correlation between job design and job satisfaction has
been researched. The results of studies confirms that there is a significant relationship
between job design and job satisfaction [12, 13]. Additionally poor job design will
undoubtedly bring about dissatisfaction [14]. Another study suggests that jobs which
are interesting, motivating, and meaningful often supply employees with a high level of
satisfaction, which translates into a productive workforce that can meet business
goals [7].

Job design is defined as the system of arrangements and procedures for organizing
work, including the set of activities that are undertaken to develop, produce, and deliver
a product [15]. Work consists of five core job characteristics: Job variety, job auton-
omy, job feedback, job significance and lastly job identity [16]. For more in-depth
literature on the topic of the five dimensions see [8]. Following beneath is a closer look
at the core job characteristics through the dominant motivational model of job design,
the job characteristics model (JCM) (Fig. 1):
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Skill Variety: Refers to the range of abilities needed to perform a job. Monotony is not
what most people look for in their dream job; conversely, employees want to be able to
enlist various skills throughout their employment to avoid getting bored. Employee
motivation will increase if your team members are using a variety of diverse skills in
their positions, rather than one set skill repeatedly.

Task Identity: Means the extent to which a job involves completing an identifiable
piece of work from start to finish, with a visible outcome. Motivated employees will be
more likely to complete tasks if they identify with them and have seen them through
from start to finish.

Task Significance: The extent to which a job is important to and impacts others within
and outside of the organization is known as task significance. When employees feel that
their work is significant to their organization, they are motivated to do well, and this
will lead to increased employee productivity.

Autonomy: Measures each employee’s level of freedom and ability to schedule tasks.
Employees like to be able to make decisions and have flexibility in their roles.

Feedback: Refers to the degree to which an employee receives direct feedback on their
performance. A team needs feedback to motivate employees in the long term.

Job content is a continuous process and should not be a single event that produces
lasting structural changes in the design of work [17]. Campion [11] found that a group
of highly trained, disciplined, and motivated workers were a key resource for the
success of the MC-strategy in the National Bicycle Industrial Company. Oldham,

Fig. 1. The Job characteristics model, this recreation is based on the work of Oldham &
Hackman [16]
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Hackman [16] cited for job design, remarks the lack of appropriate workforce skills, as
the major cause of Toyota’s problems in implementing MC in the late 1980s. This
implies an already link between job design and MC, as well as confirming the need for
satisfied employees to get the best out of a MC strategy.

3 Research Approach

The research is based upon a dedicated literature review to identify key aspects for
optimal job design and a conceptual work on how MC companies can optimise the
operators daily work routine by organizing work at shopfloor level. The study is part of
the joint research and innovation project BeneFIT, funded by the Norwegian Research
Council, and the project aim to solve highly relevant real-life challenges through a
collaboration between researchers and problem holder. There are several employees
with different competences, tasks and needs which makes the coordination on shopfloor
level complex and throughout this research we will introduce a preliminary system for
assessment criteria for optimising for operators within manufacturers with MC as a
business strategy.

The first conceptual step, the development of the assessment form described in this
paper, will be followed by another paper on results and findings from the self-
assessment. The planned research design of the self-assessment results will include
empirical data collected from approx. 100 operators in five different MC manufacturers.
Through case studies within the manufacturers, it will be detected how the operators
handle the enormous solution space daily, such as how inspired, comfortable, and
motivated the work is perceived. Respondents of the suggested assessment form will be
selected based on relevant competence and therefore represent operators at shopfloor
and middle management.

4 Results and Discussion

Several researchers have previously suggested a link between MC and job design and
describe it as challenging to succeed with MC as a business strategy without job
satisfaction among operators [11, 16]. When comparing the MC Principles with the Job
Characteristics, it is quickly revealed that there are several correlations between the
two. For instance, a MC company with a large product-portfolio, and no finished goods
inventory, needs to have high speed in production to meet customer demands towards
delivery time. Which again would demand highly specialized operators who most
likely would experience a high degree of fluctuating workload. Or rather, a workforce
with a high degree of skill variety. Task significance can also be said to higher than in
traditional mass producers where they have inventory of finished products, whereas
every produced product will go to a specific customer, and not to an inventory where it
may lay for a long period of time before it finally, and hopefully, finds its way to the
end-customer. Another correlation is the information principle matched with the job
characteristic feedback, there will be no feedback without information (Fig. 2).
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This match between the principles and the characteristics makes us believe that MC
companies are arranged for, or at least, has a good starting point for achieving a high
degree of job satisfaction. However, this is only an assumption at this point, therefore
we want to assess this through an assessment form.

When something is assessed at shopfloor level, for example with regards to
ergonomics, it is often done for the ‘average person’. However, for optimal results and
solutions from such assessments there is a need to distinguish the individuals. The same
challenges arise when studying the different value-creating activities. The work in a
factory is composed of many different activities and types of work. For some, there are
activities that are too challenging/time-pressured/physically heavy, and therefore the
job becomes a place filled of stress and lack of control, while for others, the same
activity is perceived motivating and satisfying. The goal of using this form is simply to
get a greater insight into job satisfaction on an individual level. Which again will be
crucial to be able to customize for a higher degree of satisfaction at the shopfloor, and
therefore contribute to a higher productivity. Which is key resource for the success of
the MC-strategy [18]. To meet the customers varying demands, with respect to volume
and type of individual needs, operators in a MC company may have to move work-
stations several times a day due to short-term demand. Once the needed amount of a
component is produced, further movement may be necessary. Such a situation where
operators need to orient on the instant need of the factory to face new order mixes never
seen before can be demanding and have great strain on some, while not on others. By
customizing it is possible to evenly balance the activities so everyone will have more of
the activities themselves find motivating to gain a more productive workforce [7].

This research propose a form which is based on the five job design dimensions:
variety, autonomy, feedback, significance, and identity. Through the eyes of job design,
we will assess work with regards to the five dimensions (Fig. 3).

Fig. 2. Examples of correlation between MC principles and job characteristics.
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When using the proposed question-form for the first time, it is important to have a
common understanding of how it is supposed to be answered, even tough is seems
simple and straightforward. This should preferably be presented for everyone in
advance. When one does the assessment on a personal level, it should reflect the
persons individual preferences and when possible, explain the thoughts behind the
reasoning, in the comment section. This way the scientist, production management
and/or other employees can get a better understanding of what entails a satisfactory job
environment for the individual. The results from this form could ultimately be a sup-
plement to the competence-matrix which is used by the production management when
organizing and coordinating the operators. The results may also help managers by
shedding light on which workstations include the heaviest or most unmotivating
activities, which again could be candidates for automation, or to ensure a fair distri-
bution of work tasks among the operators.

How often this assessment tool should be used will vary from company to company
based on the situation. This is also supported through the recommendations from Sinha
and Van de Van [12], who points out that organizations should be redesigned con-
stantly and consistently to meet the changing need of workers as well as changes in the
work environment.

When one does the assessment on a personal level, it should reflect the persons
individual preferences and explain the reasoning behind the scores noted in the form.
This way the production management and/or other employees can get a better under-
standing of what entails a satisfactory job environment for the individual. This process
would ultimately create a fine meshed overview of the employee’s satisfaction at every
single process, which again could be a tool for the production management when
organizing and coordinating the operators. Such a tool may also help managers by

Fig. 3. A minimized version of the form on job satisfaction.
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shedding light on which workstations includes the heaviest or most unmotivating
activities to ensure a fair distribution of work tasks to achieve a high degree og
satisfaction among operators.

5 Conclusion

The large variety found in operations within a MC company, such as one-of-a-kind
manufacturing and assembly on one hand, and batch production of standardized
modules on the other, constitutes an interesting arena for job-assessment, since oper-
ators are multi-skilled and have experience from different job situations.

The proposed assessment form for job satisfaction on an individual level raises the
possibility of customizing the coordination and workload of the human capital at
shopfloor level. This has the possibility of raising job satisfaction individually but also
as a whole, and therefore contributing to a more efficient production. However, the
effect of more individualized coordination at the shop floor may oppose other wanted
effects or routines. One could for example experience that job-rotation would be limited
as an effect of the customization, and therefore it is a possibility that it could lead to a
more specialized workforce. Nevertheless, we do believe that it could also do the
opposite if the implementation and continuous use is done with sufficient involvement
from both employees and managers.

Another potential use is with regards to hiring new operators. When the assessment
is done, one would have an overview of all the current operators, what tasks is the least
liked, and therefore one could more easily locate the type of person which would fit the
need on the shopfloor to the highest degree. From an automation viewpoint one could
also assess what processes and tasks are best to automatize or digitize, with regards to
satisfaction of the operators.

With regards to future work, one should evaluate the content of the assessment
form and perhaps split it into several forms, personal and objective assessment. Then
the assessment tool must move into an in-depth testing phase and exchange of expe-
riences at the shopfloor.
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Abstract. Over the last decade, Additive Manufacturing has received an
increased attention as many manufacturing companies have increasingly adop-
ted new technologies to capture new opportunities. This research identifies the
impacts of Additive Manufacturing (AM) on the supply chain when compared
to the case of conventional manufacturing. Through an empirical investigation
conducted with 17 multinational companies in the manufacturing sector, the
impacts of AM are analysed by focusing on post-processing operations, lead
times, cost implications and the use of the make-to-order & make-to-stock
strategies. The empirical investigation reveals two major benefits of AM,
namely: the ability to produce complex parts and the reduction of inventory
levels. However, the empirical results were mixed for some other impacts of
AM. In fact, although many experts agreed on the general benefits of AM, a
significant number did not see much difference from the conventional methods.
We also provide empirical evidence that, under AM, lead-times do not reduce as
opposite to what is reported in the literature, which might be due to the extra
time required for quality checks and post-processing.

Keywords: Additive manufacturing � Supply chain � Conventional
manufacturing � Empirical investigation

1 Introduction

Nowadays, the global supply chain continues to be disrupted by new technologies,
especially in the manufacturing sector and logistics operations [1]. Three dimensions
printing using Additive Manufacturing (AM) is one of the technologies that is expected
to revolutionize how things are manufactured [1]. AM is commonly defined as the
process of joining different materials to come up with a 3D model, which is usually
done layer upon layer [2]. The Additive manufacturing process starts with the devel-
opment of a 3D model by the use of computer-Aided Design software [2]. The 3D
model contains all the specifications and essential details of the product. The creation of
a 3D project requires some basic essential ingredients including feed materials, the
digital model, and the 3D printer as shown in Fig. 1.
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The academic literature shows that, by using AM, many companies have experi-
enced increased agility and flexibility, which allows for better use of resources and
materials, which results in low cost of production [3]. Besides, manufacturers of
customized products experience high flexibility with competitive production costs and
high added value. It has also been linked to other benefits such as the reduction of
carbon emissions due to the reduction of transportation activities, which is a key issue,
being advocated by the United Nations in a bid to protect and conserve the environ-
ment [4]. However, AM is also linked to some drawbacks, including the requirements
for post-processing and slow build rates. The popularization and relevance of additive
manufacturing in modern companies have increased the academic interest to under-
stand its implications and benefits on the supply chain [4]. However, it should be noted
that most of the existing empirical studies have only focused on few levels and pro-
cesses of the supply chain, mainly the production and inventory management. To
bridge this gap in the literature constitutes one of the objectives of our paper.

This work aims to empirically investigate the impacts of AM on supply chains. This
will contribute to the existing literature by extending the scope of the analysis to
include the impacts on all levels and processes of the supply chain, from the pro-
curement to the relationship with customers, including the design and prototyping
stage. Note also that our empirical investigation is conducted with a good sample of
multinational companies having an experience with AM. Also, the research will be help
to answer more questions in supply chain such as the contexts where AM is more
applicable in the supply chain, which is important for the organizations’ decision
making.

This study is organized as follows. After presenting the context and objectives of
the paper in this introductory section, we present in Sect. 2 a theoretical analysis that
provides a broader area of knowledge on the impact of AM on the supply chain.
Section 3 is dedicated to the empirical investigation, which discusses the research
methodology and the empirical findings of the study. We close the paper in Sect. 4
with some conclusions and avenues for future research.

Fig. 1. Additive manufacturing process. Source [7].
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2 Theoretical Analysis

The AM technologies have a very disruptive impact on the global supply chain. In this
section, based on our review of the literature, we identify the impacts of AM on four
dimensions of the supply chain, namely: the procurement, the production and opera-
tions, the transportation and inventory, and the manufacturer/customer relationship.

2.1 Impact on Procurement

In any supply chain, a strong relationship between the manufacturer and the suppliers
of raw materials is very essential. In AM, unavailability of raw materials might result in
long unproductivity given that suppliers of the AM raw materials are very limited [5].
Therefore, the manufacturers have to carefully select and establish strong relationships
with the suppliers unlike in conventional manufacturing where there are a higher
number of suppliers of raw materials. The AM technology in the supply chain helps to
lower the supply risk. This is because 3DP allows a product to be produced using a
single raw material or a mixture of different materials, which eliminates the need for the
manufacturer to source costly components and sub-assemblies.

2.2 Impact on Production and Operations

Unlike conventional production, which focuses on mass production, the AM tech-
nology could drive the transition to mass customization tailoring the products to each
of the customer’s requirements [5]. This means that customers are able to be involved
in the design and production activities, which can change priorities of cost and profit
management and hence making the supply chain more agile and flexible according to
the different market changes. Given that the AM technology is highly flexible, the
technology is able to produce a wide range of different outputs easily, quickly and
cheaply. Therefore, the AM technology plays a very essential role in the creation of
innovative processes for the production and testing of prototypes or updating product
designs [5]. The technology is also applicable in direct product manufacturing espe-
cially for products with the need for customizability and complexity but with low
production volumes [1]. Therefore, due to the additive nature of the technology, pro-
duct designers and manufacturers are not tied to traditional constraints such as design
for manufacturing. Instead, the technology allows many products to be redesigned.
Finally, AM is strongly correlated with the product complexity. In fact, the more
complex the product is in terms of shape and design features, the more beneficial AM
will be over conventional manufacturing methods and the more cost saving can be
achieved. Under the conventional manufacturing methods, the production process time
and cost will increase with the design complexity. Conversely, production time and
costs under AM should not be much impacted by the level of design complexity neither
the flexibility of production.
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2.3 Impacts on Transportation and Inventory

The movement of different products across the globe is being replaced by the move-
ment of the 3D files while the physical inventories of the finished products are being
replaced by digital inventories. By using the 3DP, the raw materials are used in the final
manufacturing of the product and by producing on-demand, which means that there are
fewer finished goods to be stocked or transported. This allows for warehousing and
logistics to be rationalized as well as reduced logistical costs and positive environ-
mental effects [7]. The inventory of the raw materials used is also cheaper and safer
compared to conventional manufacturing. Due to the precision of the technology, AM
products should be lighter and potentially more compact than an equivalent part
conventionally manufactured, which leads to a reduction of the transportation and
inventory holding costs. It is also worth pointing out that in relation with the com-
plexity of products, integrating the parts of a product in a single piece could also reduce
the need for the upstream transportation to source numerous parts. This results in
reduced logistics cost, simplifying the management of logistical flows and positive
environmental impacts as well as the reduction of disruptions along the supply chain.
Integrating the parts in a single piece could also decrease the raw materials and WIP
inventories, which means a potential for reduced holding costs.

Through reshoring, AM could play a key role in reducing demand for the global
transportation whereby the physical flow will be replaced with the transfer of digital
files [8]. Also, as noted above, inventories could then be affected due to the increased
use of on-demand production possibilities of AM and this will have great and long-
lasting impacts on the supply chains as well as the supply chain management.

2.4 Impact on Manufacturer/Customer Relationship

The AM shifts the production of goods closer to the final consumer and enhances the
build-to-order approaches that have a positive impact on the manufacturer-customer
relationship [7]. By using the AM, customers become part of the manufacturing pro-
cesses whereby they can design and transfer ready-to-print files to the manufacturer and
hence become a core creator, which promotes faster turnover [9]. According to Che-
kurov et al. [5], the technology has increased the role of the customer in the process as
they have been given control over the design and production in collaboration with the
manufacturer a relationship referred to as prosumers [5]. Overall, AM transforms the
way the final consumer is reached more efficiently and effectively, further strengthening
the customer-manufacturer relationship.

To validate some of the findings of the theoretical analysis for the impacts of AM
on the supply chain, an empirical investigation should be conducted with a sample of
manufacturing companies. The following section presents the research methodology
used to provide empirical evidence of some impacts and limitations of AM.

3 Empirical Investigation

The main objectives of the empirical investigations are:
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• To empirically validate or refute some impacts of AM that are identified in the
theoretical analysis;

• To focus on the main interrogations and unclarities related to AM

3.1 Target Audience and Research Participants

Given that the findings of the research will depend on the composition of the partic-
ipants to the study, a great care was given to the selection of the target audience. The
first step aimed to identify the target audience involving potential experts from different
industries with expertise in AM and supply chain management. We have obtained their
contacts from different sources, mainly the University alumni database, and the Lin-
kedIn network. By analyzing their credentials, we have assessed whether they were
sufficiently qualified to take part in the survey as experts. An invitation letter was then
sent to the potential participants including a short explanation of the aim of the study.
Finally, a panel of experts from 17 multinational companies agreed to take part in the
study. The list of companies includes Safran, Alstom, Michelin, Mercedes-Benz,
Siemens, Ford, Schlumberger, BMW, Total, AM Polymers GmbH, and American
Additive Manufacturing.

3.2 Research Process

First, the study used a critical literature review to investigate different manufacturing
companies and suppliers that have used the 3DP technology. The literature review was
important as it helped to identify the present knowledge research gaps in this area of
study. The study’s empirical investigation began from the theoretical foundation and
then moved into the main research data whereby both qualitative and quantitative data
were collected from different case studies through questionnaires. The questionnaire
sent to the participants is composed of 61 questions, which were divided into 8 sub-
sections whereby the questions are sought to capture and address: (1) Preliminary
information of the company; (2) Workforce of the company; (3) Pros & Cons of AM;
(4) Post processing operations; (5) Quality; (6) Lead Time & operations duration;
(7) Cost impacts; (8) Make To Order (MTO) versus Make To Stock (MTS) and low
volumes versus high volumes.

4 Findings and Discussions

4.1 Context of the Use of AM

We first analyzed the type of materials (plastic and metal) used by the companies in
AM manufacturing. The empirical research shows that the majority (84.62%) of the
manufacturing companies use both plastics and metals. In addition, we sought to
determine whether for the companies, AM production is done in-house or through
outsourcing. The empirical results show that 41% of the companies use both the in-
house and outsourcing, 18% of the companies only outsource the AM products while
41% uses in-house production.
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4.2 Pros and Cons of the Use of AM

The companies were asked about the benefits of AM in their supply chain. The con-
firmed benefits and the percentage of companies, reported in Fig. 2, are: Produce
complex parts (76%), Cost beneficial on low volumes (82%), Parts consolidation
(52%), and Great Design & Prototyping (70%). The refuted benefits include; Reduced
number of suppliers (17%) and a reduced need for transportation (35%) and less
material waste (50%). These findings are in line with the findings by Chan et al. [9]
who state that 3DP enhances the capability to produce components that are more
complex at a low cost and allows for a great design and prototyping.

This research is also sought to identify the disadvantages of using AM from the
perspectives of the considered companies, as shown in the Fig. 3. The main cons
validated by the empirical investigation include: the important capital expenditures
required to develop AM, confirmed by 47% of the companies, the extended quality
checks, the need for a specific workforce and some thermal or structural issues such as
the risk for distortions and stresses during the cooling phase, which were confirmed by
47% of the companies as well. The less validated cons include: the risk for supply
shortage (17%) and the long manufacturing time on large volumes (17%).

Fig. 2. Benefits of AM

Fig. 3. Cons of AM
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4.3 Post-processing Operations

The companies were also asked about the post-processing operations as impacted by
AM. The results show that 70% of the companies need to perform post-processing
operations and out of the 70%, 66% outsource some post-processing operations, which
allow them to focus on the core competencies. These results are in line with some of the
reasons why organizations use the dual sourcing whereby organizations achieve a
competitive advantage when they combine their core competencies and abilities with
those of their customers, suppliers and other external resources [10]. As shown in
Fig. 4, the empirical results also reveal that the duration of the post-processing phase
greatly depends on the product while 62% reported that production when using AM
was below 40% of production time. This finding supports the suggestions by Chan
et al. [9] who stated that 3D printing provides an opportunity for manufactures to
reduce lead-time production.

4.4 Lead Times of Different Phases

Here we compare the lead times of different phases in AM to those of the conventional
manufacturing method. In general, 70% of the companies stated that AM reduced
overall product development time (entire process) while 30% stated that there was no
change. However, in the design phase, the majority of the experts 41% stated that it
remained the same, 29% said that it was longer while 29% stated that it was shorter.

For prototyping, 92% of the experts stated that it was shorter. This supports the
research by Chan et al. [9] who stated that AM allows for rapid prototyping by the use
of CAD.

The majority of the respondents, 46%, stated that the production time using AM
was shorter than that of the conventional production, which is in line with the findings
of Kunovjanek and Reiner [6] which shows that 3DP technology plays a crucial role in
reducing the production lead-time due to less assembly times required and less delivery
times between processes.

For post-processing, 30% of the respondents stated that it was longer compared to
conventional manufacturing while 70% stated that it was similar. For the control phase,
70% stated that it was similar while 30% stated that it was longer. This might be due to
the fact that extra time is needed for quality checks and post-processing.

Less than 10% of the produc on me

10% to 20% of the produc on me

20% to 30% of the produc on me

30% to 40% of the produc on me

40% to 50% of the produc on me

50% to 70% of the produc on me

70% to 100% of the produc on me

Over 100% of the produc on me
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Fig. 4. Post-processing operations
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4.5 Cost Implications

In terms of cost implications, the empirical results show that 62% of the respondents
stated that production cost is significantly reduced by 30% or more when using AM.
This agrees with Kunovjanek et al. [6] who stated that production lead times when
using 3DP is reduced significantly which contributes to production costs but disagrees
with Sirichakwal and Conner, [11] who stated that the 3DP technology may not have
an edge over the conventional technology in terms of the cost of production (Fig. 5).

The results also show that 53% of the experts think that AM has significant cost
implications on procurement, 59% on the design phase, 71% think it has cost impli-
cations on inventory. This agrees with the findings by Gao et al. [12] who stated that
AM offers quick customized solutions and a great opportunity for MTO, which reduces
the cost on inventory and procurement. In the design phase and production, Chan et al.
[9] note that AM reduces the costs by improving the efficiency as well as shortening the
development time. However, the majority of the respondents (59%) did confirm this,
which concurs with the findings by Chan et al. [9] who states that cost of production
when using AM is also lower because it takes place with minimum labor and labor
cost. However, this depends on the cost incurred in different phases of the supply chain
whereby some design and development phases are relatively costly compared to the
production cost.

5 MTO vs. MTS and Low Volumes vs. High Volumes

The empirical results show that 53% of the respondents stated that they were using the
MTO strategy with AM, 20% are using MTS while 27% are using both strategies.

54% of the respondents agreed that AM is relevant in an MTS vs MTO strategy
while 46% disagreed. These mixed results are in line with the findings by Nickels [13]
who stated that in the future, manufacturers will be able to produce AM spare parts on
demand especially in decentralized locations whereby the order penetration will be
through MTO. On the other hand, even though Ryan et al. [14] questions the usability
of AM in MTS due to the lack of customization, Olhager [15] states that with long
production times, MTS becomes more appropriate than MTO as it can help to have
products ready to ship.
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Fig. 5. Cost implications
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The majority of the respondents (62%) disagreed that AM is only interesting on low
volumes while only 38% agreed. These findings however contradict the suggestions by
Potstada and Zybura [16] who states that AM in MTS is most appropriate for small
scale products especially with the current printers and [13] who states that AM in MTO
is mainly applicable for low volumes by use of specialized equipment.

6 Conclusion

This research has theoretically and empirically identified some of the most significant
impacts of additive manufacturing on the supply chain, including the procurement, the
production & operations, the transportation & inventory and the manufacturer-to-
manufacturer relationship. The study significantly contributes to the limited literature
on the link between AM and all supply chain processes and it is a response to the
existing calls for further research. The review of the literature reveals that there is a
great potential for AM, which is expected to reduce the production time, reduce costs,
and allow for easier customization. However, the majority of the studies dealing with
the impacts of AM on supply chains have ignored the fact that the impacts can be
different at different levels and processes of the supply chain. Therefore, we have
conducted an empirical investigation with a panel of experts in major manufacturing
companies to give their insights on how AM impacts different levels/processes of the
supply chain. The empirical results have revealed two major impacts of AM: the ability
to produce complex parts and the reduction of the inventory levels.

The research has generated important valuable insights to the AM research.
However, it should be noted that the results have also portrayed many mixed results
with regard to the cost implications, the post-processing operations, and the lead times.
This, therefore, leads to the suggestion that AM has only enabled the transition but the
conventional manufacturing will not be entirely phased out. AM should in the mean-
time complement conventional manufacturing. However, the empirical investigation
has been based on a limited sample size, which may limit the generalization of the
findings. Hence, it is recommended that more research should be conducted using
larger empirical samples and other methods such as simulation models or relativity
analysis and regression to better validate the current study’s findings.

It is worth pointing out that the findings of the empirical investigation provide
evidence of the impact of AM on the supply chain performance. The companies’
sample considered in the empirical investigation in this paper is rich enough (multi-
national companies with different sizes and proposing different types of products) to be
representative for general contexts. However, it is obvious that the generalisability of
the findings cannot be confirmed due to the limited size of the sample of considered
companies, which may represent a limitation of this research work. Hence, extending
the analysis by considering a bigger sample of companies would be an interesting
avenue for further research contributing to the generalisability of this article’s findings.
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Abstract. The large amount and different types of data and knowledge gen-
erated within the Additive Manufacturing (AM) value chain are highly chal-
lenging in terms of management and organization. Understanding the
interconnections between all these immaterial corpuses is important for decision
making and process optimization issues. Moreover, AM has more parameters
than conventional manufacturing processes, and many of these parameters are
difficult to assess and monitor. Therefore, it becomes important to develop
computer-based solutions that are able to aid the decision maker and to support
the management of all information along the AM value chain. In this paper, a
knowledge-based decision support framework using ontological models and
mechanisms is proposed for the above objective. Cost estimation is conducted as
an application of the proposed framework.

Keywords: Knowledge-based approach � Decision support system � Automatic
cost estimation � Additive manufacturing

1 Introduction

Even though the history of Additive Manufacturing (AM) technology is relatively
short, it has shown expeditiously growing interest in various domains and significant
improvement on the quality of the produced parts as well as the efficiency of the related
processes [1]. Despite of these benefits and opportunities, many issues and challenges
such as traceability, accuracy, and parameters’ inconsistency still need to be solved [2].
With the growing complexity of AM process due to multiple interconnections between
heterogeneous parameters, changing one parameter could affect multiple criteria of the
produced parts [3]. Even for expert users, it is difficult to select the suitable values of
process parameters for successful AM building results [4]. Moreover, different types of
data generated along the product transformation cycle are creating new opportunities
for knowledge discovery [5]. So, understanding these data and knowledge definition
and correlation is essential for decision making and optimization from the earliest
stages of AM process.

In this topic, it becomes important to develop the right architecture of decision-
making system that correctly uses and manages all this corpus of information [6], while
paying particular attention to the key performance indicators and process parameters
management [7]. Thus, the main objective of this paper is to propose a knowledge-
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based system (KBS), using an AM dedicated ontology, to support the expert decision
along the AM value chain. Section 2 presents a literature review on KBS and decision-
aid systems for AM. Section 3 proposes the main foundations of the proposed KBS.
Then, an application of this framework to support the decision making in cost esti-
mation is presented in Sect. 4.

2 Knowledge-Based Decision Support Solutions for AM

Decision Support Systems (DSS) have proven an important role to support the experts
in various fields related to AM value chain. For instance, process planning support aims
to identify and adjust all parameters necessary to optimize the build and post-
processing steps [8]. Even though, the decision process is still complicated in terms of
data management due to huge amount of data and heterogeneity of knowledge. The use
of Artificial Intelligence (AI) leads to improvement of DSS through better exploitation
of expert knowledge (rule inferences) as well as smart data mining and machine
learning [9]. KBS are kind of computer systems that imitate human reasoning for
problem-solving by reusing previous experiences and inferring business rules [10].
These systems are currently coupled with Knowledge Management (KM) practices to
capture and formalize tacit knowledge [11]. This kind of system consists of three main
components; Inference engine, User Interface, and Knowledge Base (KB) [12]. In this
type of approaches, knowledge modeling is a critical issue to satisfy the consistency of
the KB. With regard, ontology is one of the most effective tools to formalize the
domain knowledge, while supporting the automatic reasoning and information retrieval
based on business rules [13, 14].

Lately, attempts have been made to develop a knowledge base in a form of
ontology as a decision support for AM. Some works have contributed to propose a
knowledge base that formalize Design for AM (DfAM) knowledge to be retrieved and
reused to support the designers in process planning, [15, 16]. For instance, Kim et al.
[15] use Ontology Web Language OWL to categorize DFAM knowledge into: Part
design, Process planning, and Manufacturing features. SQWRL queries are applied to
formalize design rules and retrieve DFAM knowledge to be reused for solving new
problems. Using the same mechanisms, Hagedorn et al. [16] aim to support innovative
design in AM, by capturing information related to various fabrication capabilities of
AM, and their application in past innovation solutions. Samely, Liu et al. [4] propose a
KB that uses previous process planning cases and manufacturing rules. Eddy et al. [14]
introduce Rules-Based algorithm to select the best process plan as a combination of
feasible processes allowing the lowest total cost of the resulted AM part.

In summary, most of the developed approaches are specific and dedicated to solve
particular aspects of AM process, so they need high labor intensive to operate in
general context. In previous work, Sanfilippo et al. [10] propose an ontology as a
generic reference model with the ambition to represent all main characteristics of AM
value chain. The proposed knowledge-based approach is realized as a part of this
research work by extending the scope to the preparation and post-processing steps, and
taking into account the link between customer specification and process characteristics,
for effective cost estimation at the earliest stage of the AM project.
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3 The Proposed KBS Framework

The computational ontology proposed by [10] is developed in OWL by means of
Protégé tool, and uses the concepts of “template” and “reusable case” as generic
containers to structure and reuse useful knowledge for decision-aid perspective.
Templates can be seen as a semantic dictionary that organizes the collection of specific
types of AM data and knowledge. A “case” is used for the traceability of a given AM
project (successful or failed) through the instantiation of a collection of templates.

For instance, the template of machine will be used to create library of existing
machine families by defining the main attributes for each category. The first instanti-
ation permits the declaration of a given reference of machine (or process, product,
material, etc.) with interval of possible values for the predefined parameters (Ex.
Machine XX has heating temperature between 300 and 500°). Then, the creation of
reusable case is achieved by combining a set of templates with exact parameters values
(ex. Case project ZZ uses the processes PP to transform the material MM in the
machine XX with the parameters heating temperature 450°, material density is
4.4 g/cm3, etc. It results on the product AA with characteristics: surface roughness: 5–
18 µm).

Relaying on that conceptual framework, first the ontology has been enriched with
high level of granularity and details axioms covering a wider range of control, and post
processes, among others. Five types of templates are initially distinguished: Product,
machine, feature, material, and process. Then, templates contents have been updated
and other types are added to cover project characteristics, customer specifications, and
finally, cost model as an example of decision-aid perspective.

By doing so, the proposed KB is structured and formalized around five layers as
shown in Fig. 1. The first layer forms the generic knowledge model representing all
AM related concepts (i.e. process, Machine, Material, resource, etc.), and their rela-
tionships, following the meta-model proposed in [10] based on the Descriptive
Ontology for Linguistic and Cognitive Engineering (DOLCE).

The second layer includes the meta-definition of the different types of templates as
well as the semantic definition of case as concepts connected through constraints and
the relation HasTemplate. Concretely, Project template allows the description of main
categories of projects through their classification by customer activity sector, result type
(study, prototype, realization, etc.), complexity, etc. Product template classifies the
main families of products according to some invariants (i.e. category of size, form of
the support, generic shape, etc.). Feature template completes the product template by
classifying main elementary geometric shapes, so that a product can be identified as a
combination of elementary shapes and other free forms with specific dimensions.
Process Template classifies possible standard processes connected to the AM value
chain (support optimization, build, control, post-process, etc.), and identify for every
type of process the main parameters to be adjusted in and the constraints to be
respected (compatible resources and materials, etc.). Material template helps to dis-
tinguish all material types based on their physical properties, as well as compatibility
and treatment constraints. Finally, Machine template describes the nominal charac-
teristics of existing AM machines and related equipment (manufacture name, max.
build dimensions, temperature range, etc.).
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Based on these definitions, the real basic templates are defined in the fourth layer as
individuals of the types of templates defined in layer 2, with range of values for every
parameter. The fifth layer contains the second instantiation where a collection of
templates conducts to a specific reusable case. The exact values of these individuals are
automatically extracted from the database. This latest contains all the necessary data
collected from customer specification, 3D models and other technical documents. By
means, the ontology contains only useful information while the real data is still stored
in the database to avoid redundancy. Finally, the third layer gathers the needed business
rules and similarity constraints to support the decision-making process through linking
the current project data with similar cases, on one side, and the generation of new
knowledge by inference, on the other side.

In practice, the execution of decision support starts with the analysis of the cus-
tomer requirements and additional specifications. New knowledge could be defined and
parameters values refined through the application of some business rules. Then, the
related templates are identified and business rules are again used to classify the new
project in the right category (project complexity, product size, etc.) Based on that,
similar cases are searched and the right decision model is identified for application. The
results are saved in the database after validation of the expert. However, if similar cases
or templates are not found, the enrichment process of the knowledge base is trigged in
collaboration with industrial experts to identify new rules and/or cases. The next
section illustrates the execution of the decision-aid mechanism for cost assessment, as
an important step to help expert for defining cost quotations.

Fig. 1. Knowledge base structure and layer interconnection
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4 Framework Application: (Cost Estimation DSS)

Cost is one of the major performance indicators for the AM manufacturer to be
competitive. Its estimation is a challenging task that requires a vast amount of man-
ufacturing knowledge about the whole process in several cases, part of this knowledge
is not available in the beginning of the project and the expert should base his quotation
on his own expertise with different hypothesizes [17]. Therefore, the proposed solution
aims to provide a support for the cost estimation of AM products to help expert when
answering specific client demands or to answer call for tenders. For the decision model,
the proposed approach is based on Activity-Based Costing (ABC) method for pro-
viding appropriate cost structure of the final cost for metal and laser-based Powder Bed
Fusion (PBF). The model helps identifying the main cost drivers within AM value
chain and their correlations with the available inputs and parameters at early stages
when receiving customer specifications. The ABC model is prepared in a form of
mathematical equations, coupling the total cost of each activity with the related cost-
center resources (machines, labor, tools, etc.).

Figure 2 illustrates the ABC meta-model for the integration of their useful
knowledge as a specific template in the knowledge repository (ontology). For the
simplicity of reading, UML graphical language is used. The mathematical equations are
integrated as constraints and business rules, while the requested parameters to evaluate
these equations are available in different templates to support their automatic evalua-
tion. By means, the global equation of the cost model is given bellow. The detailed
parameters are out of the scope of this paper because of the page size restrictions.

Fig. 2. ABC meta-model
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Final Product cost = Total material cost + Build Platform cost + ∑Activity cost + 
consumable costs 

For the sake of example, we assume that we want to estimate the cost of fabricating
a specific part using Titanium Ti64 material, and manufactured on an EOS290 DMLS
(Direct Metal Laser Sintering) machine (example from [18]). In this example only AM
process and machine templates are illustrated due to the paper size limitation, and only
the costs related to build job, machine setup, and machine output activities are esti-
mated. At first, the required basic templates for the DMLS process are selected from the
ontology. Then, the machine type and the resource needed for this process are coupled
(machine operator with its cost rate which is equal to 110 euro/hour) as shown in
Fig. 3. Figure 4 shows the characteristics of this machine type including the cost rate
for running this machine as a cost center rate for build job activity. However, the
estimation of build time obtained from several software packages exist for estimating
the build time like (Materialise-Magics, EOSprint, etc.).

Fig. 3. Individual of AM process template (DMLS)

Fig. 4. Individual of machine type (EOSM290)
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Based on the values stored in the templates, the cost for build job, machine setup,
and machine output activities are inferred using the SWRL rules in the ontology and
built-in reasoner Pellet that represent the cost estimation equations for these activities,
as show in the two rules below R1 and R2. The mapping with the identified templates
conducts to the categorization of the project as medium complexity for massive product
with medium size. The supporting strategy is standard category.

R1: ProcessTemplate(?x) ^ hasBuildDurationInHour(?x, 
?y) ^ specifiesMachineType(?x, ?z) ^ hasCostRateEu-
roPerHour(?z, ?a) ^ swrlb:multiply(?I, ?y, ?a) -> has-
BuildingCostInEuro(?x, ?I)

R2: ProcessTemplate(?x) ^ specifiesMachineType(?x, ?y) 
^ hasMachineSetupDurationInHour(?y, ?z) ^ hasMachine-
OutputDurationInHour(?y, ?a) ^ hasActorBusiness-
Role(?x, ?t) ^ hasCostRateEuroPerHour(?t, ?i) ^ 
swrlb:multiply(?u, ?z, ?i) ^ swrlb:multiply(?p, ?a, 
?i) -> hasMachineSetupCostInEuro(?x, ?u) ^ hasMachine-
OutputCostInEuro(?x, ?p)

5 Conclusion and Future Work

The main goal of the proposed knowledge-based framework is to improve the per-
formance of additive manufacturing value chain, by supporting data sharing and tracing
along AM value chain, and support the experts’ decision making in different cases of
AM field. This work details the methodological framework in terms of the conceptual
approach, and framework layer’s structure. Ontology has been used to constitute the
knowledge base with its ability to capture heterogeneous knowledge, along with rule-
based approach in a form of SWRL in the ontology to integrate the amount of
knowledge provided by experts (know-how, decisions, etc.) in order to deduce new
knowledge. One application of this framework is exposed to support the decision
making in cost estimation which aims to aid the manufacturing products cost estima-
tion. Using Activity-Based Costing (ABC) method for providing appropriate cost
structure of the final cost, identifying the main cost drivers within AM process chain
and their correlations to the available inputs and parameters at early stages, considering
customer specifications, and product characteristics.

The project is currently under progress. At one hand, the approach needs to be
complemented with other techniques beside the rule-based approach such as similarity
measures, in order to foster the use of this framework in real world setting. On the other
hand, the implementation of this framework in software application requests the cre-
ation of specific connectors and parsers to automatically extract data from documents
and 3D models. Moreover, future work will be important to define other decision-
making scenarios focusing on qualitative performance indicators.
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Abstract. Mass customization is an important manufacturing concept aimed at
integrating product varieties to provide customized services and products based
on individual needs. This concept has emerged in the 1980s as demand for
product variety increased, and the research in this area has been present for the
last three decades. This article aims to study the scientific production around
mass customization through metadata analysis of all articles indexed in the
bibliographic database Web of Science. The science mapping and bibliometric
analysis was conducted using the “bibliometrix” R Package. Also, a graphical
analysis of the bibliographic data was performed using VOSviewer software.
This study identified the most relevant sources, authors, and countries active and
influential through a five-stage workflow consisting of study design, data col-
lection, data analysis, data visualization, and data interpretation. Keyword
analysis revealed the related emerging research topics. Co-citation and co-
occurrence analysis was performed to underline research streams.

Keywords: Bibliometric analysis � Bibliometrix � Mass customization

1 Introduction

In the last few decades, the manufacturing sector has been undergoing constant changes
and technological advancement, keeping manufacturing companies in a continuous
state of disruption [1]. Individual needs and customer requirements have become a
priority for companies to gain a competitive advantage [2]. Mass customization concept
has emerged in the 1980s as demand for product variety increased [3], and it has been
identified as a competitive strategy by an increasing number of companies [4]. This is
an important manufacturing concept aimed at integrating product varieties to provide
customized services and products based on individual needs. Research in this area has
been present for the last three decades.

Many authors have used bibliometric analysis to identify aspects of science that
receive the most contributions from authors, journals, organizations, and countries, and
the collaborative networks among them [5, 7–11]. Bibliometric studies have become an
emergent discipline, given the importance posed on the assessment of scientific pro-
duction. The bibliometric studies help researchers understand and analyze the research
structure, the extent of the topic, emergent trends, and its evolution over time [5, 6].
The objective of this bibliometric analyzes is to analyze the scientific production
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around mass customization through bibliographic data analysis of all articles indexed in
the Web of Science containing “mass customization” in the title or authors keywords
with the aim identify the most relevant sources, authors, countries active and influential
in this field with the emergent trends and evolution over time. This study is targeted to
a broad and diverse audience from various research fields like engineering, operations
research, management science, business economics, etc. The science mapping and
bibliometric analysis was conducted using “bibliometrix” R Package tool [12] while
the graphical analysis of the bibliographic data was done using VOSviewer software
[13].

The paper’s remainder is structured as follows. Section 2 describes the research
workflow. Section 3 presents research results and findings, followed by a conclusion
with limitations and suggestions for further research in Sect. 4.

2 Research Workflow

This research is conducted following a standard workflow consisting of five stages [14]:
(1) Study design - In the first stage, the research objective was identified and based

on that the study design was structured. The objective was to review mass cus-
tomization scientific production and its intellectual and conceptual structure; (2) Data
collection - In the second stage, bibliographic data were retrieved from the online
bibliographic database Clarivate Analytics Web of Science. The search was restricted
to Web of Science as it is the most important database of scientific articles whose
metrics are widely used in academic assessment. After that, data converting and
loading was performed to adjust it into a suitable format for the “bibliometrix” tool. All
indexed articles that contain “mass customization” in the title or authors keywords were
included. Only publications in English were included and all document types except
articles were excluded. The following search string were used: (((TI = (mass cus-
tomization OR mass-customization OR mass customisation OR mass-customisation))
OR (AK = (mass customization OR mass-customization OR mass customisation OR
mass-customisation)))) AND LANGUAGE: (English) AND DOCUMENT TYPES:
(Article); (3) Data analysis – In the third stage, descriptive analysis and network
extraction were performed using the “bibliometrix” R package tool for quantitative
research in bibliometrics and scientometrics [12]. Firstly, annual scientific production,
the most productive countries and authors, and co-authorship among countries were
analyzed. After that, the most relevant publishing sources and highly cited articles, and
keyword occurrences were analyzed; (4) Data visualization – In the fourth stage, a
visual analysis of the bibliographic data was done using VOSviewer software [13],
specifically co-citation and keyword co-occurrences analysis; (5) Interpretation – In the
fifth stage, the findings were described.
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3 Research Results and Description of Findings

The final sample consisted of 802 articles published in 268 sources (journals and
conference proceedings) during the timespan 1996:2021. These articles were (co)au-
thored by 1630 people, out of which there were 97 single-authored documents and 705
multi-authored documents, with the average number of authors per document 2.03.
Articles are concentrated around main research areas: engineering, operations research
management sciences, computer sciences, and business economics. Web of Sciences
assigns indexed articles to one or more research areas. The 802 articles in our sample
were assigned to 53 research areas. The top five research areas are shown in Table 1.

Figure 1 graphically represents the tendencies in publications on mass cus-
tomization from 1996 to April 2021. When analyzing the annual scientific production,
it could be seen that the number of articles published per year had a stable growth from
1996 to 2004. Multiple periods were identified until 2019 with different and decreasing
growth rates. The decreasing growth rate could signalize that research in this field is
consolidating. From 2019 to 2020, the number of articles published grew rapidly again.
It must be noted that Fig. 1 doesn’t present all data for 2021 but only until May of that
year.

Table 1. Top five research areas assigned to articles in the sample

Research areas # Articles % of 801

Engineering 478 59.601%
Operations research management science 252 31.421%
Computer science 198 24.688%
Business economics 182 22.693%
Automation control systems 42 5.237%

Fig. 1. Number of articles published per year
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3.1 Most Productive Countries and Authors

Table 2 shows the top ten most productive countries with the total citations (TC) per
country and average citations per article (AC). It could be observed that China is the
country whose authors have published most articles, and the USA is second. When
analyzing the number of total citations per country, the situation is reversed, with an
average citation of 18.09 per article for the USA and 13.94 for China. It is important to
highlight that England has the highest average citations per article (23.67) among the
leading countries, which can be used as a proxy for scientific importance or article
quality. When analyzing the funding sources in articles, it was identified that the
National Natural Science Foundation of China NSFC is the funding agency with the
highest occurrence in articles (76 articles). It could be noted that China is highly
influential and dedicated to research in this field. Table 3 shows the most productive
authors in mass customization research. This classification is based on the number of
publications and the author’s h-index, which is calculated for this bibliographic col-
lection. When comparing the number of articles produced with the production year start
and the h-index for this bibliographic collection, it could be seen that Zhang M and
Huang GQ are the two most influential authors. Forza C is the most productive author
with 21 articles. According to co-authorship analysis among countries (Fig. 2), the
most intensive collaboration exists among the USA, China, and England.

Table 2. Top ten most productive countries

Country # Articles TC AC Country # Articles TC AC

China 259 1715 13.94 South Korea 40 130 6.19
USA 191 1495 18.01 Canada 34 238 11.90
England 57 497 23.67 Brazil 33 92 5.41
France 43 408 19.43 Denmark 29 211 17.58
Italy 43 282 11.28 Germany 27 88 5.87

Table 3. Top ten most productive authors

Authors No. of articles H-index Total citations Production year start

Forza C 21 10 249 2002
Jiao JX 17 1 16 1997
Trentin A 17 11 256 2007
Tseng MM 17 2 6 1997
Zhang M 14 8 337 2005
Huang GQ 11 4 339 2007
Salvador F 11 2 27 2002
Hvam L 10 6 86 2007
Liu WH 9 6 75 2013

A Bibliometric Analysis Approach 331



3.2 Most Relevant Sources

In Table 4, the top ten most relevant journals publishing articles related to mass
customization are presented. The most relevant source is the International Journal of
Production Research, with 60 articles published. This is a prominent journal that
publishes leading research on manufacturing and production engineering, followed by
the Journal of Intelligent Manufacturing, with 34 articles published, representing a
unique international journal for developers of intelligent manufacturing systems. The
International Journal of Production Economics, with 32 articles published, focuses on
topics treating the interface between engineering and management. When analyzing the
article annual occurrences growth, the International Journal of Production Economics is
on the rise in previous years, as opposed to the International Journal of Production
Research and the Journal of Intelligent Manufacturing, which are declining since 2010.
When comparing the average citation per article, h-index for this bibliographic col-
lection, and the number of articles published, the International Journal of Production
Economics is the most influential.

3.3 Most Influential Articles

H-index for this bibliographic collection consisting of 802 articles related to mass
customization is 68, with a total of times cited 21,795. Table 5 shows the most
influential articles in mass customization research from 1996 to April 2021. This table
was constructed based on the number of total citations per article. Among the ten most
cited articles in this research area, there is just one article published in a journal from
the ten most productive journals (Table 4). Although the most productive journals are
mainly in industrial engineering, production, operational, and manufacturing research,
among the ten most influential articles are the ones that are mostly published in journals
oriented towards management sciences.

Fig. 2. Co-authorship analysis among countries (source: extracted from VOSviewer software)
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3.4 Main Keywords and Keyword Co-occurrences

This section provides an overview of both main keywords (measured by the keyword
frequency) and keyword co-occurrences. Keyword analysis helps identify research
trends [15]. Table 6 shows the ten most used keywords and keyword-plus (automati-
cally generated from the titles) in the mass customization articles. It could be identified
that multiple periods exist with distinct growth rates for “mass customization” word
occurrences when we observed word growth through annual occurrences. When ana-
lyzing other main keywords through annual occurrences, more or less the flat growth
rate could be identified.

In Fig. 3 keyword co-occurrences are presented through seven separated clusters
identified through Vosviewer. Cluster nodes are connected with the links. The red
cluster includes “mass customization” as the dominant keyword and “design”, “mod-
ularity”, “system”, “variety”, “optimization” “product configuration” as other most
important keywords, including many other keywords like “product family”, “product
family design”, “product platform”, “platform design”, “family design”, etc. In the
second, green, cluster, the most important keywords are “model”, “product”, “inno-
vation”, “quality”, including other keywords like “information”, “choice”, “customer”,
“satisfaction”, and others. The blue cluster includes “impact”, “performance” and
“integration” and “strategy” as most important keywords, followed by “manufacturing
practices”, “quality management”, “customer”, “capability”, “perspective”, etc. “Mass
customisation,” “management”, “postponement”, “strategy” are the main keywords in
the yellow cluster. The purple cluster consisted of the following main keywords:
“supply chain,” “customization”, “mass production”, “complexity” and “big data”.
Other words in this cluster are “sustainability”, “industry 4.0”, “internet of things”, etc.
The sixth (light blue) cluster contains “product development”, “technology”, “3d

Table 4. Top ten most relevant sources

Sources #
Articles

Impact
factor

H-
index

TC

International Journal of Production Research 60 4.577 15 581
Journal of Intelligent Manufacturing 34 4.311 13 369
International Journal of Production Economics 32 5.134 12 419
International Journal of Advanced Manufacturing
Technology

28 2.633 5 82

Production Planning and Control 27 3.605 8 132
International Journal of Computer Integrated
Manufacturing

20 2.861 7 114

Computers in Industry 19 3.954 7 184
IEEE Transactions on Engineering Management 18 2.784 5 118
International Journal of Operations and Production
Management

18 4.619 7 231

Computers and Industrial Engineering 17 4.135 6 97
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printing”, “additive manufacturing”, “flexibility”, etc., and the seventh (orange) cluster
included keywords like: “logistics service supply chain”, “allocation” and
“scheduling.”

3.5 Co-citation Analysis

VOSviewer software was used to conduct co-citations analyses. Figure 4 shows that
five clusters were identified concerning co-citation analysis based on cited sources.
Three clusters in which the highest co-citation intensity was identified were furthered
analyzed. The red cluster includes the following main sources: International Journal of
Production Research, International Journal of Production Economics, Journal of
Intelligent Manufacturing, Computers in Industry, etc. As it could be seen, this cluster
covers almost all journals from the list of most productive journals in mass cus-
tomization research (Table 4.) The blue cluster includes the following main sources:

Table 5. Top 10 highly cited articles

Author
(year)

Title Source TC AC

De Silveira
et al. (2001)

Mass customization: literature review and
research directions

International Journal
of Production
Economics

629 29.95

Von Hippel
and Katz
(2002)

Shifting innovation to users via toolkits Management Science 488 24.40

Feitzinger
and Lee
(1997)

Mass customization at Hewlett-Packard:
the power of postponement

Harvard Business
Review

442 17.68

Schafer
et al. (2001)

E-commerce recommendation applications Data Mining and
Knowledge Discovery

421 20.05

Huffman
and Kahn
(1998)

Variety for sale: mass customization or
mass confusion?

Journal of Retailing 406 16.92

Von Hippel
(1998)

Economics of product development by
users: the impact of “sticky” local
information

Management Science 403 16.79

Duray et al.
(2000)

Approaches to mass customization:
configurations and empirical validation

Journal of Operations
Management

382 17.36

Gilmore and
Pine (1997)

The four faces of mass customization Harvard Business
Review

346 13.84

Franke et al.
(2010)

The “i designed it myself” Effect in mass
customization

Management science 307 25.58

Zhong et al.
(2013)

RFID-enabled real-time manufacturing
execution system for mass-customization
production

Robotics and
Computer Integrated
Manufacturing

261 29
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Journal of Operations Management, Harward Business Review, Management Sciences,
Production and Operations Management, Strategic Management Journal, etc. The green
cluster contains the following main sources: Journal of Marketing, Journal of Mar-
keting Research, Journal of Consumer Research, and Journal of Product Innovation
Management. The blue and the green cluster are more oriented towards management
sciences and marketing research.

Table 6. Main keywords

Author keywords Occurrences Keyword-plus Occurrences

Mass customization 297 Design 121
Mass customisation 90 Mass customization 75
product configuration 19 Impact 57
3d printing 15 Management 55
Additive manufacturing 15 Model 49
Mass production 14 Performance 38
Supply chain management 14 Systems 36
Modularity 12 Variety 35
Product design 10 Product 29
Product platform 10 System 28

Fig. 3. Keywords Co-occurrences (source: extracted from VOSviewer software)
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Regarding local cited references, co-citation analysis identified four clusters
(Fig. 5). The largest red cluster included many nodes, where the largest refers to Da
Silveria et al. [4].

Fig. 4. Co-citation analysis based on cited sources (source: extracted from VOSviewer software)
(Color figure online)

Fig. 5. Co-citation analysis based on cited references (source: extracted from VOSviewer
software) (Color figure online)
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4 Conclusion

Accumulation of papers, analysis of bibliographic data to determine the structure of
research, and tendencies in the evolution of a particular topic, are becoming more
complicated as the production of articles grows. Thus, the knowledge base is
increasingly difficult to analyze objectively. Bibliometric analysis is becoming very
valuable and helpful in conducting objective and reproducible science mapping and
research structure analysis in all research areas. Using the “bibliometrix” R Package
tool and VOSviewer software, the bibliometric analysis of the bibliographic data was
performed on a sample of 802 articles related to muss customization published between
1996 to April 2021. The mass customization literature comprises research predomi-
nantly in industrial engineering, engineering manufacturing, and operations research,
with the International Journal of Production Economics as the journal with the highest
impact and increasing productivity in this topic. Annual scientific production had a
stable growth from 1996 to 2004. After that, the decreasing growth rate could signalize
that research is consolidating. Though, it must be noted that the number of articles
published grew rapidly again in 2020. We identified a high concentration of articles in
the most productive countries (the USA and China), whose authors collaborate
intensively on this topic. The extensive amount and variety of data allowed us to
identify the keyword occurrence and co-citations networks and reveal the related
emerging research topics and research streams.

The limitations of this research should be also highlighted. Namely, this research is
strictly limited to bibliographic data and analysis that could be extracted using the
“bibliometrix” R Package tool and VOSviewer software. The content analyzes of the
articles from the sample was not performed. Findings presented in this study can assist
future research in this or related research areas in order to overcome these limitations.
Future research could answer some of the following questions: Is there an evolution of
the mass customization tendency through the years for the research areas? Are there
any particular types of products or industries for which mass customization is espe-
cially relevant or especially successful? Are there any marked differences between
articles from the different “journal clusters”?
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Abstract. Implementation of the Industry 4.0 concept requires changes on
many levels. Implementation of technical solutions (ICT technologies,
automation, robotization, AI) entails changes in the organization of processes, as
well as in management and communication patterns. The article presents the
concept of the IT system architecture supporting communication between the
production planner and the production system in the enterprise. The aim was to
develop a solution supporting and improving communication between a man
and a machine. This area is important for the effectiveness, completeness and
quality of information flow and the quality of decisions made on the basis of
interpreted feedback. The solution presented in the article was developed as part
of the study work on the preparation of the concept of reorganization of the
company’s production system during the preparation for the implementation of
the Industry 4.0 concept. The analyzed enterprise manufactures single large-size
machines. The technologies used include casting, machining and assembly. The
analyzed production unit was the machining department, as it was selected as a
pilot department for the implementation of Industry 4.0. The developed solution
will be exemplary and will be the best practice to be used at the next stages of
the implementation of Industry 4.0 in the enterprise.

Keywords: Production planning � Man-machine communication � Industry 4.0

1 Introduction

1.1 Industry 4.0

Industry 4.0 is the term broadly referred to, for some companies still something to
strive form, for the others the step already taken on the path to Industry 5.0 and further
future developments. Interest of both academic and business environments, cognitive
and utilitarian aspects of the concept, result in growing number of publications in the
field. The dynamics of the growth is distinctive and presented in the Fig. 1a. The
concept is multidisciplinary which brings representatives of many disciplines to dis-
cussing various aspects of Industry 4.0, as presented in the Fig. 1b.

The publications originating from 2011 – year in which the Industrie 4.0 program
was announced in Germany - refer to definitions (Culot et al. 2020; Nosalska et al.
2019; Piccarozzi et al. 2018), scopes (Piccarozzi et al. 2018; Vaidya et al. 2018), pillars
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(Bai et al. 2020), tools (Frank et al. 2019; Dalenogare et al. 2018; Chiarello et al. 2018)
that can be used to upgrade a company to Industry 4.0 level, benefits (Tupa et al. 2017;
Davies et al. 2017), difficulties and challenges connected with Industry 4.0 imple-
mentation (Thames et al. 2017; Masood et al. 2020), case studies, literature surveys and
comparative studies (Pacchini et al. 2019; Davies et al. 2017; Strandhagen et al. 2017;
Grieco et al. 2017). Industry 4.0 as broadly defined set of methods, techniques and
tools implemented to increase manufacturing efficiency has for ten years been in the
center of attention. Development of methods and tools enabling digitization (Bai et al.
2020), Internet of Things (Bai et al. 2020; Frank et al. 2019), Big Data Analysis
(Chiarello et al. 2018), Cloud Computing (Thames et al. 2017), augmented reality
(Tupa et al. 2017), additive manufacturing (Davies et al. 2017) opened new fields for
scientific research. Consequently, interest of academic society is stimulated by interest
of business environment all over the world and actively contributes to dissemination of
the concept worldwide, proven by numerous reports by independent and governments
institutions (Grieco et al. 2017; Schumacher et al. 2016). Countries and regions develop
their original, yet Industry 4.0 based, programs stimulating entrepreneurs and econo-
mies (Piccarozzi et al. 2018; Dalenogare et al. 2018; Davies et al. 2017) to improve
their performance. Benchmarks and best practices published all over the world confirm
universality of the concept – it can be implemented in many sectors of industry – and
its positive impact on individual companies and entire economies. Recognition of
potential benefits inspired one of large Polish companies to initiate processes striving
for its adjustment to Industry 4.0 requirements.

1.2 Experience of Polish Companies in Implementation of Industry 4.0

According to Global Entrepreneurship Monitor (GEM) Poland has been included in the
efficiency economies with the aspirations to join the group of innovation-oriented
countries in recent years. Polish companies to be competitive need to follow the trends
and solution recognized worldwide. However, the study conducted by Siemens and
Millward Brown on Smart Industry in 2016 (Siemens 2016) showed that only 25%

Fig. 1. a. Publications on Industry 4.0 (Scopus database, extracted 26 March 2021). b.
Disciplines referred to in publications on Industry 4.0 (Scopus database, extracted 26 March
2021)

342 M. Fertsch et al.



representatives of Polish production companies were familiar with the concept of Smart
Industry. At the same time, a significantly higher number of people declared that their
organizations used technologies and solutions characteristic for smart factories. This
proved, that there is a gap in knowledge on modern management and industry concepts.

The study conducted by Siemens and Millward Brown on Smart Industry in 2017
(Siemens 2017) proved some progress, showing large interest in innovativeness. The
results of the survey show that the technologies that give the greatest competitive
advantage are the automation and robotization of production. The most commonly used
solution supporting innovativeness was automation with the use of individual machines
- in 48.6% of companies have already been implemented, and 10.4% of enterprises had
plans for implementation. In turn, the robotization of the entire production line took
place in 14.3%, and is planned in 3.6% of companies.

The survey Smart Industry 2018 (Siemens 2018) was conducted on a nationwide
sample of 200 companies from the industrial or production sector with the number of
employees up to 249 employees, conducting production activity in Poland, i.e. having a
production plant or plants operating in Poland. The analysis of the results takes into
account the specificity of the heavy and light industry sector.

Smart Industry 2018 Report concludes that 60% of entrepreneurs have not heard of
the Industry 4.0 concept. However, this is not synonymous with the non-use of modern
technologies by these companies. It has already been proved by findings from previous
reports 2016 and 2017.

2 Theoretical Background

2.1 Production System in Industry 4.0 Context

The elements that constitute the production system in the conditions of Industry 4.0 can
be roughly divided based on their nature into four interrelated groups (layers). Brief
characteristics of the layers covers the nature of elements and processes performed
within them: 1) physical layer - it is made up of production and auxiliary machines and
devices, implementing and supporting physical processes of material transformation:
production processes. The term ‘supporting’ used above should be understood in a
narrow sense - as the implementation of physical processes ensuring the continuity and
proper course of the basic process, which is transformation of work objects (materials)
in terms of shape, size, appearance, physical or chemical composition or properties.
These processes are the so-called auxiliary and service processes and include transport
and storage in the production process, production quality control, replacement of tools
and workshop aids, and maintenance; 2) IT layer - devices (computers) and software
controlling elements of the physical layer and creating a virtual copy of physical reality
and supporting people in collecting and visualizing information relevant to decision-
making. The task of this layer is also to make some decisions (in predefined scope,
based on functionalities available); 3) Social layer - people working in the production
system, both on operational and managerial level, communicating and cooperating with
its various layers; 4) Communication layer - Internet ensuring the flow of information
between individual layers and their elements.
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The layers are not isolated, they make an open system of elements cooperating in
achieving the predefined goal (production task) and link to environment with material
and information flow. In Industry 4.0 context the physical layer will be strongly related
or even integrated with IT layer as it will consist of cyber-physical systems. Cyber-
physical systems operation control, according to the views dominating in the literature
on the subject, will be based on the technology of embedded systems. These are
special-purpose computer systems that are an integral part of the hardware they operate.
Each embedded system is based on a microprocessor (or microcontroller) programmed
to perform a limited number of tasks. The challenge seems to be integration of social
and communication layer so that the production system benefited from synergy.

2.2 Integrated Physical and IT Layer Structure and Functions

According to the literature on the subject, the CPS layer will cover five levels, as
presented in the Fig. 2:

The architecture presented covers mostly IT structure issues but it links them to
physical layer through implemented technical solutions, mostly located at level I (smart
connection level), data interpretation schemes, located at levels II and III, the upper
levels are linked to social and communication layers as they support decisions making
(level IV) and resilience of the system (V): Smart Connection level - it consists of data
collecting devices - sensors (sensors) installed on machines and devices whose task is
to capture signals from the surrounding environment, recognize and record them, and a
network that amplifies the signals and transmits them over long distances, further
processing using digital techniques and computers and remembering it. Data-to-
information Conversion level - this level consists of a set of programs collecting and
processing data collected by the layer of data collecting devices. These programs can
be located on one central computer, on several computers or in the “cloud”. The tasks
of this level are: diagnosing the condition of machines, devices and work environment,
predicting failures of machines and devices and environmental hazards and their

Fig. 2. 5C architecture for implementation of cyber-physical system Source (Lee et al. 2015).
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potential impact on the operation of the system, analysis of collected data in terms of
searching for their temporal, spatial and causal relationships for the needs of system
and environment diagnostics.

Some of the tasks of this level can also be performed by embedded systems, which
are elements of the physical layer. The division of tasks in terms of transforming data
into information between the elements of the physical layer and the IT layer is not
clearly defined. It is difficult to indicate the criteria for this division. It seems that the
main criterion should be to maximize the operational reliability of the entire production
system. Cyber level - consists of a set of programs collecting and processing infor-
mation collected by the layer transforming data into information. The tasks of this level
are: modeling the behavior of machines, devices, changes in resource availability over
time, analysis of the distribution (statistics) of events, activities, system states in time to
forecast their frequency and duration, grouping of collected information for similarity
for analysis using Big Data Analysis techniques. Cognition level - the level that
recognizes (diagnoses) the operation of the system - consists of a set of programs
collecting and processing information collected by the layer that analyzes information.
It also organizes communication in the system by controlling the flow of data and
information between individual layers. The tasks of this level are: preparation of
information and data visualization for the needs of computer-human communication,
simulation and information integration for resource demand forecasting, organization
of cooperation in the field of joint (human-computer system) assessment of the situ-
ation and joint decision-making. Configuration level – the highest level that stabilizes
the system providing resilient control, supervisory control and actions. The level is
based on self-learning mechanisms and auto-regulations and its tasks are: Self-
configuration, Self-adjustment, Self-optimization.

The structure is internally linked and related with other layers, which requires
multi-level communication. The framework of communication schemes and architec-
ture for the communication processes not only enabling but supporting the commu-
nication developed for a large machining industry company is presented in the next
chapters of the paper.

3 Problem Definition

The problem to be solved is designing interface (communication scheme) between man
and machine to support information flow and decision making process in complex
environment striving for increased automation and digitization of processes. The
information flow in the analyzed production department is based on the blueprints
system. The production planner fills in the relevant documents, analyzes the situation
and makes appropriate decisions based on the reports from the workstation service. The
approach is based on manual approach, planner’s knowledge and experience.

In Industry 4.0 environment such approach is insufficient and inefficient. Com-
munication needs to be improved and potential of IT support, imminent element of
Industry 4.0 concept, should be exploited. The problem was defined for a specific
production environment, as a part of a dedicated project striving for adjusting the
production system to Industry 4.0 level.
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Yet, we believe that communication process and its improvement are problems that
many companies face, disregarding their technical and technological advancement,
automation and robotization level. Hence, though referred to the specific company, the
problem is universal in nature.

4 Problem Solution

4.1 Structure of Communication Process

For the problem defined in the Sect. 3 the following solution framework was designed.
The proposed communication is based on availability of database extracting data from
sensors and covering three data sets (S, P, D):

S - a set of workstations within a given production unit.
The elements of the set si, i = {1,…,n} are divided into groups distinguished

according to: Group size - this parameter is identified by the number of workstations of
a given type in the production unit: Location - this parameter is distinguished by the
location of a given station in the production process in a given production unit, it is
possible to classify the station into three groups in terms of significance: 1) initial,
stations performing initial operations in the processes performed in a given unit, 2)
intermediate, positions that perform intermediate (middle) operations in the processes
performed in a given unit, final, stations carrying out finishing operations in the pro-
cesses performed in a given unit, Availability - this parameter is determined in relation
to the planning horizon, on the basis of the load plan for a given workstation from the
workstation system, each time unit is assigned the status: 1) available, 2) busy, 3)
damaged, based on reports.

P - a set of items performed in a given production unit in a given planning horizon.
The elements of the set pj, j = {1, m} are divided into categories according to the
following criteria: 1) advancement - it is defined as the relation of the planned start-up
date to the current date, according to this criterion it is possible to classify a given
subject into the following groups: pending - the launch date is a future date in relation
to the current date; delayed - the launch date is the one that has already passed; in
progress - split into three categories: a) in progress as planned - in the ‘information’
part, the execution of at least one technological operation has been registered, the date
of completion of the last registered completed operation corresponds to that planned in
the MES, b) in progress and pending - in the ‘information’ part, the execution of at least
one technological operation has been registered, the deadline, the planned date of
launching the next scheduled operation has already expired, c) in progress, in pro-
cessing - in the ‘information’ part, the start of any technological operation is registered,
there is no information about its completion, the planned completion date has not yet
expired, d) in progress, interrupted in the ‘information’ part, the start of any techno-
logical operation is registered, there is no information about its completion, the planned
completion date of the registered operation has already expired; e) completed - split
into two categories: completed as planned - in the ‘information’ part, the execution of
the last technological operation was recorded, the date of execution of this operation is
earlier or equal to the planned completion date, completed delayed - in the
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‘information’ part, the execution of the last technological operation has been registered,
the date of performing this operation is later than the planned completion date, 2)
importance - this category determines the significance of a given assortment item from
the point of view of the production process carried out in a given production unit,
according to this criterion it is possible to classify a given item into the following
groups (including a given assortment item in a specific group is done using the expert
method): a) key, b) significant, c) supplementary; 3) quantity - this category can be
referred to as the planned quantity of a given item of assortment ratio to the quantity
available after a given operation, according to this criterion, it is possible to classify a
given item into the following groups: a) launched according to the plan - if the quantity
included in a given operation corresponds to the planned quantity, b) completed
according to the plan - if the quantity completing a given operation corresponds to the
quantity planned, c) insufficient - if the quantity that starts or ends a given operation is
smaller than the quantity planned.

D - a set of data assigned to a given set of positions and the set of objects performed
on it in a given planning horizon. Each data saved in this set has two versions: 1)
planned value - imported from the MES system, 2) actual value - saved as information
from sensors or embedded systems installed on the workstations.

Data d(i, l) where i = {1,…, N} and l = {1,…, P} relating to workstations are of the
following scope: availability of the position, the date of launching a given operation on
the workstation, completion date of a given operation on the workstation. The sug-
gested structure of the process is dedicated to the specific problem defined in the
Sect. 3, nevertheless we designed it to be as universal and flexible as possible to enable
its implementation in any production systems which deals with similar problems.

4.2 Communication Process Realization

Communication between a production planner and the systems is based on continuous
interactions. The system produces the following reports: 1) damaged positions and
available positions, each report is prepared according to the categories of initial,
intermediate and final positions; 2) completed items divided into the categories of
scheduled completion and delayed completed, the reported items are divided into the
categories of key, material and supplementary items, 3) items waiting to be launched
with a breakdown into the categories of pending and pending delayed, the reported
items are divided into categories of key, significant and supplementary items, 4) report
on the number of completed assortment items from the insufficient category, broken
down into the categories of key, significant and supplementary items.

The system collects data from embedded systems, sensors and sensors on an
ongoing basis. The incoming data is continuously used to update the reports. After each
update, two versions of reports - the one before the update and the one after the update
are compared by the experimental system. If the differences between the reports are
considered significant, the information about it, together with the version of the report,
is provided to the production planner after updating. In addition to this information, the
scheduler also has access to all subsequent versions of the reports.

The set of reports generated by the system has been supplemented with a mecha-
nism for comparing and tracking the compliance of the production flow between the
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planned, and the actual flow. The concept of the applied mechanism was based on the
method of analyzing the process capability. It is a computational procedure for
assessing whether the process is running correctly and meets the requirements.
A modified capability index model was used. The indicator used to track the com-
pliance of the production flow between the planned amount and the actual flow was
built on the basis of the process capability index Cp used in the process capability
analysis method. In the original version, this indicator is a measure of the precision of
the process. It measures the width of the actual process scatter relative to the width of
the tolerance field. Data from control charts are used in the process capability analysis.
Control limits are the numerical values within which the process is to run. These are
usually the minimum (lower limit) and maximum (upper limit) allowable values of
certain process parameters. The boundaries are defined at the design stage of the
process.

In the applied solution, the lower and upper limits of the process were adopted
arbitrarily. The value of the lower control limit was assumed to be Sl = 0. The value of
the upper control limit was assumed to be Su = 1. The production system was divided
into three channels: 1) initial channel including positions qualified as initial, 2) an
indirect channel including positions classified as intermediate, 3) end channel including
positions qualified as ending.

For each of the distinguished channels, it was assumed that a separate control chart
was developed and that the proposed Uf flow uniformity index was calculated
separately.

The values of the analyzed process will be marked on the control card at the
beginning and end of the technological operation. These values will be adopted
depending on whether the commencement or completion of a given technological
operation at a specific position took place as planned, was delayed or was faster than
planned: a) in the case when the commencement or termination of a given operation
took place on the scheduled date, the process value x = 0.5 entered on the control card,
b) if the start or end of a given operation was delayed compared to the scheduled date,
the process value x = 1 + a entered on the control card, where a is the delay value; c)
in the case when the commencement or completion of a given technological operation
took place before the scheduled date, the process value x = 1 entered on the control
card.

The flow uniformity index Uf is calculated at the end of each shift for each channel
separately according to the formula similar to the coefficient Cp.

Uf ¼ 1=3d ð1Þ

where:
Uf - flow uniformity index.
T = 1 - tolerance range, the difference between the upper and lower control limit.
Ϭ - standard deviation.
With the adopted method of determining the value of the process applied on the

control card, in a situation when all technological operations are started and completed
on time, the Uf coefficient takes the value of zero. The value of the coefficient decreases
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in the case of earlier commencement or termination of technological operations, and it
decreases significantly in the case of delays.

After collecting a specific set of empirical data, the authors intend to check whether
the specific Uf value can be assigned to specific states of the production process.

It is possible to modify the structure or the flow of the communication process to
adjust and adapt it to the specific conditions of any other company dealing with the
communication problem in manufacturing process.

5 Conclusion

Work on the development of the communication scheme presented in this article is in
progress. The analysis of the production system led to an update of the system concept.
It turned out that due to the specific quality requirements of some of the elements
produced in the production system, the data on the course of their production process
must be extended, stored in separate files and made available to external stakeholders
on request. It was decided that this data would come from the communication system
between the production planner and the production system, and collected, stored and
made available by the IT system operating at the level of the entire enterprise. This
requires designing an interface between the communication system between the pro-
duction planner and the production system and the information system operating at the
enterprise level.

The developed solution was pre-evaluated during the presentation for the company.
Basic assumptions were presented and explained, conclusions were discussed and as a
result some improvements to initial idea were introduced (they are included in the
conceptual solution presented in the paper). The implementation is on-going and after it
is completed the system will be evaluated with the set of qualitative and quantitative
measures including: cohesion rate (information flow vs material flow), muda size (for
time, errors, and activity mudas), cost of information flow (prior to implementation and
after that). The results of evaluation will be the basis for improvement, we assume
periodic evaluation to control growing maturity of the solution.

The team of automation and IT specialists operating in the company is currently
working on the concept of selecting embedded systems and sensors, connecting them
into a network and selecting software. The expected results from the communication
system implementation will consist in qualitative and quantitative improvement of
information flow expressed by: number of errors, number of unnecessary actions and
decisions taken, lead-time for information flow and material flow, flexibility of man-
ufacturing system and the cost of information flow. The evaluation measures for
evaluation of the system were selected to identify the expected benefits and enable
continuous improvement of the solution.
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Abstract. This paper uses the fuzzy theory basics to assess accident risk that
may damage a target (e.g., humans, assets, or the environment). Converting a
target’s position to a membership degree in a fuzzy danger zone (FDZ) helps
calculate risk indices. Using FDZs normalizes the effects of different kinds of
hazards, similarly visualizes them, and distinguishes the impact of a threat on
various types of targets. This paper presents a related mathematical formulation.
The proposed approach evaluates the accident risks by simulating industrial
activities in CAD, virtual reality, and augmented reality when using a concurrent
engineering platform. This approach can calculate the risk index during a human
task simulation and through real-time human interaction with a virtual machine
during safety analysis and training. The results also are credible to activate alarm
systems according to the operator’s limbs place during work. The model pro-
vides a normalized and similar scale for various risks (e.g., biological, chemical,
and physical hazards) and computes the effect of danger on different target
types.

Keywords: Risk analysis � Concurrent engineering � Fuzzy logic � Virtual
reality � Augmented reality

1 Introduction

Using the three digital prototypes in CAD, virtual reality, and augmented reality creates
realistic visualizations, renderings, and animations of the complex systems. It plays an
essential role in concurrent engineering platforms, where various disciplines use these
models to predict industrial systems’ behavior before constructing and employing
them. The conventional risk analyses approaches are inconvenient for using these
models to perform quantitative risk analyses. This research develops a fuzzy approach
for doing risk analysis in a concurrent engineering context by using geometric shapes
for facilitating collaboration and sharing risks information by visualizing the risk
entities and preventing inconsistencies.
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2 Background

Dangers are the potential of things or situations to cause harm, and “risk” is an
indicator for evaluating their importance by aggregating the severity and the likelihood
of their possible consequences [1, 2]. A danger creates hazards (e.g., a toxic substance
that makes a toxification hazard). A danger zone (DZ) is a hypothetical area where the
threat can potentially cause harm [3]. The hazard magnitude denotes the parameters to
explain the potential of the hazard for harming the target. It is the value of physicals
(e.g., speed and temperature), chemical (e.g., the amount and density of one or several
hazardous materials), biological or conceptual parameters (e.g., the probability or risk
of an accident). Figure 1 shows the hazard magnitude variation around a hypothetical
hazard object indicated by a red star. The horizontal axis (x-axis) represents the
locations around the danger source, and the vertical axis shows the intensity of the
danger in its neighborhoods. The dashed line in this figure shows the hazard magnitude
variation as a mathematical function of the one-dimensional geometric coordinates. In
this figure, the traditional danger zone is shown with a red line and includes every point
where the assumed intensity of the danger is more than an acceptable level (HÞ.

Some examples of hazard amplitude are the intensity of hazardous radiation around
a radioactive material, the high-temperature air around a fire source, the explosion blast
wave, or the toxic gas concentration during a poisonous gas leak. It can even be an
understanding of the concept of collision risk around a dangerous moving object.

In this way, a conventional DZ is a crisp (classic) set of points in the workplace,
illustrated as follows:

Z ¼ xjH xð Þ[Hf g x 2 X ð1Þ

3 The Literature Review

This chapter introduces the basic concepts and a review of previous applications of 3D
models in risk analysis.

Bernard and Hasan considered a danger zone as one of the workplace entities,
characterized by its name and origin [4]. Hasan and et al. considered DZ one of the

Fig. 1. Representation of a mono-dimensional DZ, as a classic set of points
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system’s safety modeling entities described by its name, nature, size, and source [5].
Pouliquen and et al. use it for estimating the severity of danger, in real-time, in the
virtual reality context for a sheet-pressing operation [6]. In recent years, very little
research has been done on risk analysis in 3D using the concept of a danger zone. Alba
and et al. proposed a distributed real-time anti-collision approach that uses hazardous
areas to create the ability to prevent collisions with other objects on the robot, based on
accurate 3D simulation of a manufacturing cell [7]. Yi-Hao and Yet-Pole construct a
three-dimensional fire risk analysis technique for common building fires by simulating
the thermal radiation hazards [8]. Cao and et al. studied flame propagation behaviors in
explosion venting and the quantitative relationship of the maximum flame front length,
and they calculated the variation of the temperature field in explosion venting [9].

4 The Proposed Model

According to fuzzy set theory, not only can an object be inside or outside a set, but it
can also have a degree of membership.

By assigning membership between 0 and 1 to each point, Shahrokhi and Bernard
introduce a “fuzzy space” to distribute risk around a hazard factor [10]. It explains how
each location has a degree of belonging to the fuzzy danger set. Shahrokhi and Bernard
measured instantaneous risk indices for each body part for simulation sequences by
measuring body parts’ membership in a Gaussian FDZ [11].

4.1 The Proposed Model Description

This paper proposes a mathematical risk analysis model using the concept of a fuzzy
danger zone to consider several types of targets with a different values. The effects of
hazards vary on the different types of targets.

The proposed model is developed based on the following assumptions:

1. There is a dangerous source that produces a hazard.
2. A hazard barrier reduces some part of the hazard magnitude.
3. There are several types of targets.
4. The hazard has different effects on different kinds of targets.
5. There is a danger zone for each type of target.
6. Each target has a target protective barrier that reduces the danger for the target.
7. The exposure time is known and limited.
8. The exposure mode is known and similar for all target types.
9. The targets are immovable during the exposure time.

10. The hazard and target attributes are constant and unchanged over the exposure
time.
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4.2 The Proposed Model Formulation

The model uses the following symbols:

A fuzzy hedge describing the ability of the protective target barrier to 
reduce the magnitude of the hazard for the target 
Target j, (jth target) of target type k, ( ∈ ) 
Coordinates of the jth target of target type k 

X Workplace universe of discourse 
(x) The magnitude of the hazard in point x 

Maximum acceptable level of the hazard for target j 
Minimum mortal (destructive) level of the hazard for target j 
Fuzzy danger zone produced by the hazard for the target type k 

(x)) The membership degree FDZ (Hazard severity), in point x, according 
to the hazard amplitude for target type k 
Membership degree of presence of protected target j in the fuzzy danger 
zone , according to the target position (final hazard severity) 
Target damage, the vulnerability function of the target of type k, which 
calculates the expected percentage target damage, based on 

The value of the target 
The value of damage (loss of the value) of the target caused by 
accident, based on the target place

k Target type index ( ) 
Set of targets of type k 
The portion of the reduced hazard magnitude by the hazard safety 
barrier for the target type k 

By using fuzzy sets notifications, an FDZ is an ordinary fuzzy set such as ~Z, defined
by its domain (x) and membership function l~Z xð Þ as [12]:

~Z ¼
Z

X

l~Z xð Þ
x

ð2Þ

In this way, the value of the membership function l~Z xð Þ is a continuous function that
indicates the degree of membership of point x in a fuzzy set ~Z, which can take any
value between 0 and 1, as follows:

l~Z : x ! 0; 1½ � x 2 X ð3Þ

In the above formula, X is the universe of discourse of variable x. The classic DZ is a
a� cut of the FDZ, as follows:

DZ ¼ x l~Z xð Þ[ a; x 2 X
��� � ð4Þ
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Figure 2 shows how increasing the value of a from a1 (Fig. 8a) to a2 (Fig. 8b) leads to
a decrease in the recognized area of the danger zone.

By considering attributes of the hazard and the target, lH~Z ðHÞ assigns a danger
membership degree to each hazard magnitude, for each target type k, as follows:

lH~Zk : H xð Þ ! 0; 1½ � 8H xð Þ 2 R
þ ð5Þ

Figure 3 shows a schematic diagram of the general form of the relationship between the
degree of membership in the FDZ for target type k and the magnitude of the hazard.

For example, Table 1 illustrates the physiological tolerance time for various carbon
dioxide concentrations (percent by Volume (% V/):

Fig. 2. A demonstration of a mono-dimensional DZ, as an a-cuts of an FDZ

Fig. 3. The relationship between the hazard magnitude and the membership degree of the FDZ
for a specific target type
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Figure 4 may present the relationship between the concentration of carbon dioxide
in the air and the degree of membership in the FDZ for 10 min' exposure of target
type k:

By changing the variable l~Z
k
j
xtkj

� �
¼ lH

~Z
kðH(xtkj )), the result will be:

l~Zk
j
: xtkj 2 X
� �

! 0; 1½ � 8j 2 J ð6Þ

Thus the following fuzzy set defines FDZ for the target tkj :

~Zk
j ¼ x; lð Þjx 2 X; l ¼ l~Zk

j
xð Þ

n o
8k 2 K; j 2 Jk ð7Þ

For example, Fig. 5 shows an FDZ that assigns a membership degree to each point’s
coordinates in mono-dimensional space.

Fig. 4. The degree of membership in the FDZ for the exemplified scenario

Table 1. Physiological tolerance time for different carbon dioxide concentration

The concentration of Carbon Dioxide in Air (% V/V)
(H(x))

Maximum exposure limit
(minutes)

0.5 Undefined
1.0 Undefined
2.0 480
1.5 60
3.0 20
4.0 10
5.0 7
6.0 5
7.0 Less than 3
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Assigning 0 membership to a point means that the hazard magnitude is equal to or
less than the maximum hazard acceptable level. Setting 1 to a place indicates that the
danger for the target in that place is equal to or greater than a fatal or destructive
threshold level. The effect of protective barriers describes their power to neutralize the
danger as the proportion of reduction of the danger amplitude (u). The values 0 and
1 for u indicate an unprotected and a fully protected target, respectively. The values
between 0 and 1 concern a protective barrier that diminishes some part of the hazard.
Therefore, the FDZ for a protected target is defined as follows:

l~Zk
j
xtkj

� �
¼

0; 1� uk
j

� �
H xtkj

� �
�Hk

j

hj 1� uh
k

� �
H xtkj

� �� �
; Hk

j\ 1� uk
j

� �
H xtkj

� �
� �Hk

j

1; 1� uk
j

� �
H xtkj

� �
� �Hk

j

8>>><
>>>:

ð8Þ

Where hj Hð Þ maps the hazard magnitude (or other hazard attributes) to its harmfulness
for the protected target on a scale between 0 and 1.

If it would be possible to define target vulnerability function d l~Zk
j

� �
for calculating

the expected damage, based on l~Zk
j
, then, by defining function D as follows, we can

directly estimate the target damage based on the target location:

Dtkj
xtkj

� �
¼ d uk

j l~Zk
j
xtkj

� �� �� �
xtkj 2 X ð9Þ

Where uk
j apply the effect of the target barrier on the fuzzy danger zone.

4.3 Numerical Example

Here, an accident scenario is presented in a one-dimensional workplace space to
illustrate the model application. The objective is to assess the degree of inhalation
damage of 4 targets of two types exposed to the toxic cloud of carbon dioxide for 10
min. Before the exposure, the ventilation system reduces 15% of the leaked gas con-
centration (uh

k ¼ 0:15). The following table presents the CO2 concentration in different
workplace locations before and after ventilation operation (Table 2).

Fig. 5. A demonstration of a fuzzy mono-dimensional DZ
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Suppose two different types of targets exposing to high CO2 concentrations.
Table 3 illustrates the accident analysis process and results according to the exemplified
scenario.

5 Discussion and Limitations

This paper aims to integrate risk analysis into a 3D design platform based on using
geometric profiles to illustrate the spatial risk distribution. Using an FDZ in a CAD
model visualizes the normalizing effects of different kinds of hazards. For example,
while simulating a toxic spill accident, each FDZ gives a typical picture of a gradual
decrease in the mass concentration as the cloud moves away from the epicenter of the
evaporation, which can be compared with created FDZ from an explosion accident, at
another point, at the same time. It can be applied to calculate the risk index during a
human task simulation and through real-time human interaction with a virtual machine
during safety analysis and training. The results also are credible to activate alarm
systems according to the operator’s limbs place during work. The use of fuzzy danger
zone has the following advantages:

Table 3. The accident analysis process and results, according to the exemplified scenario

T
arget  

T
arget type  

T
arget 

value ($) 

T
arget place 

H
azard 

m
agnitude 

H
azard 

severity 

T
he target 

safety barrier 
effect of 

Final hazard 
severity 

T
arget 

vulnerability 
function (%

) 

T
arget 

dam
age 

k (x) ( ) ( ) (%) Monetary 
unit 

1 
10 4 7 1 ( ) 1 100 1010 5 6 0.9 ( ) 0.86 86 8.6 × 10

2 
10 5 6 0.9 ( ) 0.81 56.7 5.67 × 10

8 5 0.7 41.3

Table 2. Reduction of the CO2 concentration by using the hazard barrier, in the exemplified
scenario

Coordinates of the place (x) H(x) (percent by Volume)
Immediately after the accident After air ventilation

4 8.05 7
5 6.9 6
8 5.75 5
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1. Visualize a representative danger zone in 3D platforms and calculate the mem-
bership degree in an FDZ as a hazard index using computerized calculation methods
during a simulation.

2. Create a normalized and similar scale for various risks (e.g., biological, chemical,
and physical hazards).

3. Compute the effect of danger on different types of targets.
4. Calculate a momentary risk index for each specific target (e.g., different human

limbs) according to their type and location.

Also, the following limits the “application of the model.”

1. The model lacks validation.
2. Using this approach requires developing more complex risk analysis applications.
3. Model development requires a lot of data on the nature of risk, the effect of distance

on reducing it, and the effect of risk on the various types of targets expressed by
mathematical formulas.

4. The model ignores the effect of the time mode of exposure of the target to the
danger.

5. The model assumes that the risk factor and a goal location remain constant during
the exposure.

6. The model applies to hazards whose severity depends on the target distance from
them.

More efforts are necessary to integrate complementary risk analysis methods such
as FMEA and fault trees into CAD platforms. Supposing a linear effect of barrier on the
hazard magnitude assumes that it neutralizes a part of the hazard. Using a more realistic
function for the actual impact of the safety measures improves the model. This
approach is only applicable to dangers with known spatial effects. The model supposes
that danger zone attributes and the target location are fixed and recognized during the
exposure. Further research can discuss combining the probability and fuzzy danger
zone concepts and combining several FDZs.

6 Conclusion

This paper provides an overview of definitions of a DZ as an essential risk analysis
concept. It supports applying the fuzzy set theory for modeling DZs as a meter of
spatial danger variation. It presents a mathematical model to calculate a real-time risk
index during three-dimensional simulations of activities. Using this approach helps
perform the risk and design analyses concurrently and improves multidisciplinary
communication. Future research may consider the effects of multiple dangers, varia-
tions of the target exposure time and place.
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Abstract. Digitization is transforming previously physical products into holistic
product-service systems which open up opportunities for new business models.
But to achieve an excellent customer experience with them, a use case-specific
configuration of the extensive product-service systems is necessary. One possible
approach for the efficient implementation is to modularize the systems. In digital
product-service systems, these modules require a holistic view that includes
physical and digital resources as well as processes and people. The construct of
capability might be a suitable framework to define such modules purpose-based
and to manage the configuration. However, capabilities are not sufficiently
defined in the literature and are, therefore, hardly ever used in practice. The aim
of this paper is to create a common understanding of the term capability in the
context of product-service systems with the help of an ontology.

Keywords: Product-service systems � Digitization � Capabilities

1 Introduction

For several years now, digitization has been extensively changing industries. With a
simplified access to information, the focus of business models is shifting from products
towards customized services that maximize customer experience and open up new
sources of revenue for mechanical engineering. [1] However, due to their deep inte-
gration into customer processes, the resulting product-service systems are much more
extensive and dynamic. With each new business relationship, providers need to
reconfigure the product-service systems to customer requirements. In order to manage
the required changes efficiently, service-based business models could be designed
modularly. In addition to software, such a module should include also physical
resources such as people and machines as well as processes. Capabilities can provide a
starting point for this by encapsulating enterprise components as a purpose-driven
system [2]. Although capabilities are becoming increasingly important, there is no
uniform definition of the term in the literature [3]. Thus, capabilities are not applicable
in business practice today. The aim of this paper is to present an approach for the
flexible design and adaption of service-based, digital business models with the help of
capabilities. Therefore, a common understanding of capabilities by means of an
ontology is needed. As a framework for this paper, the Knowledge Engineering
Methodology of Noy and McGuinness has been selected. [4] Accordingly, the domain
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digital product-service systems is determined in Sect. 2. In Sect. 3, existing capabilities
definitions are examined and important components of capabilities are derived. In
Sect. 4, classes for service capabilities are defined and assigned relations.

2 Domain of Digital Product-Service Systems

Starting point of digital product-service systems is the development towards smart and
worldwide connected products that enable new data-driven business models [1].
Digitization thus adds an information-based service component to previously purely
physical products and creates product-service systems. However, services are funda-
mentally different in their nature from physical products. Services can be defined as the
application of resources through deeds, processes, and performances for the benefit of
others or oneself [5]. They are much broader in scope and more dynamic than physical
products. To better understand the resulting changes in business models and to derive
what is necessary for their modular description, a deeper examination of service-based
business model components is necessary. According to Gassmann, a business model
consists of the four views “who”, “what”, “how” and “value” [6].

First step is the analysis of the “who”. A service is a cooperative process in which
value is created through consistent orientation and adaptation to a specific context of
use. [7] The term cooperative indicates the emergence of ecosystems. These contain a
task-oriented and in consequence short-term joint value creation of provider, customer
und additional partners via common institutional logics. Technically, the required rapid
adaption of the ecosystem to a specific task and context is based on the application of
platforms that provide standards for cross-company collaboration [8]. In summary, the
question of “who” becomes far more short-term and encompasses actors, context, their
common goal and how they interact. The second question focuses on what is the value
proposition. Customers no longer purchase goods but rather solutions to problems in
their individual context. Physical goods are just tools or distribution mechanisms for a
service. Companies are not exchanging outputs anymore but performance. Providing
the appropriate resources embedded in processes is the key to generate performance.
[8] As customers become part of the value chain, their resource base rapidly changes.
In addition, new technologies such as smart sensors, interfaces and platforms need to be
taken into account. Thus, the “how” includes the resources of the actors and the
processes in which they are applied. A particularly important issue is the transfer of
value. By shifting to services, value is measured in a new way. Instead of focusing on
pure output, the focus is on performance, which leads to an improved customer
experience. It is no longer charged per product, but per customer benefit in pay-per-x
models. For this purpose, it is necessary to be able to measure the customer benefit.

3 State of the Art in Capabilities Research

Following the identification of the relevant properties of digital service systems, the
concept of capability is examined from five different perspectives. Based on this, the
relevant elements of a capability are derived.
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3.1 Concept of Capability in Common Language and Philosophy

According to the Oxford English Dictionary, the term capability can be defined as the
ability to do something [9]. To be capable originates from the Latin word capabilis
which means to be susceptible to something [10]. The FrameNet project offers a
semantic description of the capability concept [11]. It defines capabilities as the pre-
conditions that an entity has to meet in order to participate in an event. Further features
for the characterization of capabilities are external circumstances, the degree and fre-
quency of fulfillment of the preconditions, the status of the capability, the explanations
for the existence of the capability, the relevant features and roles of the entity as well as
the temporal determination of the event. Historically, Aristotle analyzed the concept in
his ninth book of Metaphysics [12]. He refers to capabilities as the principle for
measurably changing something else or oneself. Thus, they form the starting point of a
causal chain. The basis for the emergence of capabilities are the characteristics of their
carriers which produce certain effects under certain external circumstances. It can be
distinguished between an active capability – being able to change something – and a
passive capability – being able to be changed. While Aristotle focuses on the process of
change and its results, FrameNet concentrates on the properties of the entities. Both
approaches complement each other well and show overlaps in the consideration of
boundary conditions.

3.2 Capabilities in Military

In the field of military planning, capabilities are applied as a reaction to the increasingly
dynamic threat situation. By helping to overcome the need to consider fixed scenarios
and instead focus on the objectives, they increase the flexibility of the armed forces in
unexpected situations [13]. Capabilities are defined as the ability to achieve a desired
operational effect in a specified context for a certain time frame during a mission [14].
The operational effect represents the target state that has to be achieved to successfully
encounter a threat and complete a mission [15]. The previously defined context
includes the entire spectrum of possible situations and is described by scenarios,
conditions, locations and threats. [13] The time frame defines how quickly capabilities
should be ready and how long they should be sustained. Capabilities are generated by
combining building blocks such as personnel, material, training, infrastructure, and
management into an interlocking system. [14] The building blocks differ by country.

3.3 Capabilities in Information Systems

Capabilities in enterprise architecture (EA) are based on military capabilities. EA
defines capabilities as the ability and capacity of a company to achieve a specific
purpose or outcome in a certain context. Ability refers to the available individual
competencies to achieve a goal. Capacity refers to the availability of resources such as
people, money and tools. [16] Capabilities describe what a company does to create
customer value [17]. Therefore, they encapsulate resources, roles, processes, context
and information. Moreover, capabilities are described as non-redundant, stable over
time, hierarchical and combinable [3]. The CaaS project identifies three groups of
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capability elements [16]. Enterprise and capability modeling contains business goals,
KPI, processes and resources in order to develop generic solutions that can be
reconfigured according to the context. Secondly, the context represents the situations in
which the solutions are used. Capability delivery patterns are the third area. They
describe best practice solutions for achieving business goals in a defined context.

The Capability Maturity Model Integration (CMMI) presents another way of
applying capabilities [18]. CMMI is a framework that supports the development of
software and products. For this purpose, it has five maturity levels that contain several
predefined process areas. The progress in each process areas is tracked based on
specific goals with the help of the four capability levels incomplete, performed,
managed and defined. In contrast to the other approaches presented, CMMI is much
more specific and focused on development processes.

3.4 Strategic Business Planning

The concept of organizational capability is deeply rooted in the resource-based view of
strategic business planning. The aim of this concept is to explain competitive advan-
tages [19]. Organizational capabilities enable an organization to repeatedly perform an
activity according to an intended and specific purpose [20]. They represent a tool for
organizations to configure their resources [21]. Organizational capabilities can be
divided into operational and dynamic capabilities. Operational capabilities enable an
organization to solve current operative problems without change [20]. Therefore, they
encapsulate routines and resources company-specific [21]. Routines are activities that
are executed in a reproducible and reliable manner [20]. Resources are everything to
which a company has direct or indirect access. They are divided in tangible (machines,
tools, …) and intangible (knowledge, leadership, skill, brands, …) resources [21].
Dynamic capabilities enable a company to change its operational capabilities [20].
Through these capabilities, companies can integrate, build and reconfigure internal and
external competencies to adapt themselves to a rapidly changing environment. This
results in innovative competitive advantages [22].

3.5 Manufacturing

Operations management uses capabilities to plan manufacturing systems in an auto-
mated manner. Contributions in this field of research usually use the term skill. These
are elementary, solution-neutral functionalities of resources which are described by
parameters and which are independent of hardware and operating principles [23]. By
linking several skills so-called composite capabilities are created [24]. The BaSys
project adds the goal to the capability definition in order to trigger an effect in the
physical or virtual world. This effect is described as the change of property values of
objects by the resource [25]. Composite capabilities can be described by different
components. At their core, they consist of a sequence of elementary skills that are
steered by a control flow. The overall composite capability system communicates with
its environment via input and output parameters and uses transformation functions to
convert them into an understandable form for the elementary capabilities. Templates
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allow the elementary capabilities to be assigned to resources. Mechanical connections
describe physical and spatial relationships [23].

Further capability types in operations management are the machine and the process
capability in quality management. A machine capability describes the ability of a
machine to continuously produce a certain product quality. Process capability extends
the term to the entire manufacturing process.

3.6 Discussion of the Relevant Capability Classes

All presented disciplines use capabilities in slightly different ways. However, there are
great similarities in the definitions. Capabilities are hierarchical, stable over time, and
non-overlapping. As illustrated in Table 1, they have very similar building blocks.

First element of most capabilities is the purpose. This is a superior goal to be
achieved through the application of one or more capabilities. In military, for example, a
mission is accomplished with the help of capabilities. In strategic planning, competitive
advantages are generated. The purpose is achieved by attaining effects. An effect is a
measurable change of the target object. Aristotle describes e.g. the healing of a patient
with the help of a doctor’s capabilities. In manufacturing, the properties of an object are
changed. To achieve the effect, resources are applied in processes. Resources are
tangible and intangible assets that are limited. A distinction can be made between active
resources, which create change, and passive resources, which are changed. The changes
are carried out in a specific context and time period. The context includes everything
the provider of the capability cannot influence like the place or external conditions. The
basis for the correct execution of a capability is the provision of the required infor-
mation through interfaces. In the further course, capabilities will be defined as the
ability of a system of resources to change itself or another system of resources in a
defined context and timeframe in order to achieve a superior objective.

Table 1. Elements of capabilities

Approach Purpose Effect
(Change)

Resources
act./pass

Process Context Time Inter-
faces

3.1 FrameNet - - x / - x x x -
3.1 Aristotle x x (x) x / x - x - -
3.2 Military cap. x x (x) x / x x x x x
3.3 EA cap. x x x / - x x - x
3.3 CMMI x - - / - x - - -
3.4 Res.-based
view

x x x / - x - - -

3.5 Manufacturing - x (x) x / x x - - x
3.5 Machine cap. - x x / - x - - -
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4 Structure of a Service Capability Model

In their basic definition, services and capabilities are very similar. While services are
about the use of resources for the benefit of oneself or someone else, capabilities focus
on changing the resource base of oneself or someone else for a higher objective. Due to
the high degree of congruence, it seems possible to apply capabilities as a framework for
the description of services and the business models associated with them. Due to the
hierarchical structure and long-term orientation of capabilities, business models can be
built up modularly. To map the capability components to the requirements of services as
well as to uncover gaps, the classification according to Gassmann is applied again [6].

In order to assign service-based business model and possible capabilities, the
question of “who” is asked first. Capabilities are deployed between at least two actors.
The first actor uses its resource system to change the resource system of the second
actor. Characteristic features to describe the who are the underlying purpose as well as
the interfaces between the actors provided for its realization. Furthermore, the context
and time frame of the change need to be mapped. The context consists of different
context elements, each of which can be described by a measured value. The what is the
starting point for the modularization of business models. By using the construct effect,
capabilities allow the purpose to be decomposed into solution-neutral building blocks.
An effect can be achieved through different capabilities. Effects can be described as
measurable and repeatable changes of a resource base in a specific context and time
frame. A maturity level for each effect can be tracked. The how includes the specific
solution and is described by the resources applied in processes. Resources might be
people, software, hardware, information, materials, energy, infrastructure or intangible
assets. Resources are described by their names, properties, interfaces, and capacity.
Ultimately, however, the specific properties of these resources are responsible for the
execution of processes and thus for the application of a capability. Each property is
applicable through one or more interfaces that might be physical, digital or a human-
machine interface. Adjustments to effects are initially made by replacing full capa-
bilities. If no suitable capability is available in the ecosystem, the resources and pro-
cesses of existing capabilities can be adapted. The result is a new capability with a
lower maturity level. The last field is the description of values. So far, capabilities are
not associated with costs and a benefit in the literature. Because capabilities define a
resource system in a purpose-oriented way. This is generally possible. During the
execution of processes, costs are incurred that are offset by the benefits to the benefiting
actor. These benefits are also the key performance indicator for the billing of pay-per-x
business models. Alternatively, single effects may be used. Figure 1 summarizes the
characteristics of capabilities in an ontology. It shows the most important elements of
capabilities and assigns them to the areas of a business model. By proceeding step-by-
step through the four phases, it becomes possible to identify the relevant capabilities of
a provider and to determine the adjustments that may be necessary.

For the practical use of capabilities, it is advantageous to be able to express capa-
bilities in a sentence. Based on the analysis, the following form can be used:Who (active
actor) wants to change what (resources of beneficiary actor) from whom (beneficiary
actor) with what effect and purpose in which context and in which time frame.

366 D. Görzig and T. Bauernhansl



5 Summary and Outlook

The aim of this paper is to analyze the term capability in a cross-domain view and to
derive a uniform understanding for its use in the area of service description. For this
purpose, the domains of general usage, military, business informatics, economics and
manufacturing were examined. From this basis, classes were derived and a model was
developed. Modeling an ontology is an interactive process. The goal of this paper is to
generate a first draft that can be further refined in subsequent steps. In the further
elaboration of the model, a system for automated matching of capabilities and customer
requirements will be brought into practical use. Moreover, the capability model will be
further refined by mapping the capability base of individual companies.
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Abstract. The shift from product-oriented to service-oriented business requires
a rethink, especially in traditional companies in the mechanical and plant
engineering industry. This guideline for the development of Smart Services
business models is intended to illustrate the complexity and thus improve their
handling, supporting the planning and modelling of a Smart Service. The focus
of this paper is to introduce a step-by-step model to develop business models for
small and medium sized enterprises in the manufacturing industry and on the
selection of suitable service business model patterns. Therefor it will show
alternative service business model patterns and at the end to select the right one.
This is an important process before starting smart service engineering.

Keywords: Smart service � Service business model � Service lifecycle
management � Service engineering � SME

1 Introduction

This guideline describes a step-by-step development of Smart Services, especially in
manufacturing sector. The term “Smart Services” refers to data-based, individually
configurable service offerings consisting of services, digital services and products that
are organized and provided via integrated platforms [1]. The product systems of SME
are basically stable, but the service systems offer potential for improvement. So, the
focus of this paper is on the development of smart service business models and not on
the development of business models for a product service system or on development of
an engineering process for product-service systems [2, 3].

It is becoming increasingly important to offer suitable Smart Services to comple-
ment the products of manufacturing enterprises. Therefor an integrated development
and subsequent management of these Smart Services is of central importance. Figure 1
illustrates the essential elements of this guideline for the development of Smart Ser-
vices on the basis of the 3 phases:

• Service Design Thinking [4–6],
• Service Business Model [7] and
• Smart Service Engineering [8].
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When a Smart Service is developed, both the three phases and the sub-processes in
these phases can be repeated iteratively. Each of these three phases is already iteratively
in progress. Especially in Design Thinking and Smart Service Engineering, the iterative
approach is a core element of the process model. The development of alternatives also
plays an important role in business modeling. In the approach presented in this paper,
the possibilities of iteration are limited (dark arrows) due to small and medium-sized
companies.

The design thinking process refers to Plattner et al. [4] and thus includes the 6
phases: understanding, observing, defining a position, finding ideas, developing a
prototype and testing. These phases form the first development step of the smart service
with the associated business model.

The further phases service business model development and smart service engi-
neering form the main part of this paper and are described below in more detail below.

Fig. 1. The essential components in the development of Smart Services [1]
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2 Develop New Business Models

In particular small and medium-sized companies (SMEs) often focus too much
exclusively on technical aspects, right up to the management level. But, in addition to
the technical potential, newly developed smart services must also exploit the economic
added value they offer. This requires an appropriate and innovative business model.
A business model depicts all the players involved, their respective roles and contri-
butions to value creation, the benefits for customers and other players, and the sources
of revenue resulting from the business activities. In part, it is also described as a
management hypothesis about what customers want, how they want it, and how a
company can fulfill the wants and make money in the process [8]. In this context,
business models refer to the fundamental logic in a company and describe how a
business functions and how company activities and elements interact [9]. An important
element of business models is the central importance of customer orientation. Business
models define the benefits for customers, how these benefits are delivered, and how a
company generates revenue [10].

The mechanisms described must also be taken into account when developing new
smart service concepts in mechanical and plant engineering, such as in electroplating
technology. In order to develop a business model systematically, it is first necessary to
select a suitable business model scheme. In recent years, various procedures and
methods have become established in (smart) service engineering to support business
model development. These include the Service Business Model Canvas (SBMC)
according to Zolnowski [11], the Business Model Canvas (BMC) according to
Osterwalder and Pigneur [12] or the Service Dominant Architecture (SDA) according
to Warg et al. [13]. Due to its easy-to-understand structure, the BMC according to
Osterwalder and Pigneur [12] has become established, especially for start-ups and
smaller companies. It also has the advantage that a completed BMC can be further
developed into an SBMC at any time if needed and if sufficient data is available.
A developed business model is an important component and forms the basis for the
complete service engineering process [14].

In order to structure the process towards a business model and thus simplify it,
especially for SMEs, a four-step approach was developed and applied in a company
from the electroplating industry. The approach is designed to develop the essential
aspects of a business model step by step. This also enables SMEs with limited human
and financial resources to systematically address this topic.

In the approach described below, it does not matter whether the final business
model ends up being represented by the Service Business Model Canvas, the Business
Model Canvas, the Service Dominant Architecture, or by a completely different
scheme.
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Stage 1. The first step is to define the primary customer target group. An important
question here is; who in particular will be addressed by the new smart service and the
corresponding business model? According to Osterwalder and Pigneur [12], differen-
tiation of the target groups is necessary if their needs require and justify an individual
offer, if they are reached via different distribution channels, if they require different
types of payment, if they have significantly different profitability or if they are willing
to pay for different aspects of an offer. In electroplating, for example, a distinction can
be made between in-house and contract electroplating or between small, medium and
large companies, depending on the service concept. Further target group definitions can
be made with regard to the liquidity of the respective company or in the differentiation
between “makers” and “out-sourcers” (make-or-buy decision).

Stage 2. In the second step, a concrete use case will be developed for the previously
defined target group. It must be explained how the service is to be provided, how
frequently it is expected to be provided, and what the goals of this business are. In
addition, the Unique Selling Point (USP) of the business model idea should be clarified
and defined.

Stage 3. The third step is to determine the specific value proposition of the business
model idea. It is to clarify what benefits the new or enhanced smart service will provide
to the customer and which customer problems can be solved in specific terms. For this
step, it makes sense to get a comprehensive picture of the customer in advance and not
to develop without taking their actual needs into account.

Stage 4. In the fourth step, the business model is completed. According to Freitag &
Hämmerle [15] the following three options have to be considered when developing
business models for smart services:

• Existing product with additional IoT benefits,
• New product with new IoT function and
• Develop productless Smart Services.

Identification of target groups

Deployment of use cases

Determination of the value proposition 

Development of the business model 

Step 1

Step 2

Step 3

Step 4

Fig. 2. The four-stage model for developing a smart service business model
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Finally, in step 4, the core aspects of the business model developed in steps 1 to 3
are brought together and logically linked with a suitable method like the Service
Business Model Canvas or the Business Model Canvas. In addition, a viable price and
cost structure must now be developed.

The business model is the foundation of a proper service engineering process [16]
and for the subsequent further development of the smart service.

3 Agile Service Engineering

As shown by Moro et al. [3], there are many approaches and guidelines to the design of
product-service systems, such as Muto et al. [2]. As announced in Sect. 1, the focus of
this paper is on smart service, where are also many different ways of management.
A small selection of these is briefly described below.

In their framework, Zheng et al. [17] propose an integration of value networks,
service ecology thinking, and ICTs and offer future perspectives and possible guide-
lines for the transformation of industry and the further development of new service-
based business models.

DIN SPEC 33543 [18] describes a process model for the agile, flexible and rapid
development of digital service systems in an industrial context. Starting from the
concrete development of a service as a performance result, the process model considers
the holistic design of digital service systems. Updated methods from service engi-
neering as well as suitable methods from related areas such as business analytics and
software development are presented to help companies structure the development
process for their own needs and carry it out in a customer-oriented, efficient and
successful manner.

Jussen et al. [19] also present a smart service engineering approach for industrial
smart services. The focus here is on the individual steps in service development and the
connections and iterations of the single elements of the smart service - based on a case
study. The model delivers high speed and quality in project implementation by com-
bining agile working methods and focus on customer centricity.

For the suitability for small and medium size enterprises, it seems reasonable to
choose a process model based on these approaches. One possibility to do this is
described in the 20-page guideline of Freitag und Hämmerle [20]. This guideline for
development of smart services is also based on the Service Lifecycle Management
[21–23].

The entire process is therefore not focused on the smart service alone, but aims at
the smart service as a holistic solution. This means that the levels of business model
management and network management are also taken into account.

4 Summary

The shift from product-oriented to service-oriented business requires a rethink, espe-
cially in traditional companies in the manufacturing industry. The three different main
phases Design Thinking, Service Business Models and Service Engineering are
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important to develop a Smart Service. Here in the paper the focus is on the Service
Business Models for small and medium size enterprises. A four-step model for
developing a smart service business model is presented. In the final, fourth step, three
different options for a smart business model patterns for small and medium-sized
enterprises were presented, so the right one can be selected for the chosen use case.
Based on the chosen business model pattern, the Smart Service in the manufacturing
industry will be developed.
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Abstract. There is currently a trend in the Product Development Process
(PDP) and Supply Chain (SC) to make this relationship closer and more fluid,
presenting a difficulty due to the complexity involved. The complexity of
innovation projects can be even more demanding, especially due to the need to
launch them in shorter and more assertive terms in the current context of
industry 4.0, in which global networks are emphasized in the exchange of
information. Given this context, this article aims to conduct a systematic review
of the literature exploring the relationship between the PDP and SC. In this way,
it was possible to propose a new approach contemplating the conception of the
product development process combined with the concepts of the supply chain,
such as support for the design and conception of product packaging from an
industry in the cosmetics sector. As a result, it was possible to contribute to the
existing gap between the integration of these two research areas.

Keywords: New product development � Supply chain � Industry 4.0 � Supply
chain concepts � PDP � SC

1 Introduction

Currently, the complexity of the operations of the industries and the speed of changes
required by consumers, demand that companies have and seek even more agility and
assertiveness in what will be offered. In addition to this context, we have industry 4.0,
known as the fourth stage of industrialization, production needs to adapt to the constant
fluctuations in demand between products, it is necessary to optimize production based
on the communication of Internet tools of things and improving the human-machine
interface (HMI) [1].

Based on this context, it is necessary that the Product Development Process
(PDP) and Supply Chain (SC), narrow and update constantly so that this relationship is
more and more synchronized and that innovations occur more efficient. Considering the
strategic nature of SC’s design feels almost forced to integrate it into the development
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of products and processes [2, 8, 12, 18, 23, 25]. Although it is widely accepted that
product design decisions and their associated supply chain are interrelated, it is unclear
how they interact with each other [3]. The integration and relationship of these large
areas, therefore, presents difficulties in sharing/exchanging information and losses in
the process. Although this problem has been improved by applying the concepts of
industry 4.0 in the use of technology to have full access to all necessary information,
the gains and the importance of this alignment between PDP and SC are still unclear. It
is from this context that the present work aims to search in the literature the methods
and approaches that cover the integration between SC and PDP.

This relationship adds a wide range of processes, whether internal or external, to be
coordinated correctly and effectively. Thus, companies need to view the innovation
process as a collaborative process, in which a supply chain plays an essential role for
success. In this way, a supply chain integration with the management structure, in
which each entity can have visibility of other parts of the supply chain, allows the
potential for a better production decision (support for product innovation or focus on
quality) and, therefore cost savings and reduced response time.

2 Systematic Literature Review

The Systematic Review explored works related to the integration of the new product
development process and the Supply Chain through the CAPES/MEC Research Portal
Platform (Coordination for the Improvement of Higher Education Personnel). This
database was chosen because it is one of the most complete available to search for
publications, and for that, keywords and their correlates were used that serve the large
areas (PDP and SC) crossed together, reaching a total of 23,522 articles. As a refine-
ment, the cleaning and selection of this total were carried out, considering only the
articles published in the first quartile (Q1) according to the Scimago Journal Ranking -
2020 resulting in 138 articles. From this, a more complete analysis of each work was
carried out, also using inclusion and exclusion criteria, resulting in 17 most relevant
research/articles found in the literature with their contributions and limitations as
described in Table 1. Subsequently, these articles were selected based on titles and
abstracts, going to 480 works, which were again carried out based on inclusion criteria
(Address both subjects as main, be written in English, peer-reviewed, with SJR close to
or greater than 1 and JCR greater than 1) and to remove duplicate articles. As a result of
this process, 138 works were analyzed more deeply, resulting in 17 most relevant
articles, which were read in full, allowing to bring their contributions and as described
in Table 1.
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Table 1. The most relevant research works founded in the literature review.

Author/Year Contributions Limitations

Nihtilä, Jukka
[4]

Provides information about the
complex process of cross-functional
integration at the beginning of NPDP

It neglected the integration between
R&D and other commercial functions
other than production. Lack of
knowledge about the end customer,
supply and marketing

Appelqvist
et al. [5]

The Article deals a lot with the term
reengineering and focuses on the
supply chain without changing the
PDP. It identifies the lack of
companies to recognize their business
situation and act accordingly

Focuses a lot on the systems
modelling and development of a
Platform, in addition to the lack of
application cases to evaluate the
effects

Blackhurst
et al. [6]

It features modelling of mathematical
functions performed within the SC,
which allows the user to model
decisions and using the results to
assist in SC reengineering decisions
and product and process design
decisions

Tested on sampling, without being
applied to a wide variety of PP and
SC, which can be a problem the
applicability of the large-scale
approach due to a large number of
variables and the uncertainty of the
operation

Van Hoek and
Chapman [7]

The article reinforces the need to
consider SC stakeholders and their
alignment in advance so that product
availability is guaranteed on the
launch date

It only presents areas for future
research and does not go into any
depth

Ellram et al.
[21]

It identifies that there are no works
that deal with the 3 dimensions
(Supply chain, product and process) -
3DCE. It proposes some ways of
working together to meet the needs of
the client

Lack of modelling that allows total
understanding and intrinsic needs

Seuring [9] It brings a framework of the product-
matrix relationship with an alternative
approach, which analyzes the content
of the decision together with the
perspective of the process captured in
the five Ps of the SC strategy

Only one of the five applied cases
cover all phases of the product's life
cycle and brings a more focus on the
post-market

Pero et al.
[10]

It brings stronger evidence that the
performance of SC depends heavily
on the alignment of the NPD-SCM.
Affirms that modularity does not
necessarily reduce the complexity of
the configuration

It does not address the issue of the
need for internal alignment and
product characteristics and their
alignment impacts

Droge et al.
[11]

The article integrates SC with a
company's product strategy, bringing
a positive link between product and
process modularity and service
performance

The work limits the sample size, being
very small and can lead to the error of
accepting or rejecting the sample, in
addition to being limited to a single
sector

(continued)
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Table 1. (continued)

Author/Year Contributions Limitations

Baud-Lavigne
et al. [22]

It brings a more focused study on
standardization, which is the
correlation between the level of
standardization and the gain to SC,
with demand being a key parameter

It was not able to model the problem
considering both the standardization
and the allocation of the product, and
the solution is highly complex

Madenas et al.
[13]

Provides publications in the
information flow area in SC and
provides a comprehensive review of
representable articles for each phase
of the product life cycle

Focused on systems to integrate fields
and not necessarily how to do that

Chiu and
Okudan [14]

The Method helps to better understand
the impact of different levels of
modularity and determine which
product architecture to apply
according to market situations, from
the initial stages of the project

The model does not analyze
management criteria and the method
considers only the assembly project
(DFA) and the supply chain project
(DFSC)

Morita et al.
[15]

Normative model, in which the
company implements initiatives to
strengthen the SC process, to ensure a
match between the product’s
characteristics and the SC process,
increasing competitiveness

Model is not a derivative of
observations of the real behaviour of
the company, in addition to using the
assumption of stable and unchanged
demand

Pashaei and
Olhager [16]

The Article shows the type of design
of SC corresponds to the type of
design of the product

The Article fails to bring a holistic
view of the integration of SC and PD

Zimmermann
[17]

It presents a model that synthesizes
the main practices identified to
improve innovation performance,
involving actors internal and external
to the organization, such as the SC

It is a systematic review with a new
model that is unclear and without
application focusing on innovation

Khan et al.
[24]

The article states that companies can
create competitive capabilities by
integrating product design with SC
through management

It does not investigate how
opportunities and challenges change
over time. In addition to not
investigating its similarities and
differences in different sectors

Tolonen et al.
[19]

The NPD process must manage pure
product development activities and
SC capacity building activities. This
requires alignment and cooperation
between the NPD and SC processes

Design par excellence (DFX) was left
out of the analysis to keep the focus
on the SCCC, in addition to being an
empirical analysis of a single
company

Primus and
Stavrulaki
[20]

It brings about Interdependence
between PD and CS, focusing on the
compatibility between PD variables
and their SC, how they affect the
effectiveness of NPIs and the
quantitative benefits of alignment
decisions

The Article made the alignment
between several products of the same
line, and generations of the same
product, going beyond the launch,
besides not addressing the potential
causes of misalignment and the
transversal approach
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3 Content Analysis

From the Systematic Review, it was possible to better understand the gap concerning
the integration of the supply chain since the initial phases of the PDP, requiring the
development of an approach that would treat the process holistically from pre-
development to production and product availability. This is a preliminary conceptual
approach to product development based on supply chain concepts, called Supply
product development (SPD) as illustrated in Fig. 1.

This context presents in the two large boxes, in which the first presents the PDP
process composed of its macrophases (Pre-Development, Development and Post-
Development), steps and phases, and the second box presents the supply chain area and
what is included. Both have an arrow that feeds back into the process, as the lessons
learned from projects and supply carried out, whether successful or unsuccessful, must
be available in the data to prevent them from recurring.

The PDP Box brings a greater highlight to the Development macrophases high-
lighted in yellow in the figure, which is composed of its five phases (training project,
conceptual project, detailed project, product preparation and launch). The box that
represents the SC, on the other hand, brings the processes inserted within it (suppliers,
industry and distribution, retail and customer), and unlike the PDP, the SC does not
have well-defined steps and macrophases. In addition, this is based on no operation
support.

Regarding the PDP, Pre-Development is applied to all types of Innovation projects
and is the moment when the scope of the project is discussed, aiming at the objective to
be achieved within a stipulated budget. At this stage, it is important to understand the
desires that the consumer expects from the product, ensuring the strategic orientation of
development. For this proposed approach, this step is maintained, in comparison with

Fig. 1. Research context.
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other existing methods, however, it brings the inclusion of supply chain representatives
in the discussions, to reduce uncertainty and eliminate eventual mapped problems of
the project, such as distribution issues, lead production time and complexity, even if on
a macro basis, based on market demand.

Moving on to the Development of macrophase, it consists of 5 phases. The first, the
informational project, uses information received from the previous step and translates
these into technical characteristics according to the target audience. At this stage, the
presence of representatives from SC already assists in the prospecting of suppliers,
based on the level of service, technical knowledge, commitment and existing ware-
houses. The second phase (conceptual design) is the time for more detailed definitions,
related to the creation, representation and selection of solutions for product design, in
addition to the definition of the team and supplier involvement. In this, the represen-
tatives of SC, evaluate and assist in the creation of the sketches, in addition to the
inclusion of suppliers, already duly evaluated, with the product options available in the
portfolio of each or in the manufacturing of new moulds in order to meet the
requirements listed. The third stage, known as detailed design, generated the product
specifications, as a definition of the raw material and material of the product and its
components, including the accepted tolerances, presenting a control plane and a
prototype.

Details related to packaging, storage and transport are also pre-defined, which
makes the presence of SC necessary, as well as an analysis of operations (planning,
suppliers, engineering and logistics), to generate market, aesthetic and economic
evaluations. In the preparation of the product, known as the fourth phase, the Pilot Lot
is carried out, which generates the integration of the product with the production
process (production and maintenance) and SC is already more present in other existing
models. The fifth phase is the product launch that involves the implementation of the
launching plan (marketing) and the operations plan (production), with the initial pro-
duction monitored, and it is the moment that planning efforts are proven in scheming
the production and the arrival of all inputs, packaging and equipment, guaranteeing
production and supply.

As shown in Fig. 2, the first 3 phases are evident, with the dots showing where the
PDP interfaces with the supply chain related to them are. Highlight A, in Fig. 2, brings
the interface of the informational design, with the process part and the highlight B, of
the conceptual design, interconnected to the process and to the supplier in a more
evident and decisive way. Highlight C, on the other hand, features the detailed project,
making it more integrated with the suppliers, raw materials and logistics, since it is the
moment when specification decisions are made, the process at the supplier is analyzed
and also the logistics part of manufacturing and availability to the customer.

The last post-development macrophase, which is also not the focus of this
approach, but is important because it considers production at scale itself, and makes the
assessment of the acceptance of the target audience before the launch and the total life
cycle of the product. With well-planned planning, good results should be made
available for this macrophase just to be managed. Figure 2 illustrates the proposal for a
new approach to the Product Development Process based on the Supply Chain per-
spective focusing on the product packaging. This approach brings the insertion of the
Supply Chain in the product development process.
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4 Final Discussion

This study presented in this paper has mapped in the literature the integration of PDP
and SC. Based on a systematic review, 138 relevant articles were identified after
refinement, 17 of them were classified as the most important for the research explo-
ration. It was possible to identify existing contributions and limitations in the relevant
research works, which highlighted the gap in the literature of the lack of an approach
that treats the Supply Chain (SC) together in the Product Development Process
(PDP) in a holistic way. For the proposed approach, the whole context behind the
subject was exposed, showing how the PDP could be arranged within organizations,
with more predefined macrophases and steps, and how the SC can be classified and
correlated with it, given its complexity.

The approach proposes the insertion of representatives of SC in the last stage of
pre-development, even if it is more superficially, and being of extreme need from the
beginning of the Development until the end of the PDP. This interaction helps to
reduce time, costs and gains in quality and agility.

Changing the PDP considering the SC can be quantified by the time of the product
development cycle, which tends to decrease, reducing design errors, avoiding rework,
increasing the final quality of the product (different teams working from the same point
of view) and assertiveness in decision points.

The approach, already being applied in the PDP process of a company with a focus
on packaging (jar of body moisturizer), so that the authors could evaluate its effec-
tiveness and efficiency. There is also a cultural change in the PDP process development
teams, considering the limitations of the supply chain, going beyond the needs of the
product considering the production restrictions.

In summary, this study sought to identify what was the most suitable way for
integrating the PDP with the SC, entering a gap on how this occurred holistically, and
based on this observation, proposing a new approach for the integration of the two
great areas, as well as to propose future studies with the application of this to stimulate
and verify the same process in the more complex products development. It is believed
that the application can be extended to other industries such as automotive and phar-
maceuticals, however, we may have other specific limitations in each field.

Fig. 2. Proposed approach (SPD).
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Abstract. Layout optimization plays an important role in the field of
industrial engineering. The layout problem presented here involves the
real and virtual rectangular components. The real components can be the
devices or buildings depending on the application. The space of acces-
sibility associated with the real component is virtual, which allows the
user to access the real component in reality, such as facility maintenance.
However, most of the layout problems are NP hard. The great complex-
ity of layout problems increase the difficulty in finding a feasible layout
design in a reasonable time. To resolve these problems, we propose a
hybrid constructive placing strategy which makes the search of feasible
designs easier. The multi-objective application presented in this study
demonstrates the effectiveness and portability of the method. Since the
number of optimal layout designs can be very large, a cluster approach
is followed to group all similar solutions. First, the notion of pairwise
similarity indicator is introduced to analyze the similarity among the
optimized layout designs. Second, the visualization of the hierarchical
clustering of similarity matrix is customized. Then for each design, the
user can interact with it by locally modifying the position or rotation of
the component. The interactivity helps the user evaluate performance of
the designs and preferable results are typically achieved.

Keywords: Layout problem · Hybrid constructive placing strategy ·
Interactive design

1 Introduction

The layout problems (LPs) concern placing a given number of components with
known dimensions in a given number of containers. The component can be the
equipment, device, cabinet or building, work-space depending on the applica-
tion. The innovative formulation of LP came out in [1], which introduces the

Supported by China Scholarship Council.

c© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
A. Dolgui et al. (Eds.): APMS 2021, IFIP AICT 634, pp. 387–395, 2021.
https://doi.org/10.1007/978-3-030-85914-5_41

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85914-5_41&domain=pdf
http://orcid.org/0000-0001-8076-9562
http://orcid.org/0000-0002-0666-8162
https://doi.org/10.1007/978-3-030-85914-5_41


388 X. Song et al.

virtual component to resolve the problem of accessibility in the practical appli-
cations. Solving a multi-objective LP consists of finding several solutions that
optimizes the objectives and respects a set of constraints. Generally, each place-
ment problem presents non-overlap and non-protrusion constraints. These con-
straints express the fact that there is no overlap between real components and
each component must stay inside the container.

Various methods have been developed to solve optimization problems. Con-
structive heuristic and meta-heuristic methods that can provide sub-optimal
solutions have been developed to solve multi-objective LPs. Constructive heuris-
tic procedures build a layout from scratch by successively selecting and placing
facilities until a completed layout is obtained [4]. The efficiency of Simulated
Annealing (SA) in solving complex combinatorial problems making it interest-
ing for extension to multi-objective optimization [10]. In addition, it is worth
noting that more and more researchers now work on hybrid methods by com-
bining different optimization strategies [3,5,7,8].

LPs are generally considered as optimization problems and most search algo-
rithms are developed for global optimization. However, LPs are not like other
mathematics optimization problems, the complexity of the design space, and the
discontinuities in the search space that make it hard to optimize analytically. In
addition, in practical applications, the needs of users cannot be expressed as sim-
ple mathematical expressions. The great complexity of layout problems increase
the difficulty in finding a feasible layout design in a reasonable time. Motivated
by previous works [2], we propose an efficient SA based algorithm coupled with
a constructive placing strategy, which makes it easier to search feasible designs
in multi-objective LPs. First, using SA based optimization to determine the
placement order of components. Second, to explore the feasible space and guar-
antee constraints, a constructive placing strategy is applied to benefit overlap
between virtual components while keeping the maximal free space and respect
non-overlap constraint where real components cannot overlap with others. In the
experiment study, it proves the efficiency and portability of the algorithm.

Since multi-objective optimization usually solves objectives simultaneously.
Therefore there is no single optimal solution but a set of compromised solutions,
widely known as Pareto optimal set. However, there may be similarities within
the design set. In [1], the author distinguishes two configurations geometrically.
For example, the design i differs from the design j if one of the components of the
layout has been moved from at least a certain distance. In fact, it can filter very
similar designs. But a more precise method is to evaluate the similarity globally
rather than comparing between one of the components. In order to find the ideal
solution without making the user tired, a similarity indicator is proposed for each
pair of Pareto optimal design and a hierarchical clustering [9] is performed. By
visualizing the hierarchical similarity, the user could select the most appropriate
solution.

A hybrid constructive placing strategy is developed to solve the LP con-
sidering the virtual and real components. Subsequently, the detailed similarity
description and visualization tool is introduced. Finally, conclusion and future
work are given.
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2 Hybrid Constructive Placing Strategy

For the hybrid optimization, we need to determine the placing order and the plac-
ing strategy. Suppose we have 8 real components, the permutations of placing
order are 8!. Exploring all possibilities is time consuming. So we use SA algorithm
to optimize the order of placing components into the container. The construc-
tive placing strategy is based on the difference process to update these empty
maximal spaces (EMSs) [6]. EMSs represent the list of largest rectangle empty
space in the container. In the LP, there are real components Ci = {xi, yi, wi, hi},
i ∈ n, n is the number of components and a list of associate ni virtual compo-
nents vij = {xvij

, yvij
, wvij

, hvij
}, j ∈ ni (see Fig. 1). The virtual components

can be considered as a set of rectangles that are defined in the local frame of
real component and can be deduced by the relatives coordinates to the associates
real component. If there is rotation, the coordinates and size will update in the
corresponding local frame as shown in Fig. 1(b).

(a) (b)

Fig. 1. Component representation: (a) Before rotation, (b) After rotation.

Considering the non-overlap constraint, we use two EMSs lists to track the
empty space generation where current real components, real and virtual com-
ponents are placed, named S, S′ respectively. The space in S′ is used to place
new real components and guarantees non-overlap of real components, while the
space in S is used to place new virtual components and benefits overlap between
virtual components. In the following sections, we describe the main idea of the
constructive placing strategy and the application.

2.1 Placing Convention

The placement of component is determined by respecting a placement conven-
tion. Without loss of universality, there are three predefined convention options
that guarantee non-overlap and non-protrusion constraints:

– Wall convention: Place the real components along the boundary of the empty
space. Measure the real components and then the associated virtual compo-
nents where the components being placed fit.
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– Center convention: Place the virtual components along the boundary of the
empty space. Measure the virtual components and then the associated real
components where the components being placed fit.

– Random convention: Place components randomly along the boundary of the
empty space. Mix the first two conventions mentioned above.

2.2 Space Generation

The EMS is a rectangle like and defined by its bottom left vertices, width and
height along x-axis and y-axis where s = [xs, ys, ws, hs]. A space generation
example of wall convention is shown in Fig. 2. At beginning, there is no com-
ponent inside the container, the empty space s0 = [0, 0,W,H] in S and S′ is
initialized to the size of the container. After placing the real component C1, new
empty spaces are generated. So we update S and S′ as {s1, s2}. A slicing tree
illustrates the space generation in Fig. 2(c), (d). If there is a virtual component
attached to the real component, for example v11, the placement of v11 will gen-
erate new empty spaces {s3, s2} in S′. With these two lists, we can track the
empty spaces generated by the placed components during the placing procedure.
Figure 3 illustrates a placement example of center convention. In this case, the
virtual components will be measured first and the real components are followed
later.

Fig. 2. Example of wall convention: (a) Space generation after placing C1, (b) Space
generation after placing v11, (c) Slicing tree of S, (d) Slicing tree of S′.

Fig. 3. Example of center convention: (a) Space generation after placing v11, (b) Space
generation after placing C1, (c) Slicing tree of S′, (d) Slicing tree of S.
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2.3 Placing Strategy

To place the component properly, first enumerate all permutations of the space
in S and S′. Then apply the placing convention to determine the configuration
of the components. The constructive placing strategy is formulated as follows:

1. Initialize the empty space in S and S′ to the container space.
2. Place the new component sequentially according to the placing order. If the

pair of space (s′, s), s′ ∈ S′, s ∈ S satisfies the size requirement for the com-
ponent, then go through 4-way orientations of the component to find all the
feasible configurations. By default, the placement of the component always
closes to the boundary of the selected empty space min(s′, s) or max(s′, s)
and generates new empty spaces with less margin. If there is feasible config-
uration, record the temporary configuration of component. If one component
has several feasible placements, the one with maximal free space after placing
the component will be selected as the prior choice.

3. Update S and S′. Repeat placing new components until a complete layout is
finished. Otherwise, marked the placing order as unfeasible.

2.4 Application

To evaluate the performance of the hybrid optimization algorithm, we select dif-
ferent experiments including single-container LP and multi-container LP. The
configuration of the component is determined successively by constructive place-
ment according to the optimized order. During the optimization process, the
non-dominated solutions will be kept in the external archive.

(a) CAD model. [1] (b) 2D model.

Fig. 4. Model of single-container LP. (Color figure online)

Single-container LP is a shelter proposed in [1] (see Fig. 4(a)) minimizes the
difference of center of gravity that indicated by the blue and red points(objective
1) while maximizes the distance among cabinets and electrical box(objective 2).
The simplified model is shown in Fig. 4(b) which formulates by rectangles with
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mass (real components) and dotted rectangles without mass (virtual compo-
nents). For example the space of accessibility of desk allows the user sit down.
If the virtual components are considered in optimization, then the components
density increases until 90%. The high density of the LP makes it harder to find
the feasible solutions. However, the proposed hybrid optimization takes less than
5 min to finish 400 iterations and 4 solutions are Pareto optimal designs. The
Pareto front is shown in Fig. 5(a) and the corresponding layout designs are dis-
played in Fig. 6(a) to (d). The previous optimal solution based on interactive
modular optimization that presented in [1] is shown in Fig. 6(e) which is dom-
inated by solution (b) and (c). The hybrid constructive placing strategy splits
the space to evaluate the non-overlap constraint and the obtained high-quality
results prove the optimization efficiency.

(a) Single-container LP. (b) Multi-container LP.

Fig. 5. Display of Pareto front.

(a) (b) (c) (d) (e)

Fig. 6. Display of Pareto-optimal designs of single-container LP.

The innovative optimization method is also extended to solve multi-container
LPs by mixing container loading and component placing. In general, the imple-
mentation in multi-container LP is quite straight forward by taking the space
of different containers as the initial empty space in S and S′. We conduct the
proposed method to optimize the center of gravity along the x-axis(objective 1)
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and separate the components(objective 2) on a two containers LP. The obtained
Pareto front after 400 iterations is shown in Fig. 5(b) and the corresponding
layout designs are displayed in Fig. 7. All designs satisfy non-overlap and non-
protrusion constraints and have different configurations. The computation com-
plexity remains in the same level as in the single-container LP because of the
same number of components. Experimental results show the portability of the
proposed algorithm.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 7. Display of Pareto-optimal designs of multi-container LP.

3 Interactive Design

In the real-world LPs, there are subjective requirements, for example the com-
ponents should be accessible from the entry, which is not easy to be integrated
into the problem formulation. However, by displaying the obtained Pareto front,
the user can use his expertise to interact and explore the design space by manip-
ulating locally the configuration of some components, and find the design that
satisfies all the requirements. In other words, the user plays a major role in the
selection of the ideal result of the application. For the optimized solutions, there
may be similarities within the design set. Therefore, we define a similarity indi-
cator to evaluate the similarity of the design, which helps the user distinguish
between layout design. A similarity indicator represents how closely the current
layout design resembles the others.

To calculate the similarity indicator, first, permute all the layout designs that
belongs to Pareto optimal set. For each pair, calculate an element-wise, in other
word, pixel by pixel difference. Then, calculate the percentage of the same ele-
ments among all elements. The value of indicator is in the range of 0 to 1. The
larger the indicator is, the more closely the layout designs are. The similarity
matrix is formulated by the symmetrical matrix where the lower/upper triangu-
lar part containing the similarity indicator of each paired designs. The similarity
matrix of the multi-container LP is represented in Fig. 8(a). By comparison, it
turns out that optimal designs of Fig. 7(d), Fig. 7(e) and Fig. 7(h); Fig. 7(f) and
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(a) Similarity matrix. (b) Hierarchical cluster dendrogram.

Fig. 8. Similarity analysis.

Fig. 7(g) has higher similarity value because of some similar configurations. Con-
sidering the different type of similar layout designs, it is necessary to cluster the
optimal set.

For the similarity matrix, we apply the hierarchy cluster algorithm [9] to
build nested clusters by merging similar solutions successively. At each iteration,
a distance matrix of clusters is maintained. When only one cluster remains, the
algorithm stops, and this cluster becomes the root. The hierarchical similarity
relation is shown in Fig. 8(b). For example, optimal designs of Fig. 7(d) and
Fig. 7(e) with highest similarity are grouped into the cluster 1 and the design in
Fig. 7(h) with smaller similarity value is grouped with the cluster 1 as the cluster
2. The visualization tool can provide the hierarchy similarity information of the
designs and help the user select the preferable solutions quickly.

4 Conclusion and Future Work

The proposed hybrid constructive algorithm is the first attempt to search directly
the feasible space of multi-objective LPs that formulated by the rectangular real
and virtual components. In the practical applications, the conventional optimiza-
tion usually takes a couple of hours or days to solve the problem which is com-
putationally expensive. By contrast, the hybridization of SA and constructive
placing strategy takes less computational efforts to find the high-quality layout
designs even if the density of the problem is quite high. The user can therefore
select the final design according to the preference which guarantees the interac-
tion in time. What’s more, it can be easily adopted to multi-container LP which
involves the assignment and placement of components. The experimental results
prove the effectiveness and portability of the proposed algorithm. Moreover, a
indicator that can provide similarity information is defined, based on the posi-
tion and rotation of all components.. From a practical point of view, similarity
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analysis is very important and useful for users to distinguish layout designs and
then make the final decision by choosing one of these optimal designs.

Actually, the proposed algorithm is based on the difference process of rect-
angular empty spaces, it could be interesting to extend the algorithm to other
applications, for example the LP with free-form components, where the update
of the empty spaces should also adapt to the shape of the component. Further-
more, the accessibility of the optimal designs should be taken into account during
the optimization process. For example in Fig. 7(c), some virtual components are
blocked such that the related real component is not accessible. Afterwards, the
complex layout problem in three-dimensional space will be considered. Expand
the possibility of interaction between virtual reality and optimized spatial layout,
which are more suitable for manipulating objects in three-dimensional space.
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Abstract. In this paper, we study a large-scale re-entrant flexible job shop
scheduling problem (FJSP) with the objective of makespan minimization. In the
proposed problem, machine quantities, job types, and processes of jobs are
known in advance. At least one machine is available for each process. The large
production demand for each type of jobs leads to a large-scale manufacture
feature in this problem. To address the problem, we first establish a fluid model
for the large-scale re-entrant FJSP. Then, we design a priority update rule to
improve the assignment of jobs and machines. We finally propose a fast and
efficient fluid relaxation algorithm (FRA) to solve the large-scale re-entrant FJSP
through the relaxation fluid optimal solution. Numerical results show that the
FRA is asymptotically optimal with the increase of the problem scale. The scale
of problems has little effect on the FRA’s solving speed. Therefore, we conclude
the FRA is suitable for solving the large-scale re-entrant FJSP.

Keywords: Flexible job shop scheduling � Fluid model � Fluid relaxation � Re-
entrant flows � Large scale optimization

1 Introduction

The flexible job shop scheduling problem (FJSP) is an extension of the job shop
scheduling problem [1]. It breaks through the constraint of resource uniqueness. FJSPs
have a set of available machines for each process and the solution space of FJSP is
further expanded. Thus, we consider it as a more complex NP-hard problem [2]. We
study a large-scale re-entrant flexible job shop scheduling problem (FJSP). In the large-
scale re-entrant FJSP, each process has an available machine set, each process routing
may have re-entrant flows, different processes of the same job can be processed on the
same machine, and the demand for each type of job is large. The large production
demand for each type of jobs leads to a large-scale manufacture feature in this problem.
Compared with FJSPs, the large-scale re-entrant FJSP has many identical copies of the
fixed set of jobs, which increases the number of jobs to be scheduled. The increasing
number of jobs results in the huge exponentially solution space which increases the
complexity of scheduling. Hence, the large-scale re-entrant FJSP is more complex than
FJSP with same job types. There are the large-scale re-entrant FJSP in actual
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production, such as semiconductor manufacturing lines [3]. Therefore, it is important to
study an efficient solution algorithm for actual production.

In recent years, researchers have done a lot of research for large-scale job shop
scheduling by the fluid approach. For instance, Bertsimas and Gamarnik (1999) pro-
pose a fluid relaxation algorithm that replaces discrete jobs with continuous fluid flow
to solve the large-scale job shop scheduling and packet routing problem [4]. Boudoukh
et al. (2001) propose a simulated fluid solution heuristic algorithm that approximated
the job shop scheduling problem to a continuous deterministic scheduling problem [5].
Dai and Weiss (2002) propose a fluid heuristic online scheduling algorithm based on
bottleneck machine safety inventory. However, the safety inventory calculation is
cumbersome, which is not conducive to practical application. The inventory formation
and inventory clearance take a long time, which increases the makespan [6]. Nazarathy
and Weiss (2010) propose a simple heuristic method to solve a large-scale job shop
scheduling problem with the processing time randomly generated. Numerical results
show that the proposed heuristic method is asymptotic optimality with the increase of
the number of jobs [7].

Some scholars propose some fluid approaches by constructing the fluid solution
tracking formula to solve the large-scale job shop scheduling problems. Bertsimas and
Sethuraman (2002) construct the fluid solution tracking formula by combining the fluid
relaxation approach with fair queuing in communication networks. They propose a
fluid synchronization algorithm based on the fluid solution tracking formula [8]. Gu
et al. (2017) construct a virtual scheduling formula which as the benchmark to deter-
mine the processing priority of each job on each machine. Based on the virtual
scheduling formula, they propose a tracking virtual scheduling algorithm to solve the
general job shop scheduling problem [9]. Gu et al. (2018) study the large-scale random
job shop scheduling problem with a generally similar number of jobs. The objective of
this problem is to minimize the maximum completion time. They propose a strategy to
solve the random job shop scheduling problem by tracking the fluid schedule [10].

Up to now, scholars have done a lot of research on large-scale re-entrant job shop
scheduling. However, no research has been found on large-scale re-entrant FJSPs.
Thus, we establish a fluid model and propose an efficient fluid relaxation algorithm for
the large-scale re-entrant FJSP.

The remaining parts of this paper are as follows: In Sect. 2, we establish a fluid
model to describe our problem. In Sect. 3, we design the priority updating rule and
propose a fluid relaxation algorithm to solve the large-scale re-entrant FJSP. In Sect. 4,
we verify the performance of the fluid relaxation algorithm on several artificial
benchmark problems. The conclusion is presented in Sect. 5.

2 The Proposed Fluid Model

We establish a fluid model for solving the large-scale re-entrant flexible job shop
scheduling problem. In our model, processes of different types of jobs are divided into
different classes k ¼ f1; 2; 3. . .Kg. We use Zkrj to indicate whether the jth process of
the rth type of job is represented as class k (value 1 for yes, 0 for no). We assume the
job is composed of fluid. We use continuous fluid flow instead of discrete jobs. Thus,
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the number of jobs is not required to be an integer in the fluid model. Within unit time,
the machine can allocate its processing time (the real number between 0 and 1) to
different classes. Each machine has a fixed proportion of processing time to deal with
each class. The output of our model is the proportion of time allocated to each class by
each machine. The notations we used are introduced follows:

Indexes:
i: Machines, i ¼ 1; 2; 3. . .Ið Þ.
r(r′): Job types, r ¼ 1; 2; 3. . .Rð Þ.
j(j′): Processes, j ¼ 1; 2; 3. . .Jr; 8r 2 1; 2; 3. . .Rf gð Þ
(k′): Classes,k ¼ 1; 2; 3. . .K; K ¼ PR

r¼1 Jr.

Input data:
Nr: The total number of rth type of job.
MI : Set of machines, MI ¼ 1; 2. . .If g.
tik: Processing time of class k on machine i.
LK : Set of classes, LK ¼ 1; 2. . .Kf g.
Mk: Set of available machines for class k.
Ki: Set of available classes for machine i.

Decision variables:
uik: The proportion of processing time allocated to class k by machine i.

Notations:
Zkrj: Binary variable, Zkrj ¼ 1 if the jth process of the rth type of job is represented

as class k,
PR

r

PJr
j Zkrj ¼ 1 8k 2 LK .

tik: Processing time of class k on machine i.
eik: Processing rate of class k on machine i, eik ¼ 1=tik.
pkk0 : Binary variable, take value 1 if class k′ is the tight post-process of class k.
Tk: Completion time of class k.
cik: Binary variable, cik ¼ 1 if class k is available for machine i.
Ek: Total processing rate of class k, Ek ¼

PI
i¼1 eikuik.

Qk tð Þ: The actual number of class k at time t.
Qþ

k tð Þ: The actual total number of class k which at time t has not yet completed
processing.

Qþ
ik tð Þ: The actual total number of class k which at time t has not yet completed the

process by machine i.
qk tð Þ: The fluid number of class k at time t.
qþ
k tð Þ: The total fluid number of class k which at time t has not yet completed

processing.
qþ
ik tð Þ: The total fluid number of class k which at time t has not yet completed the

process by machine i.
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The fluid model satisfies the following equations:

Qkð0Þ ¼
XR

r¼1
NrZkr1 8k 2 LK ð1Þ

qk 0ð Þ ¼ Qk 0ð Þ 8k 2 LK ð2Þ

qk tð Þ ¼ qk 0ð Þ � tEk þ t
X

k02Lk Ek0pk0k 8k; k0 2 LK ð3Þ

Equation (1) represents the actual number of each class in time 0. Equation (2) means
the fluid number of each class in time 0. Equation (3) represents the fluid number of
each class in time t.

Qþ
k 0ð Þ ¼

XR

r¼1

XJr

j¼1
ZkrjNr 8k 2 LK ð4Þ

qþ
k 0ð Þ ¼ Qþ

k 0ð Þ 8k 2 LK ð5Þ

qþ
k tð Þ ¼ qþ

k 0ð Þ � tEk 8k 2 LK ð6Þ

Equation (4) means the actual total number of each class which has not yet completed
processing in time 0. Equation (5) represents the total fluid number of each class that
has not yet completed processing in time 0. Equation (6) represents the total fluid
number of each class in time t.

qþ
ik 0ð Þ ¼ qþ

k 0ð Þ eikuik
PI

i¼1eikuik
8i 2 MI ; k 2 LK ð7Þ

qþ
ik tð Þ ¼ qþ

ik 0ð Þ � teikuik 8i 2 MI ; k 2 LK ð8Þ

Tk ¼ qþ
k ð0Þ
Ek

8k 2 LK ð9Þ

In Eq. (7), the total fluid number of class k which has not yet completed the process by
machine i at the initial time is given. Equation (8) represents the total fluid number of
class k which has not yet completed the process by machine i at time t. Equation (9)
means the completion time of each class in the fluid model.

XR

r¼1

XJr

j¼1
zkrj ¼ 1 8k 2 LK ð10Þ

XK

k¼1
uik � 1 8i 2 MI ð11Þ

0� uik � cik 8i 2 MI ; k 2 LK ð12Þ
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Ek �
XK

k0¼1
Ek0pk0k 8k; k0 2 LK : qk 0ð Þ ¼ 0 ð13Þ

Equation (10) means that each process of each type of job can only be represented by
one class. Constraints (11) show that the machine utilization is less than 100%. Con-
straint (12) represents the range of decision variables. Constraint (13) indicates that the
processing rate is less than or equal to the arrival rate if the initial fluid number of class
k equal to zero, which guarantees the solution is feasible.

The objective is to minimize the maximum completion time of all classes, as
indicated in Eq. (14).

Cmax ¼ min max T1; . . .TKf gð Þ ð14Þ

3 The Priority Update Rule and the Fluid Relaxation
Algorithm

We can obtain the proportion of time allocated to each class by each machine using the
fluid model. However, we do not specify the machine assignment for each job and the
processing sequence of jobs on each machine in detail. Therefore, we propose a priority
updating rule based on the fluid model to guide the machine selection and job pro-
cessing sequence.

3.1 The Priority Update Rule

We define the priority of class k at time t as Eq. (15).

Fk ¼ Qþ
k tð Þ � qþ

k tð Þ
Qþ

k ð0Þ 8k 2 LK ð15Þ

We use Fk value to represent the priority of class k. We select the class with the
maximum Fk value at each decision point. It means we select the job to process which
has the maximum Fk value at the decision time. We have to allocate an available
machine for each chosen class. Thus, we define Eq. (16) to represent the priority of
each available machine to each class at time t.

Bik ¼ Qþ
ik tð Þ � qþ

ik tð Þ
qþ
ik ð0Þ

8k 2 LK ; i 2 MI ð16Þ

We choose an available machine which has the highest Bik to process the job according
to Fk.

In each decision time, we select a class k that has the maximum Fk value first (if
different classes have the same Fk value, we select a class from them randomly). Then
we select an available idle machine that has the maximum Bik value to process the class
k (if different machines have the same Bik value, we select a machine from them

400 L. Ding et al.



randomly). Finally, we complete the job selection and machine assignment in
manufacturing.

3.2 The Fluid Relaxation Algorithm

We propose a fluid relaxation algorithm (FRA) to solve the large-scale re-entrant
flexible job shop scheduling problem. We first solve the fluid model with the CPLEX to
obtain the optimal maximum completion time Cmax (the lower bound value) and the
proportion of time allocated to each class by each machine in the fluid model. Then we
propose a fluid relaxation algorithm based on the priority update rule.

The detailed steps of the algorithm are as follows:
Step1: Solve the fluid model with the CPLEX to obtain all uik.
Step2: We assume that the current time is represented by TIME_NOW, the next

idle time of machine i represented by TIME_NEXT (i). Then all the machines are
idling in the initial time (TIME_NOW = 0).

Step3: Generate the set of Mnow which includes all the machines which are idling
and have available jobs at time TIME_NOW.

Step4: Generate the available class set Know,
8i 2 Mnow; if k 2 Ki and Qk now� timeð Þ[ 0; then k 2 Know. If Know ¼ £, end

the algorithm and output the solution.
Step5: Select the class k from a set Know which has the maximum Fk value, then

select the machine i from set Mnow \Mk which has the maximum Bik value to process
class k.

Step6: Update the value of TIME_NEXT (i), Qk, Q
þ
k , Fk and Bik. Update the set

Mnow. If Mnow 6¼ £, go to step 4.
Step7: Update the value of TIME_NOW. TIME NOW ¼ mini2MITIME NEXTðiÞ,

go to step3.
The asymptotic optimality of FRA:

Theorem 1. Consider a flexible job shop scheduling problem with R job types and I
machines. The FRA produces a schedule with makespan time CFRA such that:

Cmax �CFRA �Cmax þ Rþ 2ð ÞtmaxJmax ð17Þ

In Eq. (17), Cmax is the lower bound provided by the fluid model, tmax is the maximum
processing time over all processes in all machines. Jmax is the maximum number of
processes of any job type. The proof of Theorem 1 is similar as the Theorem 4 which
proposed by Dai and Weiss [6].

In our problem, ðRþ 2ÞtmaxJmax is a constant in a finite range. The FRA satisfies the
following Eq. (18) as the total number of jobs goes to infinity.

CFRA

Cmax
� 1 ð18Þ

From Eq. (18), we see that the FRA is asymptotically optimal as the number of jobs
increases.
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4 Computational Experiments and Results

To verify the superiority of the proposed fluid relaxation algorithm, we develop a
numerical experiment for the large-scale re-entrant FJSP. The algorithm is imple-
mented on a PC with Inter (R) Core (TM) I5-9300 CPU @ 2.40 GHz 2.40 GHz and
8 GB RAM. We construct an artificial example with 3 job types and 10 machines. We
initialize the set of available machines for each process randomly. The processing time
of all processes obeys the uniform random distribution U (1, 5). In Table 1, we provide
the available machines and the processing time of each process. “-” indicates the
machine is not available for this process.

In Table 2, we calculate the results of FRA solving the re-entrant FJSP with
different problem scales. The problem scale is denoted by the total number of jobs
multiply the total number of machines (n � m). Cmax is the lower bound value of the
problem which we obtain with CPLEX. CFCFS is the results which we obtain with the
First Come First Serve policy (FCFS). GAP represents the proximity of the FRA
solution to Cmax. We get the GAP value through the following Eq. (19).

GAP ¼ CFRA � Cmax

Cmax
� 100% ð19Þ

The GAP gradually decreases with the increase of problem scale, indicating that
FRA is asymptotically optimal with the increase of the number for various jobs.
The CPU time of FRA within 4 s for all instances and the increments in CPU time is
small as problem scale increases. The results show that the fluid relaxation algorithm

Table 1. Processing times.

Job Process M1 M2 M3 M4 M5 M6 M7 M8 M9 M10

R1 O11 3.3 - 4.1 - 2.2 4 1.5 1.2 - 3.9
O12 - - 2.5 - 3.7 - 1.5 3 4.3 1.5
O13 - - 4.2 - - 4.7 1.4 - - 4.5
O14 - - - 2.1 - 5 - 3.9 2.9 -
O15 - 3.4 - - - 1.6 - - 3.9 -

R2 O21 4.9 - 3.5 - - - - 4 4.1 3.7
O22 3.8 - - 4.6 - 2.8 - 1.9 4.7 -
O23 - 3.6 3.7 - 3.7 - - 2.2 2.1 -
O24 1.1 - 1.4 - 1.5 - - 1.7 1.3
O25 4.9 2.3 - - 1.1 1.5 1.5 1.4 - -

R3 O31 - 2.2 1.4 - 3.8 1.4 4.9 3.2 2.6 -
O32 3.1 2.8 1.3 - - - - 2.7 - 3.4
O33 1.9 - 2.8 - - 2.8 - 1.1 - 3.7
O34 - 2 - 4 - 3.2 - - 2.6
O35 - 1.1 - 4.5 - - 4 - 2.1 3.7

402 L. Ding et al.



(FRA) can solve the problem efficiently and quickly, the problem scale has little effect
on the solving speed. The FRA is suitable for solving the large-scale re-entrant FJSP.

The FCFS policy is a traditional dispatching rule in semiconductor manufacturing
[11]. The following Fig. 1 compares the FRA and the FCFS policy in eight instances.
Note that the FRA outperforms the FCFS policy in all instances. The results indicate that
the FRA has the potential to improve the productivity in semiconductor manufacturing.

5 Conclusion

In this paper, we study a large-scale re-entrant FJSP with machine numbers, job types,
and processes of job are known and fixed. Moreover, the demand quantity for each type
of jobs is a large value. We present a fluid relaxation algorithm (FRA) and a priority

Table 2. Results obtained by FRA.

Instance R1 R2 R3 n � m Cmax CFRA CFCFS GAP Computing time
(s)

1 6 8 10 24 � 10 21.2 24.6 37.8 16.03% 0.81
2 12 16 20 48 � 10 42.4 47.1 74.8 11.08% 0.96
3 24 32 40 96 � 10 84.9 89.6 144 5.53% 1.05
4 48 64 80 192 � 10 169.9 175.6 285.2 3.35% 0.73
5 96 128 160 384 � 10 339.9 348.1 545.8 2.41% 1.24
6 192 256 320 768 � 10 679.9 691.7 1147.3 1.73% 1.74
7 384 512 640 1536 � 10 1359.8 1378.3 2290.1 1.36% 2.36
8 768 1024 1280 3072 � 10 2719.7 2755.9 4487.5 1.33% 3.44

Fig. 1. The makespan of FRA and FCFS
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update rule based on the fluid model to solve the large-scale re-entrant FJSP. We
construct a large-scale re-entrant FJSP with 3 job types and 10 machines to evaluate the
proposed algorithm. Numerical results show that the fluid relaxation algorithm is
asymptotically optimal with the increase of the number of various jobs. Moreover, the
problem scale has little effect on the solving speed of the FRA. The FRA outperforms
the FCFS policy in all instances which indicates the FRA has the potential to improve
the productivity in semiconductor manufacturing. Furthermore, the low computation
times make the FRA practical for implementation.

However, we do not consider the set-up time and machine failure in the fluid model
which effects the productivity in semiconductor manufacturing. In future research, we
can incorporate set-up time and machine failure in the fluid model or as an additional
step in the FRA.
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Abstract. An increasing variety of products contributes to the challenge of
efficient manufacturing on production lines, e.g. in the Fast Moving Consumer
Goods (FMCG) sector. Due to the complexity and multitude of adjustment
levers, the identification of economic actions for improvement is challenging.
Reinforcement learning offers a way to deal with such complex problems with
little problem-specific adaptation. This paper presents a method for decision
support for economic productivity improvement of production lines. A combi-
nation of discrete event simulation and reinforcement learning is used to identify
efficient, sequential trajectories of improvements. The approach is validated with
a fill-and-pack line of the FMCG industry.

Keywords: Manufacturing system � Production line � Machine learning �
Simulation

1 Introduction

Manufacturing companies are facing customer demand for high quality products in a
large number of variants. The resulting small batch sizes and frequent product changes
lower the average Overall Equipment Effectiveness (OEE) [1] especially for companies
that manufacture at high speed on production lines, such as the Fast Moving Consumer
Good (FMCG) industry [2, 3]. Moreover, some companies allocate products in pro-
duction networks back to western countries with high automation available due to a
higher standard of digitalization [4]. This leads to consolidation and hence to increased
planned utilization of production lines. As a result, the demands on the productivity and
stability of production lines are increasing. Thus a growing focus on increasing the
OEE can be observed within the industry sector leading to raising attention in research
as well [5, 6].

The configuration of the production system, consisting of several machines, buffers,
conveyors, etc., has a fundamental influence on its productivity and stability, and
therefore on the OEE and ultimately on the production costs [7]. Improving such
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systems is a complex problem, the complexity of which increases dramatically with the
number of machines. The buffer allocation subproblem alone is an NP-hard problem
[8, 9].

To meet this challenge, Discrete Simulation-Based Optimization (DSBO) is widely
used in the industry to improve the configuration of production lines because most real-
world problems cannot be solved analytically due to their stochastic nature [8, 10].
However, studies show that companies need more help in conducting simulation
studies, interpreting the results and deriving feasible step-by-step actions from them
[11, 12].

Additionally, the identification of effective adjustment levers to improve brownfield
production lines is challenging because the restraining element of the system shifts
dynamically, due to the mutual dependencies of the systems elements. Because of this,
and because different actions incur different costs, the identification and prioritization
of efficient actions for improvement only make sense by considering the overall system
behavior and costs, not only by focusing on the bottleneck-orientated OEE [5, 13, 14].

In the context of Cyber Production Management Systems (CPMS) [15], giving
decision support in such complex but well-defined optimization problems, artificial
intelligence (AI) methods, especially reinforcement learning (RL), are receiving more
and more attention [16, 17]. The motivation for applying RL is that the RL agent learns
to react efficiently to the dynamics of the environment, without any prior knowledge of
the system dynamics [18].

This paper presents a method for improving the productivity of production lines
efficiently using RL. The aim is not to find an optimal configuration but to discover
trajectories of sequential improvements, which could be interpreted and implemented
step by step and thus create the basis for practical decision support.

This paper is structured as follows: In Sect. 2, the advantages of using RL for
optimizing production lines are presented. In Sect. 3, a comprehensive literature review
on the state of the art is presented and the challenges of improving production lines are
described. In Sect. 4, the methodology and experimental setup considering a fill-and-
pack line of a FMCG manufacturer are described. The findings are discussed in Sect. 5.

2 Chances of Optimizing Production Lines Using RL

Discrete-event simulations (DES) are suitable for the evaluation of complex, stochastic
systems, where a closed-form mathematical model is hard to find. Although simulation
is not an optimization technique on its own, it can be combined with complementary
optimization to improve real-world systems effectively by integrating in metaheuristics
[19]. Instead of using the simulation as a black box solution, it is advisable to closely
integrate optimization with simulation, statistically extract information from existing
simulation runs to guide the parameter-search [10, 20]. Thus, metaheuristics may need
to be adapted to the specific characteristics of the problem [20, 21]. The same applies to
specific mathematical models.

For this reason, more and more approaches use AI for optimization in combination
with simulation [12]. What makes RL an attractive solution candidate is that it does not
require holistic a-prioiri knowledge of the problem or a dedicated mathematical model
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of the target production setup. RL is model-free in the sense that the RL agent learns
about its environment simply by interacting with it [19].

RL can be understood as learning from a sequence of interactions between an agent
and its environment, where the agent learns how to behave in order to achieve a goal
[18]. The default formal framework to model RL problems is the Markov Decision
Processes (MDP), a sequential decision process modeled by a state space, an action
space, and transition probabilities between states and rewards [18, 19].

In an MDP, the agent acts based on observations of the states of the environment –
in our case, these are the observations returned by the DES. The rewards received by
the agent are the basis for evaluating these choices. The agent learns a policy, which
may be understood as a function from state observations to actions. The agent’s
objective is to maximize the future cumulative discounted reward received over a
sequence of actions [18].

Below, we will explain how improving a production line sequentially can be
modeled as an MDP. This said, several challenges for the simulation-based opti-
mization of production lines exist, which will be discussed in the following section.

3 State of the Art

The improvement of production lines has been the subject of research for decades. Due
to the large number of publications, only the most relevant and recent approaches are
listed here. For more detailed references, the reader is advised to refer to [8, 12, 22, 23].
The approaches can be roughly divided into analytical or mathematical models and
simulation-based approaches [23]. Even though analytical approaches usually cannot
cover the complexity of real use cases [8, 10, 19], there are a variety of specific
analytical models for subproblems [24, 25]. Especially the optimization of buffer
allocation has received much attention from researchers [22], such as in [9, 26]. There
are further approaches, which solve other specific subproblems. For example, [25]
designs an algorithm for the optimization of split and merge production and [27, 28]
focus on downtime reductions (affected by Mean-Time-to-Repair).

However, since the combination of several small actions on different machines is
expected to yield higher efficiency gains than major improvement on single machines
[29], an isolated consideration of subproblems is therefore of limited benefit. [8, 13, 14]
also argue, that due to the complex dependencies, optimization is only possible by
considering the entire system and not by focusing on improvement actions on the
bottleneck. At the same time, after a certain point, optimizing cycle times is more
economical than further improving the availability of all machines [14].

[2, 30] explicitly consider fill-and-pack lines in the FMCG industry. However, they
do not present an optimization approach, but rather simulation case studies. On the
other hand, they underline the potential of optimizing such lines and show the need for
a combined consideration of improvement costs and increased productivity.

[13, 23] show that without considering the overall system, prioritizing improvement
activities such as maintenance activities is not advisable and that this is not adequately
addressed in the literature. None of the approaches listed systematically considers
improvement trajectories, i.e. a sequence of independently realizable actions to
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improve a production system. Rather, they focuses on finding an (near-) optimal overall
solution rather than looking at the path to get there, i.e. the improvement trajectories.

[12] gives an overview of DSBO approaches in manufacturing in general and
shows that machine learning approaches for optimizing production systems are getting
more and more attention in research. [10] sees the need for further research combining
statistical learning in combination with DSBO. [16] predicts a vast increase in the
importance of automated decisions based on AI in production management.

4 Methodology and Experimental Setup

The methodology to identify superior improvement trajectories for production lines via
DSBO with RL consists of three steps. First, we describe the used DES. Second, we
introduce the MDP formulation to apply RL in order to optimize the simulation.
Finally, we address the algorithm used to learn this MDP.

The underlying research hypothesis is that by making available observations XðsÞ
on the status of the production line, and by supplying the agent with the profit of an
action (reward Ra), the agent is able to learn policies which lead to efficient
improvement trajectories for production lines.

The overall goal is to discover interpretable and implementable trajectories of
parameter changes, including those affecting availability and cycle time, starting from
the status quo of the production line and leading to increased productivity efficiently.
This is measured by the profit resulting from the additional products produced and the
costs of the necessary improvement actions. Hence, the goal is not only finding (near-)
optimal parameter sets, which could be harder to interpret and unrealistic to implement
in a real-world setting.

4.1 Discrete Event Simulation (DES)

We consider a simplified fill-and-pack-line of the FMCG industry, consisting of four
machines (blower, filler, case packer, shrinker) linearly linked by accumulative con-
veyors. The third machine, the case packer, combines six of the produced goods with
one tray (packaging material) from a case erector (see Fig. 1).

The failure probabilities of the machines are described with Mean-Time-To-Repair
(MTTR) and Mean-Time-Between-Failures (MTBF), using an Erlang distribution [31].
The cycle times of the machines are given in pieces/min. The second machine, the
filler, represents the bottleneck in terms of cycle time. The speed of the conveyors is not
changed, but it is always higher than the surrounding machines. Due to the constant

Blower Filler Case Packer

Case Erector

Shrinker

MTTR, MTBF, speed
length

Fig. 1. Modelled production line with five machines and four conveyors
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size of the products, the buffer size is determined by the length of the conveyor.
Therefore, 19 parameters of four different types (5� MMTR, MTBF, speed and 4�
length, see Fig. 1) result in the state s 2 S (see Sect. 4.2).

The simulation logs the time that each machine stands still due to its own failure
(failure time), as well as the time that a machine is blocked due to a downstream failure
(blockage time). In addition, the blockage time of the conveyors is logged. These 14
times are added to the observation vector XðsÞ and are thus seen by the agent (see
Sect. 4.2). Each run of the simulation is 500 min.

For each adjustment of a parameter resp. each improvement measure, machine-
specific costs are incurred. These costs are based on assumptions, which depend on the
application-specific context, as in [14]. To calculate the earnings from an improvement
measure, the quantity of additional goods produced is set in relation to the speed of the
bottleneck machine, as proposed by [1]. An increase of this relation is equated with
correspondingly positive earnings. The profit for the company is the difference between
the earnings from the increased output and the costs for the corresponding improve-
ment action. This profit forms the reward Ra (see Sect. 4.2). For a reinforcement
learning agent, this reward function incentivizes profit maximizing behavior.

The simulation environment used is a customized version of the DES ManPy based
on SimPy [32].

4.2 Framework for Reinforcement Learning: Formulation of MDP

The standard formal framework for reinforcement learning problems is a MDP, as
mentioned above [18]. An MDP is a 4-tuple ðS;As;Pa;RaÞ, where S is a set of states
called the state space, As is a set of actions in the state s 2 S called the action space, Pa

is the probability that at time t action a 2 As in state s 2 S will lead to state s0 at time
tþ 1, Ra is the immediate or expected reward received for transitioning from state
s 2 S to state s0 by taking the action a 2 As. Importantly, an MDP is characterized by
the Markov property, meaning that transition probabilities between states and states,
and between state-action pairs and rewards, depend only on the present state, but not on
past states.

In this case, the set of states is a subset of R
20 where the first 19 entries are

observations from the line simulation (see Sect. 4.1) and the last entry is the time step
given by an integer. Each state s yields an observation vector XðsÞ composed of the 19
parameters, the failure and blockage time for each element, the costs of the last
improvement action, and an integer entry, which counts the steps of the optimization
procedure. The action space is parametrized by a discrete and a continuous parameter,
where the first represents which machine and which parameter to manipulate next, and
the latter represents the delta to the current parameter of the machine currently being
optimized. State transitions are governed by the stochastic simulation and the deter-
ministic cost function for the improvement actions resp. parameter changes. The reward
is the change in profit output by the simulation (as defined in Sect. 4.1) in going from
state s 2 S to state s0 2 S via action a 2 As. The resulting MDP has the Markov
property for the obvious reason that the results of a simulation run, and hence the
reward and next state, are only affected by properties of the simulation and the present
configuration, but not on any configurations of previous simulation runs.
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An episode, i.e. a possible improvement trajectory, consists of five improvement
opportunities. That is, the agent is allowed to change five parameters in sequence,
choosing both the parameter to change next, and the delta.

4.3 Training the Agent

There are multiple ways to learn a successful policy, i.e. a probability distribution over
action given state observations; see [18] for an introduction. An important class of
methods, which proved to be very successful by using deep neural networks, are so-
called policy gradients [33]. The goal of policy gradient methods is to learn a prob-
ability distribution over actions, given a state observation X Sð Þ, such that future dis-
counted rewards are maximized. In order to choose an action given a state observation
(in our case, an action changing the configuration of the production line) at a step in
time t, the agent samples from a probability distribution parametrized by the outputs of
the neural network. Policy gradient methods all have in common that the agent learns to
optimize future expected rewards at each step, in formulae,
E Gtjs; p½ � ¼ E Rt þ c � Gtþ 1js; p½ �, where Gt is the total future reward received by the
agent from time t on, and c� 0; 1½ � is a discount factor for future rewards. We set
c ¼ 0:9. In practice, this means that at t ¼ 0, present and future rewards r0::r4 are
discounted at rates \1; 0:9; 0:81; 0:72; 0:65[ . Unlike in a continuous MPD, in a
finite-horizon MDP like ours, the expected value of total future rewards for the agent is
finite even if the c ¼ 1, i.e. even if no discount is applied to future rewards. But as is
often the case, we have found that, by applying a significant discount to future rewards
and hence by incentivizing more greedy behavior, convergence is achieved much more
quickly.

In this setup, we use Proximal Policy Optimization (PPO), a class of algorithms
developed at OpenAI, which yields state-of-the-art results for a wide range of prob-
lems. The main motivation for using PPO as opposed to classical Policy Gradient
methods lies in the fact that the latter are very sensitive to choices of step size, whereas
PPO adapts the step size by taking into account the Kullback-Leibler divergence of the
previous policy and the updated policy [34].

5 Application and Key Findings

Performing the described methodology with the set-up outlined, it can be observed, that
the reward over the training episodes increases on average, i.e. the agent learned
optimizing the reward and thus the production line considering the complex depen-
dencies and the assumed costs without any prior knowledge of the system (s. Fig. 2a).
It can be further stated that the presentation of the observations of the line (blockage
times) to the agent accelerates the learning and improves the achieved reward.
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Figure 2b shows that in the beginning, parameters are changed randomly (note that
parameters are combined as other), but as the training progresses, a few parameters
(shown on the very right of Fig. 2b) are selected significantly more often, as these are
the most successful in terms of increasing productivity for the modelled production
line. The most successful trajectory found consists of adjustments to reduce the MTTR
of the filler, the reduction of MTTR of the blower, the increase of the speed of the filler,
the adjustment of the conveyor 2 and the speed of the blower. This trajectory earns a
reward of 64.3 Mio. €.

The advantage of this approach is that several trajectories with different combi-
nations of parameters but comparable rewards were found. These interpretable
improvement trajectories can thus be used for step-by-step decision support in the
optimization process of production lines to prioritize alternative improvement actions
and their combination. In this way, the use of DSBO becomes more easy for the user to
interpret and thus more practical.

6 Conclusion and Further Research

In this paper, a methodology for identifying alternative improvement trajectories for
production lines with RL has been presented. An RL agent with policy gradient method
was able to learn policies from a DES and generate alternative trajectories without a-
priori knowledge. Thus, a practical and interpretable assistance for the prioritization of
improvement actions is presented. The promising results motivate further research.
A fixed budget for an optimization could be specified and given to the agent as another
constraint. Additionally production knowledge in the form of heuristics could be added
to the RL agent to further improve the quality of trajectories or reduce computational
effort. An extension of the validation to a larger industrial use case in combination with
the comparison with other optimization methods like [8] is intended.

Acknowledgment. The authors would like to thank the German Research Foundation DFG for
funding this work within the Cluster of Excellence “Internet of Production” (Project ID:
390621612).
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Abstract. The increasing of products variety is moving companies in
rethinking the configuration of their Assembly Systems (ASs). An AS is where
the products are being configured in their different variants and its configuration
needs to be chosen in order to handle such high variety. Two of the most
common AS configurations are the straight-line and the U-shaped line. In this
paper we want to first determine and define, through a narrative literature
research, which are the factors that are relevant in order to compare these two
AS configurations. Additionally, with the advent of Industry 4.0 (I4.0) tech-
nologies it is possible that these new technologies have an impact on these
factors. For this reason, first, we investigated how I4.0 technologies impact these
factors and then we saw how the choice of the AS configuration, between
straight-t line and U-shaped line, change based on the impact of the technolo-
gies. The seven factors here defined open the opportunity for future research
challenges.

Keywords: Assembly system � Configuration � Straight-line � U-shaped line �
Industry 4.0

1 Introduction

An AS configuration is a sequence of several workstations organized in a certain way
in order to assemble different parts to final products. The assembly process consists of a
sequence of typically ordered tasks which cannot be subdivided and should be com-
pleted at its assigned workstation [1]. The two AS configurations more used are the
straight-lines and the U-shaped lines [2, 3], Fig. 1. A straight-line configuration is
represented by a sequence of workstations in a line. Simply rearranging the straight-line
into a U-shaped it is possible to obtain the U-shaped line. In both cases, there can be a
human worker in each workstation or there can be single workers managing more
workstations [4, 5]. However, in U-shaped lines, it is easier for human workers to move
from one workstation to another since they can move across both sides of the line,
allowing more flexibility and degrees of freedom in the number of workers that can be
assigned in these configurations with respect of the straight-line configurations.

Traditionally, a straight-line is suitable for mass-production of standardized prod-
ucts [6]. Because of the growing demand for customized products, in the last few years,
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the products’ variety is increased [7]. The U-shaped line is an example of layout that
can handle this increase of variety [8]. However, recently also straight-lines are gained
more importance in low volume production of customized products [9]. This can
complicate the decision process of which layout configuration to choose. Moreover, the
introduction of I4.0 technologies in these configurations can have an impact in this
decision.

Industry 4.0 emerges from the synergy of the availability of innovative technolo-
gies and the demand by consumers for high quality and customized products and it
aims at connecting resources, services, and humans in real-time throughout the pro-
duction in order to attain an advanced level of operational effectiveness and produc-
tivity, as well as a higher level of automatization [10]. Its economic impact is supposed
to be huge [11]. It holds the promise of increased flexibility, better quality, and
improved productivity [12]. Industry 4.0 technologies are starting to be an integrated
part of the AS creating a new generation of AS, the so-called Assembly System 4.0
(AS4.0) [13]. The technologies that can be adopted from AS4.0 can be grouped into
Collaborative Robots, Augmented Reality (AR), Internet of Things (IoTs), and Cloud
Computing and Data Analysis [13].

In literature is it possible to find some qualitative guidelines about when to choose
an AS configuration respect to another [14] and a work that gives an idea of factors that
can be considered is the one of [8]. The factors that [8] used are the number of tasks,
network density, and the cycle time. However, these are not the only factors that need
to be taken into consideration to compare straight-line and U-shaped line. Therefore,
we are going to look through a narrative literature review, at which are other factors
that need to be taken into consideration when one wants to compare the two
configurations.

This research is done in order to answer the following research questions:

1. Which are the factors that have to be considered in order to compare the two AS
configurations straight-line and U-shaped line?

2. How Industry 4.0 technologies impact on these factors?

The research wants to help companies that are facing the problem of the increase in
product variety, or that are simply thinking in changing their AS configuration, in
understanding which are the factors that they need to know in order to be able to
compare the two AS configurations. This to facilitate their decision process. The
implementation of the right Industry 4.0 technologies can give further help to com-
panies to reach their production performance but can also influence the factors.
Therefore, it is important to know if and how the technologies are going to impact on
the factors. The remainder of this paper is structured as follows. In Sect. 2 we
explained the methodology applied in the paper. In Sect. 3, we answered at the first

Fig. 1. Straight-line configuration (a) and U-shaped line configuration (b).
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research question. In Sect. 4, we answered at the second research question and finally,
Sect. 5 concludes the work.

2 Methodology

In this paper, to answer at our two research questions, we conducted a narrative
literature review. The keywords that we used for the research of the papers are pre-
sented in Table 1. We used the Scopus database, searching only result in English as
language without limits in the document type and in the year of publications of the
papers.

These keywords were used as a single keyword or, most of the time, as a com-
bination of two, or more, words thanks to the operator “AND”. For example, one
combined research can be: “Assembly*” AND “Collaborative robo*”.

3 Factor Influencing the Configuration Selection

In this section with an inductive approach, we derived the relevant factors that a
company has to know when it has to decide which is the best configuration for their AS
between straight-line and U-shaped line. Here below there is the list of identified
factors followed by an analysis of the selected papers which helped us to derived them.

Cycle Time: indicates the time elapsed between completions of two consequent units.

Number of Tasks: it is the number of different activities that each operator must do in
each workstation and is a measure used to indicate the problem size for combinatorial
problems such as the SALB (Simple assembly line balancing) and UALB (U-shaped
assembly line balancing) problems.

Network Density: calculating network density entails dividing the number of actual
precedence relationships by the theoretical maximum number of relationships that
could exist for a problem of that size. Extreme network density values of 0.0 and 1.0
correspond to flexible and rigid assembly sequences, respectively [8].

Products Variety: is the number of different products that are assembled in an assembly
line.

Table 1. The two groups of keywords used in the research

First group of
keywords

Assembly*, Assembly system, Line*, Straight line, U shape, U
shape*

Second group of
keywords

Augmented reality, Cloud computing, Collaborative robo*, Data
analysi*, Internet of thing, Assembly*, Assembly time, Quality, *
time, Products quality, Products variety
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Volumes Variety: is the difference between the quantity to produce of a product one
day and the quantity to produce of the same product the following day.

Quality: is the quality of the final assemble products that come out from the assembly
line.

Complexity of Tasks: is the complexity of each task of the assembly process.

Following the definitions here above introduced, the papers found by the literature
are here presented in order to better explain the different factors.

In straight-line it is not easy as in U-shaped line to adapt to changes in cycle time.
This because of the high potential of rebalancing the U-shaped line with a new cycle
time and the reallocation of workers [6]. The productivity in straight-line is lower than
the one of U-shaped line when network density is high. Indeed, when the network
density is low is better to use straight-lines [8]. Straight-lines can guarantee less flexi-
bility in manufacturing volumes respect to U-shaped lines since in U-shaped lines you
can increase or decrease the number of operators on the line [15] and the quality of final
assembled products is usually better in U-shape lines [2]. The quality in U-shaped is
higher thanks to the improved visibility and communication between operators on the
line, which facilitates problem-solving and quality improvement [16]. In U-shaped lines
usually, a human worker does more tasks than one in a straight-line. As operator
responsibilities expand to include more assembly tasks, operators are used more effi-
ciently when using a straight-line configuration [8]. This because more are the different
assembly tasks that one human worker must remember and higher will be his mental
workload. When a human worker has to walk from a workstation to another one to do
his work, the things to keep in mind are not only the time lost by the worker to walk and
his physical strain but there is also the possible congestion that can be generate in the
line by all the workers that have to move [4, 8]. This congestion can be more prob-
lematic in the U-shaped line due to the limited space within the line generating a lost in
performance. The walking time of human workers not only influence the physical
demand of workers and the congestion of the lines but adding it at the processing time
significantly increases the number of workers that are requested in order to execute the
assembly tasks [17]. U-shaped lines are a good choice when the workers have to do
repetitive actions and avoid keeping wrong postures during the execution of their
activities [18]. Moreover, the U-shape lines are more flexible than the straight-lines,
balancing by reducing the precedence relations thanks also to the multiskilled workers
that perform various tasks in different workstations along the assembly line [19]. U-
shaped workers are required to possess more skills than on straight-lines [20].

In order to decide if a configuration is better than another one companies need Key
Performance Indicators (KPIs) or objective functions to measure (e.g. costs, flexibility,
ergonomics, productivity). Therefore, companies need first to understand how these
functions are going to be influenced by the factors and then how to do multi objectives
analysis. It will be important to define one or more objective functions and see how
these factors impact the decision of the AS configuration. Future works can be indeed
related to the definition of these objective functions. Moreover, sensitivity analyses can
help to see how the variations of the different factors can change the final decision of
which configuration to choose.
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4 The Impact of Industry 4.0 Technologies

In this section we are going to investigate the literature to understand how the I4.0
technologies impact the factors defined in the previous section. Collaborative robots do
not only improve the performance of the assembly lines [21], but they can also help the
human workers in reducing potential occupational risks like awkward postures, mental
workload and repetitive actions [22]. This means better ergonomic conditions in the
assembly lines. Moreover, collaborative robots can reduce the surface used and so
decrease the distances traveled by the human workers [23]. The main improvements
that AR can give to assembly operations are the errors reduction and time efficiency.
However, researchers have different opinions about these two improvements [24, 25].
There are different opinions also in terms of usability of AR technology. [26] showed
how for the participants of their experiments were easier to use paper instructions
instead of the AR instructions displayed through Head-mounted display. In [24],
experiment’s participants instead, in terms of cognitive load, usability and perfor-
mance, preferred the AR-based instruction than the paper ones. IoT technologies can
help companies with the management of the different variants and of the different
volumes of products to produce since the consumers can change their orders until the
last second and different consumers have different requests [27]. The data collected
from the IoT technologies can be analyzed thanks to Data analysis techniques, like
machine learning algorithms, and together with the Cloud Computing, that can store
data, manage data, and share data and information, the quality of the final products can
be guaranteed reducing also the time to do the inspection of the products [28]. These
technologies cannot only increase the quality of the final products but can also decrease
the amount of scrap parts in a real industrial scenario, consequently saving valuable
resources such as energy and raw materials [29] increasing the efficiency of the
systems [30].

In Table 2 we can see which are the I4.0 technologies applied in the AS and we
summarized the effect of each technology in each factor.

From Table 2 one interesting result that we can see is that there is a technology,
AR, that have “Decreases/Increases” as result. This result means that is not well known
yet the real impact of this technology with respect to the cycle time. In fact, at the
moment the research with this technology regarding this factor are showing different
results. This can be related for example to the experience of the human workers in
using the technology or on how the AR instructions are designed and presented to the
human workers.

Based on the results of Table 2 we created Table 3. Table 3 gives the idea of how
the choice of the configuration can change based on the decrease or increase of the
factors. In Table 3 we also did the column, based on the review of the literature in the
previous section, of the case in which there is no I4.0 technology in the AS.0. This
column helps to see that an I4.0 technology can open the opportunity to move to
another configuration with respect to the case without technology.
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Table 2. Impact of the I4.0 technologies on the factors.

Industry 4.0 technology
Factor Collaborative

robot
Augmented
reality

IoT
technologies

Cloud computing and
data analysis

Cycle time Decreases Decreases/
Increases

Decreases Decreases

Number of tasks / / / /
Network density / / / /
Products variety Increases Increases Increases Increases
Volumes variety Increases / Increases Increases
Quality Increases Increases Increases Increases
Complexity of
tasks

Decreases Decreases Decreases Decreases

Table 3. How the choice of the AS configuration change based on the impact of a I4.0
technology on a factor (U = U-shaped; S = Straight-line; / = not found in literature).

Industry 4.0 technology

Factor Without
I4.0
technology

Collaborative
robot

Augmented
reality

IoT
technologies

Cloud
computing
and data
analysis

Cycle time Low S S / S S
Medium U/S U U U
High U

Number of
tasks

Low U / / / /
Medium U/S
High S

Network
density

Low S / / / /
Medium U/S
High U

Products
variety

Low S S S S S
Medium U/S
High U U U U U

Volumes
variety

Low S / S S S
Medium U/S
High U U U U

Quality Low S S S S S
Medium U/S
High U U U U U

Complexity
of tasks

Low S S S S S
Medium U/S
High U U U U U
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From Table 3 we can see that, for example, when the quality of the final products
increases thanks to the collaborative robots from low to medium, the choice of the
configuration of the AS can go to the straight-line configuration instead of the U-
shaped line configuration. Indeed, the increase in quality thanks to the collaborative
robot gives the opportunity to use the straight-line configuration that usually, without
the technology, guarantees a lower quality with respect to the U-shaped line config-
uration. Of course, it is not only the focus on one factor that defines the choice of the
configuration of the AS4.0. Therefore, the combined behavior of these factors with
regard to the choice of the configuration can be a matter of interesting future research.
Moreover, it will be interesting to do a deeper investigation of the literature to see what
it is possible to find about the cases that in Table 3 are now presenting the “/”.
Especially for all the technologies in the case of the factor “Number of tasks”, for the
technology “Cloud computing and Data Analysis” for the factor “Network density” and
for the technology “Collaborative robot” for the factor “Volumes variety”.

5 Conclusion

In this paper, we first determined, based on the literature, the factors that a company has
to know when it is time to decide which is the best AS configuration to adopt between
the straight-line and the U-shaped line and second we saw how the Industry 4.0
technologies, that can be adopted in these AS configurations, impact in these factors.
Being this an exploratory research, our conclusions need to be support by some
quantitative results. This is the reason why this work will be used as a starting point for
the creation of a mathematical model that will help us validate the assumptions made
here.
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Abstract. On one hand, no one can deny the importance of the information
system in today’s industrial and logistic activities. The progress in IT tools and
systems allowed to process real-time data giving the opportunity to enhance
considerably the management of production and transportation operations. On
the other hand, supply chain digitalization is a sensitive process that can gen-
erate increased risks for the companies’ activities. Therefore, such risks should
be identified and managed. In this study, we follow Failure Mode, Effects, and
Criticality Analysis (FMECA) approach to assess the risk linked to the infor-
mation system of supply chains. We also present the methodology and choices
adopted to apply this study in an aeronautical supply chain case.

Keywords: Supply chain digitalisation � Information reliability � Information
risk analysis � FEMCA

1 Introduction

Many industries have started their transition to the Industry of the Future (Industry 4.0)
with the ambition of deploying a more agile, autonomous, environmentally responsible,
and productive organisation. Big Data, Internet of Things (IoT) and artificial intelli-
gence are taking place at all levels of the value chain to enable the automation of
information and production flows. However, despite the considerable advances
observed in recent years in the industry, the supply chain (SC) seems to lag behind the
deployment of these technologies, which comes also with additional risks affecting its
overall activities. Many authors highlighted the importance of virtualization and IT
systems to enhance the values in supply chain activity. However, this will only be
possible with the presence of reliable and secure information systems [1–4]. Indeed, if
many IT risks have always existed in the economy, those related to SC are becoming
more and more important with consequent impacts. We note the WannaCry cyber-
attack on Renault, which in May 2017, which caused production interruption in several
plants. “What is certain is that the IT networks of major manufacturers are now closely
connected to those of their suppliers, to enable just-in-time stock management” [5].
This attack also affected around a hundred countries [6].

Current studies related to risks in SC are mainly conducted from logistics, eco-
nomics, management or safety/health perspectives [7]. Although we find in the liter-
ature, the studies related to information flows and their risks, they are oriented towards
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IT flows and information systems, and therefore do not cover all information flows.
Other studies are more specific to the Security of Information Systems in SC [8].

In this study, we focus on assessing the risks associated with information flows of
SC in order to present preventive measures to enhance the information’s flow relia-
bility. An FMECA approach is used in order to identify and assess risks and then
present preventive measures. A case from the aeronautical sector is studied relying on
supply chain experts’ experience and opinions.

This paper is organized as follows. In Sect. 2, we present the literature review on
risk analysis methods in SC and other industry sectors. In Sect. 2, we describe the
adopted FMECA methodology for this study. In Sect. 3, we scrutinize different steps
followed and results obtained. Finally, we present conclusion and perspectives for
further researches.

2 Literature Review

Nowadays, industries are moving toward modern’s network connections thanks to the
new technological infrastructures. Supply chain is not excluded from this trend. These
changes require new secure and mobile services. Therefore, it is necessary to move to
connected IP systems, which are secure, reliable and efficient [9]. One way to make a
system reliable and efficient is to identify well risk. In this section, first, we present the
main concepts linked to the risk assessment and management. Second, we study risk
analysis methods used in the literature and industry.

2.1 The Concepts of Reliability, Safety and Risk

In order to succeed in the transition toward supply chain 4.0, supply chain information
systems must be reliable and secure. Reliability, according to the Cambridge dic-
tionary, is “how accurate or able to be trusted someone or something is considered to
be» [10]. According to ISO, it is the “Ability of an entity to perform a required
function, under given conditions, during a given time interval” [11]. The concept of
safety is more diverse. Safety according to [12] is “the probability, that no catastrophic
accidents will occur during system operation, over a specified period of time”. These
two concepts, Reliability and Safety, together with Availability and Maintainability are
the four key concepts of Dependability. “Dependability is the science of failures. It
covers the concepts of reliability, availability, maintainability and safety” [13]. How-
ever, in order to control dependability, we need to assess and control risks. Risk is
defined as the danger, or the possibility of danger, defeat, or loss. According to ISO, a
risk is “a combination of the probability of a damage and its gravity” [11].

2.2 Risk Analysis Methods

There are several commonly used risk analysis methods. In the study presented in [14],
we find a comprehensive classification approach to determine their choice of use.

We chose the FMECA, a method that allows both, to anticipate risks, and, to
capitalize on feedbacks. It permits to identify all potential failures and failure modes,
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evaluate risks and prioritize actions to be taken. Moreover, FMECA is the most
widespread method in the industry, and the most versatile [15].

It should be noted that numerous methods and tools have been developed for ana-
lyzing information system risks. The Operationally Critical Threat, Asset, and Vulner-
ability Evaluation (OCTAVE method used in [16] allows to define a risk-based strategic
assessment and planning technique for security. OCTAVE is a self-directed approach,
meaning that people from an organization assume responsibility for setting the organi-
zation’s security strategy. However, OCTAVE is complex to deploy, considering that the
main users for this method could be from small companies with limited resources. The
French Information Security Club developed the Harmonized Method of Risk Analysis
method (MEHARI). “MEHARI’s general approach consists in analyzing security issues:
what are the feared scenarios? and in the prior classification of IS entities according to
three basic security criteria (confidentiality, integrity, availability). These issues express
the dysfunctions that have a direct impact on the company’s activity. Then, audits identify
the vulnerabilities of the IS. And finally, the actual risk analysis is done”. [17] uses The
Threat Assessment & Remediation Analysis (TARA). The greatest strength of TARA
also represents its greatest weakness. It only focuses on the greatest risk and less
impacting risks are ignored. [18] presents the OWASP Software Assurance Maturity
Model. OWASP only focuses on some subsets of threats in very specific environment.
These methods must be managed by dedicated structures such as IT departments.

Although FMECA is widely used for process flows, few works in the literature are
relating to information flows [19]. The information flow is present in these works as a
component of which we give relatively little importance, the analysis focuses only on
material flows. In our study, we focus on analyzing risks linked to the information flow
using an FMECA analysis presented in the following section. This choice is also taken
up in [20] for their study on the reliability of data in a management information system.
FMECA approach is a tool that allows detecting the possible critical points and propose
improvements. This approach has been used in different sectors including Supply
Chain. The application of this approach in farming and food supply chain has resulted
in proposing improvements in the traceability system focusing on the most severe
situations from a systems criticality point of view [21].

3 Methodology: FMECA Analysis

An FMECA analysis is carried out in a multidisciplinary participatory mode. The
method takes place in five major stages. We adopt the same definitions of elements
presented in [22]:

1. Preparation where we define the working group, the scope of the analysis, and the
procedure to be followed.

2. Functional analysis, which aims to list all the phases of the process in order to
identify the potential causes of malfunctioning and to prepare the study of failures.

3. Failure identification and rational study of failure modes.
4. Failure evaluation and criticality study and failure hierarchy.
5. Actions to be identified to search for solutions.
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In the following paragraphs, we present details of these steps and choices taken for
our study.

3.1 Preparation: To Define the Working Group, the Scope of the Study

Working Group: an expert of quality management with significant experience in
managing the deployment of FMEA in the industry was chosen as a moderator to
guarantee the method, manage and ensure the follow-up of the analysis. A multidisci-
plinary working group of seven members was selected for their skills and their sig-
nificant experience in SC, particularly in aeronautics sector. These participants have
professional experiences from five to twenty years, acquired in the industry, and mainly
within aeronautical industrials such as AIRBUS, STELIA, and SPIRIT. Their functions
in the procurement, planning or logistics departments have enabled them to use and
master information tools as well as business procedures. During their experiences, the
participants were able to observe, as actors or observers, various malfunctions of all
kinds and with various consequences, observed at various levels of SC. The working
group had prior awareness of the FMECA method.

The Scope Studied: flows of information in an aeronautical supply chain is defined
as the scope of this study. We study all IT tools used such as enterprise resource
planning (ERP) and other information flows such as e-mails, EDI, and
customer/supplier portals. Manuscripts, as physical information sources, are still widely
used in industry. Only some flows were not taken into consideration, such as e-mails
and faxes. Phone communications were considered as a secondary, informal means of
communication rather than a formal information flow. Moreover, as these flows are not
limited to the analyzed entity, but also to its environment, including suppliers and
customers, the study covers internal and external information flows. This study cannot
cover entirely all companies, because “FMECA is based on an inductive search for
causes” [20]. This implies the use of factual data with evaluations of criteria to be
individualized for each company. The aim of this analysis is to present a base for
studies, not only for aeronautical companies and aeronautical suppliers, but also for all
other manufacturing industries.

During this preparation stage, we chose tools to be used for our study. We adopt the
standard model of the risk matrix presented in [23]. However, for this study, columns
that are not relevant to the monitoring of actions were not used: the pilot of the action,
the dated objective, the validation of the action, etc. Other columns were added in order
to facilitate data filtering. For the criteria grids and ratings, there are no imposed
models. However, some proposed models can be found in the literature. A scale of 1 to
4 with 4 criteria for a hospital supply chain was used in [19]. A scale of one to five with
five criteria for a study on management information systems in the textile industry was
chosen in [24]. [20] used a more complex grid with a scale of one to ten with ten
criteria, close to the FMEA 4th Edition at Caterpillar [25]. We choose a scale of one to
ten to rate severity, frequency and detectability on a scale of one to ten, choosing only
four criteria: one, three, six and ten to have a significant difference in criticality.
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3.2 Functional Analysis: Preparing a Functional Breakdown
and Preparing the Failure Study

A group of consultants with significant experiences in the aeronautical supply chain
carried out mapping (see Fig. 1), starting with a representation of the macro and semi-
macro physical flows. Maps are completed later by adding the information flow.

Based on the items and information flows identified in the maps, we have broken
down this process into activities in a Value Stream Mapping (VSM). Each activity is
detailed: who is responsible for it, what is the nature and medium of the information
exchanged. These VSMs obtained will be served as a basis for building the FMECA in
the next step.

3.3 Preparation of the FMECA Grid

We integrated each line of the VSM obtained previously into the FMECA grid, then
after analyzing the nature of each flow and each action, only lines corresponding to the
information flow were kept.

We note that some line groupings have been created. Indeed, some tasks/actions are
repeated throughout the SC. Grouping these tasks results in a more visible table, but
above all, when modifying or updating the information added, we have to ensure that
the information is consistent at all stages. Five groupings, called Blocks, were created:
Block Co for control, Block Re for Reception, Block SP for Production Monitoring and
Block Tra for Transfer (between workshops or stations).

Fig. 1. Extract from the upstream flow map
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3.4 Identification: Identify Failures and Make a Rational Study
of Failure Modes

Ishikawa Analysis
To begin the analysis, we have determined, based on consultants’ experience, what
could be the most impactful and frequent problem along with the SC information flow.
By its nature, ERP (including SAP) is the system that we find throughout the SC in
industry, with external links with suppliers and customers. We have excluded the
telephone, e-mail, and fax. In fact, they are only used to support the use of the ERP and
generally in an informal way.

The problem identified is “The information transmitted by the ERP is deficient (No
information, Incomplete information, Incorrect information etc….)”.

We use the Ishikawa method to determine the different possible causes of the
problem. During a brainstorming session, the working group listed the different
potential failures that can disrupt the information flow of an ERP in a global way. So
starting from the effect, we identify the possible causes of this problem, then define the
causal chain by the five whys method. For each effect, we studied the possible direct
causes. For each direct cause, we examine the possible secondary causes. The process
consists of asking questions up to five times in order to determine the root cause.

The next step is discernment, where only relevant causes are kept. These causes are
classified into five families of possible causes: Materials, Machines, Methods, Man-
power, and Environment [26]. We have added Management as possible sources of a
problem. In our study, we have determined that information is the primary material.
Therefore, all causes related to the information transmission are in the category of the
first subject. For the hardware, we take all the causes related to computers (computers
and software), and networks (computer and electrical or computer, electrical, etc.).
Using this analysis, we find all causes linked to the settings and operator modes linked
to the workforce failures. For those linked to the environment, we find causes linked to
the work environment as well as external disturbances. For the management, we
identify mostly causes linked to hierarchical decision-making (Fig. 2).

Fig. 2. Ishikawa analysis for the information flow of the supply chain
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Identification of Failure Modes
There are five categories of generic failure modes [22]: 1) Loss of function, 2) Untimely
operation, 3) Unable to start, 4) Unable to stop, 5) Degraded operation.

In our study, we identify three failure modes: loss of function, inconvenient oper-
ation and degraded operation. In precise technical terms, for loss of function: Infor-
mation not transmitted, information not processed, operation not carried out. For
degraded operation: incomplete information, poor transcription of information, poorly
performed operation.

In the FMECA grid, for each existing line, taken from the VSMs, we must analyze
all the potential failure modes. For this research, we use the generic modes, the precise
terms but also the “generic” analysis carried out with the Ishikawa method on the ERP
information flow. For each line, the group asks the question: How can this not work?
For example, if the function is “calculation of the part requirement”, the responses were
“calculation of the requirement does not work (Loss of function)” and “calculation of
the requirement does not work properly, we are obliged to launch a command manually
(Degraded operation)”.

Search for Causes of Failure
For each failure mode, for each line of the VSM concerned by an information flow, we
define the potential causes. We use data and causes already determined by the Ishikawa
of the generic ERP information flow when this risk analysis is transposable. The
experience of each member of the working group allows us to identify/recognize
potential causes (Table 1).

Study of the Effects
In this step, we look for the effect that has the greatest impact on the company. Shorted
by its importance, we look for the effect on the customer/human safety (physical risk,
environmental risk). Then, we investigate the effect on customers (delay in delivery).
Then, we distinguish the major effect on the company or the process (line stoppage,
stoppage with disruption of production), the minor effect on the company or the process
(stoppage without disruption of the line), and the case of no significant effect. We note
that for the lines resulting from the Ishikawa analysis, the causes indicated are the root
causes. For the other lines, the causes noted are the primary causes (Table 1).

Table 1. Extract from the FMECA table

Process
activities

Process sub-activities Failure modes Causes Effects Means of
detection

Release of parts
requirements

Calculation of net
requirement (MRP)

Degraded operation
(manual control)

Parameter
error

Order
delay

Auto control

Release of parts
requirements

Calculation of net
requirement (MRP)

Information not
transmitted

Computer
problem

No
command

Auto control

Release of parts
requirements

Calculation of net
requirement (MRP)

Loss of function Parameter
error

No
command

SAP transaction
or excel export

Release of parts
requirements

Calculation of net
requirement (MRP)

Loss of function Computer
problem

No
command

Minimum stock
alert for VMI
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Survey of Existing Detection Means
For each failure mode, we search for existing detection means, which are of a tech-
nological nature (ERP alert, printer alert, etc.) or human (self-checking, visual control).

Evaluating Identified Failures and Studying Their Criticality
It is now a question of quantifying the risks. To do this, the FMECA method defines
quantification criteria to which a score will be assigned.

• The frequency of occurrence (F): it indicates how often cause of the failure will
occur.

• The gravity (G) or severity (S): that is the evaluation of the importance of the effects
of the failure on people and/or the installation.

• The risk of non-detection (ND), often paradoxically called detection (D): the
probability that the cause and the mode has occurred and the failure will reach the
user.

Figure 3 presents the rating criteria grids adopted corresponding to (G), (F) and (D).

3.5 Corrective Actions: Identification of Preventive Actions,
Palliative/Curative Actions, Corrective Actions

For each failure, actions are proposed to reduce criticality. These actions may relate to
severity, frequency or detectability. Thus, for an action that acts on the cause of a
failure, we expect an improvement in the frequency of this failure after the action has
been implemented. A better means of detection should decrease detectability.

We can note that gravity is a little bit improved by actions. Indeed, generally, the
actions that improve gravity are either design-related (in the case of a product) or
require significant investments. In our study, it is the multiplication of networks and
back-up systems. We can consider that an effective action must improve the factor by
one level. Thus, it takes two detective actions to decrease the detectability from ten to
three (with our evaluation grid). For each action, a new valuation must be carried out

Fig. 3. Rating criteria grids
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taking into account the expected effects of these actions. The objective is to reduce
these criticalities below the defined threshold, 100 in our study.

4 Conclusions and Perspectives

No one can deny the importance of the information system for supply chain activities.
Therefore, it is essential to assess and manage increasing risks linked to information
flows in the supply chain. In this paper, we present a FMECA approach allowing the
assessment of risks associated with the information system of supply chains. As a
result, 368 risks were identified. Thirty risks have a criticality of 360 (gravity *de-
tectability*frequency), 145 have a criticality more than 180 and 221 have a criticality
more than 100. Concerning causes of failures, 181 are related to the working force and
109 to materials (computer networks and software). Out of 368 proposals to mitigate
risks, 149 are related to staff training/awareness and 81 are hardware-related, of which
45 can be addressed by an Information Security Management System (ISMS). How-
ever, 130 (out of 149) proposals related to training/awareness could be transformed into
technological actions (IOT or AI). As a conclusion, it is noticeable that human error is
still one of the major risks associated with the flow of information in SC. Despite the
work that companies are doing to raise awareness among their employees, these actions
are still limited and the solution can be to automate more data entry activities and to
integrate more advanced data entry control systems.

This work can be a basis for further researches aiming to evaluate and enhance the
supply chain information system’s reliability.
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Abstract. Supplier selection problems have been considered widely in litera-
ture; however, considering the availability and reliability of the products pro-
vided by suppliers has been investigated less. In this regard, the presented work
addresses a supplier selection problem in which the reliability of the parts is one
of their main factors for supplier selection. This paper develops a multiobjective
mathematical goal programming model to allocate the system’s components
orders to the suppliers. The model minimizes the system construction costs and
maximizes the probability of working the system in nominal and half capacity.
The similarity of the ordered components affects their delivery lead times and
prices. The model determines the optimal solution for an industrial system
composed of 4 parts. The proposed approach includes using the reliability block
diagram to develop the Markov chain model. A multiobjective binary nonlinear
mathematical program uses the Markov model to select the optimal components
suppliers. Solving the model by goal programming approach provides the
possibility of reflecting the decision-maker opinion relative to the construction
cost’s importance compared to system availability.

Keywords: Reliability block diagram (RBD) � Goal programming �
Concurrent engineering � Markov chain

1 Introduction

This paper presents a multiobjective approach to determine the components suppliers
for making the feedwater system (FWS) of heat-recovery steam-generator boilers used
in combined cycle power plants. A nonlinear binary goal programming model uses the
Markov chain results to optimizes total costs, including components price, system
construction delays penalty, and the system’s availability.

Many kinds of research applied optimization approaches such as integer pro-
gramming, mixed integer programming, nonlinear programming, and heuristics to deal
with serial-parallel and multistate systems’ availability and supplier selection in supply
chains. Levitin et al. determined the optimal versions of components and redundancy of
different subsystems in multistate series-parallel systems [1]. Rui and et al. improved
design configuration by developing a reliability optimization algorithm [2]. Yi and
et al. view a reliability optimization problem by selecting components reliability among
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different alternative levels when the system’s overall performance is a function of each
part’s failure rate [3]. Montoro-Cazorla et al. studied a system subjected to shocks
governed by a Poisson process, and the internal failures and the inspection times
exponentially distributed [4]. Ge et al. developed an optimization model to determine
critical components’ reliability in a serial system [5]. Carpitella et al. developed a
mathematical model for calculating a k-out-of-n system’s stationary availability using
the Markov chain model [6]. Chambari et al. proposed a bi-objective simulation-based
and a customized NSGA-II optimization algorithm for a redundancy allocation prob-
lem [7]. Es-Sadqi et al. attempted to find the optimal system configuration that max-
imizes the availability and minimizes the investment cost. They evaluated the genetic
algorithm and the constraint programming performance and proposed a new opti-
mization method based on forwarding checking as a solver [8]. Sawik investigated a
multi-period supplier selection problem in a supply chain with disruption and delay
risks and then proposed a dynamic portfolio approach. This approach helps decision-
makers decide on the suppliers of finished products, but it does not discuss the
availability of the ordered parts [9]. Chen et al. developed a model to consider supplier
selection and project scheduling simultaneously. They studied multiple concurrent
projects that were independent operationally but with similar suppliers, when these
projects’ activities began as their needed resources became available. Then, this model
was solved using a mathematical programming-based heuristic [10]. Bodaghi et al.
introduced a weighted fuzzy multiobjective model to address supplier selection, cus-
tomer order scheduling, and order quantity allocation in supply chains. They consid-
ered the reliability of on-time delivery of customer orders and evaluated the flexibility
of suppliers [11]. Yoon et al. incorporated supplier selection with risk mitigation
policies and utilized multiobjective optimization-based simulation for their model [12].
They showed that the use of upstream and downstream strategies simultaneously leads
to better results. Cui et al. investigated sustainable supplier selection in deferent
multitier supply chain structures and combined fuzzy set theory, stepwise weight
assessment ratio analysis, plus a Bayesian network to propose their model [13].

The previous researches did not consider the life cycle cost, reliability, and avail-
ability of the system simultaneously. This paper attempts to consider more real wolds
parameters by developing a multiobjective mathematical goal programming model for
assigning system component orders to the suppliers. This model minimizes system
construction costs and maximizes the likelihood of the system operating at nominal and
half-load capacity, while the similarity of the ordered components leads to change their
delivery time and price. Using the proposed approach to select the components supplier
of a typical industrial system illustrates the model application for an industrial system.
The following sections explain this model and solve it for a numerical example and
discuss the results.

2 The Proposed Model

The discussed problem concerns selecting the suppliers for critical components of FWS
(Fig. 1).
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Component B, C, and D are feedwater pumps. Each of them provides 50% of the
nominal system capacity, and component A is the instrumentation device that controls
the overall system parameters. Several suppliers offer different qualities (i.e., failure
and repair rates), prices, and delivery lead times. The availability of the system depends
on the reliability and reparability of its components. Also, suppliers offer incremental
quantity discounts; however, large orders result in higher delivery lead time. During the
system exploitation phase, the system may be in one of three states, according to the
failure of its components: working at nominal capacity (NC), half capacity (HC), and
shutdown (SD). NC occurs when A and at least two out of B, C, and D are working.
HC occurs when A and only one out of B, C, and D are working. SD results from
failure of A or all B, C, and D. Figure 2 illustrates the Markov model of all possible
states for this system. In this figure, oval, trapezoid, and rectangular forms represent
NC, HC, and SD. Operation of components B, C, and D are identical, and ordering one
of them to supplier j, delivery lead time, and the price will be LBj and CBj, respectively.
By ordering two components among these components to supplier j, the unit price and
delivery lead time of each of them will be C

0
Bj and L0Bj, respectively. Finally, by

ordering all these three components to supplier j, price and delivery time values will be
C00
Bj and L00Bj, respectively. Assembling B, C, D should begin after A, and simultaneous

assembly of B, C, D does not change their assembly times. Times and costs of
assembling processes are deterministic and known and independent from the quality of
the components. Deterministic weighting factors express the goals’ importance.

A 2 out 
of 3

EndStart

B

C

D

Fig. 1. Studied series-parallel system

Fig. 2. The system’s Markov model diagram
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3 The Mathematical Model

The model indices, parameters, and decision variables are as follows:

i ¼ A;B;C;D: The components
j ¼ 1; 2; :::; J: The components’ suppliers
k ¼ 1; 2; . . .;K: The assembly process
l ¼ 1; 2; . . .; L: The system states
m ¼ 1; 2; 3: The goals
CAj = Purchasing price of A from supplier j
CBj = Unit price of B, C, or D from supplier j when purchasing separately
C0
Bj = Unit price of purchasing two of B, C, and D from supplier j

C00
Bj = Unit price of purchasing similar B, C, and D from supplier j

Rij = reliability of component i offered by supplier j
R = Minimum requested system’s reliability
T = System construction completion deadline
B = The maximum available budget for purchasing components
n = Number of components (n = 4)
CD = Daily delay penalty for system construction
LAj = Delivery lead time of component A from the supplier j
LBj = Delivery lead time of ordering one of B, C, or D from the supplier j
L0Bj = Delivery lead time of ordering two similar components among B, C, or D to
supplier j
L00Bj = Delivery lead time of ordering all components B, C, and D to supplier j
FAk = Time of process k for assembling component A
FBk = The time of process k for assembling each of components B, C or d
KA = Set of required processes for assembling component A
KB = Required assembly processes on components B, C, and D
lij = The rate of repair of component i, offered by supplier j
kij = The rate of failure of component i, offered by supplier j
bm = The value of goal m
wm = The weighting factor of the undesirable deviation from goal m
A1 = The components purchase cost
A2 = The total construction delay penalty
yij = Binary variable with values 1, if component i is ordered from supplier j, and
zero otherwise.
Ri = reliability of component i
Re = reliability of the entire system
P0 = Expected percentage of time of SD during the system exploitation phase
P50 = Expected percentage of time of HC during the system exploitation phase
Sl = Expected percentage of time that the system spends in state l
li = The rate of repair of component i
ki = The rate of failure of component i
Tc = Completion time of the system construction
Ti
c = Completion time of assembling component i
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TB = The time of delivery of all components B, C, and D
dþ
m ; d�m = Positive and negative deviations from goal m

Equations (1) to (35) show the objective function and constraints of the model.

Min Z ¼ w1d
þ
1 þw2d

þ
2 þw3d

þ
3 ð1Þ

Subjected to :
A1 ¼

P3
j¼1 yBjyCjyDjð3C00

BjÞ ð2Þ

þ
X3

j¼1
yBjyCj 1� yDj

� �þ yBjyDj 1� yCj
� ��

þ yCjyDj 1� yBj
� ��� 2C0

Bj

� �

þ
X3

j¼1
yBj 1� yCj

� ��
1� yDj
� �

þ yCj 1� yBj
� �

1� yDj
� �þ yDj 1� yBj

� �
1� yCj
� ��

� CBj þ
X3

j¼1
yAjCAj

P0 ¼ S8 þ S9 þ S10 þ S11 þ S12 þ S13 þ S14 þ S15 ð3Þ

P50 ¼ S5 þ S6 þ S7 ð4Þ

P0 � dþ
2 ¼ b2 ð5Þ

P50 � dþ
3 ¼ b3 ð6Þ

TA ¼
X3
j¼1

yAjLAj þ
X
k2kA

FAk ð7Þ

TB ¼
X3

j¼1
yBjyCjyDjL

00
Bj ð8Þ

þ
X3

j¼1
yBjyCj 1� yDj

� �þ yBjyDj 1� yCj
� ���

þ yCjyDj 1� yBj
� ���Max LBj; L

0
Bj

� ��

þ
X3

j¼1
yBj 1� yCj

� �
1� yDj
� ���

þ yCj 1� yBj
� �

1� yDj
� �þ yDj 1� yBj

� �
1� yCj
� ��

�Max LBj; L
0
Bj

� ��

TC ¼ max TB; TA
� �þ

X
k2kB

FBk ð9Þ
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A2 ¼ max 0; Tc � Tð ÞCD ð10Þ

A1 þA2 � dþ
1 ¼ b1 ð11Þ

A1 �B ð12Þ

li ¼
X3

j¼1
Yijlij 8i ð13Þ

ki ¼
X3

j¼1
Yijkij 8i ð14Þ

X3

j¼1
yij ¼ 1 8i ð15Þ

yij 2 0:1f g 8i; j ð16Þ

ðk1 þ k2 þ k3 þ k4ÞS1 ¼ l2S2 þ l4S3 þ l3S4 þ l1S13 ð17Þ

ðk1 þ l2 þ k3 þ k4ÞS2 ¼ k2S1 þ l4S5 þ l3S6 þ l1S9 ð18Þ

ðk1 þ l4 þ k3 þ k2ÞS3 ¼ k4S1 þ l2S5 þ l1S12 þ l3S7 ð19Þ

ðk1 þ l3 þ k2 þ k4ÞS4 ¼ k3S1 þ l4S7 þ l2S6 þ l1S14 ð20Þ

ðk1 þ l2 þ k3 þ l4ÞS5 ¼ k4S2 þ k2S3 þ l3S11 þ l1S8 ð21Þ

ðk1 þ l2 þ k4 þ l3ÞS6 ¼ k3S2 þ k2S4 þ l4S11 þ l1S10 ð22Þ

ðk1 þ l3 þ k2 þ l4ÞS7 ¼ k4S4 þ k3S3 þ l2S11 þ l1S15 ð23Þ

l1S8 ¼ k1S5 ð24Þ

l1S9 ¼ k1S2 ð25Þ

l1S10 ¼ k1S6 ð26Þ

ðl2 þ l3 þ l4ÞS11 ¼ k4S6 þ k2S7 þ k3S5 ð27Þ

l1S12 ¼ k1S3 ð28Þ

l1S13 ¼ k1S1 ð29Þ

l1S14 ¼ k1S4 ð30Þ

l1S15 ¼ k1S7 ð31Þ
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X15

l¼1
Sl ¼ 1 ð32Þ

Re ¼ 1� P0 ð33Þ

Re�R ð34Þ

P100 ¼ S1 þ S2 þ S3 þ S4 ð35Þ

The objective function (1) minimizes a weighted summation of deviations from the
goals. Equation (2) calculates total purchasing costs according to their suppliers’
components’ similarity and the offered price. Equations (3) and (4) calculate the SD
and HC proportion time, respectively. Equations (5) and (6) calculate deviations from
the second and third goals. Equation (7) is the assembly time of component A by
adding its delivery lead time and times of its assembly processes. According to their
suppliers and order sizes, Eq. (8) calculates the delivery lead time of all B, C, and D.
Supposing that larger orders increase delivery lead time, this equation can be written,
simplifies this equation by removing the max operators. Constraint (9) calculates the
completion time of the system construction project by adding the possible earliest time
of starting assembly processes of components B, C, and D, with the time of these
processes. The max operator indicates these processes can begin after delivering B, C,
and D and completing A’s assembly. Equation (10) calculates the construction delay
penalty by multiplication the daily delay penalty by the difference between the project’s
end time and its deadline. Equation (11) calculates the total construction cost by adding
the component purchasing price and construction delay penalty. The model ignores the
assemblies’ processes’ costs because they are constant and independent from decision
variables. Constraint (12) limits the maximum components’ purchasing cost to a pre-
defined level. Equations (13) and (14) determine the components’ failure and repair
rates, respectively, considering their suppliers. Equation (15) indicates that the supplier
for each element is unique. Constraint (16) determines the domain of binary variables.
Constraints (17) to (32) are Markova processes equilibrium equations, written
according to Fig. 2, and ensure that the sum of the input streams to each state, in the
long term, is equal to the sum of the output streams and the sum of all times ratio is 1.
Constraint (33) calculates the entire system’s reliability as the proportion of times it is
not shutting down, and Eq. (34) ensures the requested minimum level of system reli-
ability. Constraint (35) calculates the ratio of times that the system will work at nominal
capacity states. It facilitates the analyses of the results.

4 Numerical Results

Table 1 presents the problem parameter values, and Table 2 shows the optimal solu-
tion. The optimal reliability is 0.99, 0.9, 0.9, and 0.95 for A, B, C, and D, respectively.
Component A does not have any redundant components, making component A more
critical. The entire system’s reliability is about 0.85 (i.e., the system works at NC and
HC modes, 55% and 29.7% of the time, respectively) and 0.15% of the times the
system is at SD state. Deviation from the second and third goals is very high, resulting
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from the relative importance (i.e., higher weighted factor) of the first goal. Compo-
nents’ purchase price and the project delay penalty are so high that ordering higher
reliability components is not justifiable despite a sufficient purchase budget.

5 Discussion

This paper uses goal programming as a multiobjective decision-making approach to
optimize the systems’ design configuration by considering the system life cycle’s
parameters. The model objective is achieving a sufficiently low construction cost and
increasing the system’s availability during its exploitation. These objectives are defined
based on the supply chain’s criteria and alternatives.

Considering the components’ constant failure and repair rates justifies using the
exponential distribution function as a memoryless probability distribution. This
assumption is required to use the Markov model. Otherwise, system simulation models

Table 1. The model parameters values

Table 2. The model’s optimal solution

Decision variable Value Decision variable Value

A1 1080 R1 0.99
A2 5100 R2 0.9
Re 0.847 R3 0.9
P50 0.297 R4 0.95
P0 0.153 Z 31.363

dþ
1 80 Tc 92

dþ
3 0.247 dþ

2 0.103
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may create the same results. However, integrating the simulation model in the goal
program model will remain a modeling challenge. Using the more appropriate prob-
ability distributions (e.g., the Normal distribution function) improves the model’s
result. The goals’ weighting factors express the decision-maker opinion relative to the
construction cost’s importance compared to system availability. Reducing construction
costs is a short-term objective, leads to decreasing the system availability and customer
satisfaction.

Varying the goals’ weighting factors changes the priorities between the system
construction cost and system availability. The model applicability can be improved, by
considering uncertainty in the model parameters, such as component repair and failure
rates and system costs. Besides, the goal weighting factors may express as fuzzy
numbers or linguistic variables. Future research may also model the effect of using
similar components on their repair rates and system availability.

6 Conclusions

This paper developed a nonlinear binary goal programming model to select suppliers of
an industrial system’s components. The model minimizes the system’s life cycle cost,
including the cost of purchasing price and the construction delay penalty, and maxi-
mizes the system’s availability concurrently. The numerical results illustrate the effect
of the order sizes on the components’ prices and delivery lead times. They also show
how varying the goals’ weighting factors provides a trade-off between short-term
(minimizing the system construction cost) and long-term objectives (maximizing the
system availability).
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Abstract. The shift towards mass customization in production and
technological advancements lead to new manufacturing paradigms. Such
paradigms facilitate the distribution of production to distributed com-
panies, located all around the globe, essentially creating a cloud-based
manufacturing platform. In such a system, manufactures may provide
their production facilities as services to others – leading to the paradigm
of Manufacturing-as-a-Service (MaaS). One major challenge in MaaS is
the discovery of manufacturing resources and the distribution of orders
to them. We propose an ontology based template matching method to
find fitting manufacturing resources. Based on this selection we introduce
a multi agent-based auction system for distributing orders and produc-
tion planning. To illustrate its practical applicability we integrated the
proposed approach in an existing cloud manufacturing platform.

Keywords: Manufacturing-as-a-Service · Cloud manufacturing ·
Ontologies · Auction-based production planning

1 Introduction

The manufacturing industry has been subject to major changes in recent years as
technological advancements are becoming increasingly versatile. The digitization
of manufacturing processes elevated these processes from mere physical hardware
components to complex Cyber Physical System (CPSs) manufacturing systems
including pervasive mining of process data as well as IT supported production
planning and control approaches.

The digitization of manufacturing enables the distribution of orders to multi-
ple manufacturing facilities or even multiple manufacturers. From this approach,
which is in contrast to conventional manufacturing systems, Cloud Manufactur-
ing (CMfg) systems emerged. In these systems, production of a single order by
a customer may potentially involve distributed manufacturers for each step in
the manufacturing process. This is due to the increasing customizability [1] of
products, which makes on-site production considering all variations difficult and,
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hence, the outsourcing of some production steps to third-party manufacturers
inevitable. Essentially, one manufacturer uses services of other manufacturers
for producing goods – this is known as Manufacturing-as-a-Service (MaaS).

In MaaS manufacturers register their offered manufacturing services at a
central cloud platform, allowing other manufacturers to select them based on
specific attributes and characteristics such as price or quality. This selection pro-
cess typically involves manual steps, which can be more prone to error with the
increasing number of available manufacturers. Furthermore, distributing work-
load, i.e., scheduling and production planning, in CMfg is still not solved [2],
and most approaches are neither flexible nor can they be automated. To take
full advantage of CMfg and MaaS, establishing an automated selection of man-
ufacturing services, taking changing attributes such as price quota into account,
is desirable.

In this context, we propose a novel approach for production planning for
CMfg and MaaS platforms using an ontology-based template matching algo-
rithm. Our approach allows the automatic extraction of fitting manufacturing
services from a knowledge base given a set of required and preferred attributes.
For the actual selection of a specific service, we propose using an auction-based
approach, which takes constraints, e.g. maximum price, defined by the service
providers as well as the customers into consideration. To this end, the overall
manufacturing process is split into single manufacturing steps, which are handled
individually, allowing for a more flexible distributing system.

The remainder of this paper is organized as follows: First, we provide back-
ground information on technologies to make the paper self-contained and give
an overview of relevant literature. Second, we describe our proposed solution
and its implementation. Building on this section we demonstrate our findings in
a feasibility prototype. Finally, we conclude with a discussion and sketch future
work.

2 State of the Art

There exists research covering a vast variety of topics regarding distributed man-
ufacturing environments, such as CMfg. In particular, the use of semantic tech-
nologies for specifying tasks and the use of multi-agent systems for distributing
workload, as the number of resources strongly impacts the complexity [3], have
been a research topic for quite some time. Typically, a CMfg platform provides
manufacturer services to its users [4] and in this field MASs have been used
for service discovery [5] and also as an effective technology for solving issues in
scheduling and distributing workload [3].

Bratukhin and Sauter [6] propose two strategies for increasing flexibility in
distributed manufacturing systems based on decision-making algorithms. In one
of their strategies they propose the utilization of agents for increasing flexibil-
ity in manufacturing systems. Ameri and Kulvatunyou [7] combine a reference
ontology for supply chains with agents for connecting manufacturing suppliers
in order to establish a supply chain for an order. Both approaches, in contrast



Auction-Based System for Selecting Service Providers 447

to our approach, do not consider alternatives and, in particular, constraints of
customers when distributing workload. Furthermore, we divide larger processes
into single manufacturing steps, which are individually handled and assigned by
auctions, for creating a more flexible distribution approach.

Vogel-Heuser et al. [8] present a distributed production system utilizing
CPPS and agents as a possible solution for increased flexibility and adaptabil-
ity. Agents can also compete with each other to achieve the best outcome for
themselves [9]. For example in [10] the authors propose a MAS, which is capa-
ble of scheduling multi-project instances via auction-based communication. In
this decentralized approach of decision-making, project agents try to allocate
resources, which are represented by resource agents, by bidding on free time slots
in an auction held by an exchange agent. We partly build upon this work and
utilize these techniques for selecting a single provider using auctions. However,
we also further investigate the utilization of auctions for providing alternatives
and, thus, enabling customers to select the best fitting results for their needs.

Semantic technologies, such as ontologies, are commonly used in combina-
tion with CMfg [11–13], e.g., to realize scheduling systems [14], and are a means
for formally specifying tasks and systems. Obitko and Marik [15] use ontolo-
gies with MASs for addressing issues in heterogeneous systems. Kulvatunyou
et al. [16] propose a framework to support design and manufacturing tasks in
CMfg as well as the distribution of them. In [17] an upper ontology for dis-
tributed manufacturing is proposed. Other ontologies for CMfg are, for exam-
ple, the ManuService ontology [18], the ontology described by Talhi et al. [19],
and the multi dimensional information model for manufacturing capabilities [20].
Similarly, Jang et al. [21] use semantic manufacturing capability profiles for dis-
covering manufacturing services. We build upon this previous work and utilize
the knowledge representation in ontologies provided by an existing CMfg plat-
form [22] for systematically extracting matching services for given orders and
combine them with a MAS for distributing and scheduling workload.

Typically, work with MAS utilize well-established frameworks. One well-
known framework is JADE [23], which uses the Foundation for Intelligent Phys-
ical Agents (FIPA) [24] standard for communication between agents. A more
recent framework is SARL [25], which utilizes a statically typed programming
language to create multi-agent systems. We base our implementation on SARL
and integrate it with an existing CMfg platform.

3 Manufacturing Resource Selection

In this section we first sketch the data model needed for representing manu-
facturing resources and products, then we show how fitting resources can be
selected given a set of characteristics and demonstrate how auctions may be
used to determine service providers. Finally, we present an integration with an
existing CMfg platform for demonstrating the practical applicability.
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3.1 Representing Resources and Template Matching

Formalizing manufacturing resources and products is essential for a feasible
implementation of a MaaS platform. Typically, this is accomplished via a knowl-
edge base that provides flexible data structures. Using templates for parts of
this data model, in our case manufacturing steps, allows matching against the
knowledge base for an automatic selection of fitting service providers.

Our approach builds upon the knowledge representation used in the CMfg
platform described in [22]. This platform consists of an upper ontology as well
as specifically tailored ontologies. While the upper ontology provides shared
concepts, the tailored ontologies focus on specific views on the domain of man-
ufacturing, e.g., configuration of orders, the processes involved in producing an
order, or the representation of manufacturing resources. For example, for the
manufacturing resources ontology it is sufficient to view the concept Product
as a single entity, as specified in the upper ontology, while the process related
ontology also includes information about the configuration provided by the cus-
tomer. In this section we do not describe the full ontology but instead only some
of the concepts pertinent to the work described in this paper. Figure 1 gives an
overview of parts of the ontology concepts relevant to this work.

Fig. 1. Simplified classes from the ontology, used in the auction system

Before a product can be manufactured it has to be configured in two ways.
First its sub-parts, e.g. what type of bearing should be included, and second,
which Operation is used to manufacture a specific part, needs configuration. In
this paper we specifically address the automation of the second configuration, i.e.,
assigning specific manufacturing operations, and subsequently service providers,
to sub-parts of a product. Technically speaking, each product is represented
by an ConfigurableProduct in the knowledge base and each Operation describes
possible sequences of Actions for manufacturing the product. In this context,
each Action describes a single capability of a manufacturing resource. It is defined
by its inputs and outputs, which consist of a name and a type.
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Since both, the manufacturing service providers as well as the products use
the same data model concepts, we can automatically derive a template for select-
ing resources. The generation of the template is based on an actual operation
connected to a product, i.e., we generalize from a concrete instance to a generic
representation. This template decouples the Operations from a specific prod-
uct and enables the automated selection of fitting resources. The previous link
between an operation and a product is now represented by the template, which
serves as a placeholder, and therefore, it may be necessary to enrich it with addi-
tional metadata. Essentially, we identify service providers that may substitute
the Actions specified in the Action- and OrderTemplates. Figure 2 illustrates the
process of selecting eligible Actions, where the second action is eliminated as its
structure is not fitting.

Fig. 2. Selecting fitting resources via template matching

We dynamically create these templates using SPARQL queries. Via this query
we are able to filter all fitting structures from the knowledge base and, addition-
ally, filter them by constraints, e.g., price. Each SPARQL query for an Action-
Template is executed exactly once and returns a list of fitting manufacturing
services. An abridged version of the query is shown in Listing 1.1.

Listing 1.1. General structure of a SPARQL-Query for ActionTemplate matching.
SELECT ? act i on WHERE {

? ac t i on rd f : type cidop : Action ;
c idop : input ? in0 ;

. . .
c idop : input ? inN ;
c idop : output ? out0 ;

. . .
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c idop : output ?outN ;
? in0 cidop : hasType cidop : i n t e g e r ;

c idop : name ”inputName0” .
. . .

?outN cidop : hasType cidop : s t r i n g ;
c idop : name ”outputNameN” .

}

3.2 Auction

To automate the resource selection process we propose using a multi-agent auc-
tion system, which includes constraints by customers, e.g., preferred price or
due date, and manufacturers, e.g. lowest acceptable price. According to these
constraints, the auction process identifies appropriate service providers for each
individual Action of the product, i.e., an auction is held for each ActionTemplate
in a given OperationTemplate.

From a technical perspective, the software agents of the auctioning process
are implemented using the SARL framework. A central AgentHandler, which acts
as a bridge between SARL and Java, starts the auction by forwarding customer
preferences and bidder configurations of the manufacturer to the SARLMainA-
gent. The SARLMainAgent is responsible for spawning the AuctionerAgents that
are needed for carrying out the auctioning process. Consequently, the Auction-
eerAgents spawn the BidderAgents each representing a provider for a viable
Action, which then bid on the auction. Figure 3 illustrates the behavior of the
auction system.

Fig. 3. Course of the auction process
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SARL organizes agents in so-called spaces. Spaces determine which events an
agent or any other object subscribed to the space may receive. The MainAgent
exists in the global space, to which the AgentHandler is also subscribed to. Auc-
tioneerAgents, spawned by the MainAgent, reside in the inner context space of
the MainAgent. Subsequently, the BidderAgents spawned by the AuctioneerA-
gents reside in the inner context space of their respective AuctioneerAgent. By
utilizing these spaces, the bid events sent out by the BidderAgents can only be
received by the corresponding AuctioneerAgent, whereas the AuctioneeerAgents
direct their results to the MainAgent via an AuctionEnd event. Furthermore,
AuctioneerAgents and their BiddingAgents are spawned in parallel to speed up
the auctioning process.

In addition to customer preferences and the bidder configurations by the
manufacturers, the auction process depends on the selected auction type, e.g.
English, Japanese, or Sealed. After all auctions have been held for each Action-
Template in an OperationTemplate, the results of these auctions, specific Actions,
are aggregated to form a concrete Operation. Because a product may consist
of multiple sub-products, and each sub-product may require an Operation, an
aggregation on this level is necessary as well. The ConfiguredProduct is then
finalized with the aggregated Operations and can be forwarded to the respective
manufacturing scheduling services in the system. By performing auctions for all
production steps of a product, the final order may consist of Actions of various
manufacturers.

3.3 Integration

To apply the methods for template matching and for selecting the most applica-
ble service provider for a production step, a reusable implementation is necessary.
We have chosen to implement the auction and template matching functionalities
as single (micro-)services with well-defined interfaces. This enables their reuse
in different platforms and scenarios, such as CMfg. To show the practical appli-
cability we integrated our presented services within the existing cloud platform
described in [22], as it already utilizes OWL for its knowledge base and uses a
(micro-)service infrastructure. Figure 4 gives an overview of its architecture.

Each service communicates via an event based communication system imple-
mented in the cloud platform. As the auction and template matching functional-
ities are also implemented as services, the integration of them into the platform
was trivial. We implemented our services using the Java programming languages
and utilized SPARQL queries to perform the template matching against the
knowledge base. The auctions themselves are implemented using SARL.

3.4 Discussion

While the system produces the optimal results according to the given parameters,
e.g., asked price, work has to be done in order to balance the distribution of
orders. For example, if the same manufacturing resource is constantly selected,
some kind of penalty may be required for a fairer distribution of resources.
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Fig. 4. Conceptual representation of the cloud platform

Consequently, manufacturers with fewer orders and slightly less preferable bids
would have a chance to be involved in the production of a product.

The parameters for the auctions are currently fixed for each manufacturing
resource. In future work we intend to request such quotas from each service on-
demand, which enables the integration of time constraints based on the current
workload of a service.

4 Conclusion

With the shift from Mass Production to Mass Customization the production of
goods has to become more flexible. This can be achieved by distributing man-
ufacturing not only to different production plants, but to different companies.
A concept supporting the distribution of production is CMfg. In CMfg manu-
facturers can offer their production capabilities as services creating MaaS. For
scheduling production orders in such an environment we use an auction-based
approach in combination with an automatic manufacturing service discovery via
template matching in ontologies with SPARQL.
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We created an auction system consisting of a standalone, coordinating service
and multiple agents, where each agent represents a service provider participating
in the auction. By doing so, we are able to balance customer needs and those of
service providers and identify the optimal manufacturer. Furthermore, we can
easily integrate additional requirements and support various types of auctions.

In conclusion, the combination of template matching and agent based auc-
tions offers a dynamic and highly scalable approach to the problem of scheduling
in a distributed manufacturing environment. Especially, for systems like CMfg
this can be a viable solution, though, further work is required.
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Abstract. Confronted with an increasingly uncertain and fluctuating economic
environment characterized by a technological evolution driven by industry 4.0
concepts, companies have to adapt their supply chains in order to improve its
competitiveness. They must also implement strategies that allows them to deal
with these new challenges. Supply chain modularity offers the opportunity to
change and reorganize the structure of the supply chain to meet changing market
needs. In this paper, we propose a new framework to design a modular supply
chain using Design Structure Matrix and a modularity measurement in Recon-
figurable Supply Chain. We also show the importance of integrating the
direction of flows, i.e. inbound and outbound flows in the calculation of mod-
ularity and, in particular, its impact on lead time. Finally, an illustrative example
is developed to validate the proposed measurement.

Keywords: Modularity � Assessment � Reconfigurable Supply Chain � Design
Structure Matrix

1 Introduction

Manufacturing systems face numerous challenges and changes due to the excessive
production capability and economic globalization. Thus, companies start implementing
manufacturing and logistics systems that are more flexible and more agile by several
actions of reconfiguration. They are also looking for technical and organizational
strategies, such as reconfigurability, to improve the design of their supply chains [1]. In
fact, reconfigurability can be defined as the ability to change the supply chain structure
and functions at the lowest cost. Reconfigurable Supply Chain (RSC) is a supply chain
that is flexible to alter its configuration with relatively minor resource requirements and
without losing its operational efficiency in response to the changing customer demands
and operating environment [2, 3]. RSC, also called the collaborative network, is
defined as the process of modifying the structure of the agile supply chain or virtual
enterprise. Reconfigurability in supply chain has five characteristics extended from
those of Reconfigurable Manufacturing Systems (RMS): modularity, integrability,
convertibility, diagnosability and customization [4]. Recently, authors, in [5], have
defined the RSC as a network capable of adapting to structural changes by rearranging,
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reallocating or changing its components in order to quickly adjust its capabilities,
structure and functionalities using modularity to respond to market requirements.

Supply chain complexity requires a high degree of independence between the
elements of the supply chain in order to reduce the overall lead time and ensure high
responsiveness to customer requests. [6] considered modularity as an effect strategy
applied to meet the demand for increasing variety in the market. According to [7],
modularity is not a binary measure. In other words, the product or system cannot be
either modular or integral, but there is a definite degree of modularity. In the literature,
the assessment of modularity of products or systems was given great attention. In
production systems and product-related architectures, modularity affects productivity,
development time and product manufacturing cost [6]. In supply chain, the interactions
between modules represent inbound or outbound physical, informational and functional
flows. Modularity has also a direct impact on lead time because the control of flows
allows improving the performance of the supply chain, especially in terms of time.

The objective of this research work is to propose a modularity measurement in RSC
based on a modular design using the DSM matrix.

The paper is organized as follows. In Sect. 2, a definition of supply chain modu-
larity is provided and review papers focusing on a modularity measurement are pre-
sented. Section 3 proposes a methodology for modularity design and assessment in
RSC. Section 4 shows an illustrative example. Conclusion and perspectives are given
in the last section of the paper.

2 Literature Review

2.1 Supply Chain Modularity

[8] defined the supply chain modularity as the degree of non-proximity of the elements
of the supply chain. This degree is measured according to four dimensions: geographic
proximity, organizational proximity, cultural proximity and electronic proximity.
Indeed, modularity in RSC refers to the degree to which all product, process and
resource entities at all levels of enterprises of supply network are modular [4].

According to [9], it is not limited to the process and product, but also concerns the
supply chain, which allows generating different configurations with a variety of
functionalities. [10] showed that modularity has gone beyond the technical dimension
(product modularity) to achieve organizational modularity (modularity of the logistics
chain). Standardization of interfaces facilitate the flow exchange between modules with
the same interface. In addition, it ensures modules independence and facilitates its
recombination. For supply chains and processes, interfaces can be in the form of
contracts, transaction protocols and operational procedures [9]. A modular supply chain
has low geographic, organizational, cultural and electronic proximity.

Several methods were used for designing a modular architecture or system namely
Design Structure Matrix (DSM), Modular Function Deployment (MFD), Function
Structure Heuristic (FSH), Variant Mode and Effects Analysis (VMEA) and Axiomatic
Design (AD). Indeed, each method is deployed according to the application level of
modularity (product, process, manufacturing system, supply chain). Each method has
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advantages and limitations related to its characteristics and implementation aspects.
[11] presented a comparative study between three modular design methods to deter-
mine which method is the most appropriate to meet a specific objective [12]. For
example, the MFD is more suitable for determining design variants and for make-buy
decisions [11], which is more management-oriented than engineering-oriented [12]. On
the other hand, DA and FSH are more oriented towards modularization of products and
their transformation into a set of functional requirements. In this same context, the
VMEA is used to describe the impact of product variants in all units of the company
while evaluating the cost [13]. For complex systems with too many interactions, DSM
is the most appropriate method for a better modular design [11].

A system is considered modular when it consists of a set of independent and
autonomous components coupled to each other and having well-defined relationships
with their functions. Although the interfaces between the components are standardized
and require a low level of coordination, modularity cannot be reduced to the notion of
proximity. Several measures were proposed to evaluate the degree of modularity that
depends basically on the number of modules and the number of interactions between
modules.

2.2 Modularity Assessment

[7] conducted a comparative study of 13 modularity metrics for product and system
architecture. These metrics were classified into three essential parameters, namely
similarity, combination and coupling. Moreover, [6] proposed a modularity metric to
maximize the cohesion degree and minimize the coupling degree.

Several measures were also suggested to evaluate the degree of modularity in RMS.
To assess the degree of reconfigurability of RMS, [14–16] used several indicators
including modularity. In fact, the essential utilized parameters are the similarity and the
degree of independence. [15] applied the formula given by [17] which proposed a
modularity index based on the degree of independence between product modules. In
the same context, [6] introduced a reconfigurability measure including modularity
based on the determination of reconfiguration ease and cohesion. In [16], a measure of
modularity in the reconfigurability assessment was also developed based on the degree
of module independency and the number of modules that corresponds to the optimum
module granularity. Besides, [18] presented an index for modularity system assessment
by taking into account five aspects such as machine module relationship, number of
shared modules, product module relationship, process plan machine and product family
module relationship.

In the supply chain, interactions correspond to physical and information flows
whose direction affects considerably the lead-time. Indeed, if the number of inbound
flows is high for a module, it means that its lead-time is high and vice versa. In this
study, the degree of influence of each module, which allows assigning an importance
weight to each module, is integrated.
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3 The Proposed Approach

Our approach aims to at designing a modular supply chain and evaluating its degree of
modularity, as shown in Fig. 1. Its first step is to break down the supply chain pro-
cesses into a set of activities. However, the second step consists in identifying the
interactions between the determined activities that allow grouping the activities with
strong interactions into a module. The third step is to build clusters of activities having
strong interactions with the DSM clustering. Then, to evaluate the degree of the supply
chain modularity, the fourth step, which consists in determining the degrees of intra-
and inter-modules, is applied. Then, the degrees of influence of each module from the
number of incoming flows and the number of outgoing flows is calculated in the fifth
step in order to better analyze the modules interactions. Based on these parameters, the
degree of supply chain modularity is evaluated.

3.1 Modularity Design

Supply chain is a set of processes involved in providing products to meet the needs of
end-customers. These processes consist of a set of activities that convert inputs into
outputs using the necessary resources. The determination of supply chain activities
related to each processes gives a more detailed view about flows. Indeed, the modular
design of the supply chain is based on analyzing the interaction between supply chain.

These interactions correspond to the physical flows that mainly concern the internal
and external transport of materials or products and to the information flows that
coordinate all activities. For determining the impact of one activity over the other, the
scale proposed by [19] in a range between 0 and 1 is used (Fig. 2).

Fig. 1. Proposed methodology of modularity assessment in RSC

Fig. 2. The scale used for the activities interactions strengths [19]
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According to [19], the identification of the intercations consists in making three
matrices according to the three types of flows. Then, in order to obtain the final matrix
of interactions, the three identified matrices must be aggregated with the following
weights: the matrix of information flows, physical flows and functional flows are
multiplied respectively by 0,5; 0,3 and 0,2.

The DSM is a matrix that allows reorganizing the system elements that are in the
rows and columns of the matrix. Then, the identified interactions placed in the matrix
allows grouping the matrix elements by applying clustering algorithms. The main
objective of the latter is to reorder the rows and columns so that all marks will be as
close to the diagonal as possible or will form a tight cluster with other marks [11]. In
our approach, the elements of the DSM matrix correspond to the activities related to the
supply chain processes identified in the first step. In order to cluster the activities,
increase interactions within modules and decrease interactions between modules, the
Euclidean distance is used.

3.2 Modularity Assessment

The measurement of the degree of modularity is based on the numbers of intra-modules
and inter-modules interactions [1, 20]. The module with the greatest number of inputs
is the module that takes the longest time to function, which indicates that this module
will increase the supply chain lead-time [1]. Therefore, the decrease of output numbers
will reduce the total time of this module and consequently the lead time of the supply
chain. The degree of modularity depends on both the type of interaction (inbound or
outbound) of each module and the degree of independence of modules [1]. For this
reason, it is important to take into account the degree of influence of the module on the
modularity measurement. This degree noted DI of module i is defined as the direction
of interactions between the elements of the supply chain, which is the difference
between Di and Ri. Indeed, if the flows are incoming, then the value of will be negative.
Otherwise, in the case of outgoing flows, it will be positive. The most influenced
module i (the one that receives the most interaction/flows) takes the longer time of
execution. Moreover, this module affects the total operating time of the supply chain,
i.e. the lead-time that decreases the degree of modularity.

M ¼ Iaþð1� IeÞ
2

ð1Þ

Ia ¼ 1
NM

X

i2NM

Ai
TAi

ð2Þ

Ie ¼ 1
NM

X

i2NM

Ei
TEi

PIi ð3Þ

PIi ¼ ðDIiþXÞ
P

i2NM
ðDIiþXÞ ð4Þ
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X ¼ Minð DI1j j; DI2j j; :::; DINMj jÞ ð5Þ

where:

• M is the degree of modularity
• Ia is the degree of intra-relations
• Ie is the degree of inter-relations
• Ai is the number of interactions within the same module
• TAi is the total of interactions within the same module
• Ei is the number of interactions between modules
• TEi is the total of interactions between modules
• PIi is the weight assigned to each module
• Di is the sum of the rows corresponding to module i
• Ri is the sum of the columns related to module i
• DIi is the degree of influence of each module
• X is the minimum value of the absolute values of DIi
• NM is the number of modules

4 Illustrative Example

In this section, the proposed approach is illustrated based on the example taken from
[19] representing a multi-echelon supply chain with of a manufacturing organization
with its own warehouse and distribution system, composed of 7 processes: plan,
source, make, deliver return, warehouse and order process. Two partners are interacting
with the company: suppliers and customers. Each process is decomposed into a set of
activities to determine the interactions between them. This example is given to reor-
ganize all the activities of the supply chain in order to maximize the intra-modules
relationships and minimize the inter-modules relationships using DSM, as shown in
Fig. 3 and Fig. 4 [19].

For highly interdependent elements, decision makers can group them into the same
functional department by changing the physical layout of the supply chain. Indeed,
some activities can be restructured by moving them from one department to another
(from one process to another) for better communication and coordination. Although
research has shown that the size of the teams must be reduced to ensure effective
communication, the results of the modular design have shown that this reconfiguration
is more manageable, so that personnel can work in collaboration with personnel from
the same module (sub-group).

Each activity has two types of flows: the inbound flows that are necessary for the
realization of the activity and the outbound flows of the activity that are necessary for
the execution of other activities in relation with it. For example, the flow entries 0.2,
0.5, 0.3 and 0.1 in row X18 represent the information and material needs inputs from
the elements X1, X2, X15 and X16. On the other hand, the three entries 0.7, 1 and 1 in
the column X18 represent the needs of information and material outputs for the ele-
ments X16, X19 and X20 from the element X18.
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To measure the degree of modularity of this supply chain, the degrees of intra- and
inter-modules were calculated based on the numbers of interactions within the modules
and between the modules. The degree of influence of each module was also computed
in order to assign a weight of importance to each module. The obtained results are
shown in Table 1.

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 X16 X17 X18 X19 X20 X21 X22

1.01.02.01XygetartSssenisuB:nalP

Plan: Resource Allocation X2 0.4 0.5 0.1

Plan: Coordination and communication X3 0.1 0.8

Source: Delivery scheduling X4 0.5 0.5 0.8 0.9 0.1

Source: Supplier selection X5 0.5 0.2 0.9 0.7 0.2

Source: Inv management X6 0.9 0.8 0.5

Produce: Production design X7 0.4 0.8 0.2 0.1

Produce: Individual parts of processing X8 0.8 0.3 0.5 0.1 0.5 0.1

Produce: Sub system coordination X9 0.8 0.8 0.8 0.3 0.8

Produce: WIP/ FG Inv Mgmt X10 0.8 0.6 0.5 0.1 0.3 0.2

Warehouse: Inventory control X11 0.8 0.4 0.5 0.2 0.2 0.3

Warehouse: Procurement X12 0.8 0.4 0.5 0.2 0.8 0.1

Warehouse: Carrier selection X13 0.5 0.2 0.2 0.5 0.1

Warehouse: Capacity and operation X14 0.7 0.3 0.9 0.1

Deliver: Distribution channel X15 1 0.3 0.5

Deliver: Schedule and routing X16 0.1 0.5 0.7

Order: Quotes X17 0.2 0.3 0.5 0.1

Order: Processing orders X18 0.2 0.5 0.3 0.1

Order: Back Orders X19 0.2 0.5 0.3 0.1 1

Order: Invoice X20 1 0.5

Return: Receive and verify X21 0.5

Return: Defective rework/ Dispose X22 0.7 0.9

Fig. 3. The DSM before clustering

X1 X11 X12 X13 X14 X15 X4 X5 X6 X2 X3 X7 X8 X9 X10 X16 X18 X21 X17 X19 X22 X20

1.02.01.0t1XygetartSssenisuB:nalP

Warehouse: Inventory control X11 0.8 t 0.2 0.2 0.3 0.4 0.5

Warehouse: Procurement X12 0.8 0.8 t 0.1 0.4 0.5 0.2

Warehouse: Carrier selection X13 0.5 0.2 0.5 t 0.1 0.2

3.0t1.09.07.041XnoitarepodnayticapaC:esuoheraW

Deliver: Distribution channel X15 1 0.5 t 0.3

1.05.05.09.08.0t4XgniludehcsyrevileD:ecruoS

2.07.02.0t9.05.05XnoitcelesreilppuS:ecruoS

5.09.0t8.06XtnemeganamvnI:ecruoS

Plan: Resource Allocation X2 0.4 0.1 t 0.5

t8.01.03XnoitacinummocdnanoitanidrooC:nalP

1.0t8.02.04.07XngisednoitcudorP:ecudorP

1.05.0t1.08.05.03.08XgnissecorpfostraplaudividnI:ecudorP

8.0t3.08.08.08.09XnoitanidroocmetsysbuS:ecudorP

Produce: WIP/ FG Inv Mgmt X10 0.1 0.3 0.2 0.8 0.6 0.5 t

7.0t1.05.061XgnituordnaeludehcS:revileD

t1.05.03.02.081XsredrognissecorP:redrO

Return: Receive and verify X21 0.5 t

t1.03.05.02.071XsetouQ:redrO

t11.05.03.02.091XsredrOkcaB:redrO

t9.07.022XesopsiD/krowerevitcefeD:nruteR

Order: Invoice X20 1 0.5 t

Fig. 4. Clustering of activities using DSM [19]
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The results were used to calculate the degree of modularity of this supply chain. In
this example, the modular design of the supply chain shows, on the one hand, that the
degree of intra-modules is low with a value of 0.31 due to the weak values of the
weights of the interactions within the modules. On the other hand, the degree of inter-
modules is very weak with a value equal to 0.01, which reveals that this clustering
using DSM matrix allowed obtaining a high degree of independence between the
different modules. Thus, the degree of modularity is 0.64, as demonstrated in Table 2.

The results indicate that the supply chain has a high degree of modularity due to the
proposed modular decomposition. By considering the degree of influence of the
intercations (inbound or outbound flows) it was possible to assign a weight of
importance to each degree of inter-modules in order to understand the impact of the
module on the lead time of the supply chain. Indeed, with a low number of inbound
flows, the lead time was low and vice versa. The proposed measure of modularity
shows the impact of the degree of influence of the different modules, especially lead
time, on the performance of the supply chain.

Table 1. The obtained results for the 9 modules

Ri Di DIi DIi + X PIi Ai Ei

Module 1 4.8 3.10 −1.70 4.50 0.08 17 26
Module 2 1 4.10 3.10 9.30 0.17 4 12
Module 3 8.8 2.60 −6.20 0 0 16 33
Module 4 2.2 1.60 −0.60 5.60 0.10 2 9
Module 5 0.9 0.50 −0.40 5.80 0.10 0 2
Module 6 0 1.10 1.10 7.30 0.13 0 4
Module 7 0.5 2.10 1.60 7.80 0.14 0 6
Module 8 0 1.60 1.60 7.80 0.14 0 2
Module 9 0 1.50 1.50 7.70 0.14 0 2

Table 2. The calculation of the degree of modularity

Ai/Tai Ei/TEi Ei/(TEi * PIi) Ia Ie M

Module 1 0.56 0.135 0.0109 0.307 0.01004 0.64
Module 2 0.66 0.105 0.0175
Module 3 0.53 0.171 0
Module 4 1 0.112 0.01129
Module 5 0 0.047 0.00495
Module 6 0 0.095 0.01246
Module 7 0 0.142 0.01997
Module 8 0 0.047 0.00666
Module 9 0 0.047 0.00657
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5 Conclusion

Modularity is a key factor of RSC that allows reducing lead time by ensuring inde-
pendence between the modules formed using the DSM matrix. Interactions between
supply chain activities correspond to physical, information and functional flows.
Therefore, it is important to take into account the direction of the flows, whether
incoming or outgoing, to determine its impact on lead time. In this article, an approach
of supply chain modularity assessment was introduced. Most of the proposed modu-
larity measures rely on the degree of coupling, the degree of cohesion and the number
of modules, especially for modular product architectures.

The main contribution of this approach is that it takes into account the degree of
influence of the interactions between modules in order to reduce the lead time of the
supply chain. It was concluded that, if the number of incoming flows of a module is
high, the lead time of this module will be high and vice versa. It is, therefore, important
to increase the degree of intra-module in order to reduce the degree of inter-module
and, consequently, the degree of influence of each module. It was also proven that lead
time is a fundamental parameter that allows improving the performance of RSC.

The proposed approach has two main limitations. First, the model does not consider
the cost of the modular design in the evaluation of the degree of modularity. It is
recommended to integrate this parameter to improve the selection of the best modular
configuration. Second, conceptually, it is recommended to improve the scale of
determination of interactions between activities and to integrate objective criteria to
improve clustering and to achieve a highly modular configuration.

For future research work, we may focus on the impact on the six characteristics of
RSC on the improvement of the degree of reconfigurability.

References

1. Zidi, S., Hamani, N., Kermad, L.: New metrics for measuring supply chain reconfigurability.
J. Intell. Manuf. 1–22 (2021). https://doi.org/10.1007/s10845-021-01798-9

2. Chandra, C., Grabis, J.: Supply Chain Configuration. Springer, New York (2016). https://
doi.org/10.1007/978-1-4939-3557-4

3. Ivanov, D., Sokolov, B.: Adaptive Supply Chain Management. Springer, London (2009).
https://doi.org/10.1007/978-1-84882-952-7

4. Kelepouris, T., Wong, C.Y., Farid, A.M., Parlikad, A.K., McFarlane, D.C.: Towards a
reconfigurable supply network model. In: Intelligent Production Machines and Systems,
pp. 481–486. Elsevier (2006)

5. Dolgui, A., Ivanov, D., Sokolov, B.: Reconfigurable supply chain: the X-network. Int.
J. Prod. Res. 58, 4138–4163 (2020). https://doi.org/10.1080/00207543.2020.1774679

6. Cheng, X., Wan, C., Qiu, H., Luo, J.: A measure for modularity and comparative analysis of
modularity metrics. In: Huang, G.Q., Chien, C.-F., Dou, R. (eds.) Proceeding of the 24th
International Conference on Industrial Engineering and Engineering Management 2018,
pp. 266–277. Springer, Singapore (2019). https://doi.org/10.1007/978-981-13-3402-3_29

7. Hölttä-Otto, K., Chiriac, N.A., Lysy, D., Suk Suh, E.: Comparative analysis of coupling
modularity metrics. J. Eng. Des. 23, 790–806 (2012)

Modularity Metric in Reconfigurable Supply Chain 463

https://doi.org/10.1007/s10845-021-01798-9
https://doi.org/10.1007/978-1-4939-3557-4
https://doi.org/10.1007/978-1-4939-3557-4
https://doi.org/10.1007/978-1-84882-952-7
https://doi.org/10.1080/00207543.2020.1774679
https://doi.org/10.1007/978-981-13-3402-3_29


8. Voordijk, H., Meijboom, B., de Haan, J.: Modularity in supply chains: a multiple case study
in the construction industry. Int. J. Oper. Prod. Manag. 26, 600–618 (2006). https://doi.org/
10.1108/01443570610666966

9. Wolters, M.J.J.: The business of modularity and the modularity of buisiness. Selbstverl,
Rotterdam (1999)

10. Bouaissi, A., Allaoui, H., Jean-Christophe, N.: La modularité produit et chaîne logistique
dans un contexte collaboratif et durable : revue de littérature et cadre conceptuel. In: Xème
Conférence Internationale : Conception et Production Intégrées, Tanger, Morocco (2015)

11. Hölttä, K., Salonen, M.: Comparing three different modularity methods. In: ASME 2003
Design Engineering Technical Conferences: 15th International Conference on Design
Theory and Methodology, Chicago, Illinois, USA, 2–6 September 2003 (2003)

12. Okudan Kremer, G.E., Gupta, S.: Analysis of modularity implementation methods from an
assembly and variety viewpoints. Int. J. Adv. Manuf. Technol. 66, 1959–1976 (2013).
https://doi.org/10.1007/s00170-012-4473-9

13. Stjepandić, J., Ostrosi, E., Fougères, A.-J., Kurth, M.: Modularity and supporting tools and
methods. In: Stjepandić, J., Wognum, N., J.C. Verhagen, W. (eds.) Concurrent Engineering
in the 21st Century: Foundations, Developments and Challenges, pp. 389–420. Springer,
Cham (2015). https://doi.org/10.1007/978-3-319-13776-6_14

14. Farid, A.M.: Measures of reconfigurability and its key characteristics in intelligent
manufacturing systems. J. Intell. Manuf. 28(2), 353–369 (2014). https://doi.org/10.1007/
s10845-014-0983-7

15. Gumasta, K., Kumar Gupta, S., Benyoucef, L., Tiwari, M.K.: Developing a reconfigurability
index using multi-attribute utility theory. Int. J. Prod. Res. 49, 1669–1683 (2011)

16. Wang, G.X., Huang, S.H., Yan, Y., Du, J.J.: Reconfiguration schemes evaluation based on
preference ranking of key characteristics of reconfigurable manufacturing systems. Int.
J. Adv. Manuf. Technol. 89(5–8), 2231–2249 (2016). https://doi.org/10.1007/s00170-016-
9243-7

17. Hölttä, K., Suh, E.S., de Weck, O.: Tradeoff between modularity and performance for
engineered systems and products (2005)

18. Haddou Benderbal, H., Dahane, M., Benyoucef, L.: Modularity assessment in reconfigurable
manufacturing system (RMS) design: an archived multi-objective simulated annealing-based
approach. Int. J. Adv. Manuf. Technol. 94(1–4), 729–749 (2017). https://doi.org/10.1007/
s00170-017-0803-2

19. Chen, S.-J. (Gary), Huang, E.: A systematic approach for supply chain improvement using
design structure matrix. J. Intell. Manuf. 18, 285–299 (2007). https://doi.org/10.1007/
s10845-007-0022-z

20. Zidi, S., Hamani, N., Kermad, L.: Classification of reconfigurability characteris-tics of
supply chain. In: 8th Changeable, Agile, Reconfigurable and Virtual Production Conference
(CARV), Aalborg City University, Denmark (2021, In press)

464 S. Zidi et al.

https://doi.org/10.1108/01443570610666966
https://doi.org/10.1108/01443570610666966
https://doi.org/10.1007/s00170-012-4473-9
https://doi.org/10.1007/978-3-319-13776-6_14
https://doi.org/10.1007/s10845-014-0983-7
https://doi.org/10.1007/s10845-014-0983-7
https://doi.org/10.1007/s00170-016-9243-7
https://doi.org/10.1007/s00170-016-9243-7
https://doi.org/10.1007/s00170-017-0803-2
https://doi.org/10.1007/s00170-017-0803-2
https://doi.org/10.1007/s10845-007-0022-z
https://doi.org/10.1007/s10845-007-0022-z


Heuristic Algorithm for the Safety Stock
Placement Problem

Abderrahim Bendadou1(B), Rim Kalai1, Zied Jemai1,2, and Yacine Rekik3

1 LR-OASIS, National Engineering School of Tunis, University of Tunis El Manar,
Tunis, Tunisia
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Abstract. In this paper, we develop an iterative heuristic algorithm
for the NP-hard optimization problem encountered when managing the
stock under the Guaranteed Service Model in a multi-echelon supply
chain to determine a good solution in a short time. Compared to the
Baron solver that was restricted with a maximum time equal to 20000 s,
we achieved on average more than 88% reduction in calculation time and
about 0.3% cost reduction.

Keywords: Guaranteed service model · All or nothing property ·
Algorithmic

1 Introduction

Inventory optimization in the multi-echelon supply chain is achieved by allo-
cating adequate safety stock at each stage to cover the uncertainty of customer
demand. For this purpose, two models are proposed by researchers: The Stochas-
tic Service Model (SSM) and the Guaranteed Service Model (GSM). The number
of investigations dealing with GSM is large and has followed an increasing trend
in recent years. To have a comprehensive view on GSM investigations, the reader
is referred to the literature review in [1]. Papers dealing with methods for solving
the GSM model optimization problem can be classified into two groups: those
who worked on exact methods and others who focused on approximate methods.
Simpson in [16] was the first to formalize the GSM for the multi-echelon supply
chain. He argued that the optimal solution is none other than an extreme point of
the polyhedron formed by the linear constraints of the program. This propriety
entitled by “all or nothing”. Several other investigations study the properties of
the optimal solution in some specified cases such as type of the network, different
service measures, we refer the reader to visit [2,6–8,13,14,17]. Particularly, the
founded properties in some of these investigations enabled researches to develop
exact resolution methods. [12] introduces dynamic programming algorithms to
c© IFIP International Federation for Information Processing 2021
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determine the optimal extreme point for systems with serial, assembly or distri-
bution network. The investigation of [3], which is the first which extend the GSM
model for general multi-echelon supply chains proposes solving the problem by
adopting a dynamic programming algorithm. However, the proposed algorithm
concerns only the systems with spanning-tree networks. [8] shows that the prob-
lem of finding optimal safety stock placement is NP-hard for general acyclic
networks, Consequently, she develops a branch and bound algorithm to deter-
mine the optimal solution. She also improves the complexity of the algorithm
presented by [3]. The authors in [4] develop a dynamic programming approach
under the assumption of an arbitrary cost function that does not respect con-
cavity, monotony, continuity, properties. They mainly concentrate on networks
with clusters of communality, which are a particular case of general networks.
In contrast, in our heuristic algorithm, the demand bound function still main-
tains its properties (concavity, monotonicity and continuity). The authors in [5]
modified the dynamic programming algorithm of [3] for general acyclic network
problem, they considered an arbitrary cost function that can be non-concave or
non-monotone. [11] show that the safety stock placement problem can be for-
malized as a mixed integer programming (MIP) by approximating the concave
cost function by a piecewise linear function. Then, they structure an iterative
algorithm to solve the MIP problem. Resolution techniques based on exact meth-
ods require a high computation time and several researchers have attempted to
reduce this time either by developing techniques for certain types of networks or
by adopting approximate methods for general networks. Therefore, they propose
heuristic algorithms that determine in a short time a suboptimal solution. In gen-
eral, these calculation methods differ from each other because they are generally
proposed for specific cases or they are based on specific insights. [15] provide for
instance two heuristics algorithms based on the approximation of the objective
function: the first one is based on the technique of iterative linear approximation
while the second one employs the two-piece linear function as an approximation.
Although they are fast, they often do not reach a good quality solution as in
[11]. [13] proposed metaheuristic and heuristics methods (Linear Approximation
, Simulated Annealing, Threshold Accepting, Tabu Search) to solve the opti-
mization problem. [9] propose a heuristic algorithm based on genetic algorithm.
In this study, we present an iterative heuristic algorithm based closely on the
propriety of all or nothing for the safety stock placement problem when the sup-
ply chain is managed under the GSM model. We show efficiency numerically in
terms of computational time and solution quality.

2 Model Description

2.1 Mathematical Formulation

In this section, we briefly discuss the generalization of GSM as introduced by [3]
for supply chains with a complex network. To the best of our knowledge, this
model applies to all types of networks.
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Given a multi-echelon supply chain, let A, E be respectively the set of all
existing arcs in the network and the set of all stages. We define by the following
expression the maximum replenishment time Mj for stage j:

Mj = Lj + max{Mi \ (i, j) ∈ A} (1)

Where Lj defines the lead time corresponding to stage j. Both the classical
model and the generalized one share following assumptions:

– The lead times of all stages are deterministic.
– The lead times does not depend on the order size.
– External demand arrive stationary from i.i.d. process and occurs at stages

facing the end customer.
– The inventory is controlled according to the periodic review base-stock policy

with a common review period.
– Each stage is characterized by two times: the inbound service time SIj which

is the time to wait between placing an order and its receipt. The service time
Sj that stage j offers to its customers. It is the time to wait between the
arrival of an order from a customer and its satisfaction (The service times
that stage j offers to its customers are assumed to be equal).

To face the demand variation, each stage j should have a stock during the net
replenishment time τj ∈ {1, 2, ...,Mj} where

τj = SIj + Lj − Sj (2)

Under the GSM model, each demand stage i should satisfy all the received orders
during the net replenishment time which does not exceed the bound Di(τi) where
Di is non decreasing concave function with D(0) = 0. To ensure 100% of service
satisfaction, two conditions should be realized: Fist, each internal stage i should
satisfy the internal order it receives from its immediate successors during the
net replenishment time and which do not exceed the value Di(τi). To do that,
the order-up-to level Bi associated with stage i should be equal to the demand
bound function at the value expressed by the net replenishment time related to
stage i:

Bi = Di(τi) (3)

Second, speed up the satisfaction of orders that exceed the bound by extraor-
dinary measures such as (expedition, production overtime, outsourcing). We
express the inventory level related to stage i at time t by:

Ii (t) = Di (τi) −
t∑

l=t−τi+1

di(l) (4)

Where di(l) is the observed demand at time l at stage i. Referring to μi the mean
of the demand coming to stage i for one period, we can express the expected
safety stock at stage i as:

E [Ii (t)] = Di (τi) − μiτi (5)
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Let the unit holding cost at a stage i denoted by hi, the GSM optimization aims
to determine the optimal safety stock location and quantity that minimize the
total expected holding cost. Such an optimization should satisfy the following
constraints:

– Service times, inbound times, and replenishment times of all stages should be
positive.

– All input items must be available before the beginning of the process, for this
purpose, for each (i, j) ∈ A, we must assume SIj � Si.

– If DS defines the set of stages were the demand take place and SS defines the
set of supply stages, ∀i ∈ SS the inbound service time SIi should be equal
to the time offered by the external supplier which we denote SIi, likewise,
∀i ∈ DS, the service time Si should be equal to time imposed by the end
costumer which we denote Si.

Consequently, the GSM optimization problem is formulated as follows:

Min
∑
i∈E

hi (Di(τi) − μiτi)

(P) subject to τi = SIi + Li − Si ∀i ∈ E
SIi + Li − Si � 0, ∀i ∈ E
SIj � Si, ∀(i, j) ∈ A
SIi = SIi, ∀i ∈ SS
Si = Si, ∀i ∈ DS
SIi � 0, ∀i ∈ E

As mentioned in the introduction, previous studies showed that the optimal solu-
tion of such an optimization problem is an extreme point of the feasible region.
Besides, it is proved that problem (P ) is NP-hard (Lesnaia [8]). We point out
that the above mathematical formulation may be modified slightly when the
supply chain is serial. In these systems, a single service time is considered for
each stage, more precisely, given a serial system indexed from the most down-
stream to the most upstream which carries the index N . Each stage has only
one upstream, So: ∀i ∈ {1, ..., N} :SIi = Si+1. Under this setting, the optimal
solution remains expressed by the extreme point property as we have always a
concave minimization under a polyhedron. Therefore, ∀i ∈ {1, ..., N} the optimal
service time at the stage i is expressed according to the following relation

S∗
i = S∗

i+1 + Li or 0

Researchers called this property all or nothing (store or not store), all if S∗
i = 0,

nothing if S∗
i = S∗

i+1+Li (i.e. τ∗
i = 0). This property is optimal when the system

is serial. However, researchers did not talk about this property when the supply
chain is with a complex network. We can extend this property for this kind of
system by considering this setting, ∀j ∈ E

SIj = max{Si : (i, j) ∈ A} (6)

Sj = SIj + Lj or 0 (7)
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Under this setting, each stage either has the stock that cover the time related to
the supplier that takes longer to respond to an order or it does not hold stock.
We refer that all solutions inspired by this property are feasible. However, it may
not be optimal when the network of the supply chain is complex.

3 Mathematical Results

In this section, we provide some mathematical results that our algorithms adopt.
In the following, we remind the reader that when we use the term selected stage
(or stages), we indicate that stage holds inventory according to all or nothing
property (Eq. 6, 7).

Let us consider a feasible solution inspired by all or nothing property in a
multi-echelons supply chain with general network, we express this solution by
the set of selected stages that we refer by Y, on the other hand, for each stage
i, we consider that Di − μiτi is non decreasing function. Let B be a subset of
stages.

3.1 Notations

c(i) Holding cost incurred at stage i by selecting stages in Y,
cB(i) New holding cost incurred at stage i by selecting stages in B ∪ Y,
C Total holding cost incurred at the system by selecting stages in Y,
CB New total holding cost incurred at the system by selecting stages in

B ∪ Y,
SIi, Si Are respectively the inbound service time and service time at stage i

by selecting stages in Y,
SIB

i , SB
i Are respectively the new inbound service time and service time at

stage i by selecting stages in B ∪ Y.

Therefore, according to Eq. 6 and 7, if v /∈ B ∪ Y then c(v) = 0, else

c(v) = hv(Dv(SIB
v + Lv) − μv(SIB

v + Lv))

Let E1, E2 be two subsets of stages belonging to the same echelon (i.e. stages
in E1 ∪ E2 are located in the same echelon). We assume that E1 ∩ Y = ∅ and
E2 ∩ Y = ∅. we have the following results:

Lemma 1. If E1 ⊆ E2 then:

– ∀v ∈ E1 ∪ Y : cE2(v) � cE1(v).
– ∀v ∈ E2 \ E1 : cE2(v) > cE1(v)
– ∀v ∈ E \ E2 ∪ Y : cE2(v) = cE1(v)

Now, we assume that E1, E2,Y are two by two disjoint sets. We define E3

by E3 = E1 ∪ E2

Lemma 2. If CE1 < C then CE3 < CE2
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On the other hand, we denote by E4 the set of all stages belonging to the
same echelon. In addition, we suppose that E4 ∩ Y = ∅.

Let us consider the following procedure

Procedure 1

– V1 = ∅
– Add to V1 each stage v ∈ E4 \ V1 satisfying CV1∪{v} < CV1

If V1 �= ∅ and V2 is a subset of V1 (V2 ⊂ V1) then

Lemma 3. CV1 < CV2

Procedure 1 and Lemma 3 constitutes a substrate idea on which we build the
greedy algorithm. More precisely, at each echelon, if the stages are selected
according to procedure 1, then we will be sure that no subset of the selected
stages can be found under which the total cost is lower. Moreover, we can not
select any other stages belonging to the same echelon, because this increases the
total cost according to procedure 1.

3.2 The Iterative Heuristic Algorithm

We reveal in this section the heuristic algorithm for the problem (P ) based on
all or nothing property. It aims to determine on a short time a good solution.

Given a multi-echelon supply chain composed of P echelons and N stages
(the arcs between stages belonging to the same echelon are not supposed to be in
the associated network). This algorithm requires the satisfaction of the following
condition

∀i ∈ DS : Si < Li

Under this condition, we can know in advance that according to the optimal
solution the demand stages will always be considered as stock points (i.e. ∀i ∈
DS : τ∗

i > 0), and then we can easily build the initial feasible solution. Outside
this condition, the algorithm may need an extension to be more efficient.

On the other hand. In order to apply this algorithm, stages must be num-
bered according to the following way:

– Number the stages belonging to echelon 1 from top to bottom, and continue
to number stages belonging to the next echelons with the same way.

Let us consider new notations

Fj = set of all stages belong to echelon j.
On = set of selected stages at the iteration n.
eij = stage that belongs to echelon j and numbered by i.
nj = number of the existing stages at echelon j.

As a summary, at each iteration, the algorithm apply procedure 1 from eche-
lon 1 to the penultimate echelon. The algorithm stops only if the selected stages
are identical to those of the previous iteration.
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Algorithm 1: The iterative heuristic algorithm
Initialization :
1. Define the supply chain network.
2. Number the stages as the way described above.
3. Set O0 = φ and O1 = DS.
iteration n :
while On �= On−1 do

for j = 1 to P − 1 do
On = On \ Fj ;
Let Wn be a different set of On;
while On �= Wn do

Wn = On;

for i =
∑j−1

k=1 nk + 1 to
∑j

k=1 nk do
if the total cost reduces by choosing the stage eij then

On = On ∪ eij ;

4 Numerical Experiments

This section aims to test the effectiveness of the heuristic algorithm presented
below. We code the algorithm and the optimization program by using Math-
lab R2015b and AMPL respectively on a personal computer with Intel core i3-
4005U processor (1.70 GHz) and 4 GR RAM. The baron solver (version 19.3.22)
is adopted to compare the performance of our algorithm in terms of cost and
computational time, since it is suitable for non-convex optimization problems
[10]. We have set the Maxtime option of the baron solver to 20000 (s). In each
test, we generate a random network with random lead times and standard devi-
ations. More precisely, these parameters are chosen randomly in [50, 150], and in
[3, 9] respectively. Regarding the holding cost parameters, we consider for each
stage i that the value of hi is equal to the maximum holding cost of its upstream
stages plus a random scalar U . Furthermore, for the 60 generated problems, all
the supply and customer service times are assumed to be zero while the safety
factor is assumed to be equal to 2.

On the other hand, we consider four types of networks: serial, assembly,
distribution and general acyclic. We do 15 tests for every type of network starting
with a three-stage supply chain, then every time we increase the number of stages
until 30.

Table 1 specifies the average, minimum, and maximum values of the CPU
time observed by applying the iterative heuristic algorithm for each type of
network. Moreover, it is shown in the CPU time gaps column the performance
of its computation by comparing with the CPU time reached by the baron solver.

On the other hand, Table 2 shows the algorithm efficiency in terms of cost
and quality solution by comparing it with the baron solver. Values with a neg-
ative sign mean that the solution obtained by the baron solver is better than
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Table 1. The efficiency of the algorithm regarding the CPU Time

Network type CPU Time (s) CPU Time Gaps %

Mean Min Max Mean Min Max

Serial 0.52 0.09 1.48 94.85 64.51 99.99

Assembly 1.03 0.1 2.52 80.03 41.44 96.00

Distribution 0.68 0.09 1.88 91.10 71.7 99.75

General acyclic 0.43 0.03 1.81 86.71 54.83 99.61

Table 2. The efficiency of the algorithm regarding the total cost of detention

Network type Cost Gaps %

Mean Min Max

Serial 0.74 0 4.72

Assembly −0.47 −3.63 7.67

Distribution 0.83 0 8.14

General acyclic 0.24 −6 9.75

that obtained by the algorithm, while those without any sign indicate that the
solution obtained by the algorithm is better than the solution obtained by the
baron solver.

Particularly, it is observed from Table 1 that for each type of network the
average CPU time is always less than 1.5 s while the maximum value is always
less than 3s. On the other hand, through this algorithm we achieved more than
80% reduction in the CPU time.

Under the Table 2, it is showed that the algorithm can reach good solutions
with a reduction of more than 0.2% and more than 9% in best cases, whereas,
under the cases where the baron solver access to good solutions we noted that
all the gaps are less than or equal to 6%.

5 Conclusion

We introduce in this study an iterative heuristic algorithm for the NP-hard
optimization problem that we face when managing the stock under the guaran-
teed service model for a multi-echelon supply chain. The algorithm’s structure is
based closely on the propriety of all or nothing which is not optimal for complex
networks. This algorithm has proved its robustness through numerical experi-
ments for any type of network, on the other hand. As a perspective to this work
we propose to find an extension when Si � Li (i is a demand stage) or to apply
it for general cyclic networks.
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Abstract. Papers related to solving practical problems in all areas of economic
activity use the AHP methodology from the 1980s, proposed on the basis of
studying a limited number of tangible objects. One possible option to overcome
this situation could be a new approach based on probability theory and math-
ematical statistics. We used information obtained from processing 292 matrices
collected between 2014 and 2020 and reflecting expert judgements. We were
able to compare a particular expert’s judgement with an array of expert
judgements from previous studies to refine the computational operations of the
AHP. It was found that the probability estimates of the consistency indices for
expert judgements differ significantly from the probability estimates for the
generated values; e.g., for 6 � 6 matrices, they differ by a factor of 20. The
results of our study do not confirm the need to revise expert judgements if the
consistency ratio (C.R.) is greater than 0.10, and confirm the need for more
example calculations for tangible objects and for new dependencies to estimate
intangible objects based on artificial intelligence models and methods.

Keywords: Expert judgements � Consistency ratio � Tangible objects

1 Introduction

Ivanov and Sokolov [1] emphasize that during the supply chain (SC) planning horizon,
different structural elements (decision-makers, processes, products, control variables,
constraints, goals, perturbations, and so on) are involved in the decision making for SC
planning. Dolgui et al. [2] highlight that different problems need different solutions, and
no one technique can be universally applied to the same effect. According to Felice [3],
one of the most commonly used multi-criteria decision making methods is the Analytic
Hierarchy Process (AHP). Csató [4] notes that in real-world applications the judge-
ments of decision-makers may be inconsistent: for example, alternative A is two times
better than alternative B, alternative B is three times better than alternative C, but
alternative A is not six times better than alternative C. Sarraf and McGuire [5] note that
the consistency ratio (C.R.) is the ratio of the consistency index to the average random
index for the same order matrix. A C.R. of 0.10 or less is considered acceptable.
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In works related to practical tasks (the multi-objective facility layout problem,
selection of automated guided vehicles for handling materials, supplier assessment,
selection of the most suitable managers for projects, design operations in distribution
centres, calculating a supply chain performance index, inventory classification, making
sustainable investment decisions, and many others), the value C.R. � 0.1 is used to
assess matrix consistency [6–20]. Table 1 provides information from some of these
sources in more detail.

A number of papers question the need to revise expert opinions if C.R. > 0.1.
Falsini et al. [21] outline that in the original version of AHP, indeed, if C.R. is greater
than 0.10 the decision maker traditionally should not tolerate the error and should reject
the analysed matrix. In a business environment, problems connected to this limitation
are clearly identifiable: every iteration of the same step implies a cost in terms of time
and money. Ishizaka and Labib [22] note that for all consistency checking, some
questions remain: what is the cut-off rule to declare my matrix inconsistent? Should this
rule depend on the size of the matrix? The results of Ishizaka and Siraj [23] experi-
mentally invalidate the threshold of C.R. < 0.1 and suggest a much higher threshold of
acceptance. Out of 50 AHP participants, 5 did not report their level of inconsistency in
the given questionnaire. Out of the remaining 45 participants, only 8 participants
passed the widely accepted criterion of C.R. < 0.1. Chao et al. [24] indicate that
inconsistency of PCM exists naturally in many sport activities, thus the ranking should
depend on the existing matches in spite of the inconsistencies. Abastante et al. [25]
declare that the C.R. threshold has to be suggested by the analyst depending on the
complexity of the problem. Brunelli [26] emphasizes that not all the facets of pairwise
comparison matrices can be fruitfully analyzed by means of randomly generated
matrices. This suggests increasing the use of empirical preferences in the study of
preference relations. According to Grzybowski and Starczewski [27], expert systems

Table 1. Assessing matrix consistency in works related to solving practical problems.

Reference Main purpose of the study Remarks

[8] The paper proposes a model for
supplier assessment

As CR < 0.10, the degree of
consistency is satisfactory. If the value
is higher, that would indicate that the
PCM must be revised

[11] This paper proposes a tool for the
decision-making process of selecting
the most suitable managers for
projects

If CR is higher than 0.10, then the
judgment matrix is inconsistent and
judgments should be reviewed and
improved

[17] AHP and VIKOR techniques are
used to evaluate the supplier

If CR � 0.1, the judgement matrix is
acceptable; otherwise, it is considered
inconsistent

[20] The aim of this paper is to provide a
framework for sustainable SC
development

The value of CR must be lower than
0.10 for an acceptable level of
consistency
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are designed to assist decision-makers and they are not substitutes for them. Expert
systems do not have such human capabilities as feelings, responsibility or simply
concern about risk. Thus the final decision about the rejection or acceptance of the
PCMs should belong to the DMs.

Thus, works related to practical problem solving in all areas of economic activity
use C.R. � 0.1 to assess matrix consistency [28, 29] in spite of the results of studies
on the development of AHP. It should be noted that the value C.R. � 0.1 was derived
from a study on a limited number of tangible objects. One possible way to overcome
this situation is to take a new approach based on probability theory and mathematical
statistics.

This paper presents a probabilistic approach for evaluating matrix consistency,
which, compared to the deterministic approach, allows establishing quantitative rela-
tionships between expert and generated matrices. We used information obtained from
processing 292 matrices collected between 2014 and 2020 and reflecting expert
judgements. The obtained results do not confirm the need to revise expert judgements if
C.R. is greater than 0.10, calls for many more example calculations for tangible objects
and a search for new dependencies to estimate intangible objects based on artificial
intelligence models and methods.

The rest of the paper is organised as follows. The results of designing a method-
ology for assessing matrix consistency are presented in Sect. 2. Section 3 provides the
directions for future research.

2 Conducting a Probabilistic Assessment of Matrix
Consistency

Despite considerable progress in the study and use of the analytic hierarchy process
(AHP), some aspects remain under-researched. One of them is the problem of assessing
the difference between generated and expert (expert-generated) matrices for tangible
and intangible objects.

The choice of a particular criterion value z, equal to a certain value of the con-
sistency ratio C.R., is of fundamental importance, as it affects the rest of the calculation
procedure according to the AHP. According to Saaty [28, 29], if the calculated value of
C.R. is less than or equal to z, the matrix is considered consistent; in this case, the
priority vector wi and the consistency index C.I. can be used for decision making. If
C.R. > z, then experts must reconsider some of the judgements in the matrix.

Table 2 shows the statistical characteristics used to determine the parameters of the
distribution laws chosen to approximate the C.I. samples of expert and generated
matrices. The samples of the first type are a summary of the material presented in
various sources (International Journal of Production Research, International Journal of
Production Economics, Expert Systems with Applications, European Journal of
Operational Research, Decision Support Systems, Omega, and others) and in our own
research. We used information obtained from processing 292 matrices collected
between 2014 and 2020 and reflecting expert judgements. Samples of the second type
were generated on the basis of generated matrices of dimensions n � n [28, 29].

An Empirical Examination of the Consistency Ratio in the (AHP) 479



Analysis of the statistical data in Table 2 shows that most of the distribution
functions of the first and second type of samples can be approximated by the Weibull
distribution [30].

FðxÞ ¼ 1� exp � bm � x
x

� �m� �
; ð1Þ

where m and bm are, respectively, shape and scale parameters, and x is an argument
(consistency index C.I.).

The parameters are calculated using a method of moments. One can also use tables
[30] where the values m and bm are listed depending on a coefficient of variation v. For
instance, for an expert sample of the first type (3 � 3 matrix) at m = 0.74, we will get
m = 1.35, bm = 0.73. Then the probability of consistency at z = 0.05 and, conse-
quently, C.I. = 0.026 will amount to

FðC:I: ¼ 0:026Þ ¼ 1� exp � 0:73 � 0:026
0:050

� �1:35
" #

¼ 0:237

Table 3 shows the results of the F(C.I.) distribution functions calculated for the first
and second type samples.

Table 2. Statistical characteristics and distribution law parameters for expert and generated C.I.
samples.

Matrix Type of
sample

Sample
size

Statistical
characteristics

Distribution
law

Parameters
of
distribution

xi r m bm
3 � 3 1 76 0.050 0.037 Weibull 1.35 0.73

2 100 0.382 0.517 Weibull 0.73 0.53
4 � 4 1 60 0.160 0.140 Weibull 1.15 0.95

2 600 0.894 0.620 Weibull 1.45 0.91
5 � 5 1 86 0.445 0.240 Rayleigh 2.00 0.89

2 600 1.124 0.540 Truncated normal
6 � 6 1 57 0.561 0.405 Weibull 1.40 0.91

2 600 1.225 0.450 Normal
7 � 7 1 13 0.315 0.251 Weibull 1.25 0.93

2 600 1.354 0.343 Normal
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An analysis of Table 3 (excluding 7 � 7 matrices due to the small sample size of
the first type) shows that.

• probability estimates F1(C.I.) corresponding to the limit value of C.I. ranged from
0.07 (5 � 5 matrix) to 0.313 (4 � 4 matrix), i.e., more than 31% of the expert
matrices are consistent;

• for the generated matrices, the F2(C.I.) values ranged from 0.15 (3 � 3 matrix) to
0.0052 (6 � 6 matrix), i.e., almost 30 times lower;

• F1(C.I.)/F2(C.I.) ratio varies widely from 1.58 (3 � 3 matrix) to 19.42 (6 � 6
matrix).

A possible reason for these contradictions is that the average C.I. of the generated
matrices is chosen as the random consistency index R.I., which is generated based on a
uniform distribution without observing the transitivity requirements between the row
and column judgements. Therefore, making the correct decision regarding the limits of
C.R. � 0.1 values based on the generated matrices requires additional verification of
the tangible matrices.

Let’s consider a possible approach to solving this problem by comparing the areas
of five geometric figures: a circle, triangle, square, diamond, and rectangle [31]. The
priority vectors calculated based on expert opinion (wi) and actual data on the areas of
geometric figures (wi_ST) are shown in Table 4 [31].

We consulted three experts, the results of whose calculations are also shown in
Table 4. In addition to these indicators, we calculated the average values of absolute
deviations according to the formula.

D ¼
Pn
i¼1

wi � wi STj j
n

; ð2Þ

Table 3. Probabilistic assessment of expert F1(C.I.) and generated F2(C.I.) matrices.

Matrix C.I. C.R. � z F1(C.I.) F2(C.I.) F1(C.I.)/F2(C.I.)

3 � 3 0.026* 0.050* 0.237 0.1500 1.58
0.052 0.100 0.600 0.2300 2.61
0.100 0.193 0.900 0.350 2.57

4 � 4 0.050 0.056 0.281 0.0140 20.07
0.072* 0.080* 0.313 0.0230 13.61
0.100 0.112 0.423 0.0350 12.09

5 � 5 0.110* 0.100* 0.070 0.0270 2.59
0.200 0.180 0.140 0.0400 3.50

6 � 6 0.125* 0.100* 0.101 0.0052 19.42
0.200 0.160 0.187 0.0080 23.37

7 � 7 0.135* 0.100* 0.270 0.0002 1350
0.200 0.149 0.420 0.0004 1050

*Extreme values of C.I. for this sample
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where wi is the value of the i-th element of the priority vector obtained by the experts
(priorities from comparisons); wi_ST is the value of the i-th element of the priority
vector obtained from actual data on the areas of geometric figures (actual relative size).

The following conclusions can be drawn from the analysis of Table 4:

• when C.R. values are equal, the average values of absolute deviations of evaluations
of the first and second experts differ by a factor of almost 4.5 (D = 0.0076 and
D = 0.034);

• for the third expert (C.R. = 0.179), the average value of absolute deviation is
D = 0.027, which is less than the average value of the absolute deviation for the
second expert (D = 0.034), for whom C.R. = 0.036;

• the value of the absolute deviation of the estimates made by the expert [31] is
D = 0.0096, which is higher than the value for the first expert (D = 0.0076).

To illustrate the proposed approach, let us consider a case where a manufacturing
company is predicted to purchase 1,000 units of five component parts, the number of
which is proportional to the actual data on the areas of geometric figures wi_ST

(Table 4). Given the uncertainty of demand, four experts, whose estimates are pro-
portional to the priority vectors wi (Table 4), were engaged to clarify the volume of
purchases of each of the nomenclatures.

The results of the calculation of the discrepancies of the expert and predicted values
are given in Table 5. For example, Table 5 shows that if the procurement was based on
the judgement of Expert 1, the total number of shortage and surplus units would be 38
units. Taking into account the €10 penalty for each deficit or surplus unit, the additional
cost to the company would be €380. The corresponding calculations for the other
experts are shown in Table 5, from which it follows that the forecast variant based on
the priority vector of Expert 1 (C.R. = 0.036) is the preferable option.

Table 4. Results of calculations of priority vectorswi and average values of absolute deviationsD.

Figures wi_ST Priority vector, wi

Saaty [31],
C.R. = 0.005

Expert 1,
C.R. = 0.036

Expert 2,
C.R. = 0.036

Expert 3,
C.R. = 0.179

Circle 0.471 0.457 0.485 0.555 0.539
Triangle 0.050 0.049 0.052 0.041 0.030
Square 0.234 0.257 0.233 0.185 0.227
Diamond 0.149 0.150 0.152 0.140 0.143
Rectangle 0.096 0.087 0.078 0.079 0.061
Average
deviation, D

0.0096 0.0076 0.034 0.027
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The paradoxical nature of these results calls for many more example calculations
for tangible objects and a search for new dependencies to estimate intangible objects
based on artificial intelligence models and methods.

3 Conclusion

A probabilistic approach for evaluating matrix consistency has been proposed, which,
compared to the deterministic approach, allows establishing quantitative relationships
between expert and generated matrices. Analysis of the results from processing 292
matrices shows that the probabilistic estimates of consistency indices (in the case of
expert judgements) differ significantly from the probabilistic estimates of consistency
indices for the generated values. For example, for 6 � 6 matrices, the estimates differ
by a factor of 20. The results of our study do not confirm the need to revise expert
judgements if C.R. is greater than 0.10.

The main directions for further research are the following:

1. The matrix generation algorithm should be refined with the introduction of artificial
intelligence elements, which can be identified from the analysis of tangible object
matrices.

2. Collection, systematisation, and statistical analysis of expert judgements should be
continued in order to obtain representative samples of matrices. They could then be
compared with artificial (generated) matrices, which would provide reliable multi-
criteria estimates.

Acknowledgments. The research described in this paper is partially supported by state research
0073–2019–0004.

Table 5. Evaluating the results of a product purchase decision.

Component parts wi_ST Discrepancies between predicted and expert estimates
Saaty [31],
C.R. = 0.005

Expert 1,
C.R. = 0.036

Expert 2,
C.R. = 0.036

Expert 3,
C.R. = 0.179

Number 1 471 14 14 84 68
Number 2 50 1 2 9 20
Number 3 234 23 1 49 7
Number 4 149 1 3 9 6
Number 5 96 9 18 17 35
Discrepancies, in units 48 38 168 136
Discrepancies, in euros 480 380 1680 1360
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Abstract. This article aims to provide a review and classification of the
current state of the art on the performance metrics used for the opera-
tions management in emergency operating theaters. We have classified
the metrics into two categories. The first category consists of hospital-
centered metrics. They are performance measures that are of interest to
the hospital due to their possible impact on the institution’s productiv-
ity or revenue. The second category consists of patient centered metrics.
These metrics take explicitly into consideration the patients’ experiences
and which have a direct impact on the patients’ safety and satisfaction.
Having a comprehensive set of performance indicators used in Emergency
Operating Theaters will allow surgery chiefs and hospital managers to
implement missing indicators and to identify previously unknown quality
issues, bottlenecks, and areas for improvement.

Keywords: Non-elective surgeries · Operating rooms · Operations
management · Key performance indicators

1 Introduction

Non-elective surgeries, also called informally emergency surgeries, are those that
require a fast and punctual evaluation, as well as a very fast intervention, in order
to save the patient’s life or to avoid negative consequences on the patient’s well-
being. Non-elective surgical patients can be classified in either trauma patients
or non-traumatized surgical patients. The former, are those who have been
involved in events in which they have sustained life threatening wounds and
injuries that require immediate surgery due to blood loss and damaged organs
(e.g. patients involved in car accidents). Non-traumatized emergency surgical
patients are those who have not sustained life threatening injuries but who have
acute symptoms of a usually short duration disease, and who require surgery in
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a matter of hours (e.g. patients with gastrointestinal bleeding, or appendicitis)
[7,16]. Operating Theaters (OT) that handle non-elective surgeries are complex
to manage and to analyze due to the difficulties in predicting the stochastic
behavior of the different variables under analysis. While in an elective OT the
amount of patients is known beforehand, and their arrivals are deterministic
because they are scheduled weeks or even months ahead, the demand in Emer-
gency Operating Theaters (EOT) may prove very difficult to predict, not only in
the amount of patients, but also in terms of their time of arrival and the severity
of their trauma or condition. This leads to complex problems in terms of assig-
nation and synchronization of the already scarce physical and human resources
of the OT, since it is possible that multiple emergency surgery patients arrive
within a short time window, generating major challenges for the OT managers.
Besides the demand, also the length of stay (LOS) and surgery duration of
non-elective patients is much harder to predict, and the methods used to make
these predictions in elective cases, do not usually work properly in non-elective
surgeries [24].

Although there is a considerable amount of research on the management of
operating theaters, most of the literature on the field refers to elective surg-
eries, and only a small percentage deals with non-elective patients. Cardoen
et al. [5] review the literature on operating room planning and scheduling, and
distinguish between the literature related to the problem setting or the techni-
cal features of the problem, already mentioning that the literature on elective
surgeries “is rather vast when compared to the non-elective counterpart”. Guer-
riero and Guido [13] analyze a broader scope of literature on operations research
applied to the OTs, and in many cases they found that these approaches either
do not consider non-elective surgery at all, or that when they do, they make a
considerable amount of assumptions. In fact, they found that only 29% of the
papers they reviewed consider any stochasticity. To the best of our knowledge,
the only literature review that focuses mostly on non-elective surgeries is the
one by [25] who focus specially on the different policies that an OT can use to
schedule non-elective patients (dedicated, shared, and hybrid policies), and the
trade-offs that occur when adopting one of them over another. Among these
trade-offs are the differences in overtime, utilization and waiting times for both
elective and non-elective patients.

The primary research question to be explored in this state of the art is to
identify which are the key performance indicators in the field of non-elective
surgery management. Some performance metrics used in non-elective operating
theaters are similar to the ones used in operating theaters that handle exclusively
elective patients, but there are several indicators that are more specific of non-
elective operating theaters. Among these are the amount of cancelled surgeries,
which is an indicator usually used in shared operating theaters; the proportion
of patients operated within their maximum time to surgery threshold; the wait-
ing time to surgery, etc. The second question that we address is if the surgery
theater policy (dedicated, hybrid, or flexible) influences the performance met-
rics that are used by the hospital to track its emergency operating theater. The
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performance metrics of operating theaters can be classified into two categories:
hospital-centered indicators and patient-centered indicators. The first category
refers to indicators that are not relative to the patient’s experience in the hos-
pital, and will be presented in Sect. 2, while the latter refers to the metrics that
specifically consider the patients’ experience in the hospital and are described in
Sect. 3.

To identify the literature that is analyzed in this review we have used the
databases Web of Knowledge, Science Direct, and Pubmed to search for arti-
cles in fields such as operations research, management science, industrial engi-
neering, applied mathematics, and health care services. Search terms such as
non-elective surgery, emergency surgery, emergency operating room, emergency
operating theater, urgent surgery, non-elective surgery scheduling, non-elective
surgery planning, emergency surgery scheduling, non-elective surgery predic-
tion and non-elective patients prediction. The initial search led to a total of
1836 articles. The abstracts of these 1836 articles were read, which reduced the
list of possible articles to 278. These 278 articles were read in detail, and of
them 117 were kept. Furthermore, the references in some of the initial articles
were included, which led to a total of 139 manuscripts. These were subsequently
divided into categories according to the topics that they discuss, and in this case
we specifically focused on the ones that used some form of performance metrics,
which led to the 26 articles that are referenced in this review.

2 Hospital Centered Metrics

Hospital-centered metrics are those performance measures that are of interest
to the hospital due to their possible impact on the institution’s productivity or
revenue. The hospital-centered measures described by [23] are the throughput
(number of surgical cases per time unit), the waiting time of surgeons, the over-
time costs, and the makespan. Additionally, some other authors use indicators
such as the total completion time, the overtime (in terms of time and not of cost),
the number of beds, and the idle time for staff or operating rooms [5,9,14]. In
what follows, we describe the most used metrics.

2.1 Operating Room Utilization

The capacity utilization, defined by [23] as the proportion of time spent by the
surgery patients in the operating room (OR), compared to the total available OR
time, is one of the most commonly used to make managerial decisions regard-
ing the operating rooms. This indicator is used by anesthesiologists and surgery
chiefs to determine if the operating theater has space and time for additional
patients or if they are close to saturation point, and provides healthcare man-
agers with a glance of how effectively the resources of the hospital are being
used. Although intuitively it would be expected to consider a high utilization as
desirable, in fact this depends on the OT goals and its different stakeholders,
since having a very high utilization may lead to saturation of the OT and hence
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dangerously high waiting times for emergency surgery patients, and also may
lead to staff dissatisfaction.

Anognini et al. [1] analyzed how the amount of operating rooms in the operat-
ing theater impacts their utilization rate, in order to recommend a hospital what
should be the number of operating rooms open at the daytime and nighttime
shifts. Sometimes, the utilization indicator is used to decide about the hospi-
tal’s strategy on managing non-elective patients. For example, [11] measure the
utilization of each operating room during the shifts and use it to compare the
results between a flexible and a dedicated policy. By measuring the utilization
rate of the ORs in both policies they identified that the dedicated policy gen-
erates a larger imbalance across the different rooms, because the utilization of
the Dedicated Emergency ORs is lower compared to the elective ORs. Koppka
et al. [17] measure the vacancy and time of occupancy for each OR, in order to
obtain the utilization and the effective usage of the operating rooms, so they can
balance the occupancy of the different operating rooms and avoid having an over-
utilization of a specific one. Jittamai and Kangwansura [15] set targets for the
OR utilization in order to avoid over-utilization and the subsequent overtimes
that this generates. Their target utilization for the operating theater totalized
76 h per day with 6 operating rooms, hence an average of 12 h per OR per day.
This means, that the target utilization was 50%, and any OR that surpassed
this figure may be generating undesired overtimes and longer waiting times.

2.2 Bed Occupancy

Besides the elements directly involved in the surgical procedures, it is quite
important to take into consideration that an operating theater is also composed
by the stages before and after the surgical procedure. Hence, additional to the
capacity in terms of OR’s and their staff, it is very important to consider elements
downstream, such as the recovery beds in Post Anesthesia Care Units (PACU)
or in the ICU.

Bahou et al. [2] have an indicator that keeps track of the total amount of
beds available at the moment, as well as in the wards and in each one of 3
recovery units: the ICU-1 for elective patients with complications, the ICU-2
for emergency patients, and an intermediate recovery unit, that they call HDU
(High Dependency Unit). To test the reliability of their solution, they keep track
of the maximum amount of patients in recovery beds, in order to analyze how the
reduction in the availability of recovery beds affects the amount of cancellations.
Combining the tracking of this indicator with a sensitivity analysis, they started
to move beds from one section to other, and were able to identify that the HDU
was a bottleneck for the operating theater, and that the amount of beds in the
wards could be reduced and these beds put in the HDU. Van den Broek et al. [4]
also measure the bed occupancy at downstream resources, in order to minimize
the variability in the bed occupancy levels. By doing this they can make more
accurate predictions of the bed occupancy levels, and hence reduce the waiting
times for surgery patients, as well as reducing their average LOS in the post
surgical process. Kortbeek et al. [18] also measure the bed occupancy, as well
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as the maximum and minimum occupancy rates per cycle in order to identify
the peaks in demand and be able to balance it and allow a more efficient use of
available staff and beds. Having a lower variability in the bed occupancy usually
makes the probability of rejecting the patient’s admission to go down.

2.3 Overtime

In a surgical environment, overtime may refer to the additional hours after the
end of the staff’s shift that are required to finish either the surgeries of elective
patients that were originally scheduled for a time-frame during the shift and
that were postponed because of the inclusion of an emergency patient, or the
additional hours after the shift’s end that were dedicate to operate an emergency
patient that arrived close to the end of the shift.

Overtime is considered a very important performance measure by [11], since
the operating theater in their study is supposed to have 8-h shifts, and any time
spent by a patient after the end of a shift is considered overtime for the staff.
Besides the time itself, they also measure the amount of patients who were still
in the system after a shift finishes, since a high number of patients in overtime
may be the sign of a systematic failure of the OT, while a reduced amount
of patients causing the overtime may be a sign of a schedule going wrong in
a specific OR. [20] measure the overtime to compare the performance of their
methods in different scenarios, and is one of the key constraints in their model
since the hospital has a limited overtime capacity. In [17] the overtime indicator
serves the purpose of calculating what they have called perfect day, the days
in which no overtime occurs in any of the OR’s in the operating theater, while
treating all surgery patients, both emergency and elective; hence, they calculate
the sum of overtime in all the rooms both per day and per month.

2.4 Throughput

Another relevant performance measure for a operating theater is the throughput.
This indicator, which is the rate at which patients go through the surgical pro-
cess per unit of time, is usually measured in patients per day and also patients
per year. [19] studied a flexible operating theater in Denmark that handles both
emergency and elective patients. Because of the potential impacts that the inclu-
sion of non-elective patients has on their schedule, they need to keep track of
the amount of non-elective patients operated per day. The hospital described
in [17] usually uses a flexible strategy as well, therefore they have to take into
consideration the number of emergency surgeries per week that they handle in
order to properly represent the hospital’s demand. Additionally, this indicator is
useful for the hospital, because on given days, if the throughput of non-elective
patients is high and the number of emergency patients is not very high, the
hospital will change to a dedicated policy, assigning one of their eight operating
rooms to non-elective patients.
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3 Patient Centered Indicators

Patient centered metrics are defined by [23] as those that take explicitly into
consideration the patients’ experiences and which have a direct impact on the
patients’ safety and satisfaction. They identified two main surgical patient-
centered performance measures: the waiting time for patients, which refers to
the time spent by the patients before the start of their surgery; and in the case
of operating theaters that follow a flexible policy, the amount of cancellations
of elective surgeries generated by the inclusion of non-elective patients. A third
indicator that affects directly the patient, the LOS, is also described in this
section.

3.1 Expected Waiting Time for Surgery

In non-elective patients the waiting time for surgery is the time that passes
between the patient’s booking for surgery and the moment the patient enters
to the OR. The waiting time can be interpreted as the length of stay on a
surgery waiting list [5]. Because an extended wait can severely affect the patient’s
health, and may lead to permanent negative health effects and possibly death,
the waiting time for surgery is a very critical indicator when managing non-
elective surgery patients.

Because having short waiting times is so important for emergency surgery
patients, hospitals and OT managers keep track of this metric in order to deter-
mine if patients are being operated within a safe timing, and in case they perceive
the waiting times are too long, if they can be minimized and at what cost. For
example, the hospital analyzed by [1] kept track of the waiting times to surgery
of the emergency surgery patients and considered them to be too long. Hence,
they wanted to determine how adding more dedicated operating rooms reduces
the amount of time that patients wait, in order to find a good balance between
surgical outcomes and investments. Van Essen et al. [10] use this indicator to
perform the same analysis, since they want to determine the effect that having
additional ORs for emergency surgery has on the waiting time.

For [6] the waiting time until the start of surgery is critical because they
classify the patients into emergent and urgent, where urgent patients are consid-
ered as those that can be postponed for up to 48 h. Therefore, the hospital has
to carefully track this indicator in order to ensure that urgent patients get care
in a reasonable time. Additionally, by tracking this performance measure they
were able to detect that the BIM’s of the hospital were unevenly distributed to
an extent in which they were increasing the waiting time for emergency surgery
unnecessarily and increasing the risk of complications and even death of the
patient.

3.2 Length of Stay

Keeping track of how long a patient stays in the hospital and in specific wards is
very important for the patient because this indicator is usually related with the
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outcome of the surgery, and for the hospital because it is a good measurement
of efficiency and quality of healthcare. An important element that characterizes
the stochastic behavior of non-elective surgeries is that the LOS in the hospi-
tal is much more unpredictable than in the case of elective patients. The LOS,
defined as the number of days that a patient spends in a hospital, is counted as
the difference in days between the date the patient was discharged from the hos-
pital, and the day they were admitted. Therefore, ambulatory cases are usually
excluded from this measurement [21,22]. Additionally, some hospitals measure
the time spent by the patient in each of the services, and refer to this as the
LOS in a specific ward.

Even though the LOS in the hospital is unique for each and every patient, in
the case of elective patients the LOS is easier to predict because the probability
of something unexpected happening with the patient’s outcome and recovery
is considerably smaller. In the case of non-elective patients, the predicted LOS
and release date can be quite different from the actual one, due to unexpected
complications in the outcomes of the surgeries, problems in the recovery of the
patient, or the need of additional surgical procedures. Most of the articles that
measure the LOS of patients, focus on an specific ward or part of the surgical
patient flow.

3.3 Cancellations

When a hospital uses a non-dedicated policy to handle non-elective cases, there
is the risk of having a higher amount of cancellations and higher levels of over-
time. This happens because in a non-dedicated operating theater, non-elective
surgeries have to be scheduled with priority over previously scheduled elective
surgeries. Therefore, the operating theater faces the risk of having schedule dis-
ruptions generated by the arrival of non-elective patients, and it is important
for the hospital to know how this phenomenon occurs in order to prepare better
for the arrival of emergency patients in the future.

The amount of cancellations generated by the inclusion of emergency surg-
eries into an elective surgery schedule is considered in several articles. [3] consider
the amount of cancellations generated by the inclusion of non-elective patients
as one of the indicators to evaluate the performance of a flexible operating the-
ater, [8] also take it into consideration and mention how it can affect the bed
utilization. [6] is another article that takes into consideration the cancellations
of elective patients as a performance indicator, while [2] and [12] analyze the
effect that an increase in demand for emergency surgeries has in the cancellation
levels of elective patients in cases in which the operating theater is mixed.

The main objective in [2] while studying a hospital in Western Scotland
was to reduce the cancellation rate because achieving this goal could defer the
construction of additional facilities which would be extremely expensive. There-
fore, they measured the amount of cancellations and how they were distributed
throughout the week, in order to be able to identify which were the causes of
the scheduling problems. By diverting certain patient specialties to certain days,
they were able to flatten the cancellation variability as well as reducing the total
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amount of cancellations. In [26] one of the performance criteria that was consid-
ered to determine the performance of an OR scheduling process was the patient
cancellations. Because cancelling a surgery generates a negative impact in the
schedule of a operating theater, the cancellation of a surgery is in fact penalized
in their optimization model.

4 Conclusions

This paper reviews the most important key performance indicators used for the
management of non-elective surgery theaters. It would be interesting to review
and classify existing literature in terms of operations research tools and quan-
titative methodologies used for the optimization and operations management of
emergency surgery theaters.

The results of this state of the art reveal that not all the hospitals that
perform non-elective surgeries use a broad set of performance indicators, and that
there is a considerable potential for improvement both from a hospital-centered
and a patient-centered perspective. By implementing a full set of performance
indicators, hospitals will be able their performance when treating non-elective
surgical patients during their flow throughout the different wards and operating
theaters. Additionally, tracking a full set of relevant indicators at the same time
instead of a few selected ones, can help hospital managers and practitioners
to detect the possible bottlenecks in the patient flows, as well as to identify
quality issues in the delivery of the different services. Finally, a careful tracking
of performance indicators such as surgery cancellations and the overtime, can be
very important in hospitals that follow a shared policy, since they can support
hospital managers in decision making processes regarding a change of policy or
the opening of additional operating rooms.

The management of non-elective surgeries has proven to be a considerably
complex task with several issues. The origin of several of these issues is related
with the lack of a standard definition of what a non-elective patient is, and which
are their severity or acuteness levels. Therefore, one of the main recommenda-
tions of the authors would be to implement a framework such as the TACS
proposed by [16], which standardizes how non-elective surgical patients are clas-
sified and subsequently scheduled. This would facilitate both internal processes,
as well as make it easier for hospitals to refer patients to other institutions,
and ensure that patients are getting an adequate treatment with the adequate
priority regardless of the hospital where they are being operated.
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Abstract. The finite nature of energy resources forces animal feed pro-
ducers to minimize their energy consumption. As a first step towards
energy conservation, more transparency over the energy usage in com-
pound feed plants is required. However, current feed processing strategies
do not consider the high dynamics in products and process conditions,
nor do they augment the operator’s energy awareness. Digital support
tools, such as virtual and augmented reality, can close the gap between
required information (e.g., actual operating conditions) and knowledge
of operators. In this paper, first, a methodology for making energy val-
ues transparent is presented. Then the state of the art of digital tools
and related requirements are discussed, followed by a description of the
integration of a digital tool in a case study of a compound feed plant
located in northern Germany.

Keywords: Energy · Animal feed · Digital tools

1 Introduction

The production of animal feed is associated with high dynamics and energy-
intensive processes [2,13]. Total feed production volumes are projected to expand
substantially through 2050 to meet the needs of a growing and increasingly
affluent population [6,13]. Given the limited existence of energy resources along
with the Co2-reduction plans, the implications for animal feed production merit
closer consideration [6]. Yet, most animal feed producers produce on customers’
demands and in small batch sizes, making energy protocols challenging. Electric-
ity bills, on the other side, do not disclose how much energy on which product
is mainly spent. Today, energy consumption in animal feed production is poorly
explored, and energy conservation is still considered as a secondary effect with
no specific urgency [12].

The traditionally hidden nature of energy has been observed as one barrier
to energy awareness, and making energy information accessible is suggested to
empower energy savings [5,9]. Indeed, transparency of the energy usage of a pro-
cess for creating the desired product (i.e., animal feed) lays the foundation for
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energy savings [9]. Many suppliers of energy metering equipment may provide
some visual solutions. Yet, their software systems do not address the visibility
problem in an ideal way. Usually, the software is cost-intensive, which enlarges
the restraint of feed producers to invest in such a system. Furthermore, this
software mainly incorporates standards and basic guidelines (e.g., ISO 50001),
as well as it mainly analyses the energy consumption of a plant with an empha-
sis on the technical aspect. In particular, a feed processing plant of northern
Germany has limited process-specific solutions for assisting operative decisions
across changing products and operator skills. At the moment, there is a lack
of a support tool based on process data that does not intervene in the ongoing
operations but provides appropriate (visual) feedback of the consumed energy
of a process from a controlling perspective.

Digital support tools have the potential to make energy consumption visible.
Then an operator gains a deeper understanding of the process, and related energy
usage [5,9]. When it comes to running operations, a digital tool can also help
with operator engagement and memory retention, as well as boosting energy
awareness [9]. In the following sections, this paper compiles a methodology for
energy transparency in feed processing and includes the state of the art of digital
support solutions and related requirements. Then, for a case study of an animal
feed producer in northern Germany, the deployment of a digital tool is described.

2 Methodology to Energy Transparency in Compound
Feed Production

Metering energy values in a systematic, regular and repetitive way, one speaks of
energy monitoring. If the gained energy data are being augmented with output
values, e.g., consumption per product produced, and this key figure is used in
a controlling way, which represents a tool for generating transparency, energy
improvements can be supported [7]. The controlling scope within the field of
energy involves, according to [5,7], (1) generation of energetic information related
to a process, (2) processing of energy information via controlling instruments
within the process, (3) provision of energy information in a comprehensible form
to the process operators. Further, two fundamental ways of measuring energy
consumption with the above controlling scope can be noted [7]:

• Top-down: Measuring the overall energy consumption (i.e., for a production
site by the energy supplier) and subsequent derivation of information for the
causative processes.

• Bottom-up: Metering every single consumer along with the derivation of infor-
mation.

Because of higher and lower energy consumers and the high dynamics of
the process conditions in feed processing, the bottom-up approach allows this
study more flexibility, agility and consistency. Process parameters are conceived
as controlling instruments inside a process, then the bottom-up approach (see
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Fig. 1. Proposed approach to energy transparency in compound feed production

Fig. 1) evaluates the consumption of each process in feed production. A foun-
dation of energy controlling in terms of improvements is energy monitoring.
Hence, a systematic and regular capture of all relevant energy data of a process
is required. Then data preparation is performed for the evaluation of the energy
consumption. In this approach, data preparation basically means the generation
of comparability and detailed information. The expressiveness and transparency
of measured values can be raised by generating appropriate key indicators by
associating energy values with the process outputs (product). The use of the
specific energy consumption, as the energy consumption per tone of the prod-
uct, builds a key indicator to the energy. Further, energy figures and resulting
information are documented, such that new criteria or targets towards energy
strategies can be better and faster understood and reconfigured.

Following the development of energy key figures, a detailed contemplation
of the energy values of a product to the control parameters of the process and
product specifications is required. Due to the several parameters affecting the
energy, visualization instruments must be deployed in order to master the com-
plexity. Energy-saving potentials can be revealed with the help of digital (visual)
instruments. Better insights into the operating conditions and related consumed
energy, as well as quality standards, enables fine-tuning process configurations
without compromising the product quality. Then a fine-tune of process settings
is an opportunity for energy savings.

3 Digital Support Tools

3.1 State of the Art

Visualizations like 3D models of equipment, visual representations of key per-
formance indicators, and simulations are some of the possibilities that digital
support tools can provide for energy transparency [11]. Using virtual reality
(VR) with the aim of visualizing energy-related data, key figures, and energy
flows are the most practical applications shown by [11]. As an example, some
studies visualize key figures of a hydraulic pump through VR or investigate the
energy analytic using VR within the context of digital twins [1].
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Visualization methods of process data assisting operator decisions by aug-
mented reality (AR) technology are studied in [8]. As a detailed analysis of data
as well as the complexity of technical systems may pose great challenges to work-
forces, [8] presents different visualization approaches that show context-related
information through AR. Some authors in the energy efficiency of buildings inves-
tigate visualizations for illustrating energy values. [10] studies visual represen-
tations in the form of AR for educating school students about energy consump-
tion. The availability of actual measurements, such as energy usage, indoor and
outdoor luminosity or temperature, facilitates the realization of energy-related
strategies, as it engages users to save energy [10].

3.2 Requirements of Digital Support Tools for Energy Transparency

Against the existing challenges to energy conservation in feed processing plants,
the following requirements for making the consumed energy more transparent
and valuable should be considered:

Availability of Data. Data of the process and related consumed energy need
to be gathered through sensors, and interfaces to data collections and digital
tools must be implemented.

Mitigation of Process Complexity. This paper suggests, first, the creation
of energy indicators, linking them to relevant parameters affecting energy values,
i.e., tons of product order. Second, other relevant parameters to energy usage,
such as process conditions and product specifications, are well-known.

Easy to Use and Mobile. Workforces have to carry the tool easily. The tool
should be ergonomic and have enough battery provision. Furthermore, the visu-
alization should be user-friendly, simple to understand, and reachable without
much setup.

4 Case Study

A compound feed plant refines agricultural raw materials such as corn, wheat,
and soy. Feed mixtures can be up to 50 different components; also, vitamins and
enzymes are added [3]. Only in Germany, the total amount of animal feed to
be produced is about 23,1 million tons per year: 9.8 million tons for pigs, 6,9
million tons for cattle, and 6.4 million for broilers [4].

The entire feed production line of an animal feed producer was examined con-
cerning energy demands. The compacting (pelleting) process showed the highest
share in electrical and thermal energy consumption. Mainly, pelleting combined
with short-term conditioning contains high energy values; about 60% of the total
energy demand in the plant is used for pelleting. Further, 80% of the products
are compacted, as pelleting generates an improved animal digestion performance.
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Fig. 2. Pellets after compaction in a press machine (Source: DVT, p.2)

Conditioning is a process of converting mixed mash with heat, water, pressure,
and time, to a physical state that is more suitable for compaction. Moreover,
the integrated thermal process modifies starch content and improves tastiness.
By adding steam, the moisture of mixed mash increases. Because of the gaseous
state of the steam, the moisture is homogeneously dispersed in the mixture.
Moreover, the steam condenses uniformly on the particle surfaces and provides
better lubrication of the pellet, reducing the wear and increasing the produc-
tion rate. Applying too much heat or water has a negative effect on the quality
of the pellet and may lead to the plugging of the press die. In Fig. 2, the feed
mixture goes through a die with specific dimensions, openings, and thickness for
producing desired pellets as compact cylinders.

4.1 Results and Discussion

The process-related data for the case study of a north Germany’s feed producer
were already available in electronic form. The data were extensive, including
parameter values, energy usage, feed formulations, and quality requirements.
First results show that the compound feed has a mean order of about 16 tones
of product to be pelleted. Mainly, the energy consumption of pelleting varies
from 10 to 15 kWh per tone of pellets. Mostly this consumption is about steam
generation, compaction, and subsequent cooling.

The pelleting process is currently manually operated. Depending on the qual-
ity specifications, the parameters of the pelleting process are tuned by hand on
the basis of operators’ experience. Too much energy is generally consumed with
this method of intuition and experience, as operators only control what they
can see through their eyes, which is the product quality. Then operators are not
aware of the effects of the process settings on the energy consumption, nor can
they make critical decisions to conserve energy.

Figure 3 presents the implemented AR-based digital solution for the partic-
ular case study of pelleting. The model of the press machine was built with
computer-aided designed software. The main components, such as motors, con-
ditioner, dies, etc., are recreated. The digital tool can be overlayed on the press
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Fig. 3. Digital support tool for a pelleting process

machine for showing actual parameter values of the process (e.g., temperature
and steam). As the quality specifications guide the process, a provision of prod-
uct characteristics, such as lot weight, length, and diameter of the pellets, are
displayed in the AR solution. Further information as color energy labels (green,
yellow, and red) add insights into the energy performances of each process activ-
ity - as conditioning and compacting- by, for instance, comparing actual to mean
energy values or energy target values. Values of the pelleting process can be read
from a database and visualized into the solution using interfaces. In the plant,
the disposal of mobile devices (tablets, smartphones, or glasses) makes it possible
to interact and provide visual feedback of the process conditions.

The definition and inclusion of energy figures and process characteristic data
in visual form engage operators in interpreting the energy usage (in KWh) per
product produced (in ton). As a result, the hidden impacts of manual settings
on energy consumption become more visible and reveal energy-saving potentials.
Then operators gain a better understanding of the process condition and its cor-
relation to the consumed energy, as they can compare values between orders and
quality characteristics using visual information (data). The operating parame-
ters can thus be fine-tuned for energy conservation without affecting the pellet
quality.

5 Conclusions

This paper presents an approach for gaining more visibility and control of energy
consumption in animal feed production. Then a novel digital support tool for
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engaging operators in energy-conservation actions is implemented. For the pro-
cess data visualization, a pelleting process, as the higher consumer of the feed
processing plant, is selected. The presented digital 3D model helps identify crit-
ical energy figures and related process parameters, as well as it highlights the
energy consumption of process activities using color labels.

First discussions and evaluations indicate that the provision of actual process
information (data) increases operator knowledge and skills. Then operators can
better fine-tune the operating parameters for energy savings without altering
the quality of the feed. However, the deployment of the AR solution can only be
as good as the available data and their quality. Particularly for older equipment,
reading and interpreting meter data and their metrics requires expert knowledge.
In addition, massive unstructured data, e.g., product attributes, can make the
selection and consistency of relevant data very challenging since feed mixtures
have a wide range of components. Further research is required to investigate
better the relationships of additional relevant parameters influencing the energy
usage in pelleting, such as the fluctuating quality of the raw materials. As an
alternative to energy indicators, data-mining methods could optimize and/or
forecast process values for energy savings.
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Abstract. Recent years have seen the initiatives against illicit trades
gain significant traction at both national and global levels. A crucial
component in this fight is correct assessment of the risks posed by dif-
ferent trades across different regions. To aid in this cause, we provide a
risk prediction framework based on Bayesian Belief Networks. It involves
the development of a causal model incorporating variables related to the
rise/decline of the illicit trade volume. The influence of these variables
are determined by training on available data that are allowed to update
over time. Implementation on a sample case study shows relatively low
prediction accuracy of our model. Factors constraining its performance
are analyzed and possible ways to avert them are discussed. We expect
this framework to act as a decision support tool to the policymakers and
strengthen them in the fight against illicit trades.

Keywords: Illicit trade · Risk assessment · Bayesian Belief Networks

1 Introduction

The sustained growth and diversification of illicit trades remain a substantial
threat worldwide [1]. Recent statistics report the annual turnover of these trades
to be in the order of 2.2 trillion US dollars, which corresponds to approximately
8–15% of the global GDP [11]. Efforts to control/disrupt illicit trade are heavily
constrained by the scarcity of resources (e.g., workforce, finance), emphasizing
the importance of allocating them efficiently. Before planning for disrupting illicit
trade, though, we need reasonable estimates of the proliferation risks of different
trades in distinct regions of the world.

One could base this estimation process on the available statistics; however,
such an approach is risky since data on illicit supply chains are rare and suffer
from multiple shortcomings (including incompleteness, unclear boundary spec-
ification, low dynamics) [1]. An alternate strategy involves discerning factors
that affect the rise or decline of these trades, as well as their degree of influence
which we assume to be probabilistic. Available information on these variables
will then lead to the estimation of risk. In this paper, we introduce a framework
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to conduct this assessment in a systematic manner. In particular, we employ
Bayesian Belief Networks (BBN) modeling, which is widely known for dealing
with probabilistic inference in complex systems [18].

Prior to discussion of the proposed approach, we review previous works
related to our research problem. Existing literature on this topic is mostly qual-
itative in nature: identifying specific and general risk factors for different trades
[1]. A few quantitative models have been proposed to predict individual trade
risk/volume. For instance, growth of narcotics market was modeled as a function
of a small number of variables (e.g., utility, risk, enforcement level, economic sta-
tus) [2,5]. Researchers have also employed BBN models in some of these works.
An expert-driven model is presented at [8] to predict the occurrence of poach-
ing event of rhinos. Data-driven models aimed to predict deforestation, which is
related to illegal logging [12,20]. Alternate methodologies used here include arti-
ficial neural network and Gaussian process. Apart from these, BBN has also been
used to detect activities in illicit trades (e.g., prediction of fraudulent food prod-
ucts) [21]. Using separate prediction models for each trade category might not
be convenient for the policymakers. Perhaps with that in mind, The Economist
Intelligence Unit [22] developed a country-wise risk index to indicate the preva-
lence risk of illicit trades. However, the index is linear in nature and defined by
expert opinion. Furthermore, it does not distinguish different trade categories
and focuses on the regional factors only. Thus, there is need to develop a model
that can predict the risk of individual trade categories at different regions as well
as provide an aggregated risk score for a particular area or trade. Our framework
aims to build a customized model with these features.

The remainder of this paper is organized as follows. Section 2 describes the
steps in developing and implementing the framework. Section 3 presents a case
study for demonstrating our framework. Our discussion concludes in Sect. 4
through a critical review of the approach and a brief discussion of future avenues.

2 Risk Assessment Framework

The framework to assess the risk of illicit trades consists of five steps as shown
in Fig. 1. The following subsections discuss these steps sequentially.

2.1 Identification of Factors Related to Illicit Trades

The discussion on the causes behind the inception and continuation of illicit
trades can be found in several places of the literature. Some of the established
factors include poor socio-economic conditions, operational risk or lack thereof,
the potential return on investment, etc. We divide these factors into two sets:
region-specific and trade-specific. The Economist Intelligence Unit (EIU) con-
sidered 20 features of the first category to predict regional suitability for illicit
trades [22]. The second set, on the other hand, denotes the expected supply
chain performance in a business. We propose to incorporate the drivers of the



506 R. Anzoom et al.

Fig. 1. The five main steps for our illicit trades risk assessment framework.

illicit supply chain in this set (e.g., ease of production/acquisition, storage, con-
cealment and transportation, access to resources, profitability, money launder-
ing, corruption). Beyond this, one can always incorporate additional variables
through causality tests, i.e., statistical hypothesis testing. Ordiano [16] recently
demonstrated another approach using node embedding and clustering. For cus-
tomization, it is also possible to filter out some variables through dimensionality
reduction techniques (see [23] for details).

2.2 Modeling of a Bayesian Belief Network

Following the selection of variables, we move forward to modeling. Our adopted
approach, BBN, is a directed acyclic graphical model of causal relationships
based on probability theory [3]. In the constructed graph, nodes denote the
variables of interest; while edges represent the causal relationship (dependence)
between them. In our case, we can consider five sets of nodes: region-specific
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factors (A), trade-specific factors (T ), trade statistics (S), data reliability (D),
and trade risk (R). Trade statistics denote the types of data available regarding
illicit trades (e.g., instances reported, transaction volume, number of arrests),
while data reliability indicates the confidence in the data at hand. The trade
risk is predicted as a probabilistic function of all these variables. In terms of
equation, this can be written as follows:

P (S|A, T,R,D) = P (A)P (T )P (R|A, T )P (D)P (S|R,D). (1)

In a simpler model, nodes within a set are considered conditionally inde-
pendent of each other. For a better representation of reality, one can conduct
multivariate regression analyses or causality tests among the variables. Given
data availability, it is also possible to learn the model structure using several
algorithms [19]. Two other salient node attributes in this model are the type and
state of nodes. The model supports both discrete and continuous nodes, although
the former is preferred. Continuous nodes have to go through discretization by
some interval points. The methods for such discretization can be user-specified
or algorithmic/data-driven (supervised or unsupervised) [4]. Once we specify all
these issues, our model is ready to learn the parameters.

2.3 Data Collection and Curation

As mentioned earlier, the deceptive nature of illicit trades makes it difficult
to collect reliable data on them. A discussion on the existing data sources is
provided in [1]. Among the five mentioned sources, organizational databases
remain the most useful ones for our analysis since they follow a standard format
and are regularly updated. Still, it cannot be said that the available statistics
accurately represent reality.

This is why it is important to include in our model information regarding the
quality and the reliability of the used data. The four major dimensions of data
quality are accuracy, completeness, consistency, and timeliness [17]. In the BBN,
the set of nodes representing the data reliability aspect represents the state of
these quality dimensions. In terms of trade statistics, one can use different types
of data as nodes or apply fusion at the information level to obtain an aggregated
measure.

2.4 Learning the Model Parameters

In this step, we train our model with the existing dataset to learn the parameters,
i.e., to learn the conditional probabilities (CP). While we intend to derive these
probabilities straight from the data, it is not unusual for some information to be
limited in amount or to be simply unavailable. In such cases, researchers have
often used expert opinions for conditional probability elicitation [14]. Considering
this, we implement an inference method that is adaptable to such scenarios,
including the combination of expert opinion and evidential information, as well
as incomplete or small dataset. Further information regarding these algorithms
can be found at [7,13].
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2.5 Prediction, Evaluation, and Model Update

Given the parameters and prior probabilities of the variables would provide the
risk of a specific trade in a particular region as per Eq. (1). If the ground truth
data (actual trade risk/statistic) becomes available, one can compare it with
the predicted results through different metrics (e.g., confusion matrix, k-fold
cross-validation, spherical payoff) [10].

Most of the databases we use are updated on an annual basis. Incorporat-
ing these new pieces of evidence will update the model regularly, improving its
adaptability. It is even possible to assign variable weights to cases as well as
unlearn previous instances [15].

Finally, should the prediction error become significantly high, it becomes
necessary to scrutinize the model. In this case, techniques like sensitivity anal-
ysis, cross-validation, and scenario analysis can provide insight regarding the
model [6].

3 Case Study

To illustrate the framework introduced in Sect. 2, we present a sample case study
to compute the proliferation risk of illicit trades for different countries.

Step 1. We begin with the decision to include 4 trade-specific and 14 region
(country)-specific factors influencing illicit trades. The region-specific factors are
divided into four categories (trade transparency, supply and demand, governmen-
tal policy, and customs environment) as described in [22]). As a consequence, we
introduce a node for each of them in the BBN. Two more nodes are introduced
to represent the country environment and ease of trade, which influence the
node trade risk. For data reliability, we only consider one node (completeness)
since the age for all data is the same. Finally, we have nodes representing two
types of trade statistics (trade volume and number of cases), taking the tally
of nodes to 28. He selection of these variables was based on data availability,
although information regarding the trade-specific factors was not found. For the
sake of model completeness, we assign values to them based on our judgment,
e.g., transportation of narcotics is considered to be easy because of its size while
transportation of arms is considered difficult.

Step 2. With the selection of the variables complete, we move to build the
model. Most of the variables are represented by scores and thus continuous
in nature. Availability of data allows a reasonable discretization of continuous
nodes. In this model, we employ the equal frequency strategy, which assumes the
quartiles as cutpoints. Considering the minimum and maximum possible value
of the factors, up to two more cutpoints can be included. The interval between
these cut-points represents the states of the discretized nodes. Links between
the nodes are assumed to be predetermined, so we do not run any causality test
or structural learning. The complete structure of the causal model is visible in
Fig. 2. For ease of discernment, the node-sets are color-coded and a legend is
provided.
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Step 3. Our next step involves collection and preprocessing of relevant data.
Information related to the factors are found on 15 separate databases, the major-
ity of which are listed in [22]. Besides that, information on law enforcement capa-
bility, institutional quality, and corruption is extracted from the World Internal
Security and Police Index,1 the GCI (Global Competitiveness Index) database,
and the World Economic Forum Global Competitiveness Report.2 On the other
hand, the UNODC (United Nations Office on Drugs and Crime) database3 pro-
vides statistics on illicit trades. No data is found on trade-specific factors, as
mentioned earlier. All of the sources used fall under the category of open orga-
nizational databases. However, heterogeneity exists in their structure and the
volume of data they provide. For example, UNODC provides 27 year-long data
regarding drug seizure, while EIU provides tracking competence for only 2 years.
Furthermore, each database holds additional information besides the desired
ones. For inference of the conditional relationships between the factors, one
would need data for all attributes in one single database. We achieve this by
collecting the latest available records (including statistics of two trades: nar-
cotics and arms trade) across 160 countries and merging them into a country
database. We also compute the completeness and timeliness of the data. The
attribute with the highest completeness was the cybersecurity index (95.63%),
while the lowest was the supply-demand (45%). The lowest, highest and median
tuple (countrywise) completeness was 33%, 92.6%, and 59%, respectively. The
overall relationship completeness was 72.31%.

Step 4. For learning the conditional probabilities, we feed this data into NET-
ICA,4 a software specializing in BBN modeling and analysis. Netica uses three
methods to learn the conditional probabilities: count, expectation maximization
(EM), and gradient descent method. The last two are used for inferring from
an incomplete database, which applies to our case. The available data set was
divided into two sets (learning and testing) for validation. The learning set is
used to train the model, while the testing set is used for evaluating our pre-
diction. For comparison, we train the model using both EM and the gradient
descent method. Once trained, the model assumes values for the conditional
probabilities. An example is shown in Fig. 3. Here, we show the influence of
tracking capability and the Kyoto Addendum on the trade transparency score.

Step 5. Once the training is complete, our focus shifts to assessing the accu-
racy of prediction. Since the actual proliferation risk is not known, the test
is done on the trade statistics instead. Results show EM to be more accurate
(38.46%) than gradient descent (28.85%). The scores for quadratic loss, loga-
rithmic loss, and spherical payoff are 0.825, 3.66, and 0.457. The accuracy is still
quite low for a prediction model, but considering the incompleteness of data,
simpler model structure, and the inherent difficulty of assessing illicit trades, we

1 http://www.ipsa-police.org/.
2 http://reports.weforum.org/global-competitiveness-index-2017-2018/.
3 https://dataunodc.un.org/.
4 https://www.norsys.com/netica.html.

http://www.ipsa-police.org/
http://reports.weforum.org/global-competitiveness-index-2017-2018/
https://dataunodc.un.org/
https://www.norsys.com/netica.html
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Fig. 3. Conditional probability of trade transparency score given track and trace per-
formance and Kyoto accordance status (display from NETICA).

consider this value to be reasonable. The omission or imputation of incomplete
tuples is expected to improve this accuracy.

Sensitivity analysis measures the degree to which variation in posterior prob-
ability distribution of the target node (risk index) is explained by other variables,
i.e., how influential different nodes are in predicting risk index [9]. In this case
(discrete node), the measure is entropy reduction. Table 1 shows part of our
results, listing the individual factors with higher influence. As expected, trade
volume and the number of cases have the greatest influence on trade risk. The
next two in the list are ease of storage and transportation, which explains the
higher spread of narcotics trade over arms in general. The last factor, cyber-
security preparation, is a bit surprising since the transactions are mostly done
physically. This might be an issue worth investigating in the future. Once these
results are validated, one can predict the risk with greater confidence. We have
left the trade risk here as a categorical variable. That said, it is also possible
to consider it as an index of continuous nature. The same methodology can be
applied for different scales of regions (continent, country, state/district), given,
of course, that data for different regions are made available.

Table 1. Sensitivity of trade risk to other node findings.

Node Mutual info (entropy) Percent Variance of belief

Trade volume 0.33 21.3 0.429

Cases 0.082 5.26 0.012

Ease of storage 0.019 1.24 0.004

Ease of transportation 0.019 1.24 0.004

Track and trace 0.009 0.601 0.001

Cybersecurity preparation 0.006 0.419 0.01
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4 Conclusion

The ability to predict trade proliferation risk is expected to have great value in
the fight against the illicit economy. However, it requires handling a multitude
of challenges. This paper discusses the main ideas behind building such a pre-
diction model, and demonstrates the challenges of building one through a case
study. The first issue requiring attention is the scarcity and limited availability
of data since it has significant impact on the prediction performance. None of
the trade-specific factors in the model are clearly defined in the literature. Devel-
opment of measures for them would be a good idea for future research. For data
reliability assessment, timeliness of data merits inclusion. However, the measure
of volatility (duration of data validity) in the case of illicit supply chain needs to
be set a priori. Caution should also be exercised while choosing the method for
discretizing continuous variables. In the equal-frequency method, updating the
parameters would alter the probability distributions to some extent but the quar-
tiles remain the same, thus affecting the expected value. Finally, if data updated
annually become sufficiently available, one should consider detecting dynamics
both within and between different variables over time. Dynamic Bayesian net-
works should be a good choice to carry out this work. These recommendations
would be implemented in our future works to overcome the aforementioned limi-
tations and build a workable model with higher prediction accuracy and greater
insights.
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Abstract. This paper focuses on large-scale production release planning
problems in wafer fabs. Due to the complexity and dynamic characteristic of
production lines, it is useful to develop simulation models to evaluate different
production plans and select the optimal one. However, detailed simulation
requires large computational costs, especially for large-scale problems. There-
fore, we provide a multi-fidelity optimisation with ordinal transformation and
optimal sampling (MO2TOS) based on the multiple population evolutionary
algorithm to accelerate computational efficiency and address large-scale release
planning problems for wafer fabs. In the low-fidelity approximation process of
the proposed approach, we employ open queuing theory to estimate cycle times.
The experimental results confirm that the low-fidelity model shows a high
consistency with the high-fidelity model and the proposed multi-fidelity opti-
misation method is effective at solving large-scale release planning problems.

Keywords: Queuing theory � Multi-fidelity simulation-based optimisation �
Wafer fabs � Production release

1 Introduction

The manufacturing of wafer fabs is a highly complex and time-consuming process
because of massive process steps and complex process requirements [1]. Thus, it is
difficult to provide an effective production release plan for the production line. In wafer
fabs, the production release planning problem seeks an optimal or near-optimal solution
to optimise the output and the work-in-process of a production system by determining
the release rate of each product type.

Some basic approaches, such as mathematical programming [2, 3], simulation-
based optimisation [4, 5], and analytical modelling [1, 6], have been developed to
address production release planning problems. Simulation-based optimisation [7, 8]
refers to the approaches that search for the optimal solution by using simulation models
to directly evaluate the objective values of candidate solutions. Compared with
mathematical modelling, this technology can provide accurate estimates of given
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production plans. Besides, simulation-based optimisation plays an important role in
digital twins and has huge advantages in the application of the digital twin platform [9].

However, simulation-based optimisation consumes high computational costs
because of its high-precision modelling capability [10]. Real-world production plan-
ning problems require considerable computational time to run the entire solution space
by the simulation model [11]. Therefore, simulation models are often used to verify the
solution quality of mathematical models [12–14]. Some approaches [15–17] address
the order release planning problems by iterative simulation and linear programming.
Nevertheless, these methods may take a long time to converge if the initial release plan
is ineffective or the convergence process is not stable. Therefore, the research question
of this paper is: How to solve large-scale production release planning problems in
wafer fabs effectively by simulation-based optimisation?

This research therefore designs a multi-fidelity optimisation with ordinal transfor-
mation and optimal sampling (MO2TOS) based on the multiple population evolu-
tionary algorithm for production release planning problems. The proposed method is
developed based on the MO2TOS proposed by Xu et al. [18]. The high-fidelity model
is developed using the discrete-event simulation and the low-fidelity model is estab-
lished as a mathematical expression based on the queuing theory. In the proposed
MO2TOS, we provide a multiple population evolutionary algorithm to accelerate the
solution space searching and obtain the approximate solution space. Compared with
other methods, this proposed method obtains the same optimal solution as MO2TOS
when solving large-scale problems, and saves about 90% of computational time.

2 Problem Formulation and Modelling

Consider the following scenario: k k ¼ 1. . .Kð Þ types of products are produced by
m m ¼ 1. . .Mð Þ workstations of a wafer production line that demand exceeds supply.
Product k have r r ¼ 1. . .Rkð Þ alternative processing routes, each route has Lk;r oper-
ations. Mk;r;l represents the workstation for the lth operation of product k with pro-
cessing route r. Products of different types have similar processing flows but not
exactly the same. Any processing routes may have re-entrant flows. The demand dk of
product k is known, the optimal release rate and the routing allocation scheme for each
product type need to be calculated to increase productivity. We need to find the optimal
release plan for different products and obtain the optimal routing allocation plan for
each product type with different processing routes. The objective of the problem is to
complete the customer's requirements as soon as possible and minimise the maximum
work-in-process of workstations in the production line. To maintain balanced pro-
duction, we put forward the following two assumptions:

1. The release rate of each product in a planning period is stable and changeless.
2. Under any release plan, the product demand capacity cannot exceed the production

capacity of the machine. Otherwise, the system cannot reach a steady state and may
lead to infinite accumulation of work-in-process.

We provide a mathematical model to describe the proposed problem on the basis of
the above assumptions. The objective function are as follows:
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Min w1 � makespanþw2 � work in processð Þ ð1Þ
makespan ¼ max F k; r; p; Lk;r
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Equations (1)–(3) represents the objectives of this problem, w1 and w2 means the
weights of two objectives. F k; r; p; lð Þ means the complete time for the lth operation of
product k with processing route r released in period p. WIP k; r; p;mð Þ is the cumulative
work-in-process for product k with processing route r at workstation m in period p,
where WIP k; p;mð Þ ¼PRk

r¼1 WIP k; r; p;mð Þ. Constraint (4) provides the minimum
production quantity for each product. ypk;r represents the external release material
quantity for product k with processing route r in period p. ypk;r, F k; r; p; lð Þ and
WIP k; p;mð Þ are decision variables linked with xpk;r (external release material quantity
for product k with processing route r in period p). In the proposed mathematical model,
we need to derive the relationship between xpk;r and other decision variables.

3 MO2TOS Based on the Multiple Population Genetic
Algorithm

3.1 Low-Fidelity Approximation Based on Queuing Theory

We propose a queuing theory-based low-fidelity approximate method to derive the
relationship between xpk;r and other variables. According to x

p
k;r, we can approximate the

product arrival distribution and calculate the waiting time and the queue length
according to queuing theory. Then, F k; r; p; lð Þ and WIP k; p;mð Þ can be calculated
accordingly, and ypk;r is obtained according to xpk;r and F k; r; p; Lk;r

� �
. Here is a list of

the notations we use:
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sm The processing time for m in processing any operations
qpm The utilisation of workstation m

Pk;r;l The processing time of the lth operation of product k with route r

W k; r; p; lð Þ The waiting time for the lth operation of product k with route r released in
period p

kpm The expected arrival rate for all products at workstation m in period p

kpm k; rð Þ The expected arrival rate for product k at workstation m in period p

kp0;m k; rð Þ The external arrival rate for product k at workstation m in period p

kpn;m k; rð Þ The arrival rate for product k from workstation n to workstation m in period p

kpm k; rð Þ comprises the external arrival flows and the re-entrant flows. Thus,
kpm k; rð Þ can be calculated as:

kp0;m k; rð Þ ¼ xpk;r � Mk;r;1 ¼ m
� � ð6Þ

kpn;m k; rð Þ ¼
XM

n¼1
ð
XLk;r�1

l¼1
ðxpk;r � Mk;r;l ¼ n;Mk;r;lþ 1 ¼ m

� �ÞÞ; n 6¼ m ð7Þ

Therefore, kpm k; rð Þ can be described as:

kpm k; rð Þ ¼ kp0;m k; rð Þþ kpn;m k; rð Þ; 8m; k; r; p ð8Þ

kpm is then given by:

kpm ¼
XK

k¼1

XRk

r¼1
kpm k; rð Þ; 8m; p ð9Þ

Therefore, the utilisation of workstation m can be provided as:

qpm ¼ sm � kpm; 8m; p ð10Þ

We refer the approximation method of a GI/G/1 system in Whitt [19] to estimate the
expected waiting time of each product lot in any workstations.

EW ¼ sq C2
a þC2

s

� �
g

2 1� qð Þ ð11Þ

Where g is defined as:

g q;C2
a;C

2
s

� � ¼ exp � 2 1�qð Þ
3q

1�C2
að Þ2

C2
a þC2

s

� �

; C2
a\1

1; C2
a � 1

8
<

:
ð12Þ

s denotes the service time for a product, q means the utilisation of this server, C2
a

represents the squared coefficient of variation of the arrival interval distribution at this
server, while C2

s is the squared coefficient of variation for the service-time distribution.
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C2
a is the variance of the renewal interval divided by the square of its mean, and C2

s is
the variance of the service time divided by the square of its mean.

In our low-fidelity approximation model, W k; r; p; lð Þ can be represented by the
expected waiting time EW. Accordingly, F k; r; p; lð Þ can be recorded as:

F k; r; p; lð Þ ¼ Pk;r;l þW k; r; p; lð Þ ð13Þ

According to the Little’s law:

WIP k; p; jð Þ ¼ W k; r; p; lð Þ � kpm ð14Þ

F k; r; p; Lk;r
� �

means the makespan of product k released in period p. Because the
release rate in each period is the same, we can consider F k; r; 1; Lk;r

� �
as the cycle time

for product k with processing route r. Thus, ypk;r can be estimated according to the
following formula:

ypk;r ¼ xpk;r þF k; r; 1; Lk;r
� � ð15Þ

3.2 Framework of MO2TOS Based on the Multiple Population Genetic
Algorithm

The steps of MO2TOS based on the multiple population genetic algorithm (MPGA) are
exhibited in Fig. 1. Traditional MO2TOS uses the low-fidelity model to estimate all the
results of the solution space. Then, it selects high-quality solutions by the ordinal
transformation and optimal sampling strategy, and uses the high-fidelity simulation
model to calculate these solutions and choose the optimal solution. However, the
solution space of large-scale production planning problems may be more than several
million. Even if we use the low-fidelity model to run the entire solution space, the
computational costs and runtime are not negligible. To reduce computational burden,
we design a multiple population evolutionary algorithm to accelerate the solution space
search efficiency based on the original MO2TOS. We choose a multiple population
evolutionary algorithm because solution spaces of production problems are generally
multi-peak, and multiple population evolutionary algorithms are conducive to jumping
out of local optimal and accelerating the convergence process.

4 Computational Experiments

We simplify the actual wafer production system and develop some typical wafer
production lines to test and estimate the effectiveness of the proposed method. The
simplified cases retain the characteristics of batch processing, machine failures and
mixed-flow production in actual wafer fabs. First, we develop a small-scale production
release planning case to verify the accuracy of the low-fidelity model. We calculate the
solution space via the high-fidelity simulation model and the low-fidelity model.
Figure 2 plots the output of the solution space after ordinal transformation. According
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to Fig. 2, we find the consistency of the output of the solution space using two models
is obvious, which proves the proposed low-fidelity approximation method is feasible.
Therefore, the low-fidelity model we proposed in this paper is feasible.

We further develop a large-scale production release planning case and employ the
proposed method to solve the case. We first examine the optimisation performance of
the proposed multi-population genetic algorithm. Figure 3 shows the convergence
curves of the optimal results for the same case when the same low-fidelity budget
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Fig. 1. MO2TOS based on the multiple population genetic algorithm
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(10000) is allocated. From Fig. 3, we conclude that the proposed algorithm has stable
optimisation capability in solution space searching process.

We compare the proposed method with the high-fidelity simulation optimisation
(HFSO) method and MO2TOS used by Zhang et al. [4]. HFSO selects specific amount
of solutions randomly according to the high-fidelity simulation budget, uses only the
high-fidelity model to run all the selected solutions, and searches for the optimal
solution according to the results. The MO2TOS method solves the entire solution space
by using a low-fidelity model, selects high-fidelity samples using ordinal transforma-
tion and optimal sampling, and runs the high-fidelity samples to find the optimal
solution. The MO2TOS based on the multi-population genetic algorithm differs from
MO2TOS in the first phase. It uses the multi-population genetic algorithm combined
with a low-fidelity model to solve the solution space.

Table 1 provides the optimal results with different methods for the large-scale
release planning case. We can conclude: 1. The more fidelity budgets are allocated, the
longer the run time is required. 2. Regardless of the amount of high-fidelity bud-
get allocated, HFSO is worse than the compared methods. 3. The method proposed in
this paper can find the optimal solution when the high-fidelity budget is only 200,
and save about 90% of the computing time than MO2TOS when solving large-
scale problems.
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Fig. 3. The convergence curve of the optimal results

Table 1. The optimal results for the large-scale release planning case.

High-
fidelity
budget

The optimal result Runtime (s)
HFSO MO2TOS MO2TOS

& MPGA
HFSO MO2TOS MO2TOS

& MPGA

200 128.048 113.475 113.292 425 2221 358
400 120.651 113.447 113.292 1351 2874 824
600 121.166 113.292 113.292 3028 3944 1672
800 124.113 113.292 113.292 4908 5503 2785
1000 120.061 113.292 113.292 7948 7569 4906
1200 117.943 113.292 113.292 10244 10348 7149
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The studied actual wafer production system uses a static lead time release planning
model in Manufacturing Requirements Planning (MRP) to develop release plans at
present. This model is oversimplified because it considers lead times as workload-
independent constants. The static lead time is usually estimated from historical data and
experience. This method releases the materials corresponding to the demand of each
cycle directly according to the static lead time, which often causes a large amount of
work-in-process accumulation. Consider the proposed case as an example, the optimal
result of this method is 134.515, which is 18.733% worse than the method proposed in
this manuscript.

This method is suitable for real-world wafer fabs that demand exceeds supply. First,
managers need to know the demands of multiple planning periods in the future and
roughly estimate the upper and lower limits of release rates based on demands. Then,
managers can use the proposed low-fidelity estimation method to estimate the revenues
of different release plans and obtain the appropriate solution set. Next, they can use the
high-fidelity discrete simulation model to run these plans and select the optimal one.
This method can greatly reduce computation time and is suitable for large-scale
problems. Note that due to some uncertain events or parameters in actual production
scenarios, this method may need to update release plans periodically to keep the
simulation model consistent with the actual production system.

5 Conclusions

In this research, we present a MO2TOS based on the multi-population evolutionary
algorithm to address large-scale production release planning problems in wafer fabs.
The low-fidelity estimation model is an open queue approximation model and the high-
fidelity simulation model is established based on discrete-event simulation. We test a
large-scale case to evaluate the proposed method. The proposed method is compared
with the MO2TOS framework proposed by Zhang et al. [4] and the high-fidelity
simulation optimisation method. Experiment results show that the proposed method
can obtain the same optimal solution as Zhang et al. [4] and save computing time.

In the future, we will consider how to improve the estimation accuracy and speed of
the low-fidelity model simultaneously. Moreover, we will study how to let high-fidelity
model estimation results feedback to the low-fidelity model and reduce estimation gaps
between the low- and the high-fidelity models.
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Abstract. With the current growth of the maritime industry, which is a key
element for many supply chains worldwide, ports seek to increase their capacity
and performance in order to tackle challenges and opportunities created by the
increased demand in the industry. Port expansion is an efficient way to meet this
objective, but requires important resources and careful planning. Before under-
taking such a major project, it is important for a port to have a firm grasp and
understanding of its current capacity as well as the expansion’s requirements and
limitations in light of its traffic forecasts. This article presents the data analysis
realized as part of an expansion project of a Canadian port case. The data analysis
is executed in order to feed the first simulation model of its kind in this sector that
will jointly consider the logistics operations taking place in the current port and
its new terminal. This article addresses the first steps of the model’s conception
through data analysis as well as solutions to problems encountered. As the study
is underway, the preliminary results of the work are presented.

Keywords: Port logistics � Capacity analysis � Systems simulation � Data
analytics � Bottlenecks

1 Introduction

For the past years, the shipping industry has been subjected to an increasing pressure to
satisfy the growing demand of consumers worldwide. In the supply chain, ports are a
central node that enable national and international trade, creates the connections
between different transportation systems and joins the many producers and consumers to
the markets [1]. The shipping industry is involved in more than 90% of freight transport
[2] and the transport of goods by the maritime industry reached 10.7 billion tonnes in
2017, which corresponds to a growth of 411 million tonnes in the last year, of which half
is attributable to dry bulk products [3]. Knowing this, ports are faced with the need to
optimize their performance in order to meet the growing needs of maritime transport [4].

In order to capitalize on the growing demand from themaritime industry, ports seek to
increase their capacity and performance at the operational level. Indeed, several options
such as the optimization of port logistics operations and the flow of goods [5] by the
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integration of new technologies [6] and business processes, the use of inland intermodal
terminals [7] and port expansion [8] are solutions explored by port authorities.

Generally, when ports aim to increase their current capacity, expansion projects are
favored whenever possible. Expansion projects certainly require significant invest-
ments, but they are often straightforward and quickly translate into an increase in
capacity once completed. The Canadian port authority involved in this study has begun
an expansion project through the upcoming construction of a new terminal adjacent to
the current port.

An expansion project of this scope raises several port logistics issues, particularly
with regard to the adequate sizing of the individual capacity of the various port logistics
resources involved in the movement of goods from their entry to the exit of the port and
this, for both the current port and the new terminal. As a logistics platform specializing
in the storage and transhipment of a wide variety of non-containerized goods, the
Canadian port involved in this study must also consider in its traffic forecasts the
significant uncertainties inherent to its portfolio of goods. In this context, it is advisable
to study the impact of adding a new terminal on the expected increase in the overall
capacity of the port by completing an analysis of the potential bottlenecks that may
arise both in the new terminal and in the current port according to the individual
capacities of the logistics resources studied and the port authority’s forecasts.

The main objective of this project is to identify potential bottlenecks, especially
regarding railway transports, following the development of a new terminal for a
Canadian port, as well as to determine when these bottlenecks arise and to analyze their
extent and impact within the new terminal and the existing port. This project uses
simulation as its main tool in order to reproduce the movements of the flow of goods
and the use of logistics resources studied within the new terminal and the current port
through the analysis of different forecast scenarios. The simulation model developed
will not only allow the diagnosis of potential bottlenecks, but must also validate the
outcomes of traffic that may pass through the new terminal as well as the current port.

This paper presents the data analysis of the port’s railway, maritime, road data and
traffic forecast. The steps taken in order to adapt and overcome certain difficulties
regarding the data are also exposed. Finally, the structure of the simulation model that
will be designed for this study will also be discussed. The paper is organized as
follows. Section 2 presents the model development, including the model’s boundaries
as well as the strategies used to overcome gaps in the port’s historical data. Section 3
presents the data analysis and Sect. 4 covers the conclusion and addresses future work.

2 Model Development

The port of this study is a public-owned medium-sized urban port specialized in the
storage and multimodal transport of a large variety of non-containerized goods through
maritime, road, and railway transportation. The port authority collects data regarding
these three transportation modes. Before creating a simulation of the current port and
the new terminal to analyse bottlenecks and their impacts, the port’s data must first be
analysed since this project is data driven. Both the current port’s historical data and the
port authority’s traffic forecasts for the new terminal have their limitations and
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peculiarities. Working with this data has presented certain challenges and the approach
taken for its analysis has been influenced by its constraints.

2.1 System’s Boundaries

The system’s boundaries refer to the different elements in the system that are taken into
account for the project. The main elements of the system are presented in Fig. 1.

Figure 1 includes processes involving maritime, road, rail transport and storage
infrastructure. All of these elements are taken into account in the project, but rail
transportation is put forward in this study since it is expected by the port authority that
the main bottlenecks will be of rail nature and because the railway branch is a shared
resource between the current port and the new terminal. As future works in the study,
new elements will be addressed and the model will be extended in order to include
additional resources and constraints.

Figure 1 can be used to illustrate the flow of goods in four steps in the case of
inbound maritime goods that will later leave by road and/or rail. The first step is the
goods arrival by vessel at the current port or the new terminal. Then, the goods are
unloaded from the vessel and stored in the designated storage infrastructure. When the
goods are ready to be sent out, empty trucks and/or railcars enter the port and are
loaded. Finally, the loaded trucks and/or railcars exit the port to deliver the goods to the
costumer. An important element that is taken into account is the railway branch, which
limits the maximal number of railcars that can enter and leave the port in the same
convoy. Both the current port and the new terminal share this resource since all railcars

Fig. 1. Model boundaries and processes

528 E. Bergeron et al.



enter through the railway branch. The port authority asserted that the maximum length
of a convoy is 50 railcars and specified certain intermediate thresholds to be observed
to analyse the convoy length during the simulation phase of the project.

2.2 Modeling Strategy

In order to overcome challenges brought by the port authority’s historical data, a specific
modeling strategy was adopted. Because of gaps and uncertainties in the road and rail
data, it was determined that it wouldn’t be possible to define accurate seasonality and
arrival distributions for the road and rail elements. To overcome this problem, the
simulation model uses the maritime data in order to generate the trucks and railcars
arrivals. Indeed, it is assumed that the trucks and railcars arrivals are heavily dependent
of the vessel arrivals, since the vessels will either restock or destock certain goods in the
port. With that in mind, it has been assumed that the trucks and/or railcars transporting
goods would start arriving a few days after the arrival of a vessel associated with the
specific goods for inbound traffic and the opposite situation for outbound traffic.

3 Data Analysis

In this section are presented the results of the analysis of the port authority’s maritime,
road and railway data. Most of the data analysed comes from the port’s historical data
between 2015 and 2019, with the addition of data from 2020 for certain types of new
goods that will transit by the new terminal. The data analysis presented in this paper
was carried out with the overall objective of the project in view, which will be achieved
through a detailed simulation of the current port’s and new terminal’s logistics oper-
ations. For this purpose, two main elements were extracted and analysed from the port
authority’s data, namely the traffic distribution and the transit time of the three different
transportation modes. This study takes into account the current port and the new
terminal, but with different levels of detail. The current port is treated as a black box in
which all the data from different goods are separated in two families according to an
outbound or an inbound traffic, while the new terminal is further investigated through
the analysis of nine goods’ families. Indeed, the current port being already operational
with its current traffic, the main focus is on the new terminal and its resource usage,
including shared resources with the current port.

3.1 Traffic Distribution

As stated by the modeling strategy explained in Sect. 2.2, vessel, railcar and truck
arrivals all depend on the maritime data. For eight of the nine goods’ families of the
new terminal, the projected distribution of maritime traffic is based on the historical
traffic distribution average for the same goods in the current port between 2015 and
2019. For the ninth goods’ family, being a new type of product with no history or
relatable goods, it was decided to base its projected distribution on the current port’s
global average distribution. The resulting maritime traffic distributions are presented in
Fig. 2 below.

Toward a Simulation Model for Capacity Analysis of a New Port Terminal 529



In Fig. 2, the nine slim and faint lines represent the nine goods’ families traffic
distributions expected during a full year in the new terminal. The “New Terminal”,
represented by the large dark blue line, is the average of the nine goods’ families
distributions, while the “Current Port”, represented by a the large red line, is the
average of all traffic distributions of the current port between 2015 and 2020, expor-
tations and importations combined. It is noted that both the global terminal and current
port distributions are similar, with more traffic during spring and fall (around 10%)
rather than summer and winter months (around 5%). These seasonal patterns aren’t
surprising considering that certain goods are related to certain seasons or activities such
as agriculture. Finally, it is worth mentioning, that the similarities between the global
terminal and the current port average distributions is a normal occurrence since the new
terminal will mainly serve goods already existing within the current port.

Even though rail and road traffic will be dependent of the maritime distributions on
a macro level, the day to day traffic distributions of these transportation modes
remained unknown, which guided the data analysis towards finding the daily arrival
distributions of both rail and road transport over a week. Figures 3 and 4 present the
results for these traffic distributions.

Fig. 2. Current and new terminal maritime traffic distributions
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Figure 3 shows the distributions for the second and fourth goods’ families in the
new terminal, which are the only families with rail transport in the new terminal, as
well as the current weekly rail distribution for the current port, which was obtained
through the average of all rail transports of the current port between 2015 and 2019.
Figure 4 shows a global weekly distribution for road transport within the current
terminal. Indeed, because of the lack of road data, the goods cannot be associated with
their matching road transports in the port’s historical data, the global distribution
presented in Fig. 4 will be applied to the current port as well as the goods’ families in
the new terminal.

3.2 Scenarios and Maritime Input Parameters

Using the monthly maritime traffic distributions illustrated in Fig. 2, the goal is to
generate the arrival of vessels for each family within the model following their
respective distributions while maintaining the stochastic context. To this effect, the
model will use arrival tables with specific dates that follow the maritime traffic dis-
tributions. Each individual arrival table corresponds to a ship arrival scenario, and the
number of tables used within the model for each family was determined by selecting
the minimum number required to reach the targeted distribution.

The data used in these scenarios is the vessel arrivals during the twelve months of a
full year. Specifically, in the arrival tables, for every family, the vessels are set to arrive
on the fifteenth day of the month at noon. To add a stochastic element, the simulation
model then applies to each vessel arrival within the data an offset of more or less
fourteen days in the arrival of the vessels. Thus, the vessel will arrive within the
programmed month while randomizing the actual day of the arrival. This approach for
generating vessel arrivals randomly during the month was chosen after the analysis of
the daily distribution of vessel arrivals in a month showed that the distribution was
similar over all days.

As implied so far, each goods’ families within the model will have multiple arrival
scenarios. The scenarios are run simultaneously during the simulation as control
variables in experiments. This enables the model to generate vessel arrivals that tend
toward the targeted distributions while maintaining the stochastic context.
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In order to reproduce faithfully the maritime traffic distributions without over-
loading the model with an excessive number of scenarios, it was necessary to determine
the minimal number of scenarios required to attain this goal. To this end, an analysis
was carried out to observe the arrival distribution results for a number of scenarios
varying from 10 to 100, as shown by Fig. 5.

After analyzing the data shown in Fig. 5, the decision was made to use 50 sce-
narios, illustrated by the black line, since it merges satisfactorily with the targeted
distribution, illustrated by the red line. Consequently, the maritime arrival tables for
each family uses 50 scenarios. An example of an arrival table is shown in Table 1.

3.3 Transit Time

The transit time for maritime, rail and road transport were determined by comparing the
dates and times between the arrival and departure of every transport mode. In the case
of maritime transport, it is assumed that the time between arrival and departure is used
for loading and unloading operations with minimal wait time. Taking into account the
high costs of berthing a vessel, the hypothesis that the waiting time for maritime
operations is minimal is used. In the case of rail and road transports, the port’s his-
torical data doesn’t contain the required information to distinguish process time from
idle time, so the time between arrival and departure of railcars and trucks is seen as the
general transit time that contains both idle time and processing time. Table 2 presents
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Table 1. Boats per month for scenarios (arrival table example)

Scenarios Month
1 2 3 4 5 6 7 8 9 10 11 12

Scenario 1 1 – – 2 – – – – 1 – 1 –

Scenario 2 1 2 – – 1 – – 1 – – – –

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

Scenario 50 2 1 – – – – – 1 – 1 – –
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the transit times for the goods’ families as well as the current port for maritime, rail and
road transportation. It is worth pointing out that for transit times of the current port, the
data was separated in families 10 and 11 to distinguish operation times associated with
inbound and outbound flows of goods.

For each of the 9 goods’ families of the new terminal as well as for families 10 and
11, representing the current port, the average transit time and the standard deviation
were calculated using the current port’s historical data between 2015 and 2019. The
direction of the flow based on maritime transport was also taken into account for the
analysis of all maritime, rail and road transportation. In the case of maritime transport,
the high standard deviation is explained by many reasons such as the different types of
products grouped in a same goods’ family that require different loading and unloading
times. Also, the variation in the vessel types and weight within each goods’ family
leads to significant variations in loading and unloading times. In the case of rail
transport, the high deviation is explained by the small amount of data used to calculate
the rail statistics presented in Table 2. Indeed, for the second goods’ family, few
transports of the goods were made between 2017 and 2019, and in the case of the
fourth goods’ family, the only rail transports made for this family occurred in 2020 and
does not offer a large data pool. For these reasons, the high standard deviation was to be
expected. In the case of road transport as well as rail transport for the current port,
represented by families 10 and 11, the high deviation is explained by the fact that a
global average of all transports was used, combining the statistics of many highly
different goods, resulting in the high deviations seen in Table 2.

Table 2. Transit time of maritime, rail and road transport

Goods’
families

Direction
of flow

Transit time (hours)

Maritime Rail Road
Average Standard

deviation
Average Standard

deviation
Average Standard

deviation

1 OUT 92,2 39,4 N/A N/A 1,67 2,06
2 IN 101,1 48,8 229,4 272,1 1,54 1,99
3 IN 104,9 56,2 N/A N/A 1,54 1,99
4 OUT 92,2 39,4 49,0 81,7 N/A N/A
5 IN 95,7 37,4 N/A N/A 1,54 1,99
6 IN 89,3 38,8 N/A N/A 1,54 1,99
7 IN 46,0 42,3 N/A N/A N/A N/A
8 OUT 41,8 10,1 N/A N/A 1,67 2,06
9 OUT 85,2 47,2 N/A N/A 1,67 2,06
10 IN 74,7 63,5 38,5 78,9 1,54 1,99
11 OUT 83,3 58,9 63,5 97,9 1,67 2,06
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4 Conclusion

This paper presented the first development steps of a simulation model that will
reproduce movements of the flow of goods and the use of logistics resources within a
new terminal as well as the current port through the analysis of different forecast
scenarios. The main goal of this simulation model is to realize the diagnosis of potential
bottlenecks and validate the outcomes of traffic that may pass through the new terminal
as well as the current port. The first steps presented in this paper take the form of a data
analysis of maritime, road and rail transport using the port’s historical data and forecasts
for their new terminal. A special emphasis is on the port’s rail component since the
railway branch presented in Fig. 1 is an important shared resource between the current
port and the future new terminal, and could become a bottleneck for port logistics
operations. The data analysis executed in this paper presents transit times for the inward
and outward flow of goods of the current port and 9 families of the new terminal for
maritime, road, and rail transport. Certain limitations within the data were addressed
through the use of maritime distributions to trigger arrivals of road and rail transports.
Although, even with limited data, it was possible to determine weekly arrival distri-
butions that specify the arrival of trucks and railcars for each day of the week.

For future works, the implementation of the model using the Simio simulation
software will use the data analysis outcomes overviewed in this paper. The model will
also be expanded to include additional constraints and resources involving storage and
various thresholds within the port and new terminal. To our knowledge, the simulta-
neous simulation of both the current port as well as its new expansion with the same
model and with both separate and shared resources has never been done in this field.
This will allow the Canadian port authority to clearly view the impact of the new
terminal on its current operations as well as identify potential bottlenecks and capacity
limitations for different forecast scenarios.
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Abstract. The maintenance process is crucial in any system that is prone to
failure or degradation, particularly in manufacturing operations. In fact, main-
tenance costs can reach up to 40% of the cost of production in certain industries.
In the era of Industry 4.0, maintenance methods can maximize the use of
components predicting the remaining useful life. These methods are identified as
Predictive Maintenance and include several innovative technologies, such as IoT
for deploying sensors that monitor machines and AI that provides the algorithms
to interpret the data collected. The information generated from sensor data
allows for more accurate predictions using statistical models that are sensitive to
the peculiarities of an individual tool set on a particular machine and used by a
certain operator. These models, unlike traditional methods based on physical
laws, increase in efficiency as the data increases, and therefore are not efficient
or usable when a sufficient bank of data is not available. This work proposes a
hybrid model that, being based on both classical physics and data-drive models,
demonstrates how it is possible to obtain a prediction method that estimates the
state of the tool even in the absence of historical data and that increases its
accuracy as such data increases. The proposed model is evaluated by using a
public experimental milling dataset.

Keywords: Hybrid model � Predictive Maintenance � Tool condition
monitoring � Machine learning � Milling

1 Introduction

Maintenance costs are estimated as a percentage of production costs that vary between
15%, for the manufacturing sector in general, and up to 40% for the metalworking
industry [1]. With the proper implementation of Predictive Maintenance (PdM) strate-
gies, these costs can be reduced by up to 30% [2], by automatizing part of monitoring
activities, and by optimizing the decision of replacing the resources when strictly
necessary. Furthermore, a PdM strategy can reduce the incidence of failures by up to
70%, allowing the productive time of systems to be increased by up to 30% [3].
Another important estimation is that PdM methods based on Machine Learning
(ML) algorithms can reduce current maintenance costs by an additional 30%,
increasing machine operating life and reducing downtime [4].
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In the era of Industry 4.0, several technologies, as Internet of Things (IoT) and
Artificial Intelligence (AI), enable the real-time data collection required by high-
performed PdM methods. In fact, they are based on real-time data collected by a
sensors system and Big Data infrastructures. [5] Research has proposed several AI-
based methods whose performance grows as the information possessed about the
process under observation increases, but they are inoperable with no real-time
information.

The performance of physics-based methods depends on (i) the number of variables
(sources of variability) considered in the model, (ii) the complexity of the physical
laws, and (iii) the estimation quality of few parameters with data offline generated by
experiments and inspections. Contrarily, the accuracy of data-driven methods depends
on the quantity and quality of historical data, which are difficult to replicate for research
analyses [6]. The aim of this work is to propose a hybrid model that takes advantage of
the strengths of both methods (physics-based and data-driven) while minimizing the
effect of their weaknesses.

The rest of the paper is organized as follows: the second section describes the state
of the art, the third one defines the proposed hybrid model, the fourth introduces the
milling process case study, and, finally, the last section presents the conclusions and the
ideas for future improvements.

2 State of the Art

Starting in 1950, preventive maintenance was introduced in order to limit the effects of
a failure, which with the previous approach often led to downtime of the entire pro-
duction process [7]. The first preventive maintenance methods were based only on time
schedules, and for that they are called periodic maintenance. However, these approa-
ches failed to predict abnormal failures and often led to unnecessary interventions.

Differently, it has been estimated that 99% of mechanical failures can be predicted
with the help of specific indicators, on this basis was born the Condition Based
Maintenance (CBM) [8]. It involves two main processes: diagnostic and prognostic [9].
The improvement of these methods is represented by PdM models, in which mea-
surements on the machine are used in combination with process performance data
measured by other devices. The use of such data jointly allows statistical models to
analyze historical trends in order to predict the instant when the machine needs an
intervention [10].

Prognostics methods can be categorized into data-driven, physics-based and hybrid
approaches [11]. Despite the significant recent progress in the Model-Based (MB) and
ML hybrid modeling domain, there are various challenges that throttle down the full-
fledged growth of hybrid modeling: (i) there is no guidelines for selecting hybrid
models, (ii) there are few benchmarks (problems and dataset) for evaluating and
comparing hybrid models, (iii) training accurate models with low amount of data or
labels, (iv) minimizing data collection costs, (v) solving the complexity due to geo-
metric data formats as CAD files and imbalanced data [12].
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3 Proposed Hybrid Model

The proposed method is a hybrid model between physics-based and data-driven
approaches, and it aims to exploit the potential of each method.

The first step consists in training the physics-based model and data-driven model
individually. In this way, the two methods generate estimations about wear levels (W)
or Remaining useful Life (RUL) for each T-th run of a tool, called WPBðTÞ and
WMLðTÞ, respectively.

Then, always with the training set, for each run, the optimal weight xðTÞ is
calculated to generate the linear combinations of physics-based and data-driven pre-
dictions as stated in the following equation:

W ¼ xWPB þ 1� xð ÞWML:

The weights are defined by choosing as objective to minimize the Root-Mean Square
Error (RMSE) and the Root Relative Squared Error (RRSE) of the hybrid predictions
(W).

Finally, the trained hybrid model is evaluated on the test set. The estimation of the
wear level WðTÞ during the T-th operation performed with the same tool is a weighted
average of physics-based and data driven methods. However, the model estimates a
dynamic weight x :¼xðT ;PÞ that depends on the number of operations performed by
the same tool and on the process parameters P set by the operator.

The details on the two components of the hybrid model are reported in the
following.

3.1 Physics-Based Component

Classical mechanics methods concerning the wear of rotating machine tools are based
on the non-linear relationship between two main parameters: cutting speed (Vc) and
RUL (T). A first equation was proposed by Taylor in 1906 and has the following form:
Vc � T1=b ¼ C and C ¼ a�f�C=b � d�c=b, where C is the cutting speed with which one
minute of life is obtained, d is the depth of cut, f is the feed rate and a, b and c are
empirical constants. 1=b is an indicator of how much the tool life is affected by changes
in cutting speed and empirical data has defined that 1=b 2 0:1; 0:15½ � for HS steel tools,
1=b 2 0:2; 0:25½ � for carbide tools and 1=b 2 0:6; 1½ � for ceramic tools [13].

The physics-based component of the hybrid model (called WPB) is based on the
extended Taylor equation for rotary tools, which includes all machining parameters.
The equation has the following form: T ¼ a0ma1c f

a2da3Wa4
PB, where T½ � ¼ ½min� is the

estimation of the useful life of the tool, mc½ � ¼ ½mm=min� is the cutting speed, f½ � ¼
½mm=rev� is the feed rate, d½ � ¼ ½mm� is the dept of cut. WPB½ � ¼ ½mm� is the width of
flank wear according to the physics-based method that can be measured in relation to
the activity time T , and a0, a1, a2, a3 and a4 are empirical constants to be estimated that
will be called coefficients, since they represent the coefficients in the multiple regres-
sion model. The formula is the following:
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WPB Tð Þ ¼ e ln Tð Þ�ln a0ð Þ�a1ln mcð Þ�a2ln fð Þ�a3lnðdÞ½ �=a4

The estimation of the coefficients can be done with a multiple linear regression by
performing a logarithmic transformation, which can be written in matrix form.
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lnðT1Þ
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X is called sensitivity matrix [14] and a contains the coefficients that can be
estimated with the method of least squares. The accuracy of the estimation of coeffi-
cients depends on the inverse of the matrix XTX, the term on which the optimization
criteria are based, as for example the one proposed by [15] that define the minimum
data sample to be collected for training the method.

3.2 Data-Driven Component

In parallel, ML methods that can utilize the information contained in sensor mea-
surements can be used to estimate tool wear WML. The framework used to estimate tool
wear from sensor measurements is shown by [16] and [17] and it is based on a multi-
step data pre-processing between the data acquisition and monitoring processes.

The first phase of data pre-processing, data cleaning, involves removing values that
do not meet certain requirements and are inconsistent with requirements. The second
phase is the outlier detection where outliers are the values that deviate strongly from
other points in the sample. In the proposed framework, the distinction between
searching for outliers within a sensor measurement and between measurements is
considered, to recognize extreme signals that indicate process instability. After that, for
the sensor measurement, considered as time series, the stationary window selection step
is required, which allows the stationary phase of the machine to be selected using the
Change Point Detection (CPD) technique.

When data are cleaned, the feature extraction phase follows, and it generates a
complex set of predictors. This operation allows to reduce the computational load
required by the algorithms to be implemented later and improves the speed of machine
learning processes. The features obtained in the previous phase are normalized. Then,
in the feature selection step, the large number of features extracted are reduced applying
unsupervised methods described in [16].

Finally, a machine learning algorithm is applied to predict the tool wear WML based
on the data preprocessed.
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4 Case Study: Milling Process

4.1 The Milling Dataset

The analyses performed in this research work are based on the public Milling dataset,
made available by the Prognostic Center of Excellence NASA-PCoE [18]. It contains
the values recorded by six sensors throughout the life cycle of 16 tools (cases), under
different working conditions identified with 8 scenarios, for a total of 170 machining
operations (runs). Each case is characterized by three machining parameters, which
follow the recommendations of the tool manufacturer, and by the type of material
machined with fixed dimensions (483 mm � 178 mm � 51 mm). Except for the
cutting speed, which remains unchanged at 200m=min, the other variables are
dichotomous and in particular: the feed rate has been fixed at 0:25mm=s or 0:5mm=s,
the depth of cut has been fixed at 0:75mm or 1:5mm, while the workpiece materials
are cast iron or stainless steel 145.

While the sensors collected data continuously, both during operation and down-
time, flank wear measurements (VB) were made periodically, removing the insert from
the cutter and measuring the distance from the cutting edge to the end of the abrasive
wear on the side face of the tool with a special microscope. Given the diversity of
machining parameters, cycles with different activity time and number of machining
operations were obtained for each tool.

4.2 Comparisons Between Hybrid Model and Single Ones

A comparison of the performance of tool wear prediction on this dataset is provided in
[16]. Among different ML algorithms, Neural Network (NN) was the one with the best
performance. For this reason, this model was chosen as the data-driven method to be
used in the hybrid model.

In Fig. 1, the weights obtained with a training set composed by 10 tools are
represented (x values). In the later runs, the weights reflect the results obtained with the
error analysis, in which there is an intermediate linear phase (from run 13 to run 19) in
which the Taylor model is more accurate and therefore the weights tend to 1, while in
the outer phases the data-driven model based on the NN algorithm prevails.

Fig. 1. Weights obtained on the training set.
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Figure 2 shows the overall errors of the hybrid model and the single models. In
terms of the RMSE, the hybrid model has a similar distribution to the NN model,
slightly shifted downward and with one less outlier. While analyzing the distribution of
the RRSE, the distribution of the hybrid model has a median value similar to the single
models but with much less dispersion. It can be inferred that the hybrid model only
slightly improves the overall accuracy of the predictions, while the main advantage of
this approach is to obtain a more robust method whose goodness of predictions is less
affected by the training data than the single models.

As shown in Fig. 3, the performance of the hybrid and related single models was
analyzed as the size of the training set varied. The error measured with the RRSE
metric is always smaller with the hybrid model than with the single models, although
the differences are more pronounced with larger training sets. While, analyzing the
values of the metric RMSE, it was found that with a training set of small size (com-
posed of 8/14 tools) is more accurate the Taylor model because there are not enough
data to train the neural network, which has a much higher error than the physics-based
method, and then the hybrid model has intermediate performance between them. While
increasing the size of the training set the error of the NN model becomes very similar to
that of the Taylor model and consequently the hybrid model obtains better perfor-
mances than the single models. Moreover, it can be observed that with the hybrid
model the increase in accuracy with the increase of the tools used in the training set is
greater than that obtained by the single models.

Fig. 2. Hybrid model performance compared to individual model performance.

Fig. 3. Performance comparison of models for different training set size
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4.3 Discussion of the Results

The results obtained is a primary formulation of a hybrid model applied on a real
manufacturing case study, with the aim of monitoring the status of a CNC machine tool
through a combination of an NN model with the extended Taylor law. Considering the
two approaches applied on the case study, the physics-based methods result the most
accurate and robust, in fact, the best overall prediction performance was obtained with
the Taylor model. It has the advantage that it can be implemented even in the absence
of sensors on board the machine and with few offline measurements to train the model.
The main limitation of this method is that it can only be applied to wear phenomena for
which a mathematical law describing the trend is known, i.e., only for common wear
metrics. The category of data-driven methods based on NN model shows it potential
during the last milling runs, i.e., with enough sensor data. This characteristic reflects the
ability of such methods to explain high variable trends using the information provided
by sensors. Limitations of data-driven methods are the need of installing many sensors
on the machines for real-time monitoring, and then the high initial investment.

5 Conclusions and Future Works

The results show that the proposed hybrid approach, defined by the linear combination
of a physics-based and a data-driven method, has the best performance than either
single method. When single models achieve similar performance, the hybrid approach
allows to significantly increase the overall accuracy and specially to obtain much more
robust results. In addition, this approach can be used as an unique model to estimate
tools that are monitored both offline of along each operation.

With further research, the approach can be validated on other case studies, even on
different manufacturing processes and with different wear metrics. In turn, the hybrid
model can be extended to predict the RUL of each tool after each run, in term of
remaining runs or estimating the remaining time of usage. In addition, it is possible to
implement a hybrid approach between a time series method (starting with a simple
autoregressive one) and the two used in this work. Other improvements can be done to
the hybrid model, such as considering other estimations as input nodes of the NN
model.
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Abstract. Choosing the most fitting manufacturing principle largely depends
on the technical divisibility of jobs and the quantity to be produced. In most
cases, a high quantity causes a higher degree of automation. What to do,
however, if the production programme is evolving into various product modi-
fications in the long run, thus developing from monolithic flow lines to a quasi-
continuous batch production by means of bottleneck machines?
Classic push-controlled routines are failing here, since the batchwise manu-

facturing in combination with performance-reducing parameters within pro-
duction systems will cause discontinuous outputs that are difficult to control and,
moreover, feature an increased creation of work in process (WIP).
This problem is intensified by a combined influence of necessary setup

activities, which often lead to sporadic machine failures. As a matter of fact, this
invariably causes a dramatic delay in delivery times, not least because of the
extension of the throughput times.
In this paper, we will introduce a manufacturing control that is based on

dynamic WIP-oriented bottleneck planning, which will allow to maintain the
automatically regulated output optimum by means of a self-controlling system.

Keywords: Production system control � Bottleneck � Solution approach �
Practical application � Industrial case

1 Introduction

When customers’ call-offs are highly volatile, suppliers are forced to provide flexible
manufacturing processes and/or secure supply chains in order to safeguard the readiness
for delivery. This is especially difficult to configure and control for complex products.
The key to success in this respect is a combination of the lowest possible WIP orien-
tation and the highest possible response capacity, so as to ensure an economical and
logistical efficiency combined with high functionality of the supplier systems [1, 2].

As for the operational implementation, it is often organisational, usually WIP-
limiting regulations that prove to be essential, which serve as operational routines
individually adjusted to the respective production system [3]. Coupled with existing,
case-specific boundary conditions, this will invariably lead to individualised manu-
facturing controls adjusted to the respective capacity of the production system, which
depends on both the technological features and the specific customer-supplier-relations
[4].
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The development of such an individually adjusted manufacturing control will be
illustrated in the present paper. Our fundamental approach may also provide similar
production fields with the means to meet this issue in a systematic and methodically
profound way. While the individual solutions arising from that are only transferable in
a limited way in their respective versions, the approach for determining the basic
functionality usually results in optimised manufacturing control [5–7].

2 Basic Principles

To start with, controlling a system requires the analysis and understanding of its
behaviour. One essential model for the systemic description of production processes is
the control loop model [cf. 8].

A closed-loop control works in the following way: the control unit transfers
information (the control variable) to the system to be controlled (production process),
while the result of the manipulation (the process value) is transmitted to the control
unit. Since the control process is arbitrarily selectable, control loops are very much
suited for describing production systems, especially against the background of utilising
runtime-depending control variables.

Besides displaying the typical time response (sequencing rules), another advantage
is constituted in the fact that system-inherent parameters are imaged in the control
process. Provided that clear customers’ call-offs exist, this results in an organisationally
worthwhile WIP, for which a changing – but still defined within limits – throughput
time can be used as an output basis. This leads to a “sound, super-efficient”WIP which,
in most cases, is not an operating point but, as a consequence of interacting parameters,
rather a field of operation (setting range) for the optimal correlation of the system’s
WIP and output [9].

Referring back to Little’s Law (or, in modified version, to the Funnel Model), this
field of operation can be defined accordingly, with the throughput time of the jobs
arising from the relative evaluation of WIP against output. Taking into account the
combined interactions of the parameters, this will result in a quasi-stable system
behaviour. By definition, this will, in turn, provide a high level of predictability
regarding the completion times and, accordingly, on-time delivery, with the production
system getting closer to an optimum system behaviour [3, 10, 11].

The complexity of the control unit (here: the manufacturing control method)
depends on the type and constitution of the controlled process (here: the production
system). Simple and sturdy production systems featuring a high degree of determina-
tion or high degree of organisation respectively (i.e. strictly connected flow lines)
induce defined, stable performance characteristics which ought to be aspired when
faced with the increased complexity of other systems.

According to [3], the following can be stated: Job-shop structures manufacturing a
high diversity of products with very different operational sequences mostly require
complex scheduling and release methods as well. The fewer variants a production
system has to produce, featuring almost identical operational sequences, the simpler it
is to design the required scheduling and release method.

Thus, scheduling and release methods should be as simple as possible.
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In the present case, three product versions are manufactured in one production
system, with the respective operational sequences being identical. Each operation
requires the utilisation of several machines of the same type which, every so often,
results in time-consuming re-settings due to the product variants. In general, this
production system is regarded as a flow shop system with multiple machines, where
different lots are produced on individual or shared resources [12].

A rather simple method for job control in such systems is called ConWiP [13].
Here, the material flow is directed in a way that the WIP will be limited during the
manufacturing. Similar to a car park, the job release will only be given (“drive in”)
once the completion of a certain job amount has been signalled (“free space available”),
in other words the maximum number of WIP has not been reached. The feedback of the
release information is designed here as a global pull, while the jobs are moved from
machine to machine in form of a local push [13].

Should there be a bottleneck in the controlled system, this very bottleneck might
also work as a signal, i.e. the release will be conducted according to the signalled WIP
behind the bottleneck. The benefit is that an automatic bottleneck control is carried out,
so that the limiting factor of the production system can be utilised in the best possible
way. Analysing the behaviour of the evaluated system will now show that the control
process is shortened, making the system more manageable as a whole. Hence, [3] refer
to this ConWIP version as “pull-from-the-bottleneck”.

All in all, the success of such a scheduling and release method largely depends on
the correct determination of the maximum permissible WIP or the limits of variation
respectively. The above-described correlation to the performance provides a setting
range whose upper and lower thresholds can be determined by using aggregated
evaluation methods according to the principles of Little’s Law (or the Funnel Model
respectively). If the setting range and the parameters are known for their position, they
can be used as variable for the controlling of the production system. Acting inside the
determined setting range allows for a maximum exploitation of the WIP, thus securing
the optimal utilisation of product resources [10, 11].

3 Research Approach and Control Methodology

The control method presented below combines the fundamental bottleneck and WiP-
Control mechanisms to form a dynamic bottleneck starvation control method, designed
for flow shop systems with multiple machines, where different lots are produced on
individual or shared resources (cf. Fig. 1).

As a matter of fact, dynamic schedule rates can be determined for such production
systems, with each released WIP showing the systemic availability of the respective
bottleneck situation. A defined WIP in front of the bottleneck simplifies the control
process, thus increasing the basic output with regard to both quantity and time.
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Here, the bottleneck process determines the maximum throughput rate THR
required to meet the customer’s demand QD for the given time t. In other words, for a
steady-state system, the throughput rate is equal for each process step i and corresponds
to the throughput rate of the bottleneck process:

QD tð Þ ¼ THR �
X

i

WCi ð1Þ

This model-based evaluation makes it easier to determine and monitor the neces-
sary WIP levels within the value stream in front of and directly at the bottleneck by
means of averaged figures. There are two crucial values in this respect:

• WIP-ratio at the bottleneck (WRBN)

WRBN ¼ WIPBN

WIPoverall
ð2Þ

This value is taken for a continuous evaluation of the WIP in order to avoid
bottleneck starvation. Additionally, the customers’ call-off behaviour will be somewhat
shifted via the bottleneck towards the production system, which reduces the response
time to fluctuations in the quantity of the individual product variants.

• WIP-ratio upstream the bottleneck (WRup)

WRup ¼ WIPupstream

WIPdownstream
ð3Þ

Process 4Process 3Process 2Process 1Raw
material

Finished
goods

Backlog
list

Long-term planning
using customerës demand QD

Short-term balancing
using WIP-ratio WR

WIP1 WIP2 WIP3 WIP4

upstream downstream

ConWiP-loop

overall

WIP WIP

WIP

Fig. 1. The basic concept of the dynamic bottleneck starvation control.
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This value is used for a demand-driven quantity and capacity balancing in order to
control the value stream in front of the bottleneck (upstream).

Both values act as an equalization valve in the classical ConWIP control loop. With
the help of defined thresholds, a WIP shortage will cause a short-term quantity and
capacity balancing of the jobs to be integrated, securing a sufficient WIP in front of the
bottleneck. In practice, the determination of these thresholds took place in correlation
with

• the present batch size and demand fluctuations,
• the OEM specifications of the delivery service level as well as
• the equipment’s failure behavior.

4 Use Case Scenario

In this paper, relevant data and control algorhythm were obtained and verified from a
real case study of a company manufacturing system, which is a one of the largest
manufacturers of steering system parts. This manufacturing system consists of 6 basic
manufacturing technologies and can be characterised as a disconnected flow line with
partially shared resources. Three product variants are produced with the same operating
sequence in one directed material flow. There were moderate variant shifts in form of
quantity fluctuations for the period of evaluation.

The practical planning and control take place according to a weekly production
plan based on a monthly master production schedule (MPS). On the one hand, one
regularly has to cope with modifications in type or quantity of the manufacturing batch
sizes due to a short-term change in customers’ call-offs. On the other hand, there is a
significant fluctuation of the operational output (expressed via process reliability and
machine availability).

In order to ensure the highest possible system utilisation, the bottleneck is sched-
uled according to the principle “buffer stock before is always full” (identified before-
hand as manufacturing technology 3). The installed control loop works entirely
independent and is defined as a push system with a limiting WIP.

Downstream the bottleneck, products are undergoing another three processes
whose WIP can be regarded as latently available stock because of the high availability
of the manufacturing technologies applied there. So, it is used as cumulative control
variable.

The available stock was adjusted by means of a specific controlling instrument (cf.
Fig. 3), while the fluctuation range between minimum and maximum was determined
as a planning parameter for the resource management (see setting range: minimum WIP
72,000 pieces, maximum WIP 88,000 pieces). The entire system behaviour is illus-
trated by Fig. 2 (given as point cloud).

The illustrated operating points were measured specifically for the case scenario
and adjusted as setting range for an intervention logic in order to adjust the production
resources in a flexible manner.
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• Upper limit:

– a favourable constellation of the weekly customers’ call-offs without any sig-
nificant machine breakdowns (high OEE-level); When the upper limit was about
to get reached, which became apparent by the successive run-up of the WIP
downstream the bottleneck, capacity adjustments were initiated with a planning
horizon of about 10 working days (change of working shift).

• Lower limit:

– modifications in products’ type and quantity on account of changed weekly
customers’ call-offs as well as significant machine breakdowns (low OEE-level);
When the lower limit was about to get reached, which became apparent by the
successive run-out of the WIP upstream the bottleneck, additional production
resources were used to (i.e. extra shifts).

The planning horizon had to correspond to the reactivity of the production system.
This, according to the respective capacity need, allowed for the fact that shifts could be
over- or under-staffed in a selective manner, so as to compensate early for possible
machine breakdowns, for example.

The following overview of the WIP evaluation introduces a snapshot for the daily
check-up of available stock upstream and downstream the bottleneck (cf. Fig. 3).
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Fig. 2. The setting range.
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In it, the WIP-ratio upstream and downstream the bottleneck will be determined as
the moving average of the total WIP for each product group in terms of occupied
technology, so that changes in product ranges can be made visible in the
WIP. Depending on a high and timely booking precision the presented approach is of
crucial importance for the control of the entire production system.

As a result of the WIP-oriented control of the system, on-time delivery was kept at
any time during the period of evaluation, while the output was raised by about 15%
with more or less fixed personnel expenses.

5 Conclusions and Outlook

The application of the introduced control method ensures a quasi-continuous produc-
tion by means of fixed intervention thresholds. Based on the idea of flow shop systems,
it offers the chance for a fast and flexible resource planning and control depending on
the customers’ call-offs. A quasi-continuous capacity adjustment will be rendered
possible, which by recourse to operational regulations and routines will significantly
improve the economical situation.
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Fig. 3. The developed controlling instrument.
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Moreover, with increasing degree of utilisation, the fluctuations of disruptive events
could be reduced in the system. As a result, predictive maintenance could be performed
(instead of ad-hoc repair with sporadic machine breakdowns) or idle times avoided by
automatic releases of subsequent jobs.

Thus, it can be stated that an increased WIP transparency of the entire system
combined with clear scheduling and release routines represents a significant step
towards operational optimisation.

Further implementations of the introduced control method in more complex sys-
tems by the authors illustrate the prerequisites for using.

• a serial manufacturing structure with a directional as well as branched material flow
(multistage production process)

• a stable production program over a long period of time (e.g. financial year)
• a manageable amount of product variants (similar product families)

Not suitable are manufacturing structures as a customer-ordered individual pro-
duction of a high number of very different variants (single part production) with a
bidirectional and partly returning material flow.
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Abstract. In the food industry, a very large potential of data ecosystems is
seen, in which data is understood, exchanged and monetized as an economic
asset. However, despite the enormous economic potential, companies in the
food industry continue to rely on traditional, product-oriented business models.
Existing data in the value chain of industrial food production, e.g., in harvesting,
logistics, and production processes, is primarily used for internal optimization
and is not monetized in the form of data products. Especially the pricing of data
products is a key challenge for data-based business models due to their special
characteristics compared to conventional, analog offerings and multiple design
options. The goal of this work is therefore to solve this issue by developing a
framework that allows the identification of pricing models for data products in
the industrial food production. For this purpose, following the procedure of
typology formation, essential design parameters and the respective characteris-
tics are derived. Furthermore, three types for pricing models of data products are
shown. The results will serve not only stakeholders in the food industry but also
manufacturing companies in general as input for an orientation of their data-
based business models.

Keywords: Pricing models � Data products � Food production � Typology

1 Introduction

The increasing use of networked machines is generating ever greater volumes of data
[1]. In the manufacturing industry the value was 3.5 zettabytes in 2018 and is estimated
to grow to 21 zettabytes by 2025 [2]. Against a backdrop of evolving capabilities in the
areas of data analytics and storage, as well as artificial intelligence, this data holds
continuously growing economic potential [3]. The value of the European data econ-
omy, for example, is estimated to grow to 827 billion euros in 2025 [4]. This data is
generated across the entire food production value chain: starting with the selection of
raw materials, through international transport and production activities, to real-time
market analyses [5]. Through intelligent aggregation and processing by data-analytic
services, this data can deliver significant added value and become an economic good
itself, the so-called data product. As a result value creation is increasingly shifting to
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data-driven business models that provide unique value to the customer [6]. Never-
theless, the cross-manufacturer use of data in a data economy is still in its infancy [7].
Despite a focus on data monetization of manufacturing companies today, few mech-
anisms exist to price data products [3]. This can be attributed to characteristics that
complicate the choice of a pricing model compared to tangible goods [8]. It is difficult
to accurately determine the value of data prior to purchase as the value lies in the
derived information, which is intangible and difficult to measure [9]. In addition, data
products have a unique cost structure: The fixed costs of building the infrastructure and
aggregating the first data product are often substantial (“first copy cost”) while the
marginal costs of copying and disseminating are negligible [10]. The provisioning costs
are composed of the specific value creation process: data extraction, data preparation,
information extraction, information provision and information usage [11]. Data prod-
ucts can develop very heterogeneous values for buyers depending on the value creation
stage and the specific type [12]. They can be sold directly, as a supplement to existing
products and services or as enabler of an entire new value proposition composed of a
bundle of services [13].

Due to the above mentioned characteristics and design options, data product pricing
is a central challenge of digital business models [14]. Traditional cost- and competition-
oriented pricing methods are not sufficient to achieve optimal pricing for data products
[15], so that innovative pricing models have become established [8]. Since there can be
no universally valid price model for all data products and price models are basically
composed of several elements, we addressed the following research question in this
paper: How can pricing models for data products in industrial food production be
designed? Therefore we provide a design framework for the price parameters of data
products in the industrial food production. Therefore, we performed a typology for-
mation through workshops with pricing, digitalization and food production experts.

2 State of Research

Since pricing of data products has attracted lot of attention, there has been an increase
in recent publications. Nevertheless, research in this area is still in its infancy.

There are publications examining the selection of pricing models as well as the
evaluation of prices on data marketplaces [8, 14, 16, 17]. However, these works focus
primarily on pure information goods and leaves out data-based service bundles that
generate direct added value for the customer. Furthermore, no design factors for the
respective data products are shown. Frohmann [15] presents five overarching pillars of
pricing models of digital products in his work. The framework provides a precious
basis, but refers to digital products in general, whereby the results are on a high level
and important design factors for the pricing of the addressed data products in this paper
will not be considered. In addition, Buxmann and Lehmann [18] present a model for
the pricing of pure software products. Even though many of the design factors can also
be applied to this work, it does not cover the entire spectrum of data products due to the
focus on pure software products. Liang et al. [8] categorize pricing strategies in terms
of different market structures and identify their limitations as part of the Big Data
lifecycle. The focus is on setting an appropriate price for the data product. However, as
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pure digital offers are prioritized, the results are of limited use. In addition, there are
scientific approaches that address a systemic overview of design factors of data-based
business models and services as well as data marketplaces in particular [3, 19, 20]. In
these works, the business models are considered holistically and thus no detailed
attention is paid to the respective pricing models.

This shows that even if the current state of research provides building blocks to
answer the research question, no framework for the design of pricing models of data
products in the industrial food production has been developed yet. Accordingly, there is
a research gap not only for the food industry, but also for the entire manufacturing
sector.

3 Methodology

Due to the heterogeneous characteristics of data products and diverse design options of
pricing models, the method of typology formation is used for designing and building a
framework to describe characteristics of data product pricing models within the
industrial food production. The development process is based on the well-established
approach provided by Welter [21]. With the help of typology an area of investigation
can be systematized and thus made comprehensible. Furthermore, it serves to uncover
correlations and to support design recommendations [21].

The typification is ideally suited to structure the area of investigation and to offer an
application-oriented tool. This includes all relevant characteristics, which are presented
holistically as well as the subsequently developed types. When identifying the features
as well as their characteristics, the following criteria must be taken into account in order
to ensure that the types are meaningful and meet the requirements [22]: First of all, each
characteristic must have at least two expressions, whereby an upper limit is not pre-
scribed. In addition, each characteristic must have a certain meaningfulness, which
means that there must be a causal and a preferably relationship between the purpose of
the examination and the characteristic. Further the differentiability requires that only
characteristics that contribute to the differentiation of types are used. The procedure for
the formation of the typology is based on a five-step approach (see Fig. 1).

In the first step, the definition and appropriate generalization of the given problem
takes place, in which primarily the area of investigation is delimited and discussed.
Subsequently, the derivation of suitable features (step 2) as well as their characteristics
(step 3) takes place. These were derived factually and logically through the experience
of the authors and the experts of the EVAREST project team, considering existing

Step 1 Step 2 Step 3 Step 4 Step 5

Delimitation of the 
investigation area

Selection of 
suitable features

Determination of 
meaningful feature 

characteristics

Formation of types 
by combinations of 

characteristics

Graphical 
representation of 

the obtained types

Fig. 1. Procedure of the type formation process [21]
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literature approaches and requirements from operational practice. This is followed by
the identification of typical feature combinations (step 4). Following Grosse-
Oetringhaus [22], a combination of progressive and retrograde typing is chosen as
an iterative procedure. For this purpose, relevant literature was used as a basis. In
addition, consistent combinations of the characteristics were determined according to
the configuration theory. Afterwards, the developed combinations were validated by
case studies from the food industry. Finally, the results are presented graphically
(step 5).

4 Results

The results were developed during the research project EVAREST (see Sect. 6). In the
following the steps of typology formation and the achieved results are described.

4.1 Investigation Area (Step 1)

In addition to the delineation of the scope of the study shown in Sect. 1, the retrograde
approach requires the consideration of the targeted types in advance. In the literature
different approaches can be found that describe and categorize data products.

Tempich [23] defines three different types: Firstly, “Data as a Service”, i.e. data are
made available by providers and used to generate direct revenue (data * price = rev-
enue). Secondly, “Data as Insights” where data is used to improve product marketing
and achieve higher economic results. Thirdly, for “Data-enhanced Products”, data
enrich physical or virtual products. Hereby, increasing revenue of the enhanced
physical product corresponds to the revenue generated by data. Wixom and Ross [24]
distinguish data products as follows: “Selling data”, “optimize existing products or
service” or “improving internal processes”. Liozu and Ulaga [13] add “new business
models and revenue streams” to these types. Laney [25] defines data products based on
economic value which they capture for businesses: “direct exchange with goods, ser-
vices or monetary resources”; “use to increase income, or reduce risks and expenses”.
To date, there is no consensus on the definition of data products, so a distinction of data
product types has been made using the approach described in Sect. 3.

4.2 Development of the Framework (Step 2 to 3)

Within step 2, the following features could be derived: price determination, price
discovery, measurement unit, payment flow, timing of price determination, bundle
components, bundling type, degree of integration, differentiation, price dynamic, value
creation. The features and feature characteristics (step 3) developed are described
below.

Basically, there are three different ways for the price determination of data products
[12]: cost-based, competition-based and value-based. In the traditional cost-based
approach, the supplier costs are calculated and a price is determined for the customer
by adding up an amount (cost-plus) [26]. The cost-plus approach is considered inef-
fective due to the aforementioned cost structure, as the customer’s willingness to pay
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can significantly exceed the costs including the target margin, especially for digital
offers and services [15]. Nonetheless, there is widespread use for digital products, due
to higher acceptance, simple and quick determination as well as no necessary data
regarding demand structures and willingness to pay [12, 27]. In competition-based
pricing, expected or observable price levels of the market serve as the main source of
pricing [28]. Thus, competition-based approaches have severe limitations due to the
lack of data-based offerings, as it requires the existence of an active market where
prices can be continuously observed and compared [12]. Basically, cost and compet-
itive situation are important influencing factors for any pricing model, but the isolated
use of both methods is neither sufficient to achieve optimal pricing for analog nor
intangible assets [15, 27]. It is also necessary to assess the actual value of data products
to the customer especially in the industrial sector [27]. Thus, in the value-based
approach, the price is no longer based on the provider’s internal variables (e.g., costs)
or competitive prices, but on the added value that the offered solution generates in the
customer’s business environment [28]. The added value of the data product is deter-
mined on the basis of the benefits that arise over the entire data product lifecycle [29].
Even if value-based pricing is considered to be an superior approach, paradoxically,
cost-based and competitive approaches continue to play a dominant role in industrial
pricing [30]. One of the main problems in business practice is to gain access to essential
data to quantify the value of the offers to the customers [31]. Another aspect is the so-
called fixed-pie bias. Even though value-based pricing has the potential for win-win
situations, the dominant assumption is that what the company gains, the customer loses
and vice versa (zero-sum game) [32].

Price discovery is a key function of marketplaces as it allows suppliers and
demanders to set a price at which both agree to the transaction [33]. Firstly, it can be
determined by one of the two sides, supplier or demander [20]. In this case, the other
side only has the option to accept or reject the offer at this price. Secondly, the price can
be determined by the platform provider. Therefore, provider and buyer must accept the
determined price to be part of the marketplace [20]. A third option are negotiations
between buyers and sellers, which are primarily relevant for goods of higher value [20].

The measurement unit of a price model specifies the service the customer pays for
[15]. A basic distinction is made between usage-independent and usage-dependent
pricing models [15]. In addition to the one-time payment, subscription payments count
as usage-independent measurement unit. Usage-dependent pricing models are depen-
dent on the usage phase of the customer. These pricing models are becoming
increasingly important, especially for digital goods. The customer pays for the actual
use or even the outcome or economic success achieved by the data-based solution
[15, 34].

There are three variants for the payment flow [15]: single payment, recurring
payment and a hybrid combination of both variants.

The timing of price determination can be either ex-ante or ex-post the service
provision [26]. Ex-ante market pricing is particularly relevant for standardized products
and services [15]. Ex-post price determination is based on the actual performance
provided by the supplier and is particularly advantageous for individual services [15].

Another elementary part of the pricing model are the components that are bundled
into the offer [35]. For the considered data products, the data itself, the analytic services
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used, and the enhanced products and services are the main items to be considered.
Furthermore, a holistic data-based solution can also be offered.

Depending on the bundling type, three categories are possible [18]: unbundling,
mixed bundling and pure bundling. In unbundling, products can only be purchased
individually [36]. If the customer can choose whether to purchase the entire bundle or
the included products individually, this is termed as mixed bundling. For pure bund-
ling, the products are offered exclusively in the bundle defined by the provider.

Furthermore, the products in the bundle can also be described in terms of their
degree of integration. The partial services can be independent to each other or have a
substitutive or complementary relationship to each other [37].

Price differentiation is based on the optimal exploitation of heterogeneous cus-
tomers’ willingness to pay through different prices [37]. Price differentiation is par-
ticularly important for suppliers of purely digital goods, as inexpensive modification
greatly facilitates the application [18]. Basically there are three different forms of price
differentiation [38]: self-selection, segmentation and willingness to pay. With self-
selection, the customer decides for himself which product-price combination he wants
to choose [39]. A distinction is made between quantity-based, time-based and
performance-based self-selection [40]. In this context, versioning is considered to be
very advantageous for digital goods [41]. Often, data product providers offer extensive
versions and likewise offerings with reduced functionalities to achieve better market
penetration, also for less solvent customers. In segmentation, the provider decides how
to differentiate prices on its own criteria [37]. The price can be determined, for
example, based on the size of the customer’s company, the country or region in which
the customer operates [40]. Finally, there is the differentiation that tries to skim off the
customer’s actual willingness to pay, which, however, is the biggest challenge of the
differentiation types [42].

Dynamic pricing is based on adjusting the price over time [18]. For the addressed
data products, the penetration and skimming strategy as well as supply & demand and
result-orientation are of importance. The penetration strategy has the objective to use
low prices in order to maximize market penetration [18]. The skimming strategy aims
at skimming off customers with a high willingness to pay with initially high prices and
then reducing prices to win further customers. Supply & demand models depend on the
buying behavior of market participants [8]. It can be used to balance peak periods with
very high demand and to make purchasing more attractive in less busy periods [8].
A strategy that is dynamically oriented towards the achieved result aims to continu-
ously increase the performance for the customer and thus create a positive lock-in
effect.

The way in which value is created by the data product can be distinguished by three
types: product/service sales, barter and achieved performance. A monetary added value
can be achieved through the traditional sale of products and services. In addition,
bartering plays an essential role for data products [25]. This means the exchange of
generated data for added value, like products or better business conditions. The gen-
erated and exchanged data represent an indirect value, as it can be resold to interested
parties in the ecosystem (e. g. drinking behavior for beverage producer) (see Sect. 4.3).
In addition, the monetary added value can also be based on the performance actually
achieved for the customer, accounted by a suitable measurement unit [34].
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4.3 Pricing Models for Data Product Types (Step 4 to 5)

In the final step, pricing models were derived for the identified data product types and
presented graphically by using the developed framework (see Fig. 2).

The first type of data product is the data product as insight (blue). It is composed of
raw data and analytical services aggregated into a data product that aims to answer
business-critical questions for the customer. The price of this data product is measured
by the potential added value that the additional insights bring to a business decision. In
addition to basic criteria such as quality and relevance in the business context, the
degree of analytical maturity plays a major role for the added value. The value
increases from a descriptive data product over a diagnosis to forecasts or even decision
support that shows direct guidance for action in the future [43]. Since it is not possible
to clearly allocate the added values for the customer, the value can be determined and
estimated ex-ante based on of existing value attributes. The price can be paid once or
on a subscription basis, e.g. for the purpose of updating the data. In food production
data products as insight can add great value to a wide range of areas. In addition to
classic price panels, sales forecasts are particularly valuable because they are very
volatile and are influenced by various external factors such as weather, seasonality,
constantly changing customer needs and political influences. This has a positive impact
on inventory management throughout the food production value chain, from retailers to
distributors to producers and farmers. Stocks can thus be reduced, and capacity limits
improved, thereby reducing the loss due to overcapacity.

The next type is data-enhanced product or service (red). Compared to conventional
products and services, data connectivity enables various special features. In addition to
the positive economic factors, such as the possibility of charging higher prices or
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Fig. 2. Typology visualized as a morphological box (Color figure online)
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implementing services more cost-effectively, data connectivity enables innovations for
the pricing model. The complementary bundle of services can be billed on a usage
basis and even supply & demand models are possible. Furthermore, the data generated
can be used to achieve additional value through bartering. Data-based features also
allow the customer to select performance levels with little effort, even for hardware
products. There are countless implementation possibilities for the food industry. For
example Celli Group’s smart dispensing systems or Bizerba’s innovative weighing
technology can be used to directly analyze the consumer behavior in order to optimize
inventories, reduce waste or directly measure the success of marketing campaigns for
the food manufacturing companies [44, 45].

Data product as performance (green) goes beyond the mere provision of insights
and uses prescriptive analytics as part of a holistic solution to generate concrete benefits
for the customer. This requires both data analytics and industry-specific expertise.
Through a participative business constellation of provider and customer, this data
product opens the possibility of implementing performance-oriented pricing models
and transferring them into a contractual framework. For this purpose, an interactive
price determination with the customer is to be implemented, in which the price is
ultimately determined by the result. The timing of the pricing takes place ex-post to be
able to use the actual added values achieved and, optimally, to enter a long-term
partnership with the customer that is result-oriented and represents a win-win situation.
The data generated in the process provides the opportunity to continuously improve the
offer and transform it into innovations.

5 Conclusion and Outlook

In this work parameters for pricing models of data product types within the industrial
food production were derived. Three data product types were developed, determined
and illustrated. The results aim to improve the systematization and classification of
future research and extend the existing body of knowledge by specifying the under-
standing of data product pricing in the manufacturing industry. The research results are
also subject to limitations. Due to the new domain of data products, the model requires
frequent updating to stay relevant and to incorporate new dimensions and character-
istics. Since the creation of the typology was developed with the EVAREST consor-
tium researchers, other researchers could derive further dimensions and characteristics
that they deem more significant. Although the framework of the pricing model is
specified for industrial food production, further research could reuse the structure for
other sectors and an extension could be made for the entire manufacturing industry.
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Abstract. In this paper, we present a machine learning application for
the automotive industry. We study the use of neural networks to predict
the location of milled holes in a bumper beam using historical measure-
ment data. The overall goal of the study is to reduce the time needed
for quality control procedures as the predictions can supplement manual
control measurements. Our preliminary results indicate that the neu-
ral network can generally capture the production process variations, but
underestimates larger deviations from the specified location.

Keywords: Neural network · Quality control · Machine learning ·
Manufacturing

1 Introduction

The fourth industrial revolution, commonly referred to as Industry 4.0, marks a
new era in global manufacturing, causing a rapid transformation of systems of
production, management, and governance [13]. Technological solutions and data
processing methods such as the Internet of Things (IoT), Cloud Computing, and
Big Data Manufacturing have emerged, allowing a higher degree of connectivity.
Together with advances in Artificial Intelligence and new possibilities offered by
Machine Learning algorithms, decision-makers can extract valuable information
from data and distribute it throughout entire value chains [14]. The technological
advances following Industry 4.0 also enable new approaches for quality control
by converting the collected data into manufacturing intelligence. Some of these
approaches include the ability to perform predictive analysis, real-time quality
monitoring, and corrections [16,18].

In this paper, we study the application of a neural network to predict the
location of machined holes in a bumper beam based on historical measurement
data. The produced bumper beams are measured in fixed intervals to ensure
that the produced products satisfy the quality requirements, i. e. that all mea-
surement points are within tolerance limits. In case of discovering a part that

This work was supported by the Research Council of Norway as part of the LeanDigital
research project.

c© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
A. Dolgui et al. (Eds.): APMS 2021, IFIP AICT 634, pp. 567–575, 2021.
https://doi.org/10.1007/978-3-030-85914-5_60

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85914-5_60&domain=pdf
http://orcid.org/0000-0003-3060-6970
http://orcid.org/0000-0002-9466-0354
https://doi.org/10.1007/978-3-030-85914-5_60


568 A. Risan et al.

violates the tolerance limits, the entire production since the last measurement is
scrapped. The goal of using a neural network to predict the quality of the pro-
duced products is to address the trade-off between the frequency of carrying out
quality control procedures and the risk of waste production. High-fidelity qual-
ity predictions would increase the duration of the time interval between physical
control measurements, thus reducing downtime in the production system.

The remainder of this paper is organized as follows: In Sect. 2, we provide an
overview over applications of machine learning and neural networks in quality
prediction. We introduce crash management systems and the bumper beam we
develop the neural network for in Sect. 3. Section 4 covers the implementation
and the performance of the neural network model. We conclude in Sect. 5.

2 Quality Control and Machine Learning

The purpose of quality control is to ensure that the final product meets the
specified quality requirements. This is crucial for the long-term success of any
manufacturing company. Despite the complexity of the production system, multi-
factor and non-linear interactions between different processes and/or products,
a predictive model can be used to predict the end quality of products from the
available input data [15]. This information can then be used to improve the
production system, e. g. by early calibration of process parameters, resulting in
reduced waste production or stabilization of the production process.

The significant amount of data collected from sensors and other monitor-
ing tools has made it possible to apply machine learning in quality control,
e. g. predictive maintenance, anomaly detection, monitoring of product quality
and machine conditions, as well as process optimization [13,21]. The orientation
towards machine learning is, among others, pushed by the limited capacity of
classical statistic techniques against complex big data sets. Conversely, machine
learning systems tend to improve their performance as the amount of available
data grows, making machine learning an adequate tool for extracting valuable
information from mass data [1].

Neural networks are among the most widely used models in machine learn-
ing. They have been used for a wide range of applications within quality con-
trol in manufacturing environments. Notable examples include, amongst others:
Karayel [7] highlights the importance for manufacture to predict the surface
roughness before machining with a CNC lathe. The prediction can be done
using a feedforward multi-layered neural network where the input parameters
are cutting depth, cutting speed, and feed rate. The predicted surface roughness
is then fed into the control system to obtain the optimal cutting parameters. Tsai
et al. [17] develop a supervised feedforward neural network for real-time quality
control of the surface roughness in milling cutting operations. Martin et al. [11]
propose to automate the quality control process in resistance spot welding. A
supervised feedforward neural network is developed to replace a human expert
that estimates the quality level of spot welds from ultra sonic oscillograms. In
a similar context, Zhao et al. [22] show that the power signal includes useful
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information to determine the welding nugget states. This information is used
by a regression model and feedforward neural network to determine the welding
qualities for a real-time detection system. Wang et al. [19] propose a convo-
lutional neural network to automate the process of detecting defects in parts.
This quality control process is done by visual inspections and aims at replacing
human agents to improve the production efficiency. Wang et al. [20] extend the
model for geometrically complex products using cloud-based platform.

In semiconductor manufacturing, virtual metrology is used to avoid the extra
cost of physical measurements of wafers. It consists of predicting the wafers prop-
erties using machine parameters and sensor data. Due to the high dimentionality
of data and complexity of the process, regression models fail to provide good pre-
dictions. Thus, machine learning-based methods have been proposed to detect
faulty wafers [8]. Maggipinto et al. [10] propose a deep learning-based model,
Jia et al. [6] use the group method of data handling-type polynomial neural net-
works, and Puggini and McLoone [12] develop an extreme learning machine (a
particular type of neural networks) for virtual metrology.

The contribution of this paper is to propose a quality prediction model in the
automotive industry where products are subject to strict requirements. Unlike
most models of the literature, the proposed neural network does not analyze the
current product on a real-time basis for validation but instead learns from pre-
viously produced and measured products to predict the quality of the following
product. By doing so, the production process is smoothed as early adjustments
can be anticipated and scrap production is reduced.

3 Quality Prediction for a Bumper Beam

3.1 Crash Management Systems

The main purpose of a car’s crash management system is to reduce the impact
of a collision; the objective is changing dependent on speed: at low speeds
(<15 km/h), the goal is to minimize the cost of repairing the damage. At speeds
between 15 and 40 km/h, the main aim is to protect any pedestrians involved in
the collision, while the protection of the passengers inside the car is becoming
the first priority at higher speeds [4]. Due to its role as an important passive
safety system, the crash management system has to satisfy strict requirements
regarding deflection and crash stability, set out by legislation, insurance compa-
nies, and customers [2]. To ensure that the system has the capability to absorb
the maximum amount of crash energy, the different parts are subject to rigorous
quality control throughout the production process.

3.2 Description of the Bumper Beam

The front crash management system usually consists of a fascia covering a
bumper beam and crash boxes for energy absorbance connecting the bumper
beam to the structure of the car [4]. In this study, we focus on the production
of the bumper beam.
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The bumper beam is produced through stretch forming an extruded alu-
minium profile before machining holes for mounting the crash boxes and cutting
it to length. A total of 20 holes have to be milled, each of which has a narrow
tolerance range regarding its location in the beam. In predefined intervals, a
beam is taken out of production after the machining process for quality control.
During this quality control, the curvature of the beam and the location of the
holes are measured. If the measured values violate the specified tolerance lim-
its, the beam is rejected. Figure 1 illustrates different measurement points for
the curvature and milled holes. The location of the leftmost hole in Fig. 1, hole
HH20, is predicted by the neural network discussed in Sect. 4.

Fig. 1. Measurement points on the beam. The blue rectangles represent the different
measurement points of the bend. Hole HH20 is the leftmost hole in the beam. (Color
figure online)

Hole HH20 has been selected for analysis for two main reasons: First, it serves
as a reference hole for three other holes. As such, any deviation from its dedicated
location translates into deviations for the holes referencing HH20. Being able to
predict the location of HH20 therefore allows predicting the locations of the other
holes. Second, the measure of linear correlation between the holes’ historical
measurements using the Pearson correlation matrix indicates that the predictive
potential of curvature measurements for the location of holes is largest for HH20.
The analysis of historical measurement data also shows that the measurements
of the Y-coordinate of hole HH20 are very stable. The measurements of the X-
coordinate of the same hole, however, are more volatile and vary a lot over time.
Thus, we focus our study on predicting the X-coordinate of the future locations
of HH20.

We use the available historical measurement data for the entire cluster to
train a neural network model for predicting future HH20 locations. The input
data is formed by the different measurements that showed high correlations with
HH 20. The neural network is used for the approximation of the regression func-
tion of the available data, which in this case are homogeneous and continuous.
The choice of neural networks is based on their successful application in vari-
ous domains, especially in manufacturing environments (see Sect. 2). One of the
strengths of neural networks is their ability to handle multidimensional and mul-
tivariate data while providing high accuracy results [5,21], as well as to estimate
nonlinear functions not known analytically [3].
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4 Implementation and Results

4.1 Training, Validation and Test Set

The data available includes 1,255 measurement reports that were collected over
three years at specific intervals. These time series data are then divided into two
sets. The first 70% of the data forms the first set used for training. The last
30% of the data constitutes the second set used to validate the neural network
model. K-fold cross-validation method is applied to reduce the variance in the
validation score with respect to the size of the training and validation sets. This
generates 878 samples in the training and validation set; a 5-fold split is used,
yielding a validation set size of 175 samples. We standardize the input data as the
performance of neural networks is sensitive to scale. The standardization of the
data is performed on the training, and the same scaler is later used on the testing
set. By doing so, there is no information leak between training and testing sets.
Also, the performance of the neural network is not affected by the scale between
the value of the measurements and the deviations from the nominal values.

4.2 Neural Network Implementation

The neural network is implemented in Python 3.8.6 using the multi-layer per-
ceptron regressor provided by the Scikit-Learn library. We use a neural network
with two hidden layers of 20 neurons each and use the default parameters of
MLPRegressor of Scikit-Learn. The output layer includes one neuron and con-
verts the flow of the network to the final output. For the weight optimization,
however, we use the LBFGS solver, an optimizer in the family of quasi-Newton
methods and recommended setting for small datasets for faster converge and
better performance.

The goal of the neural network model is to predict the location of hole HH20
based on past bend measurements. We compare the results from three cases
that use variations of the available input. The neural networks are trained for
each case separately. Case 1 uses 1-lagged measurements, i. e. only the last set
of measurements. In Case 2, the neural network is provided with 1-lagged and
2-lagged measurements, i. e. the last two sets of measurements. The last case,
Case 3, is fed with 1-lagged, 2-lagged and 3-lagged input data.

4.3 Model Performance

We estimate the neural networks’ performance on the testing set by computing
the Mean Absolute Error (MAE), the Mean Squared Error (MSE), the Root
Mean Squared Error (RMSE), and the coefficient of determination R2 for the
different cases. The results are presented in Table 1.

We see from Table 1 that the prediction quality of the different cases is quite
similar, albeit with slightly better performance for Case 3. However, the improve-
ments in the different performance metrics are small, indicating that using more
lagged data has limited value for this production process.
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Table 1. Performance metrics of the neural network model.

Case 1 Case 2 Case 3

MAE 0.21 0.21 0.21

MSE 0.08 0.08 0.07

RMSE 0.28 0.28 0.27

R2 0.09 0.09 0.13

Fig. 2. Performance of case 3, comparing true and predicted location of HH20.

Figure 2 plots the true values of HH20 against the predicted values of HH20
for Case 3. Overall, the neural network manages to track the movements in the
time series quite well and predict most of the actual values with sufficient accu-
racy. However, it tends to smooth predicted values and has difficulties predicting
spikes, here values below 953.25 or above 954.25.

(a) Case 1 (b) Case 2 (c) Case 3

Fig. 3. Residual histogram for all cases of the neural network.

A good prediction should have uncorrelated residuals with zero mean [9].
The descriptive statistics for all models are presented in Table 2, with the cor-
responding histograms presented in Fig. 3. Again, the different measures and
visualization confirm that the prediction quality of the three cases is compara-
ble, with Case 3 performing slightly better. The mean value of Case 1 is positive,
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whereas the mean values of Case 2 and 3 are negative. This can be attributed
to the fact that Case 1 sometimes predicts higher values than the actual values.
Cases 2 and 3, on the contrary, are more restrictive and tend to smooth the
predicted values. This observation can be confirmed by the min and max mea-
surements. The mean is close to zero for all cases with a small deviation around
it (about 0.27). From both visualization and descriptive statistics, the residuals
appear to be close to Gaussian distribution.

Table 2. Descriptive statistics for the residuals.

Case 1 Case 2 Case 3

Mean 0.10 –0.10 –0.09

Std 0.27 0.27 0.26

Min –0.88 –0.97 –0.79

25% –0.23 –0.24 –0.24

50% 0.07 –0.08 –0.08

75% 0.08 0.08 0.09

Max 0.78 0.66 0.67

Overall, the inability to predict any of the spikes can be a challenge for using
this neural network to predict the properties of a specific product: if extreme
measurements cannot be predicted, the neural network will be overly optimistic
regarding the production system’s ability to produce parts that are within the
specified tolerance limits. It might still be possible though, to use the neural
network to detect trends indicating that the production process is no longer
stable. Unfortunately, the available measurement data is currently not sufficient
for such a study.

5 Conclusion

This paper studies the use of a neural network to predict the location of milled
holes in a bumper beam. Three different cases have been analyzed where the
neural network is trained on different amounts of historical measurement data.
The predicted values match the true locations of the holes on the beam quite
well. However, the neural network generally underestimates more extreme devi-
ations from the dedicated position, both in terms of frequency of occurrence and
magnitude of deviation.

As a first extension to the work presented in this paper, we will use the neural
network for the multivariate case, i.e. to predict the coordinates of multiple holes.
An important aspect that needs to be investigated further is also the ability to
predict more extreme values to get a more accurate estimation of the probability
of producing a beam violating its specifications. A data analysis could help to
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identify outliers (anomalies) in the production process and thus improve the
ability to predict extreme values. Finally, the effect of including other data than
measurement data, e.g. alloy or temperature variations in storage, on the quality
of the prediction will also be investigated.
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Abstract. Among digital technologies, Artificial Intelligence (AI) and Big Data
(BD) have proven capability to support different processes, mainly in discrete
manufacturing. Despite the fact that a number of AI and BD literature reviews
exist, no comprehensive review is available for the Process Industry (i.e.
cements, chemical, steel, and mining). This paper aims to provide a compre-
hensive review of AI and BD literature to gain insights into their evolution
supporting operational phases of the Process Industry. Results allow to define
the areas where AI/BD are proven to have greater impact and areas with gaps
like for example the process control (predictive models) area, machine learning
and cyber-physical systems technologies. The sectors lagging behind are
Ceramics, Cement and non-ferrous metals. Areas to be studied in the future
include the interaction between intelligent systems. humans and the external
environment, the implementation of AI for the monitoring and optimization of
parameters of different operations, ethical and social impact.

Keywords: Operations management � Artificial Intelligence � Big Data �
Process industry

1 Introduction

In the recent years, the great potential of AI/BD has enabled firms to increase their profits
and 85% of business leaders believes that these technologies will make their businesses
remain competitive. Adoption rates are still quite low, around only 23% adopting some
AI/BD technology and a mere 5% having extensively deployed AI/BD solutions and
mostly in support functions such as IT and customer service [1]. Nonetheless, 77% of
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industry managers considered machine learning to be most useful in deploying AI, with
smart robotics second (44%), natural language processing third (40%).

Concerning BD, businesses are rapidly growing the volume of their owned digital
data, generated from different sources and in different structures, by increasing the
amount of users, sensors, processes and other sources. In many cases, BD is a pre-
requisite of AI, as it goes beyond traditional database software tools, to enable access,
storage, management of large amounts of data to be analysed, interpolated and cor-
related in AI applications. Important issues for AI are the data collection, access and
processes therefore very much in relation with BD handling. Therefore, a high data
quality and availability and the implementation of the right algorithms and learning
processes, are the biggest challenges for AI [2]. While Process Industry already gen-
erates a vast amount of data, it is still facing the challenge of integrating and define data
structures and interfaces to create a common access over several processes and loca-
tions for usage at operational level by means of AI. In other cases, process industry do
not have capability to gather this data available to apply machine learning techniques in
a suitable way.

Several papers demonstrate that in discrete manufacturing companies AI/BD
technologies can improve performance in terms of efficiency, sustainability, flexibility,
agility, robustness and resilience. In the case of the Process industry, the application of
AI/BD is lagging behind given the differences in operations (continuous flows can have
different problems in terms of monitoring and control with respect to discrete pro-
duction) and only recently has started to adopt these technologies. The aim of this paper
is to conduct a literature review to analyse to what extent AI/BD are used at different
operational levels in the process industry to transform data, facilitate real-time decision
making using online data and automate decision making. After the presentation of the
methodology and the AI/BD taxonomy, the paper proposes a structured analysis of
available works in AI/BD fields applied to eight sectors of the Process Industry namely
cement, ceramics, chemicals, engineering, minerals and ores, non-ferrous metals, steel,
water. As part of the synthesis, on the one hand, the operations which show most
important applications of technologies are identified, and on the other, gaps are
detected for further study and evaluation.

2 Methodology and AI /BD Taxonomy

The literature review (LR) is recognized as a valid approach and a necessary step for
exploring new directions guiding the research toward identifying research gaps and
proposing innovative applications with cross-sectorial comparison. A four-step process
proposed by [3] was adopted:

1. Material collection: based on the research scope, the collection of papers and
scientific contributions was carried out by using the search engine of Web of
Knowledge and google scholar. A publication search was conducted in terms of
structured combination of the key words in title, abstract and keywords taking into
consideration technologies as defined in the taxonomy and the process industry
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sectors. Since one of the main objectives is to analyse the recent developments of AI
and BD, the search was limited to the last 5 years.

2. Descriptive analysis: more than 300 papers have collected and analysed by the
partners of the project and a preliminary analysis of the formal aspects was used to
assess the material in a qualitative way. During the material revision, some refer-
ences were discarded and other were found of interest and added to our LR. Totally
around 200 papers have been kept for categorisation. For reasons of space, in this
paper we report only a subset of the most important papers. The full list is available
upon request.

3. Material categorisation: the collected papers were categorised according to the
involved operational dimensions and coded accordingly to obtain a picture of the
use of the AI/BD technologies in the eight sectors.

4. Analysis and results: during the analysis particular attention have been given to how
AI/BD can support processes, establishing which are the most important operations
where these technologies can be implemented.

Before to start the LR, a taxonomy has been developed specifically for the AI-
CUBE project [4] taking into account current state of the art taxonomies, including the
one developed by the EC AI Expert group [5], which has been customized for process
industries. In particular, the AI taxonomy has two core categories, “perception and
communication” and “cognition and reasoning” and one transversal category “inte-
gration and interaction”. From these, nine sub-categories are identified, which are
summarized and five categories for BD.

Table 1. Taxonomy for AI/BD

Category Technology Acronym

AI- Perception and communication Data understanding and characterization DUC
Natural language processing NLP
Object and spatial recognition OSR
Machine learning ML

AI- Cognition and reasoning Intelligent planning IP
Expert systems ES
Case based reasoning CBR

AI- Integration and interaction Intelligent agents IA
Cyber-physical systems CPS

BD –Big Data Data visualisation DV
Data processing DP
Data protection DPR
Data management DM
Computing and storage infrastructure CSI
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3 Results

Steel Sector: There are several examples of ML used for different processes as for
example for fatigue property analysis [6] and to predict the tensile strength of steel rods
manufactured in an electric arc furnace [7]. ML is also used to enable prediction of
systems failure [8] and neural network-based solutions are used for crack prediction to
improve the steel-casting process. ES have been developed to analyse the quality of the
steel products [9] and for the analysis of metallurgical processes related to continuous
casting with a modular system architecture while the DM system is based on the
physical and chemical features of steel [10]. NLP is used for entity recognition for the
steel product categories; while for OSR, vision-based automatic identification can track
without embedding identification codes onto the steel product surfaces [11]. CPS and
knowledge-based systems are used to detect functional failure to reduce the time of
expertise acquisition and the cost of solving over-generalization and over-fitting
problems with a data driven tool to provide fault diagnostics enabling risk-informed
decision-making [12].

Engineering Sector: NLP can be integrated in various processes along the value chain,
as in the automated mapping of the SC based on text sources for archiving visibility
[13] or in the extraction of satisfactory product properties from customer reviews [14]
for a customer-centric product customization. ML can be used along the whole process,
for example in data driven models for characterising engineering systems [14]. An
exemplary field of application for frameworks and systems of intelligent agents can be
to address systems engineering problems [15]. In particular, CPS are often used for
proactive or predictive maintenance solutions and tools, as described in [16]. Other
predictive maintenance solutions can be based on BD like DM and DP, for example by
using digital twins [17]. DV for value analysis [18] is also considered.

Ceramics:ML is applied for quality control in the ceramics industry for the detection and
classification of defects in the final product in combination with other technologies, like
ultrasound sensing [19]. IS using ML (ANN) for the analysis of acoustic emissions and
cutting power signals [20] have been applied to predictive maintenance. IP is used for
quality control in the manufacturing process, i.e. trajectory planning system solution for
glazing spraying using cooperative multi-robots [21] and to optimize experimental
conditions to obtain maximum hardness of ceramic samples [22]. Optimization, classi-
fication and processing, for example in evaluating rotary ultrasonic machining to select
optimummachining parameters can be based on ES [23], while OSR has been applied for
Additive Manufacturing technologies for optimization of process, and [24] reported the
development of a new feature-based method for identification of geometric features and
manufacturing constrains. The development of smart ceramic manufacturing is based on
the interconnection assured by with CPS [25] or through IoT based BD analytics [26].

Minerals: [27] main operations in reaching the ore, breaking the ore underground to
bring it to the surface and then dressing and smelting it can be supported by AI as a
lead technology in decision-making. BD and ML can improve operational efficiency,
mine safety, and production workflow [28]. Key operational areas for leveraging from
AI are cited as mineral processing and exploration, safety/security, and autonomous
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vehicles and drillers (SLAM technology). Current issues/problems in the sector
include: milling of raw material, mining/extraction, high energy consumption, security
and human safety, scheduling/planning, security, automation and remote monitoring.

Cement: Being an energy-intensive sector, innovative approaches based on AI/BD can
help to reduce energy consumption and costs in this sector supporting new strategies
for optimization of usage. In [29] an AI model (deep learning neural network) learns
the dynamics of each of the key industrial assets (cooler, ball mill, vertical mill, pre-
heater, and kiln) and processes from historical sensor data, creating prescriptions by
searching for the optimal values of critical control parameters. Moreover, there are
some operational phases that need to be supported by AI/BD like kiln, firing, material
processing as well as energy consumption optimisation, predictive maintenance, pre-
dict process behaviour, supply chain, remote operation.

Non-Ferrous Metals: ML approaches are suggested by [30] for inspecting aluminum
structure subjected to temperature changes and by [31] to address the identification of
the atoms in the grain boundary regions of the aluminum. In [32], the orthogonal test
method and DV are used to observe the effect of multifactor composite action on
copper slag to reduce serious environmental problems. ESs are proposed for the
analysis of aluminum electrolysis an ES is proposed in [33] for monitoring and
emergency decisions of the tank condition of the electrolytic aluminum and for auto-
mated inspection system of the spraying parameters splats [34].

Water Sector: It is showed a significant application of digital technologies in the
sector. ML is applied in the SC (re)configuring and scheduling and R&D activities for
different purposes ranging from energy and resource efficiency in the water distribution
systems [35], cost reduction of raw material in water treatment plants, and decision
support systems based on artificial neural network application in water and wastewater
[36]. IP and IA pursue the sustainability and efficiency in multi-sectoral water allo-
cation [37], the optimization of water infrastructure resilience and performance [38],
and the smart utilisation of wastewater storage capacity to prevent flooding. Finally,
OSR technologies (e.g. GIS-integrated simulation models) have been developed for the
conjunctive use of surface and groundwater and water-constrained agricultural pro-
duction. As for BD, data collection and BD analytics are applied to monitor water
pipeline infrastructure systems [39], DV for wastewater contaminants understanding
[40] and DM techniques for hydro informatics purposes [41].

Chemicals: Digital transformation driving major opportunities [42] in the sector. ML
application based on artificial neural networks (e.g. neuro-fuzzy) within different
control loops are applied for network predictive control regarding energy savings [43].
Most of the studies focused on technologies related to DUC, and ML to predict higher
heating values of a biomass [44] and energy use and GHG emissions reduction [45].
BD (mainly DM and DC and SI) are applied for data interoperability supporting
computational toxicology and chemical safety evaluation [46] and CSI technologies in
development activities of the chemical industry [47, 48].

Figure 1 shows the “heat map” of the references found in the literature search. It
can be seen that the “hot” technology category is ML with major applications to the
chemical and minerals sectors. It is notable that there are still several areas to be
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investigated and were the application to the analysed sectors are still limited. DUC,
DPR and CSI are still to be investigated with specific focus on these sectors of the
process industry, most probably, this is due to the fact that these categories are com-
plementary to other technologies and a transversal approach, sector independent, has
been applied till now.

4 Conclusions

Based on the LR presented shortly in the previous sections, the findings of the paper
can be used as a guideline for defining the areas along which to further investigate and
where there is a gap to define development paths in the future. In particular:

• Market analysis and open innovation: need for forecasting based on intelligent
system for customer relationships management and online monitoring and order
management systems for the suppliers. Improvements in this area is necessary both
for sectors dealing with final consumer (i.e. ceramic) as well as for B2B sectors (i.e.
chemical, steel, …) that are “far” from the final market but need to forecast demand
of final products to make production planning.

• Process control and optimisation: companies in Process Industry need to have
support for the real-time integrated control of the different production phases
enabling CPS by new way to formalize and treat BD collected along the process
from machines, devices etc. to avoid workers to dangerous working conditions. In
these sectors with continuous flow of material, it is important to find a way to assure
raw material quality control by automatic visual classification and advanced sensing
systems with a high precision and timely manner. For what concerns monitoring of
inventory level, some areas are related to positioning of the raw material and
resources (e.g. internal transport modes) in the warehouse, operators’ guide for
timely picking and loading activities.

• Predictive maintenance: this area is already covered in many sectors but there is the
need to further investigate for the development of algorithms based on different
types of AI like neural-networks, deep learning etc. taking into account the speci-
ficity of the production equipment used in each sector.

DUC NLP OSR ML IP ES CBR IA CPS DV DP DPR DM CSI
Cement 4 3 1 1 2 2 1
Ceramics 2 4 4 2 1 1 2 1 4 2
Chemicals 8 1 10 1 1 2 3 3
Engineering 1 8 5 1 4 4 4 8 1 1 5 3
Minerals 2 1 4 14 4 1 1 2 1 1 1 1 3 2
Non ferrous metals 7 2 1 1 1 3 1
Steel 2 5 8 7 1 2 5 2 2
Water 1 1 7 1 1 1 2 2 3
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Fig. 1. Heat map of AI/BD for process industry
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• Research and innovation: it is necessary to further develop AI/BD technologies
supporting management, planning and design of research and innovation. Innova-
tion at product level can be supported by AI/BD for designing, simulating, testing
product features. Tools for automatic alignment in the design of product and process
is also important. Dealing with the sustainability of the new generation of products
is also an important issue and all the data collected with DUC, DP and DM can
enable evaluation of energy efficiency and environmental impact.

• Supply chain: this area includes all the operational perspectives related to config-
uration, planning and management of SC. Some important ongoing trends related to
Process Industry need to be taken into consideration like industrial symbiosis and
value chain integration for circular economy: AI/BD can facilitate the forward flows
of the raw materials and primary products, but also manage and integrate it with the
reverse flows to the factory, waste management systems, and other value-added
activities.

A cross-cutting area of analysis is related to the ethical and social dimension arisen
by AI/BD techniques incorporating hybridization of intelligent systems with humans
and the role of the AI/BD systems combined with other methods and tools in pandemic
situations such as COVID-19 should be studied to define paths to provide new pro-
duction models to avoid risk propagation.
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European Union’s Horizon 2020 research and innovation programme under Grant Agreement N°
958402 (https://www.ai-cube.eu/).
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Digital Manufacturing Technologies Siemens AG, Munich, Germany
{Oliver.Lohse,Noah.Puetz,Korbinian.Hoermann}@siemens.com

Abstract. The manufacturing process relies on a well-coordinated
schedule that optimally incorporates all available resources to achieve
maximum profit. In the case of machine breakdowns, the created sched-
ule does not contain information on how to proceed further. Manual
adjustments to the process order do not guarantee optimal utiliza-
tion of the available resources, as many interconnections of the man-
ufacturing process are not evident to a human. A reliable method is
needed that can react to changing conditions on the shop floor and
form well-founded decisions to mitigate negative effects. This paper
presents an approach to implement Multi Agent Reinforcement Learn-
ing for online scheduling a cell-based manufacturing environment with
unpredictable machine breakdowns. The developed “Multi Agent Proxi-
mal Policy Optimization”-Algorithm (MAPPO) combines already exist-
ing approaches in a novel way, by using the centralized learning and
decentralized execution together with an objective function developed
for OpenAIs Proximal Policy Optimization algorithm.

Keywords: JSSP · Online scheduling · Multi agent reinforcement
learning

1 Introduction

The ongoing development of reinforcement learning methods in combination with
data of digitized plants (“Industrie 4.0”) yields high potential for the application
of data-driven methods in manufacturing processes. Availability, quality and
performance, in other words, the overall equipment effectiveness (OEE), can be
increased by the analysis of process data [5]. Scheduling based on Reinforcement
Learning (RL) is one of the promising examples to increase the performance of
a plant. The so-called online-scheduling, also referred to as dynamic scheduling,
can decrease the negative effects of sudden machine breakdowns, keeping the
performance of the plant at a profitable level [2].
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Advanced planning and scheduling systems (APS) rely on heuristics and
meta-heuristics to determine the best possible sequence of manufacturing jobs.
Solving this job shop scheduling problem (JSSP) is time consuming and com-
putationally expensive. When unforeseen disruptions occur, rescheduling cannot
occur immediately, resulting in impaired production throughput. This effect is
amplified when a production line is converted to matrix production. Here, the
production cells are no longer rigidly connected and offer the product many
opportunities to pass through production. Due to the high complexity of this
optimization task, it is not possible for humans to reroute the products in the
best possible way in case of a disruption.

Recent research results in the field of reinforcement learning show that RL is
able to incorporate many dependencies, uncertainties and probable future deci-
sions into the decision-making process [11]. Furthermore, it has been shown that
multi agent systems are capable of working cooperatively to achieve a common
goal [7]. These developments suggest that multi agent reinforcement learning
can be used to solve the JSSP. In the paper, the JSSP is formulated as a Markov
Decision Process. Building on OpenAI’s Proximal Policy Optimization (PPO)
[10], a multi agent is developed that is capable of solving the JSSP. The results
of the MAPPO are then evaluated using a simple heuristic.

2 State of the Art

2.1 Planning and Scheduling

The main purpose of scheduling is to ensure that the capacities of the manufac-
turing plant, including machines and human resources, are utilized to the fullest
potential. Sudden machine breakdowns, such as broken drill-bits or hydraulic
issues, are the main factor of influence on the calculated finishing time of a prod-
uct. The previously calculated static schedules don’t include disruptions. These
incidents are commonly known but not well predictable in the manufacturing
process. Foresighted planning of production steps that considers these events is
impossible. Such failed equipment has a negative impact on time constraints for
the following products [9].

Optimal scheduling of all production orders is a classic job shop scheduling
problem (JSSP). Advanced planning and scheduling IT-systems resort to heuris-
tics and meta-heuristics to solve the JSSP [3,13]. Thus, an approximated solution
is found for the JSSP. However, due to the high complexity of the JSSP, these
methods are very time consuming and computationally expensive [13]. They are
therefore not suitable for reacting immediately to the changed situation on the
shop floor in the event of a disruption.

Approaches to solve the JSSP using RL have already been published. There
are approaches where the dispatching rules are determined by a decentralized
MARL algorithm [4,8,12]. An agent controls the dispatching rules of a machine
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or work center. The products have no intelligence in these approaches. Other
approaches present a centralized MARL approach in which the products decide
independently on which machine they want to be processed [1]. For this purpose,
a Deep Q-network is used for each product. The paper shows that a centralized
MARL approach can in principle solve the JSSP.

2.2 Proximal Policy Optimization

The “Proximal Policy Optimization” is a policy gradient method for a single
agent approach [10]. Policy gradient methods parameterize the policy directly
and alter the weights of the parameterization to produce a policy that maximizes
the expected return. These methods are fundamental in recent achievements in
using reinforcement learning for mastering video games or the game of Go [11].
However, policy gradient algorithms are sensitive to the adjustment of the step
size. The step size determines the extent to which the parameters of the neural
net are changed during training; if it is too small, the training is unnecessarily
protracted; if it is too large, the changes are too strong and do not lead to the
optimum policy.

By using the clipped surrogate objective LClip, the PPO controls the change
of the policy during the training. The PPO ensures the necessary sensitive adjust-
ment of the step size for each iteration and additionally prevents excessive fluc-
tuations of the neural net parameters [10].

3 Concept of the MAPPO-Algorithm

The MAPPO algorithm presented is based on the single agent PPO. The PPO,
with its agent, describes a single product-agent. In contrast to the single agent
PPO, in the MAPPO all product-agents share a centralized critic. The central-
ized critic evaluates the actions of each individual product-agent in the context
of all product-agents. For this purpose, it receives the global state and all actions
of time step t as input. The LClip function of the PPO calculates the parameter
Θ, which indicates how strongly the parameters of the neural network of the
product-agent must be adjusted, see Fig. 1. For the adjustment of the neural
network of the critic, in addition to the global state, the assigned rewards are
also needed. Thus, the product-agents maximize the overall reward with respect
to their own reward. Comparable to the centralized critic of the MADDPG
[6], the critic itself is only needed for training. During execution, each product-
agent takes an action based on the available state, which implicitly considers the
actions of the other product-agents.
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Fig. 1. Overview of the MAPPO-Algorithm approach. During the training all product-
agents share a centralized critic. In execution the critic is no longer used and each
product-agent makes decisions independently.

4 Implementation of the MAPPO in a Production
Environment

4.1 Implementing Product Agents and Environment

At least the following three entities are required to implement MAPPO:
Production-Environment, Machines, Products. The entity “Machines” contains
the basic logic of all machines. This class is called to create a machine object.
Such a machine object corresponds to the virtual representation of a machine
in production. Table 1 shows the parameters which are describing this class. If
a machine has a queue of more than one product, the dispatching rule always
selects the product with the highest priority for processing.

Table 1. Parameter to describe the machine entity.

Parameter Explanation

ID Identification number of the machine object

Processing time Matrix with all processing times

Queue Length of the queue in front of the machine object

Status Boolean: 0 = no disruption and 1 = disruption
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The product entity contains the logic with which the products can move
through the production. The class is used to initialize the products, each of
which is assigned to a product-agent. Each product-agent has a set of values
that are used to identify and trace the product through production. Parameter
which are describing this class are shown in Table 2.

Table 2. Parameter to describe the product entity.

Parameter Explanation

ID Identification number of the product object

Status Current state the product is in, e.g. processing, moving,
waiting

Position Indicates on which machine the product is currently
located

Priority Priority of the product

Process history Keeps track of which machines the product has already
been on

Complete Boolean that is set to “True” once the product has
completed all processing steps

In the production environment, the machines and the product entity are
called and the respective objects are initialized. The production environment
sends the observation and the reward to the product-agents, which then send
back their respective actions (cf. Fig. 1). The product-agents interact with the
production until they are either all processed or the maximum time has been
reached. This period of time from the first generation of observations to the last
sending of actions is called a training episode. After each training episode, the
manufacturing model resets and sends the initial observations, which re-trigger
the entire training episode cycle. In the new training episode, the product-agents
now have the opportunity to make new decisions and gain new experience. Such
training episodes can occur any number of times within a training session.

An observation of a product-agent is a list of values with information about
the production and about the product itself. It serves as input for the neural
network within the product-agent for selecting an action. All input-values of the
neural network are scaled to a value between 0 and 1 before input into the neural
network, as this improves the processing quality in the neural network.

4.2 Designing the Reward Function

MAPPO learning is analogous to other reinforcement algorithms. At the start
of the learning phase, the actions of the products are purely random. Via the
reward function, each product-agent receives a reward according to its action.
The goal of the product-agents is to maximize this reward. For this purpose,



Online Scheduling Using MAPPO 591

actions that have led to a high reward are executed more frequently. Other
actions, where the reward is very low, are not repeated. After many training
episodes, the product-agents have learned a behavior that leads to the highest
possible reward and thus to the desired behavior in production.

Decisive for the learned behavior is the reward function. For the MAPPO in
the production environment, a negative reward of −1 is given to each product at
each time step. With this reward, the product-agents learn a behavior that min-
imizes the negative reward - the product-agents move along the fastest possible
route through production. In addition, the product-agents have different prior-
ities that affect their reward per time step. The higher a product is prioritized,
the greater the negative reward the product-agent receives per time step. The
negative reward per time step is multiplied by the priority. Thus, products with
a higher priority receive a higher negative reward per time step. The reward is
mathematically defined as follows:

The episode reward Ra, defined in Formula 1, for a product-agent is the sum
of all rewards achieved per time step t of an episode. The reward per time step
is calculated as −1 multiplied by the priority of the product-agent Pa.

Ra = −1 ∗
T∑

t=1

Pa (1)

The episode reward of all product-agents Rtot is the sum of the episode
rewards of all product-agents, see Formula 2.

Rtot =
A∑

a=1

Ra (2)

5 Validation of the MAPPO

To validate the MAPPO algorithm presented in the previous chapter, it is com-
pared with a heuristic. The heuristic distributes all products evenly to the avail-
able machines at the beginning of an episode and routs the products to the
nearest machine after the production step is completed. This simple heuristic is
intended to replicate the behavior of an employee on the shop floor who always
moves products to the next possible machine with the lowest transport time.
According to the routings, all products must pass through all machines. The
sequence in which the products pass through the machines is not specified. In
addition, all products have the same priority. Disruptions are not considered
with the test runs. The MAPPO and the heuristics are compared in six different
sized environments. On the X-axis Fig. 2 shows the number of machines times
the number of products is given. The Y-axis describes the time needed for the
products to pass through all machines. The Travel-Time-Matrix is the same for
all runs and is extended when another machine is added. The environments differ
only in the number of machines and products. In the following, the environments
are therefore given as the number of machines times the number of products.
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The minimum throughput time for the runs in the 2× 3, 3× 3, 2× 5, and 3× 5
environments is determined using a path search algorithm. For the 4× 5 and
the 4× 10 environment, the computational cost of the path search algorithm is
too great. The MAPPO leads to the same throughput time as the path search
in the first four environments and has thus reached the global optimum. The
heuristic is very close to MAPPO for the first three environments. The distance
between MAPPO and the heuristic is about 5% in the 3× 5 and 4× 5 environ-
ment. In the 4× 10 environment, the difference between MAPPO and heuristic
is the largest. The MAPPO is 10% faster in this case. It can be assumed that
as the complexity of the environment increases, the difference between MAPPO
and heuristic becomes larger. This is particularly interesting for the implemen-
tation of the MAPPO in a real production with significantly more machines
and products. Advanced heuristics will perform better in these cases than the
heuristic used in this example. But the computation of an optimal solution in
case of a disruption is time consuming. Due to the way neural networks work,
the learned MAPPO can react immediately to disruptions and reroute products
even in complex production environments - it thus complements an APS. It can
be assumed that the performance of the MAPPO in a static environment can
also be transferred to environments with disruptions. For this purpose, disrup-
tions must already be simulated in the environment during the training of the
product-agents. The disruptions in the training should be similar to the failure
probabilities of the real machines. The training of the product-agents becomes
longer due to the larger number of possible states, but can be limited to realistic
training scenarios if real failure probabilities are used.

2x3 3x3 2x5 3x5 4x5 4x10
0

500

1,000

Machines Products

N n
=
1
t(
p
n
)

MAPPO
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Fig. 2. Throughput time comparison in different static environments
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The MAPPO can reach the global maximum if the products are homoge-
neous. This means that the products have the same routings, processing times
and the same priority. In this case, the global optimum also corresponds to the
local optimum of all products. If the products have different routings or prior-
ities, the global optimum no longer corresponds to the local optimum. In this
case, products with a low priority, for example, would have to let other prod-
ucts pass - thus they would worsen their reward in order to optimize the global
reward. However, the experiment shown in Fig. 3 illustrates that MAPPO and
other MARL algorithms that rely on a centralized critic are not able to achieve
a global optimum with the given reward function.

Figure 3a shows the initial situation. Three product-agents have to decide to
which production cell they will go. In this case, each product has to go through
only one machine. The processing times of the machines are the same for every
product. Product 1 and 2 have a low priority (LP). Product 3 has a high priority
and therefore gets a higher penalty for each time step in production, see Sect. 4.2.
The experiment is set up so that at least one product has to wait. A global
maximum is reached when one LP product waits and the HP product passes
through production without waiting. Even in the trained state, the MAPPO
keeps product 3 waiting even though it has the highest priority. The product-
agents have learned to always bring about their local maximum in different
states. Thus, the overall yield improves over all learning episodes until the overall
yield converges to a value that represents a local but not a global maximum.

Fig. 3. Product prioritization using the MAPPO. Figure 3a depicts the initial situation.
The local optimum of the MAPPO can be seen in Fig. 3b. Figure 3c shows the global
optimum for this problem.

6 Conclusion and Outlook

This paper presents an approach for controlling products in a production using
multi agent reinforcement learning. The developed MAPPO algorithm is pre-
sented in this paper and validated in a production scenario. The MAPPO is
compared with a simple heuristic in a static environment. Several test runs are
carried out in environments of different sizes and the throughput time of the
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MAPPO is compared with that of the heuristic. The MAPPO achieves the min-
imum throughput time in smaller production environments with homogeneous
products. The MAPPO also performs better than the heuristic in larger envi-
ronments. It can be assumed that the performance of the MAPPO in static
environments can also be transferred to environments with disruptions. In this
case, the corresponding disruptions must occur in the training runs. However, if
the products are no longer homogeneous, the MAPPO cannot generate a global
production maximum - in this case, a local optimum is generated, in which each
product-agent optimizes its own reward. Future work will investigate whether
the MAPPO can also be used to induce a global production maximum for inho-
mogeneous products. In addition, the MAPPO must also be applied to larger
production environments with disruptions. The results of these investigations
could then be compared with state-of-the-art heuristics from APS. It can be
assumed that the MAPPO holds great optimization potential for production.
The MAPPO can react to disruptions without additional computation. Espe-
cially for complex cell-based productions with many possibilities for the product
to pass through the production online scheduling systems will be necessary.
Further studies on the MAPPO will show whether it can meet all production
requirements.
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Abstract. The widespread adoption of Industry 4.0 technologies in factories
are transforming manufacturing operations management. Multiple resources are
interconnected, massive data are real-timely collected by smart devices to pro-
vide visibility and traceability. It is generally acknowledged that real-time data
are beneficial for manufacturing operations management. How to utilize these
data for facilitating production and intralogistics (PiL) operations management is
an emerging challenge. This study proposes a new concept, operation twins, for
achieving synchronized PiL operations based on three dimensions of synchro-
nization (cyber-physical synchronization, spatial-temporal synchronization, and
data-driven decisions synchronization).

Keywords: Operation twins � Production-intralogistics synchronization �
Production and operations management � Real-time visibility and traceability �
Industry 4.0 � Smart manufacturing

1 Introduction

Industry 4.0 promises next-generation smart manufacturing. The emerging technolo-
gies that enable this revolution and their applications have attracted widespread
attention from both scholars and practitioners in the last decade, such as Internet-of-
Things (IoT), Digital Twin (DT), Cyber-Physical Systems (CPS), Big Data Analytics
(BDA), Additive Manufacturing (AM), Blockchain [1–3]. In contrast, methodological
research is rare in the context of industry 4.0 manufacturing, although advanced
technologies are revolutionizing production and operations management [4]. For
instance, the production and intralogistics (PiL) in a shop floor are inherently coupled
by physical flow (e.g., raw materials, WIPs). In conventional management mode, the
PiL operations are organized and performed separately by different divisions without
considering the overall benefits because it is hard to collect and share the data among
the divisions for making coordinated decisions [5, 6].

The advent of various Industry 4.0 technologies provides a promising direction
forward and paves the way for the PiL synchronization. Multiple smart devices are
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deployed in the physical shop floor to capture real-time data, advanced analytics and
decision services are integrated into the cyber shop floor [3, 7]. Traditional manufac-
turing resources are upgraded to smart resources augmented with identification, sens-
ing, and networking capabilities [2]. Hence, how to fully tap the potential of visibility
and traceability in Industry 4.0 environments to manage the complexity and uncertainty
of PiL operations for better production performance becomes a new challenge [8].

Real-time/online simulation is an effective tool integrated in new production
planning and control approaches that can make use of real-time data. Real-time system
status is captured as the input, and online simulations are performed to generated new
optimal policy or decision [9–11]. These simulation tools connect the information flow
and decision flow to implement a closed-loop control for the whole system. The
effectiveness of real-time simulation is widely appreciated, while it is too general to
abstract the manufacturing systems into two dimensions. For example, the production
flow and intralogistics flow in a manufacturing system are highly coupled with com-
plex interactions.

This study proposes a novel concept, operations twins, to achieve PiL synchro-
nization by leveraging advanced Industry 4.0 technologies and methodologies.
Section 2 presents the concept of operation twins and how the production flow,
intralogistics flow, and information flow are managed via vertical twinning and hori-
zontal twinning. Three dimensions of synchronization (cyber-physical synchronization,
spatial-temporal synchronization, and data-driven decisions synchronization) are
summarized as the basis for operation twins in Sect. 3. Finally, a simple example is
presented to illustrate the application of operation twins in manufacturing.

2 The Concept of Operation Twins

Figure 1 depicts the conceptual framework of the proposed operation twins. Manu-
facturing operations hold a dominant position in this framework. Production operations
(PO) convert materials and components into products by utilizing production resources
such as operators, machines, robots, and tools. Intralogistics operations (LO) corre-
spond to the delivery of required resources such as materials, finished products within
the plant using forklifts, automated guided vehicles (AGVs), trolleys, etc. With the
adoption of frontier Industry 4.0 technologies, the physical operations and resources are
mapped to the digital space. The operation twins concept mainly includes two aspects:
vertical twinning and horizontal twinning.

2.1 Vertical Twinning

Vertical twinning involves the twinning of production and intralogistics operations and
related resources. The PO and LO are inherently complex because they are coupled and
entangled by physical flow (materials, WIPs, or finished products). In traditional
management mode, PO and LO are managed by different departments to reduce
complexity. The information is usually inaccurate, incomplete, and hard to be shared
among different departments. The workflow is fluctuated even disrupted due to various
disturbances (e.g., material delay, machine failures, stochastic operational time) on the
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shop floor. Cutting-edge technologies such as IoT and data analytics remove the bar-
riers and promote information sharing within the plant. Hence, it is possible to manage
the PO and LO in a coordinated and synchronized manner to improve the overall
operational resilience and resource utilization.

2.2 Horizontal Twinning

Horizontal twinning refers to the twinning of physical and digital operations and related
resources. Massive real-time manufacturing data are collected, transmitted, and ana-
lyzed thanks to the deployment of Industry 4.0 technologies. All related production and
intralogistics resources can be digitized to form corresponding digital representations
for real-time simulation and control. PO and LO can also be formulated in digital space
with extended visibility and interoperability. Pre-planned operations can be proactively
adjusted, ongoing operations can be real-timely monitored, and finished operations can
be thoroughly evaluated. Besides, by analyzing the real-time data, the digital space
provides real-time feedbacks to support decisions and operations execution in physical
space to cope with various uncertainties and enhance efficiency and accuracy.

Fig. 1. The conceptual framework of operation twins.
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2.3 The Practical Applicability of Operation Twins

It is noteworthy that the concept of operation twins is closely related to existing
concepts such as digital twin [12] and real-time simulation [13]. On the one hand,
digital twin is object-oriented; it aims at creating digital representations of manufac-
turing objects (human, machine, materials, etc.) for real-time monitoring. The concept
of operation twins is operations-oriented; manufacturing objects are considered as
resources for performing operations, which means operation twins can be more natu-
rally applied in production planning and control processes in practice. On the other
hand, real-time simulation focuses on the information flow and decision flow to form
closed-loop control of the system. The input system status is usually abstracted so that
the interactions and dynamics among the system are often overlooked. For example, in
practice, the production and intralogistics for material supply are managed by separate
departments that have different KPIs. The concept of operation twins provides a new
approach to manage the production flow, intralogistics flow, and information flow in a
synchronous and coordinated manner.

3 The Three Dimensions of Synchronization in Industry 4.0
Production-Intralogistics Systems

To establish the operation twin for production-intralogistics synchronization, an overall
architecture of synchronized production-intralogistics system is proposed with three
dimensions of synchronization, namely, cyber-physical synchronization (CP-Sync),
spatial-temporal synchronization (ST-Sync), and data-driven decisions synchronization
(DD-Sync), as shown in Fig. 2.

3.1 Cyber-Physical Synchronization (CP-Sync)

The CP-Sync aims at synchronizing the physical shop floor and cyber shop floor to
achieve cyber-physical visibility and traceability of the whole plant. As shown in
Fig. 2, all physical resources are equipped with smart tags (e.g., RFID, iBeacon,
sensors), which can be uniquely sensed, identified and traced by smart gateways,
mobiles, industrial wearables, or readers. With the deployment of multiple smart
devices, the plant is characterized by hyperconnectivity among physical resources,
high-quality real-time data acquisition and transmission. Cyber-physical agents (CP-
Agents) are employed to handle various industrial standards/protocols of smart devices
and process heterogeneous data from multiple sources to create digital representations
with basic facts (e.g., ID, type, quantity), status (e.g., processing, waiting, transferring),
spatiotemporal trajectory and so on. Therefore, all manufacturing resources are real-
timely monitored and simulated in cyber space to generate insightful feedbacks to
physical space, so that cyber space and physical space are seamlessly synchronized.
Great interconnectivity of resources, smooth circulation of manufacturing
data/information flow, and cyber-physical visibility and traceability serve as solid
foundations for further analysis and decision-making.
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3.2 Spatial-Temporal Synchronization (ST-Sync)

The ST-Sync aims at ensuring smooth operations execution by synchronizing the
required resources within a narrow spatiotemporal window and governing the inter-
actions among smart resources inside. The onsite production execution is subject to the
availability of multiple resources (e.g., materials, machines, and humans). Resources-
related uncertainty is one of the major challenges in manufacturing execution. Thanks
to the cyber-physical visibility and traceability built by CP-Sync. The onsite shop floor
situation and detailed information (e.g., the estimated arrival time of materials,
machines/operators status) can be easily accessed through smart devices, so that the
pending operations in the pools can be organized and executed on a dynamic basis to
avoid unreasonable stalls/waits and improve processing efficiency and resource uti-
lization. ST-Sync guarantees the pre-decided production/intralogistics plans/schedules
can be completed smoothly under stochastic manufacturing environments (e.g.,
uncertain operational time, material delays).

3.3 Data-Driven Decisions Synchronization (DD-Sync)

The DD-Sync corresponds to the decision-making process via developing intelligent
modeling, synchronization mechanisms, and data analytics. Intelligent modeling
establishes the operational logic for critical resources in the PiL process. With

Fig. 2. The Three dimensions of synchronization in production-intralogistics systems.
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embedded algorithms, smart resources can sense and analyze, take actions and interact
with each other to enhance overall efficiency. Synchronization mechanisms are
designed to coordinate the PO pool and LO pool for supporting decisions based on
real-time data (e.g., resource availability, demand change). By incorporating real-time
data, the mechanisms will be more resilient and efficient to handle various disturbances
and minimize the resulting adverse effects. Besides, data analytics are widely applied,
such as data fusion that integrates data from multiple sources to give more accurate
results, data mining that uncovers patterns to gain underlying knowledge, etc. For
instance, recognizing the frequent spatiotemporal trajectory of materials and humans to
facilitate better management and status monitoring. Finally, driven by production data,
the combination of these techniques can make the system smarter.

4 An Illustrative Example of Operation Twins

The section presents an illustrative example of the application of operation twins.
Considering a simple scenario, there are two orders that request different products,
Order1 ¼ B1;C1f g and Order2 ¼ A1;A2;C2f g. The original schedule is generated as
C1;C2;B1;A1;A2f g based on the setup requirement and order arrival time.

Fig. 3. An illustrative example of operation twins.
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When uncertainty (B’s material delay) occurs, the following operations have to be
postponed and prolong the production process and cause backlog orders. Because in
conventional mode (see Fig. 3 (a)), it is hard to identify the uncertainty accurately and
quickly, the corresponding information cannot be shared with related departments
rapidly so that it is impossible to make decisions to cope with these uncertainties, and
the overall production performance deteriorates.

In the twinning operation mode (see Fig. 3 (b)), the uncertainty (B’s material delay)
can be accurately detected via smart devices, the data and information will be updated
in cyber space and shared with intralogistics and production departments (CP-Sync).
Based on the information (e.g., estimated delay), corresponding decisions can be made
to adjust the operations (DD-Sync). In this example, the operations of A1;A2 are
brought forward and B1 is postponed. Finally, onsite operators will perform the
adjusted operations accordingly. All required resources will be synchronized into
corresponding spatiotemporal windows to ensure smooth execution (ST-Sync). In this
way, the adverse effects of uncertainties are minimized.

This simple example is only for illustrating the underlying logic of operation twins
in a complete way and how three dimensions of synchronization play a role in the
whole process. More comprehensive numerical analyses or case studies will be carried
out in the future to verify the superiority of the proposed concept.

5 Conclusion and Future Perspectives

This paper proposed a new concept, namely operation twins, to achieve production-
intralogistics synchronization in Industry 4.0 manufacturing environments. The man-
ufacturing operations are vertically and horizontally twinned through cyber-physical
synchronization, spatial-temporal synchronization, and data-driven decision synchro-
nization. This study contributes to the methodological research for production and
operations management in the era of Industry 4.0. However, how emerging tech-
nologies reshape operations management in manufacturing deserves further in-depth
discussions. And also, there still are several challenges to fully implement operation
twins in practice.

• Challenges in Cyber-Physical Synchronization. Massive real-time operational
data can be captured from multiple sources with the deployment of IoT devices
[14]. How to effectively process these heterogeneous data considering the balance
between the granularity of real-time visibility/traceability and computational effi-
ciency, how to faithfully map the physical and digital operations as well as cor-
responding resources considering their distinct attributes and complex relations
among them, are major challenges in CP-Sync.

• Challenges in Spatial-Temporal Synchronization. Real-life manufacturing sys-
tems are always subject to a certain degree of stochasticity [15]. Uncertain events
such as stochastic operational time, machine failure will inevitably have negative
effects on operation execution even the overall production efficiency. How to design
a mechanism to manage the operation pools on a dynamic basis to achieve spatial-
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temporal synchronization for enhancing the overall execution resilience, is a crucial
topic in operation twins.

• Challenges in Data-Driven Decision Synchronization. Real-time data collection
and information sharing make it possible to coordinate and synchronize the deci-
sions of different decision authorities/stakeholders (e.g., production and intralo-
gistics departments in a manufacturing plant) for the global optimum [8]. Therefore,
how to formulate novel decision support mechanisms that can fully leverage the
potential of abundant IoT data for the coordination of decision-making in manu-
facturing operations, deserves further explorations.
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Abstract. Given the problems generated in the coffee supply chain and iden-
tifying the central problem as its low sustainability, especially in Valle del
Cauca (Colombia), it is imperative to propose solutions to the current devel-
opment of this chain, especially about producers, which are the least benefited.
These solutions should allow for balanced growth and be aimed at making it
possible to overcome the current socioeconomic system based on predatory and
competitive growth at the service of private interests. Thus, sustainability should
trigger a profound rethinking about human groups relationships, among them-
selves and with the environment, betting on cooperation and defense of the
general interest. The purpose should not only be the economic growth of
companies, many times increasing the poverty of the inhabitants of the region or
the environmental risks, but it should also be the wealth of all the involved
parties. In our ongoing research, we plan to use dynamic simulation to evaluate
alternatives that consider the sustainability of coffee farms, including elements
of profitability, environmental impact, and social development. Preliminary
simulation results are shown. This approach should ultimately allow us to find
applicable and quantifiable solutions for a sustainable balance in the funda-
mental links of the coffee supply chain in the northern region of Valle del Cauca,
Colombia.

Keywords: Coffee � Supply chain � Sustainability � System dynamics

1 Introduction

Currently, there is a lot of research on supply chain modeling, most of it with the main
purpose of minimizing costs such as inventory, transportation, storage, material han-
dling, among others. Less research is devoted to sustainable supply chain modeling that
considers the balance between economic, social, and environmental aspects (Drake and
Spinler 2013). The integration of these components generates modeling complexity.
Brandenburg et al. (2014), Carter and Rogers (2008), and Kannegiesser and Gunter
(2013) have conducted literature reviews where the little use of modeling for the
analysis of sustainable supply chains that simultaneously include economic, social, and
environmental elements is evidenced. In the characterization by Sasikumar and Kannan
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(2009) and the adjustment made by Brandenburg et al. (2014), supply chain models are
classified into mathematical programming methods; simulation methods such as system
dynamics, heuristic methods, and hybrid models; and, finally, analytical models such as
game theory, multi-criteria methods, and systemic models. Some of the tools that have
gained relevance in recent years as methodologies for the analysis of complex problems
are the systemic approach and system dynamics.

System dynamics is a methodological paradigm for the investigation of complex
systems and is considered a subset of the broader paradigm of simulation models
(Meadows and Robinson 1985). In the process of analyzing the sustainability of the
coffee supply chain, many elements can be ignored. However, according to Forrester
(1987), to understand a system, it is preferable to incorporate variables and interactions
even if their representation is difficult and to avoid omitting them, even knowing their
importance in the performance of the whole. The idea of this approach is to be able to
evaluate in a novel way the impacts of possible management and policy interventions
and to observe changes in complex systems Sterman (2001), Thornton and Herrero
(2001), and Tedeschi et al. 2011). This paper uses the systemic approach and the
system dynamics proposed by Forrester (1987) to analyze some economic, social, and
environmental aspects within the coffee supply chain in Colombia that could contribute
to its sustainability.

2 Literature Review

Figure 1 shows the connections between articles on ‘sustainable supply chains’, a first
category for reference search. The larger the node size, the more publications are
associated with them. The colors represent the year of publication. There is a large
volume of publications in sustainability with very similar topics such as carbon foot-
print, climate change, and life cycle assessment. The graph shows very few social
elements; perhaps, more recently, the topics of urban agriculture, food security, and
circular economy have been addressed. System dynamics appears as a tool for supply
chain sustainability analysis.

In the second category, the keywords ‘sustainability and supply chain and coffee’
were used, from which 50 documents were obtained. For the bibliometric analysis, only
one repetition of keywords was used, since there are very few documents that explore
alternatives to improve the sustainability of the coffee supply chain. However, bib-
liometric analysis showed that coffee certifications, governance, and fair trade are the
most researched topics in the search for sustainability in the coffee supply chain. In the
last category of ‘applications of system dynamics in coffee supply chains’, much fewer
articles were found. To illustrate, Díaz and Córdoba (2019), carry out a causal analysis
in the coffee agricultural system in Cundinamarca, Colombia. With the help of the
community, they identified and validated the connection of relevant variables. The
authors selected 54 variables in which social, economic, agronomic, and agroclimatic
elements were considered, with a focus on the quality of the bean, social capital, the
effect of shade on the crop, and the diversification of income from the fruits of the trees
used for shade.
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A dynamic simulation model was developed by Rachman et al. (2014), who
included social, economic, and environmental aspects in the supply chain of Gayo
coffee in the province of Aceh, Indonesia. Changes in price, demand, and environ-
mental terms and the effect of certifications were considered. They analyzed the pro-
duction of an organic fertilizer from the residue of coffee cherry pulp and showed the
effect of education and training in social terms. A sustainability indicator of the coffee
supply chain is defined, and improvements are evidenced after intervening key factors.

Malik et al. (2019) formulated a model of influences to achieve a sustainable
production system in smallholder coffee farmers in Pangalengan, Indonesia. This work
seeks to identify the drivers of economics, social quality, technology, and environ-
mental quality that most influence the sustainability of the chain by observing com-
pensating and reinforcing relationships through dynamic interaction. The article
concludes that social quality is the most influential driver, and that social quality
management and intervention strategies are needed to guarantee sustainability. Hakim
et al. (2020) developed a system dynamics model for the supply chain of Gayo Arabica
coffee in Indonesia, which seeks to simulate the effects of a hybrid production system,
quality engineering, governance, climate change, productivity, and competition on the
profitability of the chain. In contrast to Malik et al. (2019), none of the analyzed
scenarios generated significant improvements for smallholder farmers.

More recently, Bashiri et al. (2021) investigated the sustainability risks in the
Indonesia-UK coffee supply chain by means of systems dynamics combined with
multicriteria methods. The authors concluded that improving agricultural productivity
is crucial for the coffee supply chain sustainability and that the combination of the
applied approaches is better than applying a single tool.

According to the above review, the study of sustainability elements associated with
the coffee supply chain using system dynamics is a novel topic and deserves more
research.

Fig. 1. VOSviewer bibliometric networks of 474 scientific articles on coffee supply chain
sustainability from Scopus
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3 Problem Statement

The coffee supply chain in Colombia has several drawbacks such as the instability of
the international price. According to the National Federation of Coffee Growers (FNC
2018) of Colombia, the grain cost per pound went from $ 1.60 in November 2016 to $
1.00 in May 2019, and although in 2020 and 2021 the price has had rallies above $
1.30, there are semesters when the price generates low income in many cases below
production costs. Nowadays, coffee multinationals pay 67% less than the price of
coffee in 1983 and, although Colombia is the third largest coffee producer in the world
and annually the coffee market generates about US$200,000 million worldwide, pro-
ducers only have access to less than 10% of that figure (FNC 2018). Although inter-
national reference prices can go down, in coffee shops and supermarkets the cost rises
progressively. It is calculated that for every pound of coffee sold in the world, pro-
ducers receive only 7 cents per dollar (FNC 2018). This situation is exacerbated by
other problems along the entire supply chain such as logistics costs, especially for
producers. According to the national logistics survey (Encuesta Nacional Logística
2018), logistics costs in agricultural companies are around 12.8% of sales in Colombia,
concentrated mainly in storage costs with 35.9% and transportation costs with 33.3%.

Another problem is the lack of generational replacement, as confirmed by data from
the ceding process registered in the Coffee Information System (Sistema de Infor-
mación Cafetera-SICA) of the FNC. Between 2005 and 2011, around 3,600 coffee
growers in all municipalities were registered, but only 10.2%, a total of 367 growers,
were under 35 years old (FNC 2011). At this rate of 10% of new young producers per
five-year period, it would take more than ten decades to replace the generations of
retiring coffee growers. An additional problematic situation is the replacement of other
less sustainable agricultural activities that generate more carbon footprint in the
atmosphere, such as cattle raising.

The next problem refers to the lack of additional income on coffee farms to
compensate for the seasons of low coffee prices, in addition to the lack of fair trade
throughout the entire supply chain that equitably distributes the coffee value chain.
According to Potts et al. (2007), although future markets are responsible for estab-
lishing the general price context for physical transactions, the ability of producers to
impose prices that meet domestic production costs or the costs of maintaining sus-
tainable living standards is also dependent on their capability to negotiate desirable
conditions directly with buyers. Producers are often price takers with little capacity to
influence the terms of trade in which they participate.

Héctor Fabio Cuéllar, director of the Coffee Growers Committee of Valle in July
2017 stated that, `̀ In the Valle del Cauca (Colombia), 39 of the 42 municipalities grow
coffee, especially El Águila, Ansermanuevo, Sevilla, Caicedonia, and Trujillo. The
Valle del Cauca has 62,968 ha planted, less than the 70,000 ha registered some years
ago; of the total, 37,000 ha are planted with specialty coffee varieties''. This shows that
the problems of the coffee supply chain have a very strong influence on the families of
Valle del Cauca; concretely, 23,500 families depend on this activity in our department.

610 Á. J. T. Penagos et al.



To contribute to the sustainability of the coffee supply chain in Valle del Cauca and
mitigate or reduce the effects of the problems evidenced here, it is necessary to propose
alternative solutions and evaluate the results until a significant improvement in sus-
tainability is achieved. This work proposes an influence diagram and its related For-
rester diagram to evaluate such alternatives.

4 Methodology

4.1 Influence Diagram

A diagram of influences was made in which six reinforcement loops were clearly found
(Fig. 2). The first one (R1) shows the importance of the permanence of the farmers in
the field, the more areas cultivated with the influence of technology, and the
improvement of the quality of the coffee bean; so, more income is obtained, improving
profitability. The reinforcement loop 2 (R2) shows that the more coffee growers, the
less farmer migration to cities, therefore more generational replacement, thus ensuring
that employment levels are not reduced in the cities and that consumption is guaran-
teed, which in turn promotes the purchase of coffee. Because coffee prices are not
stable, it is important to compensate the likely reduction in profits with additional
income in coffee farms, such as beekeeping, tourism, and pig and chicken raising.
Clearly, there are other activities that currently interact with the coffee crops in several
coffee farms, although the above three have been selected as the most applicable. In
reinforcement loop 3 (R3), investment in tourist attractions on the farms could increase
tourist visits, increasing income. Similarly, in loop 4 (R4), the more investment in
beekeeping technification and good practices, the greater the production of honey and
its derivatives, and therefore the greater the income. The last alternative that was
included to increase the income of coffee farmers is the raising of small-scale pro-
duction animals, such as pigs and chickens. In reinforcement loop 5 (R5), it is observed
that if this type of farming is increased, additional income could increase.

Fig. 2. Influence diagram of the coffee grower link in the coffee supply chain
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It is important to note that all the previous loops are constrained by the availability
of resources, such as land, water, energy, etc. Animal husbandry has another benefit, in
addition to income, which is the generation of biofuel from the waste generated by
animals. Many coffee growers cook using firewood, a practice that has several
implications. The first is the environmental impact of burning wood. The second is the
amount of labor used by farmers to collect firewood, time that can be used in activities
related to the crop. Finally, firewood cooking may cause chronic respiratory diseases
due to smoke inhalation. Thus, as can be seen in reinforcement loop 6 (R6), the
production of more animal waste increases the generation of biofuel that contributes to
the reduction of farm costs not only because of the savings in the cooking food method,
but also because the biofuel can be used for drying coffee, among other uses.

The diagram of influences shows other important relationships in the sustainability
of this chain, such as the utilization and transformation of animal waste into biofuels,
avoiding greenhouse gases such as methane, as well as the contamination of aquifers
and rivers where these wastes end up. The diagram shows that the technification in all
the coffee processes of cultivation, harvesting, and post-harvesting could improve the
quality of coffee. Therefore, the coffee could be placed in the market at a better price, in
addition to an increase in productivity and yield, generating greater income per hectare
planted. Finally, it is observed that the more farmers are cultivating, the greater the
reduction of the carbon footprint due to the number of coffee and shade-generating
trees planted to improve coffee quality. In the social aspect, we analyze the growing
problem in Colombia due to the lack of generational replacement in the countryside. If
the coffee farms are profitable, the probability of farmers’ migration to cities could be
reduced. Migration generates a serious chain effect, producing overpopulation in cities,
therefore increasing the environmental damage by the excessive use of resources such
as water and energy. In addition to the generation of waste, migration generates less
production in the countryside and more dependence on imports affecting food security
and the balance of payments.

4.2 Forrester Diagram

The Forrester diagram was made according to the influence diagram and the result is
shown in Fig. 3. There are three level variables associated with coffee production, the
generation of greenhouse gases (GHG), rural population, and the profitability of coffee
farms based on income from coffee sales and the other types of income proposed. The
growth or decrease of the rural population based on the increase or reduction of income
in the coffee farms is to be analyzed. Finally, we would like to observe the environ-
mental impact of firewood burning reduction through the generation of methane gas by
biodigester, as well as the reduction of methane gas emissions to the atmosphere due to
animal waste and decomposition of the leachates produced by coffee washing. Infor-
mation will be collected through field work on coffee farms associated with the vari-
ables included in the model. This, together with updated statistical and technical
information, are expected to increase the accuracy of the data to obtain simulation
results regarding the social, economic, and environmental dynamics suggested in this
study. We thus expect to strengthen the decision-making processes associated with
increasing the sustainability of the coffee supply chain.
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5 Some Selected Simulation Experiments

We have gathered information about some variables from the Forrester diagram; these
variables have been simulated to obtain their preliminary behavior at one typical farm.
The simulation results indicate that it is important to report on these earliest research
advances. Our ongoing research concentrates on the influence of the simulated vari-
ables on the non-simulated ones and their correlation. The simulated scenarios con-
sidered the following aspects:

• Scenario 1: Only coffee bean production and sales variables for coffee producers.
• Scenario 2: Alternative income sources at coffee farms such as the sales of bee-

keeping products, farm tourism, and pig raising / meat sales.
• Scenario 3: Some negative environmental impacts at coffee farms and their possible

mitigation.

Technical and statistical information was gathered from secondary sources for
60 months (from July 2017 and projected to June 2022), which included data related to
the impact of COVID 19 pandemics on coffee and pig meat prices and the reduction of
farm tourism.

Figure 4 (a) shows that there are no differences in coffee sales and revenues
between scenarios because the other sources of income do not affect coffee harvest. The
behavior of coffee sales agrees with the two coffee flowerings that arise in Colombia
each year, one from April to June and the most important from October to December.
Furthermore, producers’ revenues from coffee bean sales depend on coffee international
prices and production costs. Accordingly, these revenues might sometimes be very low,
and they may be even negative in some periods, generating losses for the producer.
(Fig. 4 (b)).

Fig. 3. Forrester diagram of the coffee growers' link in the coffee supply chain
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Figures 5 (a), (b) and (c) illustrate that the additional revenue from other sources
may be comparable to the coffee bean revenue. The additional income from farm
tourism increases in the summer when more tourists come to the farm. Figure 5
(a) reveals a significant reduction of visitors to the farm beginning in month 33 (March
2020) due to the mandatory quarantine caused by the COVID 19 pandemics.

Figure 5 (b) shows some peak production periods of beekeeping products due to the
flowering of coffee plants. Each year, a honeycomb generates on average 35 kg of honey
and 12 kg of pollen, and the model was run using a typical measure of 1.3 ha per farm,
which corresponds to the area of 82 percent of the coffee farms in Colombia (FNC
2018). In addition, the maximum allowed number of honeycombs per hectare is two. As
a result, the simulation indicates that the revenue from this activity is not significant.

Figure 5 (d) compares the different revenues. The average monthly revenue from
coffee bean sales equals $232 while the average monthly revenue from other income
sources equals $153, producing a total monthly average revenue of $385. Although this
figure exceeds the minimum monthly wage in Colombia (approximately $252), it can
be not enough for the average coffee producer’s family group of around 4 people.

Fig. 4. Simulation of coffee bean sales by farm and its associated profitability

Fig. 5. Behavior of coffee farms with additional sources of income

614 Á. J. T. Penagos et al.



Finally, Figs. 6 (a) and (b) compare the generation of methane from pig feces in
Scenario 2 with and without using a biodigester to produce biogas. It is important to
note that the investment on the biodigester was amortized over the analyzed time
horizon. A significant reduction in emissions of methane to the atmosphere is shown.

6 Conclusions

The study of the sustainable coffee supply chain that considers economic, social, and
environmental elements by means of systems dynamics is a topic that deserves more
research. As a case in point, several problems have been identified in the coffee supply
chain in Colombia, such as the uncertainty in international prices, the small profitability
proportion received by coffee growers, and their lack of generational replacement.

To reduce the effects of these factors and improve the coffee supply chain sus-
tainability, we propose system dynamics influence and Forrester diagrams that consider
the following improvement alternatives: the permanence of farmers in the field
encouraged by better technologies; the production of high-quality beans; and the cre-
ation of diverse income sources such as beekeeping, farm tourism, and small-scale
animal raising.

According to the influence diagram, these alternatives produce at least six rein-
forcement loops that could contribute to the economic, social, and environmental
sustainability of the coffee supply chain in Colombia. Preliminary runs of the model
show that the revenues from other sources different from coffee bean sales may be
significant. Besides, the model can be useful to analyze the environmental implications
of some production activities such as pig raising and some social impacts of the
COVID 19 pandemics, for example, on tourism reduction. Our ongoing research will
analyze additional sustainability aspects of selected coffee farms in the region of Valle
del Cauca, Colombia.
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Fig. 6. Methane emissions with and without biofuel generation
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Abstract. Extant literature on SSCM practices have paid little attention to
quality of management attributes that could influence sustainability implemen-
tation in supply chains. The aim of this study is to address this gap by examining
the relationship between quality of management, SSCM practices, and business
performance. A survey of 192 oil and gas companies was carried out. The data
collected was analyses using correlation and multiple regression analysis. The
correlation results provide evidence that, quality of management is positively
related to the implementation of SSCM practices. The regression results indicate
that 18.1% of variance in business performance is explained by quality of
management, and 26.4% of the variance is explained by SSCM practices.

Keywords: Quality of management � Sustainable supply chain management �
Firm performance

1 Introduction

The notion of sustainable supply chain management (SSCM) has received increasing
recognition in both theory and practice, due to several factors supporting its acceptance
and adoption such as stakeholder pressures, scarcity of raw materials, competitive
pressures, and environmental concerns about the negative impacts of industrial oper-
ations [15]. Firms in recent years have focused on employing approaches that simul-
taneously addresses the economic, social, and environmental issues related to their
supply chains [14]. SSCM is deemed as a viable approach that can help firms to
effectively integrate economic, social, and environmental considerations, which ulti-
mately leads to competitive advantage [2, 17]. The SSCM approach incorporates the
principles of supply chain management (SCM), corporate social responsibility and
environmental management with the aim of minimizing environmental destruction
while improving the performance of the supply chain [18]. Scholars have utilised the
complementary definition of SCM and sustainability literature to introduce a more
comprehensive definition of SSCM:

“The strategic integration and achievement of an organisation’s social, environ-
mental, and economic goals in the systemic coordination of key organizational business
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processes for improving the long-term economic performance of the individual com-
pany and its supply chain” [1].

In this study, the conceptualisation of SSCM is adopted as it forms the basis for
operationalising sustainability concept within the SCM context. In essence, this defi-
nition suggests that SSCM is concerned with achieving a balance among the triple
bottom line elements. From a holistic perspective, SSCM addresses the economic,
social, and environmental goals of the focal firm and its supply chain partners [1].
However, the shift from traditional SCM to a SSCM approach creates substantial
pressure on firms to adjust their existing supply chains to meet sustainability needs.
While some firms adopt SSCM initiatives due to external pressures, others engage in
sustainable practise to improve their reputation and competitiveness [12]. Considering
this, it is important for firms to embrace a proactive approach towards achieving a
sustainable supply chain, rather than a reactive approach of regulatory compliance [23].
The following section explains the concept of quality of management.

2 Literature Review

2.1 Quality of Management

In defining the concept of quality of management (QOM), it is essential to state the
meaning of “quality” and that of “management”. Reeves and Bednar [21] define quality
as level of excellence, while Smircich and Morgan [22] describes management as the
effective and efficient coordination of organisational processes to achieve defined set of
goals. The term QOM has been defined differently from different perspectives.

QOM is viewed as the extent to which an organisation is soundly run [19]. In a
more elaborate definition, Koch and Cebula [8] states that QOM encompasses man-
agement’s ability to positively transform their organisation to continuously adapt to the
ever-changing business environment. According to Doz and Prahalad [4], QOM is
concerned with influencing the individual behaviour of employees to create an effective
organisational context. Given the lack of consensus on the definition of QOM among
scholars, this study draws from the definitions of “quality” and “management” and
propose a more comprehensive definition of QOM concept: QOM is the degree of
excellence in the coordination and organisation of business activities to achieve desired
outcomes.

The effectiveness of a firm depends on the willingness and ability of managers to
facilitate the success of initiatives in the firm [7]. QOM is a necessary antecedent to
performance. This assumes that performance is the ultimate management responsibility
[7]. In a similar regard, Mcguire et al. [11] asserts that managerial strength or capacity
is an important driver of organisational innovations. Thus, the implementation of
SSCM initiatives could be influenced by the QOM in an organisation. However, there
is a lack of empirical evidence to prove this. Hence, the need to explore the relationship
between QOM and SSCM adoption by firms.

Firms with perceived QOM engage in proactive environmental and social practices
[19], to lessen the effects of their business operations on the societies and communities
in which they operate. More so, QOM is associated with quality of stakeholder
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relationships [19]. In other words, top management are expected to consider envi-
ronmental, economic, and social objectives simultaneously to meet the concerns of
multiple stakeholders. Therefore, the implementation of SSCM initiatives could be
influenced by the QOM in an organisation. However, there is a lack of empirical
evidence to prove this. Hence, the need to explore the relationship between QOM and
SSCM adoption by firms.

2.2 Sustainable Supply Chain Management (SSCM) Practices

The notion of SSCM has received increasing recognition in both theory and practice,
due to several factors promoting its espousal and implementation including stakeholder
demands, scarcity of raw materials, competitive pressures, and environmental concerns
about the negative impacts of industrial operations [15]. Sustainable supply chain
deemed as a viable approach that can help firms to effectively integrate economic,
social, and environmental considerations, which ultimately leads to competitive
advantage [14]. SSCM offers a wide range of opportunities for an organisation to
distinguish itself from its competitors [1]. In their review of the literature Seuring and
Müller [17], argued that SSCM is “the management of material, information, and
capital flows, as well as cooperation among companies along the supply chain while
taking goals from all three dimensions of sustainable development, i.e., economic,
environmental, and social, into account which are derived from customer and stake-
holder requirements”. It was noted in Paulraj et al. [14] that the effective management
of an organisation's internal practices (sustainable process and products), as well as
external practices (cooperation between suppliers and consumers), help to build a
sustainable supply chain.

The philosophy of SSCM encompasses multidimensional activities, comprising of
sustainable purchasing [25, 26], which advocates procuring materials with the least
environmental impacts; sustainable manufacturing [29], which emphasises internally
driven environmental initiatives such as reuse and reproduction; sustainable distribu-
tion [23], which facilitates reduction of logistical impacts caused by material flows; and
reverse logistics [5, 14], which entails closing the loop through recycling and disposal.
In this study, five categories of SSCM practices are considered: sustainable procure-
ment, design, distribution, investment recovery, and social sustainability.

2.3 Organisational Performance

Numerous studies have found that SSCM practices have positive impacts on perfor-
mance outcomes [5, 14]. SSCM implementation can enhance various processes in
supply chains [17]. Major benefits of SSCM include reduction in costs of raw materials
and packaging due to the use of recycled materials [25], reduction in environmental
risks and improvement in firm’s image [12], and improvements in quality of products
or processes, flexibility, and delivery speed [15]. Researchers have observed that firms
are increasingly adopting SSCM practices to improve relationships, collaboration,
competitiveness, and performance of their supply chains [14]. However, many studies
on the impact of SSCM practices on organisational performance are either focusing on
a particular aspect of performance or structured along a few dimensions only. Thus, this
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study attempts to shed more light on the impact of SSCM practices on aggregate
business performance of supply chains.

3 Methodology

3.1 Data Collation

To answer the research questions, a survey by questionnaire was carried out. After a
pre-test, seven hundred and forty (740) questionnaires were emailed to potential
respondents taken from the Financial Analysis Made Easy (FAME) database of
companies and other databases that host business directories of firms. Both mailed
postal and web-based methods was used to send the questionnaire to the operations or
supply chain managers of each company, who in some cases delegated certain ques-
tions to those in charge of environmental management or quality management. The
questionnaire was then preceded by a phone call to identify the appropriate addressee,
to announce the sending of the question and to ask for collaboration. A cover letter was
attached to each questionnaire. After two weeks a mailing and phone call was made to
all the respondent companies that had not replied. This procedure yielded a global
response rate of 28.7%. The response rate is considered as representative of earlier
studies of organizations by questionnaire. In a previous similar empirical study on
sustainability, Luthra et al. [10] achieved a response rate of 24.6%. Of the 213 ques-
tionnaires returned, 192 were fully completed and thus deemed valid and usable for the
study. Twenty-one incomplete questionnaires were not included in the analysis. Even
though poorly completed questionnaires still provides some information, researchers
recommend excluding such questionnaires from further analysis to avoid incidence of
missing data and to improve the reliability of findings [6].

3.2 The Instrument

The questionnaire is divided into four broad categories of questions. The first category
deals with the profile of the respondents. While, the second category contains sus-
tainable supply chain management practices, the basic sustainable initiatives that
companies implement. In the third section, the respondents were questioned on the
organisational factors such as quality of management. The fourth category questioned
respondents on measures of business performance employed in their organisation.
Overall, the survey instrument consisted of twenty main questions cover the basic
features of a sustainability and quality of management. Some of the questions relate to
contextual data sought objective answers, such as market share or profitability. Other
includes those which sought to determine the relative importance of the competitive
objectives and those indicating the importance of various sustainability practices or
performance measures. The managers in the sample were asked to score each of the
practices and performance separately on a five-point Likert scare (1 = strongly disagree
to 5 = strongly agree; 1 = Very low to 5 = Very high). A scale with balanced keying
does avoid the problem of acquiescence bias, but central tendency and social desir-
ability biases are somewhat more challenging to offset [24]. The data analysis of the
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questionnaire data was carried out using SPSS (statistical Packages for social sciences),
one of the most widely used software package for statistical analysis in social sciences.

To make sure that questionnaire data is free of random effects, Kimberlin, C. L.,
and Winterstein [30] suggest the evaluation of the reliability of the scales used to
collect data in a study. Reliability tests assesses the internal consistency of instruments
used in measuring research constructs [27]. Measurement items must be highly cor-
related before they can be considered to meet reliability requirements. The most used
technique for testing internal consistency is the Cronbach's coefficient alpha [28].
Accordingly, reliability assessment was conducted for the key research variables,
demographics, SSCM practices, QOM, firm performance, and the whole questionnaire.

The result indicates that the Cronbach’s alpha of the entire questionnaire is 0.736.
In addition, reliability test results for each of the sub-items in the survey instrument
indicate that all the sub-items have Cronbach’s alphas greater than 0.70. Consequently,
this mean that there is a strong internal consistency in the scale of the survey instru-
ment. In the literature, the range for Cronbach’s alpha value is 0 to 1, and the closer
Cronbach’s alpha is to 1, the higher the internal reliability. Reliabilities less than 0.60
are rated to be poor, those in the 0.70 range are acceptable and those from 0.80 and
above are considered good [27]. Thus, a Cronbach’s alpha value of 0.70 or higher is
used to establish reliability of a construct.

3.3 Data Analysis

To enhance our understanding on the influence of organisational factors (such as,
QOM) on the implementation of SSCM practices and firm performance, correlation
analysis was carried out to assess the relationships among the factors examined. Fur-
thermore, regression analysis was performed to determine causal effects on the links
between the independent and dependent variables. Correlation and regression share
some similarities however, they serve distinct purposes. While correlation assesses the
strength of associations among variables, regression establishes the type of the asso-
ciation which correlation established through estimation and prediction of the value of
a dependent variable based upon the values of some independent variables.

4 Results

4.1 Correlations Between the Main Research Constructs

This study followed the guideline provided by [3], which argued that a correlation
effect size of less than 0.10 is considered weak, 0.10 to 0.30 is moderate and greater
than 0.30 is strong. It is apparent from the correlation coefficients that the relationships
between aggregate QOM and SSCM practices (r = .422, p = .000) is strong and
statistically significant. The relationships of QOM and SSCM practices with organi-
sational performance are (r = .358, p = .000; r = .472, p = .000) respectively (see
Table 2). These correlation coefficients indicate that QOM and SSCM practices have
significant positive impact on the performance of oil and gas companies.
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4.2 Regression Analysis

Having identified a positive relationship between quality of management, SSCM
practices and the level of business performance, a multiple regression analysis was
conducted to evaluate the interactive effects of QOM and SSCM practices on the
overall performance of oil and gas companies. The model summary indicates 18.1% of
variance in business performance explained by quality of management, and 26.4% of
the variance is explained by SSCM practices. From the results, it may be possible to
predict the level of performance effect from the level of QOM and SSCM practices in
the oil and gas industry. The correlation between QOM and business performance is
0.177. while the correlation between SSCM practices and business performance is
0.344. Approximately 18% (r2 = 0.181) of the variance of the business performance is
associated with total quality of management. While 26% (r2 = 0.264) of the variance of
the business performance is linked with the overall SSCM practices.

The research has identified a strong relationship between the level of SSCM
practices implementation and the level of business performance. While we indicate a
weak correlation between the level of QOM and level of business performance. These
suggests that QOM may have significant influence on business performance within a
short-term, but to maximise the full performance outcomes, organisations need to
implement sustainable supply chain practices.

5 Discussion and Implications

This paper, extracted from an ongoing research, contributes to the extant literature on
SSCM. Specifically, it explored the relationships between QOM and SSCM practices
and their impact on the performance of firms in the oil and gas industry.

The correlation results show that QOM is positively related to SSCM practices.
This finding is consistent with previous studies, which noted that top management
commitment [20] influence the adoption of SSCM practices by firms. In essence, the
implementation of SSCM practices requires top management leadership and commit-
ment [9]. Thus, the higher the QOM, the greater the effectiveness of sustainability
implementation and realisation of the full benefits of adopting such practices. Similarly,
the results of the regression analysis show that 44.5% of the variance in business
performance can be explained by QOM and SSCM practices.

In addition, SSCM practices have been identified to have the highest contributions
to business performance in the oil and gas industry. This evidence of a positive link
between SSCM practices and performance outcomes is an essential contribution to the
ongoing debate on whether it pays to be green/sustainable. While some studies found
positive impacts [14], others identified negative impacts [13]. This study confirms that
firms could achieve superior performance through the implementation of SSCM
practices. Therefore, to attain greater sustainability performance, firms should aim at
increasing long-term value through SSCM practices, rather than focusing on short-term
economic benefits.
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Abstract. Customers express more and more willingness to consume sustain-
able products. This is often considered as a requirement by companies and
therefore in their whole supply chains. To ensure an overall improvement of the
supply chain environmental performance, the transition to 4.0 must encompass
all the stakeholders involved. With a view that facilitates the determination of
the required transformations of companies on the sustainability criteria, this
article sets out to identify a strategy for optimizing the sustainability of the
supply chain considering each stakeholder’s resources. Based on deductive
research, we propose: 1) a methodology for defining a relevant strategy for 4.0
transition of a supply chain, 2) a qualitative model for assessing the maturity of
companies and their entire supply chain, with a focus on the fields of the
sustainability, characterizing the 4.0 transformation, 3) a decision-making tool,
taking into consideration each stakeholder’s deviation from clients’ require-
ments, with a view to identifying and prioritizing the development strategy to be
followed for a transition to a 4.0 supply chain.

Keywords: 4.0 transformation � Sustainable supply chain � Maturity model

1 Introduction

The great challenge for today’s supply chains is to develop strategies to continuously
adapt to the new market demand that becomes “smarter”, more transparent, more flex-
ible and more agile at all levels [1–3]. Supply chains must therefore combine the
advantages of artisanal models, producing customized products, and industrial models
based on mass production. In addition to technological and digital parameters, a
Sustainable Supply Chain (SSC) should respond to social, societal and environmental
dimensions improvement [4, 5].

In conclusion there are multiple and sometimes contradictory objectives: to reduce
costs and lead times, to increase the ability to innovate, to offer customized products
and services, to meet increased customer demands and sustainability performance
criteria. Also, there are many barriers to improving the sustainability of a supply chain.
These barriers include a lack of a skilled workforce that understands Industry 4.0,
ineffective legislation and controls, ineffective performance evaluation models, and
short-term corporate goals [5].
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In recent years, new organizational concepts have been developed at a steady pace
to respond, in part, to these challenges: the ambidextrous enterprise (capable of
simultaneously developing innovative and routine projects) [6]; the Lean enterprise
(which hunts down waste to reduce costs, increase responsiveness and the level of
performance) [7]; the agile enterprise based on decentralized decision-making and
organizational learning [8]; the sustainable enterprise that respects the environment [9].
More recently, the concept of enterprise 4.0 [10] builds on the previous concepts by
taking advantage of the digital modernization of industrial tools (internet of things, big
data, artificial intelligence, cyber-physical systems) [11–13]. Changing market has
forced these organizations to revisit their supply chain activities in order to include
sustainability effectively [4]. The circular economy associates the supply and demand
of supply chain industries to improve resource efficiency [14, 15].

However, most supply chain companies do not know how to make this transition to
4.0. We support the idea that they must be able to carry out a factual diagnosis of the
different aspects of the 4.0 transformation of their activities. They also do not know
how to set achievable objectives that define a 4.0 transformation strategy. In-deed, it
can be difficult for a single company, especially small and medium-sized enterprises
(SMEs) whose human and financial resources are limited, to identify the approach to
follow and define a new strategy, while being aware of the risks involved [16].
Therefore, it is necessary to support companies, to give them a method and tools to
diagnose their level of 4.0 maturity, to define their objectives and priorities in their 4.0
transformation, and more particularly their vision of their sustainable supply chain.

Nowadays, there is no organizational transformation method to help companies to
define a strategy for their supply chain transformation towards 4.0. The diagnostics
currently used are essentially based on interviews with “auditors”, without any struc-
turing methodology or factual results. Based on the state of the art detailed in Sect. 2,
we realized that there is no model to guide 4.0 structural transformation of companies
and their supply chains. This observation led us to the hypothesis that in order to make
a supply chain progress as a whole, it is necessary for each company in this supply
chain to be able to project itself through realistic stages by setting achievable objectives
with regard to its capacities to evolve towards 4.0.

By conducting hypothetico-deductive research, the objective of this article is to
propose a method and tools for the companies to succeed in their transition towards the
4.0 Sustainable Supply Chain. To do so, we need to be able to evaluate the level of
performance of a company in relation to an overall objective of the supply chain of
which it is a part, and to be able to help it benchmark itself.

The article is structured as follows: (1) we present a state of the art in order to
identify the current problematic for the 4.0 transformation to a sustainable supply
chain; (2) we list the main fields concerned by this transformation; (3) we propose a
tool and an assessment methodology to help the companies in the supply chain to
assess themselves and to define priorities in their strategy towards the 4.0 transitions, in
line with their supply, while focusing on the sustainability.
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2 Literature Review

2.1 Strategic Fields of Transition 4.0

Much research has focused on the technological aspects of Enterprise 4.0 [17] and their
implications in the supply chain [3, 12, 18]. The technological aspects mainly concern
the concept of the “smart factory”, i.e. the creation of an intelligent and learning
environment in a company’s production system [2, 19]. Driven by the Internet, the real
and virtual world of the company is being transformed into the “Internet of Things” to
be faster, more efficient and more flexible in terms of production, using “smart big
data”. Production is connected with the most modern information and communication
systems to create a smart, digitally connected supply chain with production largely
organized by itself, while building on Lean concepts [20]. This also implies the
implementation of cyber-physical systems, having interconnection between products,
machines, ecosystem and even consumers, and this at every stage of the product’s life
from its design to its end of life [11, 21].

The level of maturity refers to the state of an organization in relation to the
deployment of its processes and its objectives [22]. We have identified four fields that
best represent our global vision of the Supply Chain and the major issues that must be
integrated in order to initiate a transformation towards 4.0 industry [23]:

– Product and process design field
– Production, logistics, and maintenance field
– Strategic organization field
– Sustainability field.

2.2 Maturity Evaluation Models

Different maturity models exist in the literature: purely technological oriented [24],
quality oriented organizational processes [25], software oriented CMMI (Capability
Maturity Model Integration) developed by (Software Engineering Institute, in 2001,
and specific for sustainability management based on ISO 14000.

In the last years other specific maturity models were developed for the 4.0 trans-
formation. In the same line as CMMI, [26] proposes a “4.0 Readiness Model” with six
levels of maturity named “outsider”, “beginner” for newcomers “intermediate”,
“experienced” for learners, “expert”, “top performer” for leaders. This model considers
six dimensions: Strategy and organization, smart factory, smart operations, smart
products, data-driven services, employees. More recently [21] proposed a model to
evaluate a maturity index on 5 levels: Standard, Big Data, Smart Data, Dark Factory,
Industrial Ecosystem. They consider five sectors of the company: Business Manage-
ment, Development, Manufacturing, Supply chain and Service. [27, 28] identified
individual logistics subsystems (Purchase logistics, Production logistics, Distribution
logistics, After‐sales logistics) and three main dimensions (Management, Flow of
material, Flow of information) according to which the maturity level of a company
should be tested. They considered five maturity levels: Ignoring, Defining, Adopting,
Managing, Integrated.
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In a recent paper [23] proposed a maturity model allowing the evaluation of supply
chain companies. They defined five levels of technological maturity and six levels of
organizational maturity of the current situation for the diagnostic model: “1. Basic” and
“2. Partial” for newcomers who are starting to question themselves, “3. Managed” and
“4. Mastered” for learning companies [2], which have already started a transformation
to 4.0, “5. Optimized” and “6. Innovative” for leaders who represent the showcase of
the enterprise 4.0. These levels can be likened to “outsider” and “basic”, “disciplined”
and “adjusted”, “optimized expert” and “innovative expert”. The latter have already
succeeded in achieving the requirements on all aspects of 4.0 transformation, and they
are engaged in a continuous innovation process.

On the basis of the four fields identified in Sect. 2.1, we propose a methodology and
a detailed diagnostic model, with specific development sustainability field. A concrete
application of this methodology which is based on a case study will also be presented.

3 Methodology and Tool

3.1 Methodology for SSC 4.0 Transition

The objective of the methodology (Fig. 1) is to help supply chain managers to succeed
in their 4.0 transformation plan. The proposed methodology is based on the PDCA
(Plan - Do - Check - Act) methodology. It offers a frame of reference and is applicable
to the entire company in order to improve and even innovate by minimizing risks. The
idea is that after one or more cycles of the PDCA, the level expected in the 4.0
transformation is reached.

This methodology integrates in the phases “Do” and “Check” a qualitative
assessment of the maturity level. The assessment is obtained for each field of the 4.0
transformation. A gap analysis allows to identify the jobs impacted and the skills to be
developed. In “Act” phase an action plan is proposed, especially for recruitments and
trainings.

The purposes of these different steps with regard to the 4.0 transition are detailed in
Table 1:

Fig. 1. Methodology to define a 4.0 transformation strategy for SSC.

4.0 Transition Methodology for Sustainable SCM 629



The rest of our article focus on the Do and Check steps in order to propose a 4.0
diagnostic tool that will allow us to identify and analyze the gaps in relation to the
maturity objectives of the sustainability field linked to 4.0 transformation.

3.2 4.0 Diagnostic Tool for SSC

In [23] we have developed a global model bringing together all the areas of 4.0
transformation previously presented. This model allows us to select the improvement
areas and strategies to be adopted so that the supply chain can meet the requirements of
the client and the needs of the end customer.

In this paper we focus on “Sustainability field”. Figure 2 shows the axis of this
field, and the questions concerning it.

Once the responses are done, we should evaluate the current situation concerning
each axe. We distinguish two different levels concerning the maturity:

Table 1. Detailed steps of the methodology.

Fig. 2. Diagnostic process for the sustainability field.
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– Level of organizational maturity: one choice between six level proposed by the tool:
basic, partial, managed, mastered, optimized, innovative.

– Level of Technological maturity: one choice between the five levels proposed by
the tool. For example: for “Energy Supply” axis we propose: 0. Purchase of fossil
fuels, 1. Purchase of nuclear energy, 2. Purchase of green energy, 3. Green energy
production and 4. Green energy resale.

Concerning the target strategy, we distinguish: the target concerning the techno-
logical maturity level, and the priority level according to strategy and available
resources.

The gap between current situation and the target strategy is calculated by the tool as
shown Fig. 3 presenting the focus on the sustainability field.

This representation allows us to quickly see the initial situation (inner curve - blue)
and the target situation (outer curve - red).

The gaps between the initial situation and the target situation allow supply chain
managers to identify the axis to be improved in each field, and to associate action plans
concerning recruiting and training. In this sense, the tool proposes also a list of skills
corresponding to each axis.

4 Conclusions and Perspectives

Companies must adapt their organization to meet the new requirements related to
Industry 4.0, in a context of sustainable development. Following the literature review
we found that there is no organizational transformation method to help companies to
define a strategy for their supply chain transformation towards 4.0.

Fig. 3. Diagnostic tool result for sustainability field. (Color figure online)

4.0 Transition Methodology for Sustainable SCM 631



This article aims to propose a methodology and a tool to define the 4.0 transfor-
mation strategy for sustainable supply chains. This managerial contribution helps each
company, in a personalized way, to design and pilot a strategy of transformation
towards 4.0, by prioritizing the axis of development including the essential axis of the
sustainable supply chain. Companies will be able to gain in resilience, agility and
efficiency, while being sustainable and respectful of people and their environment.
They will also be able to integrate more easily into 4.0 supply chains.

These contributions also make it possible to compare companies by sector of
activity and typology, to define possible standards and to implicitly develop a
“benchlearning” approach.

The tool allows the aggregation of all the evaluations and automatically generates
diagrams allowing the company to have a direct visualization of its positioning with
respect to the supply chain objectives. It can then build a strategy based on the com-
pany’s indicators in relation to the supply chain objectives.

During the implementation of the methodology and the tool presented, the main
difficulties encountered were the following:

– identifying a contact with sufficient insight and knowledge of the company’s pro-
cesses to complete the entire questionnaire;

– the confidentiality of the data related to the evaluation of the current situation and
the levels targeted according to the company’s strategy with the prioritization of the
axis.

In perspectives, we plan to propose a specific model of risk management, allowing
decision-making in the selection of a transition strategy, starting from the characteri-
zation of the model of influence of risks on the project of transformation to the 4.0
supply chain.
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Abstract. Supply chains (SCs) are network-like structures and gigantic sys-
tems. Such systems are complex and multifaceted. Therefore, they contain many
components and risk factors that are directly or indirectly related to each other.
The importance of SCs, which has always been important for companies, is
increasing day by day. Therefore, it is vital to focus on supply chain manage-
ment (SCM) and the risk factors encountered in this management process. Plus,
the investigation of the cause-effect relationships, evaluation, and analysis of
these factors hold a critical role for SCM. Accordingly, this study aims to reveal
the risk factors that should be considered in SCM and analyze these factors.
Moreover, the causal relationships of these risk factors are aimed to be revealed.
For this purpose, Cognitive Map (CM) approach is utilized. The classical CM
approach is expanded to the intuitionistic fuzzy (IF) environment and used as the
IFCM approach to eliminate the uncertainty and intuition involved in real-life
problems and decision-making processes. SC risk factors’ importance degrees
and causal relations between the factors are displayed and visualized.

Keywords: Supply chain � Supply chain risks � Supply chain risk
management � Intuitionistic fuzzy cognitive map

1 Introduction

Nowadays, manufacturing supply chains are disposed to be composed of global,
complex relationships and flow between tens and hundreds and thousands of geo-
graphically dispersed companies and plants. A supply chain has various members such
as facilities, distributors, retailers, suppliers, and their suppliers, installation internal
and external logistics providers, and financial institutions [1]. The management of such
a structure with many components is crucial. Supply chain management (SCM) is a
structure that aims to integrate the management and resource control and flow and
oversight of the entire system with multiple suppliers [2]. However, SCM is incor-
porated with risk management. SCM can be defined as managing risks raised from
coordination and collaboration between supply chain members to ensure profitability
and sustainability [3]. SC risk management (SRCM), having an influential role in
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managing business processes and supply chain risks, has many risk sources such as
process, control, demand, supply, and environment. Therefore, this study proposes an
evaluation framework for supply chain risk analysis and investigates the supply chain
risks. The cognitive Map (CM) approach [4] is utilized to analyze these risks with the
relationship assumption between criteria. To eliminate the uncertainty, intuition due to
human perception, and hesitancy in real-life problems and decision-making processes,
the classical CM approach has been expanded to an intuitionistic fuzzy (IF) environ-
ment [5]. Hence, the CM is applied as IFCM in this study. A case study is conducted to
validate the proposed model in a manufacturing company in Turkey. Importance
degree of risks are obtained, and IFCM models of SCRM are visualized.

This study consists of the following sections: Sect. 2 gives a brief literature survey.
Section 3 illustrates the IFCM method. The conducted case study is provided in Sect. 4
followingly. Finally, the research is concluded in Sect. 5.

2 Literature Review

SCM is the management of the goods by the flow of finance and information within the
network structure of organizations aiming to produce and deliver services or products
for customers. Coordination and cooperation of different activities and processes
between various functions such as purchasing, logistics marketing, finance and infor-
mation flow, sales, production, production design are conducted within the network [3].

The SC performance is intrinsically unpredictable. Therefore, managers are often in
search of safety measures to be protected from unforeseen situations. In the supply
chain process, more efforts are made to check order status frequently. Moreover, dis-
tributing necessary inventory and determining the confidence interval of supply times
are essential to speed up orders and keep the supply chain performance high. Fur-
thermore, these stocks hide potential hazards until a severe problem arises between the
partner due to limited information sharing. This prepares a sub-structure that leads to
the formation of risk sources. These risk sources, including delays, disruptions,
financial forecasting, intellectual property, purchasing, customers, inventory, and
capacity [6], may arise from internal and external supply chains.

This study assumes the existence of relationships between criteria contrary to the
principle of criteria independence. This assumption forms the basis for the use of multi-
criteria decision-making techniques. The IFCM approach deals with the causal rela-
tions between the criteria considering intuition and hesitation. It has a dynamical
behavior, and therefore, different scenarios can be conducted for future conditions.

Various studies are dealing with SC risks in the academic literature. A stochastic
model was proposed for risk management in global supply chain networks [7]. Supply
chain risks are determined in the automotive and electronic industries, and SCRM
implementation is emphasized [8]. The performance-based evaluation was performed
under the impact of SCRM [9]. Table 1 shows some studies based on SC risks in
academic literature.
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However, there is a limited number of studies using IFCM applications in the
literature concerning both SC and SC risks. In these studies, the SC configuration
criteria were evaluated using IFCM [18]. A model was developed and analyzed using
the IFCM method for sustainable hospital SCM [19]. The IFCM method was used
based on a sustainable SCM framework for higher education laboratories [20]. Risks
are analyzed concerning the digital supply chain [21]. Hence, this study utilizes the
IFCM approach to analyze supply chain risks.

3 Proposed Methodology

This section briefly explains intuitionistic fuzzy sets. Following this, the proposed
methodology is to be presented.

3.1 Intuitionistic Fuzzy Sets

IF sets were proposed by Atanassov in 1986 [5], and they can deal with obscurity,
intuition, and hesitancy [22]. An IF set can be indicated in a finite set as A ¼
x; lAðxÞ; vAðxÞh ijx 2 Xf g where lAðxÞ; vAðxÞ : X ! ½0; 1�lAðxÞ and vAðxÞ membership

and non-membership functions, respectively and here,

0� lAðxÞþ vAðxÞ� 1: ð1Þ

The third component of an IF value which is pAðxÞ deals with hesitancy.

Table 1. Some SC risks-based studies in the academic literature

Objective of the study Source

To make performance-based evaluation under the impact of supply chain risk
management

[9]

To examine that the research developments in supply chain risk management
(SCRM)

[10]

To show the need for supply chain risk management as a management function [11]
To determine the suited techniques for risk assessment in complex environments in
the aspect of the supply chain

[12]

To investigate the assessment of operational risks-based supply chain [13]
To examine the efficiency to develop a model in the aspect of supply chain risk
management

[14]

To emphasize the lack of definition of risk in the perspective of the supply chain in
literature

[15]

To research the effect of visibility and risk on cost in the supply chain [16]
To reduce the risk mitigation in the supply chain with a proposed procedure [17]
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pAðxÞ ¼ 1� lAðxÞ � vAðxÞ where 0� pAðxÞ� 1; 8x 2 X: ð2Þ

3.2 Intuitionistic Fuzzy Cognitive Map Approach

Kosko proposed FCMs, which are network-like structures in 1986 [23], and these
structures have causal relationships. Plus, they allow scenario analysis based on their
dynamical behavior [24]. FCMs, consisting of nodes, arcs, and their weights, are based
on experts’ opinions. They are signed weighted graphs [24]. Since real-life problems
and decision-making processes include uncertainty, hesitation, and intuition, fuzzy sets
[25] may be insufficient to model and solve such issues. Therefore, FCM is extended to
IF sets, and it is applied as IFCM [26].

The third component of the IF sets deals with hesitancy in decision-making pro-
cesses. Computational steps of the IFCM approach presented in Fig. 1 are given as
follows [26]:

Step 1: Determine the DMs, identify the evaluation criteria and scales.

Step 2: Obtain the weights of the DMs. The weight of the kth DM (kk) is calculated by
Eq. (3) adopted from Boran et al. [15] using linguistic terms indicated in Table 2.

Fig. 1. Computational steps of the IFCM approach

Table 2. Linguistic terms to rate the DMs [22, 27].

Linguistic terms IF values (µ, t, p)

Very unimportant (0.100, 0.800, 0.100)
Unimportant (0.250, 0.600, 0.150)
Medium (0.500, 0.400, 0.100)
Important (0.750, 0.200, 0.050)
Very important (0.900, 0.050, 0.050)
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kk ¼
lk þ pk

lk
lk þ vk

� �� �

Pl

k¼1
lk þ pk

lk
lk þ vk

� �� � ;
Xl

k¼1

kkð Þ ¼ 1 ð3Þ

Step 3: Obtain the judgments of DMs on each concept. Causal relationships and the
degree of causalities are determined using the linguistic scale given in Table 3.

Step 4: Construct the aggregated weight matrix. Individual evaluations of the DMs are
combined into a group decision matrix using the intuitionistic fuzzy weighted aver-
aging (IFWA) operator proposed by Xu [28] indicated with Eq. (4).

wij ¼ IFWAk w 1ð Þ
ij ;w 2ð Þ

ij ; . . .;w kð Þ
ij

� �
¼ k1w

1ð Þ
ij � k2w

2ð Þ
ij � � � � � kkw

kð Þ
ij

¼ 1�
YK

k¼1

1� lðkÞij

� �kk
;
YK

k¼1

mðkÞij

� �kk
;
YK

k¼1

1� lðkÞij

� �kk�
YK

k¼1

mðkÞij

� �kk
 !

ð4Þ

Step 5: Apply IFCM [26]. IFCM equation is applied to find the value of each criterion.
Equation (5) equation is used to calculate concept values at each iteration until
convergence.

Aðtþ 1Þ
i ¼ f AðtÞ

i þ
Xn

j6¼i;j¼1

AðtÞ
j lij wð Þ � pij wð Þ� �

 !

ð5Þ

where Aðtþ 1Þ
i indicates the value of the concept Ci at iteration ðtþ 1Þ, f ðxÞ shows the

threshold function, which is sigmoid f ðxÞ ¼ 1
1þ e�ax

� �� �
. Here, the growth rate is set to

−0.1 ða ¼ �0:1Þ. AðtÞ
i represents the initial concept value at iteration t. AðtÞ

j is the

concept value at iteration t. lij wð Þ � pij wð Þ� �
is applied to reach the weight matrix.

Table 3. Linguistic terms for the degree of causality [26].

Linguistic terms IF values (µ, t, p)

Negatively Very Strong (NVS) (0.000, 0.950, 0.050)
Negatively Strong (NS) (0.050, 0.900, 0.050)
Negatively Medium (NM) (0.250, 0.700, 0.050)
Negatively Weak (NW) (0.350, 0.600, 0.050)
Zero (Z) (0.500, 0.500, 0.000)
Positively Weak (PW) (0.600, 0.350, 0.050)
Positively Medium (PM) (0.750, 0.200, 0.050)
Positively Strong (PS) (0.900, 0.050, 0.050)
Positively Very Strong (PVS) (0.950, 0.000, 0.050)
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Step 6: Determine concept values.

4 Case Study

A case study is conducted to analyze the SC risks in a manufacturing company. Due to
privacy concerns and confidentially issues, the company will be named XYZ. An
evaluation model is proposed based on three main dimensions: production and
inventory, customer service and delivery, and plant production. Risk factors concerning
the main dimensions are determined with the help of decision-makers (DMs). A group
of experts, including DMs, is constructed by considering their experience levels,
backgrounds, academic careers, positions in the company where they work, and the
knowledge levels related to the SC risks. The DMs determined the causality degrees of
relationships (edges) between the risk factors using Table 2. Only the evaluations
belong to a single DM (DM1) for the risk factors of Production & Inventory are given
in Table 4 due to page limitations.

Visualized IFCM model of each main dimension with their sub-criteria are shown
in Fig. 2, 3 and 4. Visualization of the IFCM model is performed by Pajek Software.
The aggregated weight matrix is used for this. Following that, the concept (risk factor)
values are calculated using Eq. (5), and they are given in Table 5 with their ranked
orders.

Table 4. Linguistic terms-based evaluation of PI risk factors

PI risk factors C1 C2 C3 C4 C5 C6 C7 C8

C1 Z PS Z Z Z Z Z Z
C2 Z Z Z Z PM Z Z Z
C3 Z NM Z Z Z NS Z Z
C4 Z NW Z Z Z NW Z Z
C5 Z Z PS Z Z Z Z Z
C6 Z PW Z Z Z Z Z Z
C7 Z Z Z Z Z PM Z Z
C8 Z Z Z Z Z PVS Z Z
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The concept values in Table 5 show that the most critical risk factors for production
and inventory are the desired inventory, desired production, and customer demand.
Furthermore, when Fig. 2 is examined, it is seen that high customer demand increases
the desired production. This triggers production, and consequently, the inventory is
influenced. At the same time, desired service level, desired inventory coverage, and
plant reliability positively influence desired inventory. If the desired inventory high,
then the desired production is increased.

As Table 5 states, inventory, demand backlog, and order fulfillment risk factors
have greater importance in customer service and delivery risks. When Fig. 3 is
examined, it is seen that inventory influences inventory carrying cost and order ful-
fillment. At the same time, if the order fulfillment level is high, then customer satis-
faction is high. Customer satisfaction triggers customer demand, and it causes a
demand backlog. Accordingly, the desired shipment will be influenced. On the other
hand, high product prices will affect customer satisfaction. However, the product price
is determined based on immediate shipment, inventory, inventory carrying cost, and
unit shipment cost, which is also influenced by the immediate shipment.

Table 5. Concept values of supply chain risks and their ranked order

Production
& inventory

Customer service &
delivery

Plant production

C2 0.44576 C4 0.43776 C7 0.42849 C15 0.41548 C9 0.40593
C6 0.44574 C11 0.43364 C5 0.42696 C8 0.41406 C14 0.40591
C1 0.44472 C3 0.43154 C2 0.42637 C2 0.40926 C5 0.40589
C4 0.44472 C6 0.43055 C6 0.40926 C10 0.40588
C7 0.44472 C10 0.43004 C11 0.40926 C12 0.40588
C8 0.44472 C8 0.43003 C13 0.40926 C16 0.40588
C5 0.44257 C1 0.42954 C4 0.40878 C1 0.40393
C3 0.44099 C9 0.42850 C3 0.40878 C7 0.40300

Fig. 2. IFCM model of production & inventory risks
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Finally, the obtained results given in Table 5 shows that customer satisfaction,
downtime, and desired production are the most critical factors in plant production risks.
Furthermore, Fig. 4 proves that product variety, product price, and product defects
significant for customer satisfaction. But the variety of the production increases the
setup time, and that increases the manufacturing lead time. The increase in the man-
ufacturing lead time directly increases the unit production cost, and the increased unit
production cost increases the price of the product. But the increased product price may
influence customer satisfaction negatively.

Manufacturing companies should focus on these risk factors in their SCRM pro-
cesses. Furthermore, when the IFCM models are examined, it is seen that the sub-
models have common criteria such as desired production, plant reliability, production,
inventory, and customer satisfaction. Since these risk factors connected these three
subsystems as both influencing and influenced factors, it is possible to propose a
general model for supply chain risks.

Fig. 3. IFCM model of customer service & delivery risks

Fig. 4. IFCM model of plant production risks.
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5 Conclusion and Perspectives

SCs are complex network-like structures with many components. These complex
structures contain many risk factors. For managing these structures, companies need to
focus on risk factors for their sustainability. Plus, profitability and determination of
strategies concerning risks are also crucial for SCM. In this study, a model is proposed
for the analysis of supply chain risk factors. A case study is conducted to validate the
proposed model and risk factors in a manufacturing company in Turkey. IFCM
approach is utilized for the analyzing process. The study reveals the importance of the
risk factors for SCs, and the applied IFCM approach is helpful for such problems.

The proposed model can be developed by simultaneously analyzing all sub-criteria
of the proposed to see the structure of the whole SC risk system. Interval-valued IF
(IVIF) sets can be used to obtain more accurate and sensitive results. Furthermore,
sensitivity and scenario analysis can be performed for future studies, and also the
results can be compared.
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Abstract. The Circular Economy approach has gained attention
recently. Supply Chains have an important role in the transition to a
more circular economy. Thus, being able to assess structurally the circu-
larity of multi-activity Supply Chains is essential to help Supply Chain
managers to decide in this transition. An important number of Supply
Chains’ indicators are proposed in the literature in the context of sus-
tainability. However, to the best of our knowledge, there is no tool, which
specifically classifies those indicators according to Circular Supply Chain
structures, involving circular activities such as reuse, remanufacturing,
refurbishing and repurposing. The aim of this work is to develop such a
classification tool for indicators in order to assess the circularity of Supply
Chains at the strategic level. This classification tool relies on the three
main principles of circular value creation of Ellen MacArthur Founda-
tion. These principles are converted into different dimensions that could
be applied to the structures of Circular Supply Chains. These dimensions
constitute classification criteria for our tool. In this work, new potential
Circular Supply Chain indicators are also proposed and classified by
the tool. This tool allows and facilitates academics and Supply Chain
managers categorizing and choosing appropriate indicators to assess cir-
cularity within Circular Supply Chains.

Keywords: Circular economy · Supply Chain · Classification ·
Circularity indicator

1 Introduction

In order to achieve the goals of sustainability, the world is moving towards a
more circular economy. The Circular Economy (CE) allows an integrated way to
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handle the Triple Bottom Line of sustainability (economic, environmental and
social). Moreover, Supply Chains have an essential role in the transition to a
more circular economy [2]. CE involves the transition from the management of
linear activities to multiple circular activities running simultaneously [5]. This
results in new and complex Circular Supply Chain (CSC) structures, which are
much more challenging to manage, evaluate and improve.

Supply Chain Management regarding conceptualization within CE is still
at an early stage [12]. Indeed, the need for research on the application of the
CE from the Supply Chain perspective has been highlighted [15] along with
the need for a measurement methodology to assess circularity performance in
Supply Chains [8]. Moreover, CE definitions and what to be measured need to
be explored due to the lack of consensus [25]. Furthermore, new CSC structures
required by CE bring new factors that could be measured to express circularity.

Therefore, a new framework is needed for academics and Supply Chain man-
agers to understand Supply Chain circularity as well as to support the devel-
opment and the classification of circularity indicators for new CSC structures.
This work aims to fill the aforementioned lack by proposing a classification tool
for indicators that are relevant in the assessment of the Supply Chain circular-
ity, based on their structures. This tool is designed relying on the main prin-
ciples of circular value creation prescribed by the Ellen MacArthur Foundation
(EMF) [10,11]. These principles are adapted to the Supply Chain context by
proposing different dimensions for each of them regarding the possibilities of
CSC structures. Some new potential indicators for each dimension are also pro-
posed in order to illustrate the classification.

The rest of the paper is structured as follows. Section 2 provides a literature
background and our positioning. Section 3 introduces our classification tool of
CSC indicators illustrated on some CSC structures. Finally, Sect. 4 concludes
the paper and gives some insights for future works.

2 Background and Positioning

2.1 EMF Principles and CSC Structures

The CE concept has received increasing attention worldwide in the latter
years [15,24]. Ellen MacArthur Foundation (EMF) has emerged as a respected
reference in this topic and published different studies about the concept of CE
since 2013 [10,11]. The latter proposed four principles of circular value creation:
(1) the power circling longer, (2) the power of inner circle, (3) the power of cas-
caded use, and (4) the power of pure inputs [10,11]. These principles, which have
previously been stated in academic publications [28,29], have been gathered by
EMF and taken into consideration in recent CE studies [7,30].

On the one hand, the first three principles concern material flows and Supply
Chains explicitly. On the other hand, the last principle (the power of pure inputs
value creation) is obtained by improving the product’s design and the collection
activity [10,11]. Therefore, the latter does not directly impact the structure of
a Supply Chain, so it is not considered in this work.
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Fig. 1. Circular supply chain structure

Besides, the notion of CSC is relatively recent concerning Supply Chain liter-
ature as well. Several studies have been conducted to explore the links between
CSC and related concepts such as Eco-Industrial Parks, Environmental, Sus-
tainable and Green Supply Chains, Reverse Logistics and Closed-Loop Supply
Chains [4,23,24]. Moreover, some specific works defined the CSC structure as a
combination of closed- and open-loops [4,7,12,21]. Closed-loops concern the inte-
gration of forward and reverse flows for a specific product. Indeed, used products
turn back to the same Supply Chain through CE activities such as direct reuse,
reuse with repairing, reuse with refurbishing, reuse with remanufacturing, and
recycling [21]. Open-loops allow the integration of different Supply Chains. Used
products are introduced in a different Supply Chain through repurposing activ-
ities [21]. Repurposing refers to the use of products or materials for a different
purpose than the original one.

To clarify CSC structures, we made a further generalization of the Extended
Model [21], by adding a flexible number of activities (including the CE ones)
and the possibility of integrating multiple Supply Chains to conceptualize CSC
structures. Figure 1 presents a CSC structure that contains the integration of
several Supply Chains. Each Supply Chain is composed of a material extraction
activity (E), a collection activity (C), a use activity (U), a disposal activity (D),
as well as a set of manufacturing and distribution activities (blank white squares)
and different CE activities (green squares). These activities are connected to each
other by direct (solid arrows) and reverse (dashed arrows) flows. The different
Supply Chains are connected by open-loops. The integrated Supply Chains have
two attributes: branch and level. Branch refers to the type of products produced
throughout the Supply Chain (e.g., Product 1, Product 2, etc.). Level refers to
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the level of requirements of the product produced throughout the related Supply
Chain (e.g., Level 0, Level 1, etc.).

Hereafter, we relate the considered EMF principles with the structure of
CSCs, in order to highlight value creation potentials through their structures:

The power of circling longer concerns keeping products, components and
materials in use as longer as possible. Through a Supply Chain structure, the
length of use of products, components or materials could be increased by multi-
ple consecutive closed- or open-loops of circular activities such as reuse, repair,
remanufacture, and recycle, etc.

The power of inner circle concerns potential savings on different dimensions:
material, energy, labor and pollution. In other words, when the loop is short
(with fewer manufacturing activities in the loop), the less a product has to be
changed during reprocessing. Having shorter closed- or open-loops means more
potential savings in terms of labor, material, energy and pollution and thus,
higher circularity. For example, the reuse loop is more circular than the recycling
loop as the first one is shorter. Reusing a used product requires few changes.
Indeed, the closed-loop related to reuse contains 3 activities: collection, reuse
and distribution, while the closed-loop related to recycling contains 4 activities:
collection, recycling, manufacturing and distribution. Therefore, choosing the CE
activity that creates the shortest loop for a used product allows creating more
value by keeping the value already created as long as possible without destroying
it. However, we note that returned products and components are not all eligible
for all CE activities due to the state of the products or components. Therefore,
it is interesting to have multiple CE activities through a CSC, because it may
allow choosing among different CE activities to handle used products according
to their states in order to provide more savings.

The power of cascaded use concerns material flows across distinct Supply
Chains. This could be possible by repurposing the products within different
purposes. For example, repurposing electric vehicle batteries in stationary appli-
cations. This principle is therefore related to open-loops.

2.2 Indicators and Classifications Considering CE

Indicators that are used in performance measurement influence the decisions to
be made at strategic, tactical, and operational levels [16]. These levels concern
respectively long-term, mid-term and short term decisions. In Supply Chain
Management literature, indicators are classified according to these levels [17].
The strategic level indicators influence the top level management decisions [17],
such as Supply Chain design [19] or selection of CE activities [22] that creates
closed- and open-loops.

Concerning the classification of CE indicators, significant works have been
devoted recently [9,25,27]. However, these works do not focus specifically on Sup-
ply Chains. Besides the circularity indicators’ taxonomies, other classifications
of indicators related to CE from different schools of thought are found.

Concerning Green Supply Chain Management Kazancoglu et al. [20] pro-
posed an assessment framework. Concerning Sustainable Supply Chain, the indi-
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cators are usually classified according to the Three Bottom Lines (TBL) of sus-
tainability (economic, environmental, and social) [6,14,26]. Besides the TBL of
sustainability, some frameworks consider other criteria [1] such as Sustainable
Supply Chain characteristics (e.g.: volunteer focus, resilience focus, long-term
focus, flow focus, relationship focus, etc.).

3 A Classification Tool for Circular Supply Chain
Indicators

In this section, we introduce a classification tool for CSC indicators relying on
the three principles of circular value creation [10,11] from EMF and the CSC
structure. New circularity indicators and some others taken from the literature
are classified with our tool in order to illustrate the purpose of our classification
tool. We summarized the classification tool with the potential indicators (bold
elements) in Fig. 2. As mentioned before, the figure also includes illustrative
examples on the right sight of the figure. These examples conform to the CSC
structure presented in Fig. 1. Hereafter, we will elaborate each value creation
principle and the related dimensions.

The power of circling longer promotes the increase of the time of use of a
product within one and/or multiple consecutive loops. This concerns the whole
CSC, including closed- and open-loops. The determined dimensions for this prin-
ciple are described as follows.

Number of consecutive loops is the number of consecutive use through a
loop. Having multiple consecutive uses through a loop brings more circularity as
the CE promotes keeping resources in the use phase as long as possible [10,11].
Figure (a) in Fig. 2 illustrates a Supply Chain where three (3) consecutive loops
are performed. This could correspond to the consecutive recycling of a product
in the same Supply Chain. Another example of an indicator in this dimension is
the Circularity [13]. However, the scope of this indicator of Circularity from the
literature is tighter than ours, as it covers only one of our dimensions.

Length of use is the length of use of a product obtained as a result of a
CE activity. If a CE activity provides an increase in length of use, this results
in a more circularity. This aligns with the CE principle to keep resources in
use as long as possible [10,11]. This dimension concerns both closed- and open-
loops. The example of figure (b) in Fig. 2 illustrates a scenario where we assume
that the closer circular activity to Use adds one (1) unity to the length of use
(e.g., years of use) and the other circular activity adds three (3) unities. These
values could correspond to a mean of added value for each activity for a product,
known by the Supply Chain manager. Another example of an indicator of this
dimension, is Longevity [13].

The power of inner circle principle concerns both closed- and open-loops.
This principle deals with savings in terms of energy, material, labor, and pollu-
tion. These savings are enabled by shortening loops and having multiple loops
in the CSC. Note that other related works treat in much more details the sav-
ings dimension on looking at different levels of performance resulting in some
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Fig. 2. The classification tool of circularity indicators for supply chains

specific saving indicators [9,18,20]. The dimensions related to this principle are
described as follows.

Length of loops considers the number of activities of the loop until the
Use activity. It is considered that shorter loops result in more circularity [10,11].
For example, direct reuse (the CE activity that is considered to be “closer” to
Use) needs fewer activities to generate new products. This implies that it is
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more circular than recycling (CE activity “further” from Use) that needs more
activities. Recycling has thus a longer length of the loop. Figure 2 illustrates a
first Supply Chain where the length of the closed-loop is five (5) (figure (c)) and
a second Supply Chain where the length of the loop is four (4) (figure (d)). Note
that different potential indicators concerning this dimension could be proposed,
such as the maximum length of the loops or the total length of the loops. Length
of loops is calculated for one loop; however, the maximum length of the loops and
the total length of the loops could be calculated for a Supply Chain (focusing on
the output flows of its collection activity) or the whole CSC network (focusing
on all the collection activities of the network).

Number of loops considers the number of closed- and open-loops in a spe-
cific Supply Chain’s product (i.e., not all the network is considered but only the
Supply Chain of a specific product). The increased number of loops results in
more circularity in CSCs in general. Indeed, the CE should transit to a more com-
plex system, where multiple different CE activities are applied simultaneously
through multiple loops [5]. Figure 2 illustrates two examples of Supply Chain
where the number of closed-loops and the number of open-loops are calculated
(figures (e) and (f)). The number is two (2) in both cases, which correspond to
the number of simultaneous CE activities involved in each case. The number of
open-loops could be calculated for an individual Supply Chain (focusing on the
output flows of its collection activity) or for the whole network (focusing on all
the collection activities of the network).

Savings concerns savings obtained in terms of energy, material, labor and
pollution as a result of a CE activity or a CSC compared to new production
process of a product. This dimension is important since CE seeks to minimize
the use of aforementioned resources [10,11] and it is treated in detail in [9,
18,20]. Moreover, our classification tool adds savings on the labor dimension,
which is scarcely explored in the literature. A possibility to calculate the savings
concerning energy, material, labor, or pollution is illustrated in Fig. 2 as the ratio
between the sum of saving values of the linear path and the sum of values of
the circular path. The saving values for each activity regarding energy, material,
labor, or pollution should be known by the Supply Chain designer beforehand.
Therefore, savings’ values could be calculated for only one loop, for an individual
Supply Chain, or the whole CSC network depending on the quantities of the
flows in the considered system. Figure 2 illustrates two examples of closed- and
open-loops (figures (g) and (h)).

The power of cascaded use concerns the integration of distinct Supply Chains.
This principle concerns the number of levels and the number of branches
(explained below) and relates to open-loops as we focus here on repurposing
activities. These dimensions are defined as follows.

Number of branches concerns the number of integrated Supply Chains
with different product branches. Figure 2 illustrates an example of a Supply
Chain with two branches (figure (i)), which means that a repurposed product
(or material of a product) could be redirected to two different other Supply
Chains.
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Number of levels concerns the stages where a product or material could
be repurposed with a decreasing requirement level. Figure (j) of Fig. 2 illustrates
an example of a Supply Chain with two levels. Note that, different branches
could place in the same level, since the related products could have the same
requirement level.

The indicators considered in our classification tool allow measuring circularity
at the strategic level. In addition, some of the indicators could be applied at all
levels (Circularity [13], Longevity [13], Added length of use for each activity and
savings dimension’s indicators). For instance, indicators in savings dimensions
could be calculated at strategic level by using material flow capacity of CSC,
and at tactical level by using actual material flow quantity.

Figure 2 only proposes some examples of potential indicators concerning each
dimension. Note that some aggregated indicators could consider different dimen-
sions. Our vision is that in order to have a meaningful assessment of CSC, either
an appropriate global indicator to measure the circularity of a CSC should cover
all the presented dimensions, or a multi-criteria approach is needed. However,
the proposed indicators concerning only one dimension are also helpful to give
some insights in the comparison and assessment of CSCs. Moreover, these indi-
cators could support selection of CE activities [22] in Supply Chain design. For
example, a Supply Chain designer could compare the CE activities by added
length of use for each activity (Figure (b) of the Fig. 2).

4 Conclusion

In this work, we proposed a classification tool for CSC indicators based on EMF
circular value creation principles. This tool can help academics to analyze exist-
ing or new circularity indicators according to CSC structures by using the pro-
posed dimensions as classification criteria. It can also facilitates Supply Chain
managers categorizing and choosing appropriate circularity indicators to assess
the circularity of CSCs. Moreover, we proposed new potential circularity indica-
tors along with some from the literature (e.g., Longevity) for each dimension in
order to illustrate our classification tool. The proposed indicators could support
strategic decisions such as selecting CE activities in Supply Chain design.

Nevertheless, this classification tool still needs some improvements. First,
while developing this proposal, we did not include the fourth principle of EMF,
which is the power of pure inputs. This principle concerns the design process
of a product, which we consider out of the scope of the analysis of CSCs. The
power of pure inputs also increases collection efficiency [10]. Therefore, a new
dimension could be set up to consider the collection and sorting efficiency indi-
cators. Moreover, the design of products is a factor that influences the choice
of implementation of CE activities. For example, with the eco-conception app-
roach, the products could be designed for some special CE activities. In this
context, Asif et al. [3] proposed product design attributes such as reusability,
remanufacturability, and recyclability indexes. These indexes could be helpful to
determine a CSC structure as circular as possible according to the design of a
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product. Second, this classification tool does not include pure economic indica-
tors and social sustainability indicators. Possible integration in the classification
tool of these two other dimensions will also be explored. Finally, a future work
using the classification tool to categorize more extensively existing indicators in
the literature is planned.
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14. Gómez-Luciano, C.A., Domı́nguez, F.R.R., González-Andrés, F., De Meneses,
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