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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the first World
Computer Congress held in Paris the previous year. A federation for societies working
in information processing, IFIP’s aim is two-fold: to support information processing in
the countries of its members and to encourage technology transfer to developing na-
tions. As its mission statement clearly states:

IFIP is the global non-profit federation of societies of ICT professionals that aims
at achieving a worldwide professional and socially responsible development and
application of information and communication technologies.

IFIP is a non-profit-making organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees and working groups, which organize
events and publications. IFIP’s events range from large international open conferences
to working conferences and local seminars.

The flagship event is the IFIP World Computer Congress, at which both invited and
contributed papers are presented. Contributed papers are rigorously refereed and the
rejection rate is high.

As with the Congress, participation in the open conferences is open to all and papers
may be invited or submitted. Again, submitted papers are stringently refereed.

The working conferences are structured differently. They are usually run by a work-
ing group and attendance is generally smaller and occasionally by invitation only. Their
purpose is to create an atmosphere conducive to innovation and development. Referee-
ing is also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP World
Computer Congress and at open conferences are published as conference proceedings,
while the results of the working conferences are often published as collections of se-
lected and edited papers.

IFIP distinguishes three types of institutional membership: Country Representative
Members, Members at Large, and Associate Members. The type of organization that
can apply for membership is a wide variety and includes national or international so-
cieties of individual computer scientists/ICT professionals, associations or federations
of such societies, government institutions/government related organizations, national or
international research institutes or consortia, universities, academies of sciences, com-
panies, national or international associations or federations of companies.
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Preface

The scientific and industrial relevance of the development of sustainable and resilient
production systems lies in ensuring future-proof manufacturing and service systems,
including their supply chains and logistics networks. “Sustainability” and “Resilience”
are essential requirements for competitive manufacturing and service provisioning now
and in the future. Industry 4.0 technologies, such as artificial intelligence; decision aid
models; additive and hybrid manufacturing; augmented, virtual, and mixed reality;
industrial, collaborative, mobile, and software robots; advanced simulations and digital
twins; and smart sensors and intelligent industrial networks, are key enablers for
building new digital and smart capabilities in emerging cyber-physical production
systems in support of more efficient and effective operations planning and control.
These allow manufacturers and service providers to explore more sustainable and
resilient business and operating models. By making innovative use of the aforemen-
tioned technologies and their enabled capabilities, they can pursue the triple bottom
line of economic, environmental, and social sustainability. Furthermore, industrial
companies will be able to withstand and quickly recover from disruptions that pose
threats to their operational continuity. This is in the face of disrupted, complex, tur-
bulent, and uncertain business environments, like the one triggered by the COVID-19
pandemic, or environmental pressures calling for decoupling economic growth from
resource use and emissions.

The International Conference on Advances in Production Management Systems
2021 (APMS 2021) in Nantes, France, brought together leading international experts
on manufacturing, service, supply, and logistics systems from academia, industry, and
government to discuss pressing issues and research opportunities mostly in smart
manufacturing and cyber-physical production systems; service systems design, engi-
neering, and management; digital lean operations management; and resilient supply
chain management in the Industry 4.0 era, with particular focus on artificial
intelligence-enabled solutions.

Under the influence of the COVID-19 pandemic, the event was organised as online
conference sessions. A large international panel of experts (497 from 50 countries)
reviewed all the submissions (with an average of 3.2 reviews per paper) and selected
the best 377 papers (70% of the submitted contributions) to be included in these
international conference proceedings. The topics of interest at APMS 2021 included
artificial intelligence techniques, decision aid, and new and renewed paradigms for
sustainable and resilient production systems at four-wall factory and value chain levels,
comprising their associated models, frameworks, methods, tools, and technologies for
smart and sustainable manufacturing and service systems, as well as resilient digital
supply chains. As usual for the APMS conference, the Program Committee was par-
ticularly attentive to the cutting-edge problems in production management and the
quality of the papers, especially with regard to the applicability of the contributions to
industry and services.



The APMS 2021 conference proceedings are organized into five volumes covering a
large spectre of research concerning the global topic of the conference: “Artificial
Intelligence for Sustainable and Resilient Production Systems”.

The conference was supported by the International Federation of Information
Processing (IFIP), which is celebrating its 60th Anniversary, and was co-organized by
the IFIP Working Group 5.7 on Advances in Production Management Systems, IMT
Atlantique (Campus Nantes) as well as the Centrale Nantes, University of Nantes,
Rennes Business School, and Audecia Business School. It was also supported by three
leading journals in the discipline: Production Planning & Control (PPC), the Interna-
tional Journal of Production Research (IJPR), and the International Journal of Product
Lifecycle Management (IJPLM).

Special attention has been given to the International Journal of Production Research
on the occasion of its 60th Anniversary. Since its foundation in 1961, IJPR has become
one of the flagship journals of our profession. It was the first international journal to
bring together papers on all aspects of production research: product/process engi-
neering, production system design and management, operations management, and
logistics. Many exceptional scientific results have been published in the journal.

We would like to thank all contributing authors for their high-quality work and for
their willingness to share their research findings with the APMS community. We are
also grateful to the members of the IFIP Working Group 5.7, the Program Committee,
and the Scientific Committee, along with the Special Sessions organizers for their
support in the organization of the conference program. Concerning the number of
papers, special thanks must be given to the local colleagues who managed the
reviewing process as well as the preparation of the conference program and proceed-
ings, particularly Hicham Haddou Benderbal and Maria-Isabel Estrepo-Ruiz from IMT
Atlantique.

September 2021 Alexandre Dolgui
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Abstract. End-consumers satisfaction with the higher efficiency and
reliability of the products and services provided by the enterprises is
a highly important factor in their competitiveness. However, providing
efficient tracking and tracing of shipped products enhance customer loy-
alty and the enterprise image. Satisfied customers are one of the enter-
prise’s greatest assets. In doing so, we are mainly interested in detection
of fraudulent transactions and late delivery of orders, as well as track-
ing commodities and related supply chain costs over different countries.
Two datasetes are used for model training and validation: DataCo Sup-
ply Chain Dataset and SCMS Delivery History Dataset. A case study is
worked out, and the finding results are compared to some related works
in the literature. The obtained results show the added value of our pro-
posed models.

Keywords: Artificial intelligence · Goods tracking · Machine
learning · Supply chain network

1 Context and Motivations

Managing and predicting the future performances of supply chain network (SCN)
operations are the most challenging tasks facing many enterprises in today’s
business. It is the primary reason to leverage more relevant modeling approaches.
Artificial intelligence (AI) and machine learning (ML) are the two tools that we
will use in this study. Moreover, tracking every SCN activity from procurement
of raw materials to final product delivery to end-customers remains an essential
process for networked enterprises. Hence, predictive analytics enable real-time
monitoring of shipment and predicting delays and risks related to the goods flow
on roads, plants, warehouses, distribution centers, etc. Furthermore, this leads
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researchers and professionals to ask this question: What are more relevant tools
for SCN management?. Accordingly, enterprises start to pay more attention to
machine learning models and what they can do to improve their SCNs. Also, one
asks how this powerful technology can address the operation problems linked to
their network’s activities. In this research work, we are interested in studying ML
algorithms for tracking and monitoring goods flow through SCNs. The reason
behind this interest is that end-consumer satisfaction with a higher quality of
products and services are the main decisive elements within enterprises [1]. Our
objective is to develop flexible, scalable, robust, and data-driven models for goods
tracking within large-scale and dynamic SCNs. Often, these networks are exposed
to various levels of uncertainty [2] which complicate their management and future
predictions. The developed models are based on two datasets: DataCo Supply
Chain Dataset and SCMS Delivery History Dataset. A case study is worked out,
and developed models are analyzed and discussed. Findings results are compared
to some developed research works in the literature and show that the proposed
models in this work are promising.

The remainder of the paper is organized as follows: Sect. 2 reviews the impor-
tance of ML in SCN Tracking. The adopted research methodology is addressed
in Sect. 3. Section 4 illustrates two case studies and discusses finding results.
Finally, Sect. 5 concludes the paper and gives some challenges and future work
outlines.

2 Literature Review

Modern and international (global) networked enterprises generate vast amounts
of complex data. ML can analyze and process these data and use the extracted
information to enhance network management. Many applications based on ML
to support this kind of network have been developed in the literature. Learning
modelling to generate goods tracking solutions for networked enterprises is a
critical process. Besides, ML improves the robustness of solutions.

2.1 SCN Management

SCN management involves integrating networked enterprises’ activities such as
suppliers, manufacturers, distributors, third-party service providers, customers,
etc. This integration needs coordination, collaboration, and enduring alliances
between all entities of the network. It leads to the enhancement of the visibility
of management processes involved in SCN activities such as: sourcing, procure-
ment, demand forecasting, materials requisition, order processing and fulfillment,
transportation services, invoicing and payment processing, and goods flow track-
ing through the network [3]. Finding the right strategy to track and manage each
stage of the network is challenging for these linked enterprises. The management
of SCN provides, with more efficiency, the opportunity for the distribution of
goods across the network [4]. Hence, this helps to achieve a high degree of satis-
faction with requirements at a minimum cost [5]. Moreover, goods and activities
tracking improves customer service level, optimizes the production cycle, reduces
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warehouse inventory, improves enterprise productivity and profitability, controls
the production process, etc. [6].

2.2 Goods Tracking Within a SCN

Quickly developing information technologies, optimization algorithms, internet
of things (IoT), AI methods optimize logistic processes across networked enter-
prises. Relevant solutions offered by these technologies combined with Big-Data
(BD) analytics (e.g., GPS vehicle tracking data, information of customers and
their locations, changing the information on traffic volume on route sections,
organization/enterprise specific historical data, etc.) are required [7]. Further-
more, the efficiency of goods distribution and services through SCNs is improved
by machine learning algorithms based on the flow of input data [8]. Using GPS
technology coupled with radio frequency identification (RFID) traces offers a
complementary source of data used to identify logistics facilities in urban areas
using density-based clustering [9]. Also, this will enable efficient tracking and
tracing of trucks on the roads or locomotives on rails or ships in oceans. Using
these location technologies, tracing delivery status for customers often involves
many parties to check the conditions and status of the cargo during shipments
[3]. In addition, it helps to eliminate customers’ doubts by answering their fre-
quent queries, such as, “Has my cargo arrived?”, “When is my cargo arrived?”,
and “How is the current state of my cargo?”. Therefore, enterprises are investing
considerable amounts of money in providing tracking services to their customers.
Table 1 summarises some goods and activities tracking applications through SCN
in the literature.

Table 1. Goods and activities tracking applications

Tracking applications Models, methods, and
platforms

References

Determining the position of the trains and
their expected time of arrival at destination.
As well as, recording the evolution of
critical parameters inside the cars during
transportation

GRailChem: Identification
of Software Specifications
through Quality Function
Deployment

[10]

Collaborative platform based on advanced
technologies for positioning, identification,
communication, tracking and data sharing
about logistic flows within supply chains.

IoT, Cloud computing,
GPS/GPRS and RFID

[11]

Decision-making agents in a blood supply
chain network via Machine Learning in
order to solve large-scale optimization
problems

ANN, CART, RF, k-NN [12]

Predicting fraudulent transactions, and
mitigating future dangers within smart
supply chains

Random Forest, Rpart [13]
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3 Research Methodology

In this study, we aim to use machine learning models to track goods and activities
through a SCN. Figure 1 shows the global framework of ML applications in
SCNs tracking. This framework is composed of five major components: 1) SCNs
data sources in which each single SC provides its data in different formats. 2)
Data preprocessing in which the data are being processed and prepared as input
of ML models. 3) Use of ML models. 4) Predictive analytics. 5) The outputs
of predictive analytics which are goods and activities tracking along with the
network.

Fig. 1. Global framework of ML applications in SCN tracking

We adopt the case study methodology to validate our approach. In doing so,
we conduct our research on two real datasets described below in Sect. 4.1. The
best model based on their performance in the simulation study is selected to
be used in practice. In the following, we briefly review the background of the
candidate ML models before their implementation for the case studies.

3.1 Artificial Neural Network (ANN)

ANN is a general function approximator, which learns the relationship between
independent and dependent variables after performing a learning process from
training data [12]. In addition, due to its nonlinear characteristics, ANN performs
well when modeling complex data patterns with nonlinear functions. ANNs are
composed of processing units called neurons. According to their architecture,



Goods Tracking 7

and how neurons interact in the network and their structure, they can generally
be divided into three classifications: multilayer feedforward network, recurrent
network and mesh network [14].

3.2 Support Vector Machine (SVM)

SVM is a set of related supervised learning methods for classification and regres-
sion and belongs to the family of generalized linear classifiers. In other words,
SVM is a classification and regression prediction tool that uses machine learning
theory to maximize prediction accuracy while automatically avoiding overfitting
the data. In addition, SVMs are systems that use a hypothesis space of linear
functions in a high-dimensional feature space and are trained using a learning
algorithm from optimization theory, which implements learning bias from sta-
tistical learning theory.

3.3 Decision Tree (DT)

DT is a supervised learning technique that can be used for both classification
and regression problems. It is a tree-structured classifier, where internal nodes
represent the features of a dataset, branches represent the decision rules, and
each leaf node represents the outcome. It is a graphical representation for getting
all the possible solutions to a problem/decision based on given conditions. It is
called a decision tree because similar to a tree, it starts with the root node, which
expands on different branches and constructs a tree-like structure. In order to
build a tree, we use the CART algorithm, which stands for Classification and
Regression Tree algorithm.

3.4 Logistic Regression (LR)

Logistic regression or logit model is a binomial regression model. As for all
binomial regression models, it aims to model a simple mathematical model and
possible with numerous real observations. In other words, to associate to a vector
of random variables (x1,. . . , xK) a binomial random variable generically noted
y. Logistic regression is a special case of the generalized linear model.

4 Goods Tracking: Case Studies

In order to show how ML technology offers many solutions to any SC’s enterprise,
we conducted our research work on two datasets, “SCMS Delivery History” and
“DataCo Supply Chain” by leveraging different ML models and evaluating the
performance of each model by the accuracy of prediction.
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4.1 Used Datasets

SCMS Delivery History Dataset [15]. This dataset provides transportation
modes and pricing data of health commodities in the supply chain. It identified
antiretroviral (ARV) and HIV laboratories shipped to supporting countries. Also,
it provides the commodity pricing and related supply chain costs necessary to
move the commodity to the countries for use. After analyzing these data, we
came out by the flowing statistics; the top country for pack price is Nigeria -
25,620.72, top Shipping Mode: Air, the Max Air Shipment Mode is: 1000, top
Manufacturing Site: Aurobindo Unit III, India - 3172, top Air Manufacturing
Site: Aurobindo Unit III, India - 1694. Further analysis of this dataset is given
in Fig. 2.

Fig. 2. (1) Top 10 manufacturing sites (left). (2) Shipment mode per pack price
(right)

DataCo Supply Chain Dataset [16] which is used by the enterprise DataCo
Global for the analysis, and consists of roughly 180k transactions from supply
chains for 3 years. It’s a dataset of Supply Chain, which allows the use of Machine
Learning Algorithms. These data offer areas of important registered activities
such as, provisioning, production, sales, commercial distribution. In this dataset,
we are interested in detection of fraud transactions and late delivery of orders.

On the one hand, finding which payment method is used to conduct frauds
can be useful to prevent fraud from happening in the future. Figure 3 shows
which payment method is preferred the most by people in different regions.
While, Fig. 4 indicates which region and what product is being suspected to the
fraud the most.

On the other hand, when products are not delivered on time to customers,
this will be a source of doubts and decreases in satisfaction. Consequently, this
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Fig. 3. Different preferred payment methods in different regions

Fig. 4. Different regions that are suspected to the fraud the most

leads to trust loss. Thus, solving the late delivery problem is vital to any supply
chain enterprise within the SCN. From the performed analysis, Fig. 5 shows what
category of products are being delivered late the most.

4.2 Results

This section details the experimental results obtained from comparing popular
ML classifiers and measuring their performances in terms of accuracy. The goal
is to find out which ML model performs better on both datasets described above.
For SCMS Delivery History Dataset, we are interested in transportation mode
prediction based on the scheduled delivery date, delivered to customer date,
cargo weight, and freight cost, etc. In doing so, we studied and examined diffi-
dent ML models such as ANN, SVM, DT and LR. Hence, the obtained results
exposed in Table 2 show that we were able to reach a significant accuracy of
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Fig. 5. Category of products that are being delivered late the most

Table 2. Transportation mode prediction.

Dataset Classification

problem

Classes Samples Accuracy

SCMS delivery

history

Transportation

mode prediction

Air, Truck, Air

charter, Ocean, Other

10324 ANN SVM Decision tree Logistic

regression

0.89 0.833 0.80 –

prediction. For DataCo Supply Chain Dataset, we are interested in two classi-
fication problems: late delivery of orders and detecting fraudulent transactions.
All the orders that are delivered late every time are creating risks to the SC
enterprises. In this dataset, most of the orders with Cleats, Men’s Footwear, and
Women’s Apparel category products are causing late delivery, as well as these
products, are suspected to fraud the most. Indeed, for predicting late delivery
risk and detecting fraud, we applied the same ML models for the first dataset.
The accuracy of each model are mentioned in Table 3. The finding results are
compared to the obtained results in [13], Table 4. Indeed, we can see that the
proposed models for fraud detection are outperformed the results found in [13].

Table 3. Late delivery of orders and detecting fraudulent transactions.

Dataset Classification problem Classes Samples Accuracy

DataCo

Supply Chain

ANN SVM Decision Tree Logistic

regression

Late delivery risk 0, 1 180519 0.9778 0.988 0.993 0.9884

Frauds detection 0, 1 180519 0.98 0.9775 0.9907 0.978
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Table 4. Detecting fraudulent transactions [13].

DataCo supply chain Classification problem Random forest Rpart

Frauds detection 0.8155 0.761

After leveraging different ML models on both datasets, we have obtained the
best results in prediction. These will allow networked enterprises to be able to
track different activities and goods through the network, as well as, solving many
problems that will occur in the future. It enables us to build a robust network
and remain competitive in the global market.

5 Conclusion

In this research work, we showed interest in applying machine learning mod-
els in supply chain networks. Tracking every SC activity and goods through
the network, from procurement of raw materials to final product delivery to
end customers, remains an essential process for networked enterprises. Hence,
machine learning predictive analytics enable real-time monitoring of shipment
and predicting delays and risks related to the goods flows and related activities.
We selected the four most well-known machine learning models to examine our
research work. These models can be trained to be used in day-to-day operational
decision-making through SCNs.

Consequently, the use of machine learning for this kind of tracking will arise
many challenges such as data privacy, understanding of data related to SCN,
which is a complex part of this application due to missing data and the scarcity
of data. In addition, in the case of a real-time application, it required performing
tools and sophisticated techniques.

Finally, as future work, we expect to apply deep learning models for enhanc-
ing the solutions offered by tracking in SCN, especially for real-time tracking.
Moreover, studying a real-life scenario of SCN will be one of our primary con-
cerns in the near future.
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Abstract. Demand-Driven Manufacturing (DDM) is the solution that most com-
panies are heading to in our days. Although this strategy consists of producing
goods based on what consumers demand, companies should also rely on accurate
forecasting systems to prepare their production chain for such an operation by
supplying enough raw material, increasing production capacity to fit the desired
demand, etc.… However, due to the fact that most companies have been rely-
ing on massive production, most sales forecasting systems usually used rely on
sales data of previous years that, not only contain the actual demand, but takes
into consideration the marketing strategy effects like massive promotions. Hence,
the resulting forecasts do not mainly reflect consumers’ demand. For this rea-
son, a switch to demand forecasting, instead of sales forecasting, is essential to
ensure a good transition to DDM. This paper proposes an artificial intelligence
based demand forecasting system that aims to determine “potential sales”, mainly
reflecting consumers’ demand, by correcting historical sales data from external
variables’ effects. A comparison with other sales forecasting models is performed
and validated on real data of a French fashion retailer. Results show that the pro-
posed system is both robust and accurate, and it outperforms all the other models
in terms of forecasting errors.

Keywords: Demand Driven Manufacturing · Sales forecasting · Demand
forecasting · Historical sales correction

1 Introduction

For many years, the market of consumer goods relies on overconsumption with mass
production and aggressive marketing campaigns. This approach requires the companies
to focus on low cost production with off-shore sourcing and involves both high volume
purchases and long lead time [1].

Due to the needs for more personalized products and environmental awareness of
the consumers, this strategy reaches its limits in many industrial and commercial sectors
[2]. Consequently, many companies move toward a Demand Driven Manufacturing
(DDM) strategy [3]. DDM strategy aims to produce goods based on consumers’ demand
instead of sales or target forecasts [4]. According to Gartner, nearly 90% of production
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industries which are not demand-driven, are planning to be [5]. This is mainly because
of the benefits a DDM approach could offer, such as increasing profitability, reducing
wastefulness, and most importantly improving customers’ satisfaction.

Even though a DDM strategy relies on flexible and reactive production and sup-
ply chain, companies still require accurate forecasting systems to anticipate their raw
material supplies, production capacity, … and meet the consumer expectations in terms
of lead time. However, current sales forecasting techniques do not reflect exactly con-
sumer’s demand since they rely on historical data including the constant discounts or
commercial offers. Moreover, in a DDM approach, only goods that are going to be sold
are produced, which implies the application of a totally different marketing strategy.
Hence, in order to ensure a successful transition to the DDM strategy, companies should
switch from a sales forecasting system to a demand forecasting system.

Recently, Artificial Intelligence AI techniques have presented great improvements
in many fields and especially in forecasting [6, 7]. In fact, with the AI techniques and the
heterogeneous data sources available nowadays, new forecasting systems can be devel-
oped to determine consumer demand by modeling the impact of the different exogenous
variables on sales.

This paper proposes a demand forecasting system that aims to correct historical
sales, using AI techniques, by removing the influences caused by external factors, such
as promotions, before moving to the prediction process. In fact, by modeling the impact
of the previous discount strategy, historical sales could be corrected, presenting then
potential sales that mainly reflect consumers’ demand. This results in an accurate and
robust forecasting model which can be an additional tool to help companies better react
to the rapidly changing market, and meet the demand of materials, warehouses, etc…
for the production process.

The following parts will be structured as follows. A brief literature review about
existing sales forecasting systems is presented inSect. 2. Section 3describes the proposed
methodology in detail. Results and discussion are presented in Sect. 4. The conclusion
is presented in the last section.

2 Literature Review

Retail companies, based on a mass production strategy, generally rely also on sales
forecasting systems in order to optimize their production and supply chain. Hence, sales
forecasting has been always studied by researchers in the literature, which presents a
wide variety of sales forecasting systems, adapted to different contexts [8–10].

The most commonly used methods for sales forecasting are statistical time series
analysis tools that primarily seek to identify trends and seasonality. Among the existing
statistical methods, “Auto-Regressive Integrated Moving Average” ARIMA and “Sea-
sonal Auto-Regressive Integrated Moving Average” SARIMA are widely used for sales
forecasting [11]. Similarly, SARIMAX is an extension of SARIMA when explanatory
variables are available. Moreover, deep learning has recently shown promising results in
nonlinear sequence learning problems. Notably, Recurrent Neural Network (RNN) and
Long Short Term Memory (LSTM) networks are popular deep learning techniques and
have outperformed popular machine learning methods for time series forecasting [12].
RNN and LSTM networks, unlike other neural networks, have the property of retaining
information over time.
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The methods already mentioned are likely to be adequate to learn seasonality in
a time series. However, in the context of sales forecasting, there are many exogenous
variables that can influence the predictions. Thus, several hybrid methods that can take
advantage of both time series analysis and explanatory variables are proposed in the
literature [11]. Punia et al. [13] proposed a new forecastingmethod that combines LSTM,
to model the time aspect of the input series, and Random Forest (RF), to predict the
impact of explanatory variables not detected by LSTM. The obtained results showed
that their method outperformed other methods, ARIMAX, LSTM and RF. Another more
interpretable workingmethodology is to correct the sales history by removing the impact
of explanatory variables before making the prediction of the time series, as proposed by
Thomassey et al. [14].

Fig. 1. Demand forecasting based DDM approach

3 Methodology

The main goal of this paper is to build a demand forecasting based DDM approach as
illustrated in Fig. 1. Using the demand forecasts, productionmanagers can better manage
the supply chain by anticipating the required rawmaterials and adapting their production
capacity to meet actual consumers’ demand.

The approach adopted in this paper was inspired by the forecasting system proposed
in [14] in which a fuzzy logic system is optimized to predict the influences of the
explanatory variables on sales. The work done in this paper uses a similar approach
for correcting historical sales (year ∈ [1, . . . , n]) by removing the influence of external
variables before predicting sales for year n + 1. The following parts describes in details
the proposed methodology as well as the learning process.

3.1 Global Forecasting System

The proposed forecasting system, presented in Fig. 2, is composed of three main stages:
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• The influences of explanatory variables are removed from historical sales data using
the Influence Capturing System ICS,

• The resulting historical potential sales are used to make predictions for next year’s
potential sales,

• The final sales predictions are obtained by adding the influences of explanatory
variables corresponding to the next year to the previous predictions using ICS−1.

Fig. 2. Global forecasting system

3.2 Learning Process

The Influence Capturing System ICS is designed to predict, using the explanatory vari-
ables, a coefficient that has a role of correcting the historical sales, generating then a
series of historical potential sales. We used a simple neural network NN (a perceptron)
to predict these correction coefficients, based on the assumption that a NN can learn to
generate efficient and sophisticated rules for prediction.

Thereafter, for predicting the potential sales of the next year, we applied the season-
ality average, which is one of the simplest time series forecasting methods. We selected
this basic model in order to check the ability of the model in the optimization of the
correction coefficients, without having additional parameters to adjust, which increases
the complexity in the overall learning process.

Fig. 3. Learning process
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Figure 3 above presents the learning process of the proposed system in detail. In fact,
the NN must be optimized in order to predict the most reliable and efficient correction
coefficients. To do so, we used a genetic algorithm GA where each chromosome is
formed by real genes representing the weights of the neural network. The learning loop
is composed of the following important steps:

• Using the explanatory variables as inputs, the NN predicts the corresponding cor-
rection coefficient (cc), which is considered to be a multiplicative coefficient that
quantifies the impact of exogenous variables on sales,

• The Influence Extraction function IE calculates the potential sales as input to the
prediction model,

• The V-curve is the predicted life curve obtained from the potential sales (without
influences of the explanatory variables),

• The influences of the explanatory variables are re-added to the obtainedV-curve, using
IE−1, to perform the final prediction,

• The GA’s fitness function is calculated from the sales thus predicted and the actual
sales by calculating the root mean square error RMSE:

fitness = 1/RMSE (1)

• The GA sets new weights for the neural network to increase the value of the fitness
function,

• The optimal parameters of the neural network that allows the determination of the
optimal life curve V* (corrected historical sales) are obtained when the maximum
number of iteration of the GA is reached.

Once the optimal ICSmodel is obtained, the final forecast is calculated by adding the
influence of the explanatory variables of the future season (the 52weeks to be predicted),
to the optimal life curve V*.

4 Results and Discussion

4.1 Data Used

The proposed forecasting system was applied to real world data of a French fashion
retailer. It was tested to perform a one year sales prediction (52 weeks) of a T-shirt’s
family of products. We used three years of historical sales data (2016, 2017, 2018) for
the learning process, and one year, 2019, for testing.

In order to test the ability of the proposed system to capture the influence of the
explanatory variables on the sales, those variables have to be wisely selected and must
be the most significant ones. Therefore, since obtaining the influence of promotions on
sales was important to our industry partners, the explanatory variables chosen were:

• The average percentage of discount per family of products,
• The type of commercial operation OP applied (no OP, winter/summer sales of long
duration, or 10-days winter/summer sales of short duration),
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Fig. 4. Corrected sales (v-curve) and final prediction (top), correction coefficient (bottom) (Color
figure online)

• The season (fall, winter, spring, summer),
• The remaining duration of the sale period (100% at the beginning of the sale and 0%
at the end) to locate at which phase of the sales period we are.

4.2 Prediction Results

Figure 4 shows, for the year 2019, the optimal V-curve representing the prediction
without the influence of exogenous variables, the predicted sales after reinjection of these
influences, the corresponding predicted corrective coefficients for eachweek, aswell as a
visualization of some of the explanatory variables used. The results obtained demonstrate
the effectiveness of the proposed method as well as the ability of the neural network,
combined with GA, to model the influences of the explanatory variables. It is clear from
Fig. 4 that during winter/summer sales (shown in red dashed circles), the influence of the
explanatory variables is more visible than in normal weeks. The correction coefficient
is at its highest at the beginning of the winter/summer sales, and decreases continuously
throughout the promotions period: we can clearly see in the predictions for the year
2019 that the peak in weeks 26 and 27 is caused by the beginning of the summer sales
(corrective coefficient, in this case, is equal to 90%). This correction is of less importance
during 10-days sales (shown in black dashed circles), which is logical since during this
type of operation, promotions are not applied on the entire collection which explains the
lower peaks in those periods.

We evaluated our proposed methodology by comparing it to three other forecasting
methods in terms of Root Mean Squared Error (RMSE), Mean Absolute Error (MAE)
and Mean Absolute Percentage Error (MAPE). We used for comparison two of the
classical time series forecasting methods, SARIMA and SARIMAX. In addition, we
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Fig. 5. 2019 sales predictions for the different methods

Table 1. Results on 2019 test data.

RMSE MAE MAPE

SARIMA 67970 56109 31.01

SARIMAX 73133 62710 34.57

RANDOM FOREST 63451 55825 31.97

PROPOSED METH. 56135 43908 23.89

applied the Random Forest, a popular machine learning algorithm, to our forecasting
problem by adding the week number as an additional input to the other explanatory
variables used. Results shown in the following table (Table 1) show that the proposed
methodology yielded better results when applied to 2019 test data, by having the lower
forecasting errors for the three of the metrics used. Figure 5 shows a comparison of the
prediction results obtained by the different methods mentioned above.

5 Conclusion

This paper presents a demand forecasting system that is able to correct historical sales by
eliminating the effect of marketing strategies such as promotions. The proposed system
plays a vital role for companies when shifting to DDM strategy. It helps them optimizing
the supply chain by adapting their resources to the demand. It was shown that it is able to
perform well compared to other existing sales forecasting systems due to the fact that it
relies on potential sales to perform the predictions. This system can be improvedwith the
help of experts in fields like marketing, fashion, … in order to add additional features to
the learning process for obtaining potential sales that better reflect consumers’ demand.
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Abstract. The new consumption behaviors and environmental awareness are
pushing the textile apparel industry to profound transformations. Co-design and
production on demand are two success factors for this paradigm shift but require
efficient and practical tools for companies. In this context, the European H2020
FBD_BModel project provides to practitioner a suitable digital platform. More
specifically for the supply chain management, efficient and well-known algo-
rithms are implemented in an user-friendly web-based application composed of
two modules. The first module aims at selecting suppliers with multi criteria
decision making techniques. This is particularly important to deal with a huge
variety of products and a large number of small factories with their own features.
The second modules proposed a genetic algorithm-based optimization for order
scheduling and supplier allocation. In a demand driven strategy, this task is crucial
to reach the requirements in terms of cost and lead time. This paper provides a brief
description of the methods implemented in the web-based application. A numer-
ical example, based on real data of the industrial partners of the FBD_Bmodel
project, shows the results obtained with the proposed solution.

Keywords: Web-based application ·Multi criteria supplier selection ·
On-demand production planning

1 Introduction

1.1 FDB_Bmodel Project

The textile and clothing industry is an important part of the European economy, but
over recent years a large amount of production capacity has shifted to countries with
lower wage costs. Nowadays this strategy reaches its limits for many reasons: complex
quality management, long and uncertain lead time, andmore importantly the consumer’s
expectations in terms of personalization and, ethic and environmental awareness. In this
context, the textile industry has to switch into new business models more consumer
focused and demand driven to enhance its competitiveness. For this purpose, an inter-
active cloud-based digital design and supply chain platform has been developed in the
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European H2020 FBD_BModel project (www.fbd-bmodel.eu). This project aims to pro-
pose a new digital technology platform to connect different parts of the textile-apparel
supply chain, from fibre, yarn and fabric producers to garment manufacturers, for the
development of a new consumer-based business model in the big data era. The platform
is composed of two main modules: a co-design module and a demand driven supply
chain module. The co-design module enables the consumer to be directly involved in
the design process from a set of recommendations, taking account of fitting, hand feel,
and wear comfort. The second module, presented in this paper, focuses on optimized
allocation of production orders designed in the first module. The supply chain module
addresses the issue of small series production on demand which is a very challenging
problem for the traditional textile-apparel industry.

To be more specific, small textile manufacturers already exist in Europe, but they are
usually isolated from each other, and thus, the proposed FBD_BModel digital enables
different actors in the supply chain to collaborate, from fibre and yarn producers, fabric
and garment manufacturers, to designers and production planners. A web-based appli-
cation (http://scpms.ensait.fr/) to support managers’ decisions for supplier selection and
dynamic planning of production orders by graphical simulations is proposed.

The remainder of the paper focuses on the methods used in the demand driven
supply chain module of the FBD_Bmodel platform. A brief literature review about small
series on demand production is presented in Sect. 2. Section 3 describes the proposed
methodology in detail. Results obtained with the web-based application are presented
in Sect. 4. The conclusion is presented in the last section.

2 Literature Review

There exists an extensive literature on supply chain management strategies in traditional
fashion industry. However, there is a significant dearth of literature on the study of supply
chain management strategies for small-series on demand (make to order) production in
fashion industry. This can be mainly due to the fact that small-series fashion is an
emerging fashion paradigm. In order to propose suitable solutions for companies, it is
crucial to determine what are the major challenges that small-series fashion paradigm
generates given the extent of personalization expected by the customers fromsmall-series
fashion products and the required level of strategic responsiveness, coordination, and
flexibility of all the actors in small-series supply chain, mainly suppliers and retailers.

2.1 Small Series on Demand Production in Industries

A systematic literature review is conducted using Scopus database between 2000 and
2020 to collect existing literature on supply chain management in small-series (make-
to-order) in industries (not only fashion industry). This approach aims to investigate the
different SCM problems. In total, 59 articles have been selected and classified into the
main supply chain topics as illustrated in Fig. 1.

http://www.fbd-bmodel.eu
http://scpms.ensait.fr/
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Fig. 1. Article distribution as per the main supply chain topics.

2.2 Small Series on Demand Production in Fashion Industry

Following the same systematic literature review approach, the existing literature on the
studies on supply chain management in small-series (make-to-order) in fashion industry
is collected. This search only yielded to four articles which cover the main two topics
given in the Fig. 1: production planning [1, 2] and supply chain coordination [3, 4]. In
[1], an optimal decision support system for risk management for Made To Order fashion
retailers is proposed. The system provides significant insights into how manage the
replenishment anddevelopquick response strategieswhile negotiatingwith the suppliers.
In [2], an overall cost optimization with genetic algorithm is developed for packaging
and distribution of multi sizes fashion products in a Made to Order framework. A multi
agent simulation is presented in [3] to demonstrate the advantage of a collaborative
cloud-based platform in achieving sustainability in demand driven supply chain. In [4],
the authors investigate what are the main factors for successful collaboration in fashion
supply chain and how it can drive MTO fashion companies to make optimal decisions.

Based on this literature study, it emerges that the key aspects of small-series fashion
SCM are related to production planning and supply chain co-ordination. For this reason,
the FBD_Bmodel project provides to fashion companies a digital platform to enhance
collaboration between the many small manufacturers and an easy to use production
planning to dynamically allocate orders to the most suitable manufacturers.

Considering the large variety of consideredproducts and the large number of potential
suppliers, the production planning is composed of two steps:

1- A multi criteria supplier selection system enables the definition of a set of suitable
suppliers according to their abilities to fulfill the requirements given to produce one
type of garments.

2- A production planning system then dynamically allocates the orders to the selected
suppliers according to their production capacity and expected delivery dates.

Considering the current financial and technical states of the existing small fashion
manufacturing units in Europe, we do not establish a full computerized production
planning system at this stage but propose to first optimize their supply chainmanagement
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so that production activities of different producers can bemore efficiently organized. The
Fig. 2 gives an overview of the FBD_Bmodel digital platform and the demand driven
production planning module.

Fig. 2. FBD_Bmodel platform and demand driven production planning module.

3 Methodology

3.1 Multi Criteria Decision Making for Supplier Selection

In the context of small-series apparel production, one of the key objectives is to identify
the most important criteria, both quantitative and qualitative, from the point of view of
sourcing managers.

Thus, the first stage of the proposed web-based application enables the managers to
define their own criteria according their business and expectations. An Analytic Hier-
archy Process (AHP) [5] is implemented to weight the relative importance of supplier
selection criteria. AHP is one of the most widely applied methods for solving multi
criteria decision problems. Its popularity is mainly due to its ability to compare relative
performance of actions or alternatives with pairwise comparison. It is also relevant to
our scenario in which accurate data on different suppliers are usually missing due to their
confidentiality, and experience-based expert evaluations constitute the main information
source in the supply chain management. For an easier use, the web-based application
relies on the Saaty’s linguistic scale for the pairwise comparison as illustrated in Fig. 3.
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Fig. 3. Pairwise comparison between the criteria “cost” and “lead time” with the Saaty’s scale in
the web-based application

Based on the criteria evaluation by AHP, a TOPSIS method is applied to evaluate
supplier’s performances corresponding to each criterion. In the proposed application,
the manager evaluates each potential supplier with the Likert linguistic scale (Fig. 4).
Finally, the top n suppliers are selected for the production planning.

Fig. 4. Supplier evaluation for each considered criterion with the Likert scale in the web-based
application

3.2 Production Planning

For the small-series fashion production, it is crucial to allocate customer orders in a
real time to the best garment suppliers to reach the business objectives, especially in
terms of costs and lead time. In the proposed cloud-based digital platform, information
required for the production planning and supplier allocation are available including order
attributes, such as product technical features, quantities, expected delivery time, and
supplier attributes such as available production capacity, production/delivery cost and
time. However, to utilize this information for the decision making related to identifying
suitable garment suppliers that contribute to the order fulfilment is often a complex
optimization problem.

Considering that suppliers selected by the selectionmodule reach all the requirements
(capability, quality, logistic services, packaging,…) for the production of the considered
products, the production planning module only focuses on the main operational criteria:
cost and lead time.
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Thus, to define the optimization problem, three decision variables are considered:
delivery date, cost and penalty, where penalty corresponds to extra costs due to late
delivery. The objective function is defined as theminimumof the total cost to produce and
deliver a given batch of orders considering the expected delivery date of the customers.
The balance between cost and lead time can be set up by the manager with a penalty
rate according to his operational and business objectives. A high rate improves the
number of orders delivered on time. A small rate generates more cost focused solutions.
The optimization process is performed with a Genetic Algorithm (GA). The use of
genetic algorithms to optimize production schedules has beenwidely demonstrated in the
literature [6]. AlthoughGAs do not ensure to find the best optimumsolution, they provide
satisfactory results in a reasonable time for our operational problem. The chromosomes,
encoding potential solutions, represent a sequence of the orders of the considered batch as
illustrated inTable 1. Then, each order is assigned to the supplier given theminimum total
cost (production, delivery, penalty for late costs), considering the workload generated by
the order already allocated. Thus, this algorithm is able to find the best balance between
the cheapest production and delivery costs and the available capacity to ensure a delivery
on time.

Table 1. A chromosome encoding the order sequence of batch of size n

Gene number 1 2 … n

Order ID i j … k

4 Implementation and Results

This section presents an example of the implementation of the proposed methodology
with the web-based application developed in the framework of the European H2020
FBD_Bmodel (http://scpms.ensait.fr/). This simulation relies on real data provided by
the industrial partners of the project.

Fig. 5. AHP ranking of supplier selection criteria

http://scpms.ensait.fr/
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4.1 Supplier Selection

The first step consists of weighting the criteria from pairwise comparison performed by
the manager with the online application. The Fig. 5 presents the results obtained with
the AHP process on the 9 criteria defined by the manager.

At this stage, it can be stated that some criteria can be considered as insignificant
and deleted. For instance, in the Fig. 5, the manager could choose to select only the three
first criteria (cost, lead time, quality).

Fig. 6. Supplier ranking by TOPSIS method

From these weights, a TOPSIS method is applied to rank the potential suppliers. The
Fig. 6 shows the results obtained on a database of 10 suppliers. From this result, the
manager selects the set of suppliers which are suitable for the production to reach the
expected requirements. In this numerical example, the manager has selected 5 suppliers
(threshold score of 0.49).

4.2 Production Planning

For the production planning, theweb-based application takes into account the operational
attributes of the suppliers: production anddelivery costs and times, and real time available
production capacity. In this example, a daily batch composed of 30 orders is considered.
During the simulation, additional batches can be added periodically or manually. In this
case, the optimization process proposes a re-allocation of remaining orders to provide a
new optimum solution. The results are displayed in the web-based application through
a numerical table (Fig. 7), a step by step simulation (Fig. 8) and KPI graphs (Fig. 9).

The analysis of the Fig. 9 highlights that the overall profit stops growing from week
30. This means that some orders are delivered late and involves penalty. This simula-
tion can help managers to take the suitable decision in a such situation (reject order,
communicate with customers,…).
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Fig. 7. Production planning simulation presented in a numerical table

Fig. 8. Graphical step by step simulation tool

Fig. 9. KPI plots during the step by step simulation

4.3 Result Comparison

In order to evaluate the benefit of the proposed methodology, two simulations are per-
formed using the same orders and suppliers. The first simulation, called “MaxProfit”,
deals with the flow of orders one by one (no batch of orders) and allocates the order to
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the supplier which ensures the maximum of profit. The second simulation, called “Min-
Delay”, is similar but the order allocation is based on the reduction of delay. Thus, these
two simulations propose a single criterion optimization of a flow of orders, whereas our
proposed model provides a multi-criteria optimization of a batch of orders.

Table 2. Result comparison between the proposed model and single criterion models

MaxProfit MinDelay Proposed
model

Profit (sum) 1866 −108 325

Delay (sum) 5038 0 7

The Table 2 shows that the proposed model provides the best balance between the
profit and the delay. From a practical point of view, our model also emerges as the only
reasonable solution to enable a production on demand. Profit based strategy produces
interesting short-term benefits. However, the huge delay will certainly lead to a customer
dissatisfaction and long-term losses. The delay-based strategy enables the production of
all the order on time, but it generates production and shipment costs higher than sales
revenues.

5 Conclusion

Face to the new consumption behaviors and environmental awareness, the fashion indus-
try has to change its outdated business model. The personalization of products and the
production on demand are the two key success factors to support this change proposed by
the European H2020 FBD_Bmodel project. The digital platform developed in the frame-
work of this project provides to companies the required tools to switch into a demand
driven strategy. In this new context, the main issues for supply chain are the coordina-
tion between actors and the production planning. The proposed web-based application
offers a cloud-based service to coordinate the supply chain with a real time-sharing
data. The supplier selection and production planning tools enable the managers to easily
implement multi criteria and optimization methods to reach the requirements of their
business. The platform is already operational and will be still developed in the frame-
work if the Fashion Big Data Foundation (www.fbd-bmodel.eu/fashion-big-data-founda
tion/) which aims at exploiting FBD_BModel project results.
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Abstract. With the development of e-commerce, payment by credit
card has become an essential means for the purchases of goods and ser-
vices online. Especially, the Manufacturing Sector faces a high risk of
fraud online payment. Its high turnover is the reason making this sec-
tor is lucrative with fraud. This gave rise to fraudulent activity on the
accounts of private users, banks, and other services. For this reason, in
recent years, many studies have been carried out using machine learn-
ing techniques to detect and block fraudulent transactions. This article
aims to present a new approach based on real-time data combining two
methods for the detection of credit card fraud. We first use the vari-
ational autoencoder(VAE) to obtain representations of normal transac-
tions, and then we train a support vector data description (SVDD) model
with these representations. The advantage of the representation learned
automatically by the variational autoencoder is that it makes the data
smoother, which makes it possible to increase the detection performance
of one-class classification methods. The performance evaluation of the
proposed model is done on real data from European credit cardholders.
Our experiments show that our approach has obtained good results with
a very high fraud detection rate.

Keywords: Anomalies detection · Outliers · Autoencoder ·
Variational autoencoder · One class classification · Credit card fraud

1 Introduction

In recent years with the development of e-commerce, we observe an increase
in the volumes of electronic transactions leading to an increase in credit card
fraud. Since then,fraud detection has become a topic that reaches out to all
industries, such as financial industries, banks, government agencies and insur-
ance, etc. Sectors that often process a large of the transaction, for example, the
c© IFIP International Federation for Information Processing 2021
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Manufacturing industry, have been a victim of fraud easily. Especially, in the era
when the relation between finance and manufacturing is concrete [6,17]. Despite
the efforts of struggling organizations, millions of dollars are wasted each year
due to fraud. For that, many techniques [5] have been developed in recent years
for cybersecurity and reducing fraudulent transactions [13,19]. Using developed
data mining tools such as machine learning through algorithms such as support
vector machine, random forest, neural networks, impending models can be pro-
duced to detect these fraudulent transactions. These anticipation models can
help focus resources in the most efficient way to recover or recover losses due to
fraud. Although these methods overcome the deficiency of knowledge acquisition
in traditional rule-based expert systems. They still have some deficiencies, espe-
cially these methods are based on the idea of supervised learning, which needs
a balanced dataset of both normal transactions and fraudulent transactions.
So these methods do not work well in case of fraud detection since fraudulent
transactions are much fewer than normal transactions.

Therefore, we propose a new approach for credit card fraud detection using a
variational autoencoder and one-class classification techniques. In contrast with
traditional classification methods which are focused on classifying samples of
two or more classes, one-class classification methods try on to learn a model
on samples of one class and distinguish them from samples of the other classes.
In our work, we focus on distinguishing fraudulent transactions from normal
transactions, but we use, normal transactions to train our model to distinguish
the other class (fraudulent transactions).

The rest of the paper is structured as follows. Section 2 presents the related
work, Sect. 3 explains our approach with Variational Autoencoder (VAE) and
SVDD. Then the Sect. 4 presents the implementation and results analysis.
Finally, the conclusion is given in Sect. 5.

2 Related Works

With the development of e-commerce, the credit card has become an essential
payment method for online purchases of goods and services, and since then
fraudsters have taken advantage of it to carry out unhealthy activities and steal
users money. Due to these problems, several researches on the detection of the
credit card fraud have been conducted in order to reduce losses. Many techniques
for detecting credit card fraud have been presented in recent years [5]. In [16],
the authors presented a new approach for automatic detection of frauds in credit
card transactions based on non-linear signal processing and it can be applied to
several datasets using parameters derived from key performance indicators of
business. Bahnsen et al. [2] proposed a cost the sensitive method based on Bayes
minimum risk to represent realistically the monetary gains and losses due to
fraud detection.

Hegazy et al. [11] developed Frequent Pattern based on customer’s previous
transaction activity as Legal or Fraud transactions introducing using Rough
Set and Decision Tree Technique clustering algorithm in Enhanced Fraud Miner
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algorithm which attained good improvement in finding the false alarm rate when
compared to other models. Dai et al. [7] proposed a method that combined
the supervised and unsupervised approach by fusing various models to train
and record the spending behavior for each cardholder based on their previous
transactions and for every new transaction the fraud score is computed from the
fraud pattern. A hybrid and adaptive method is presented by Batani [3] to detect
fraud using cardholder’s financial status, social status, and OTP by assigning
weights using Artificial Neural Networks to produce cardholder’s social status
and Hidden Markov Model to extract financial profile from bank database.

Awoyemi et al. [1] compared Näıve Bayes, K-nearest neighbor, and Logistic
regression models and concluded that K-NN performs well. Tran et al. [18] pro-
posed two real-time data-driven approaches, one-class support vector machine
(OCSVM) and T2 control chart which attained good accuracy and low false posi-
tives. Dal Pozzolo et al. [9] compared Random Forests (RF) with Neural Network
(NN) and Support Vector Machine (SVM) where the Random Forests performed
well as expected and suggested the accuracy can be improved by increasing the
training data size. Carneiro et al. [4] applied 10-fold cross-validation to Random
Forests, SVM, and Logistic regression and tested with balanced and unbalanced
data then concluded that Random Forests attained the best performance.

Fu, Cheng, and Tu [10] captured the essential characteristics of frauds by
using a model based on the convolutional neural network (CNN). Jurgovsky et
al. [12] proposed LSTM (Long Short Term Memory) to aggregate the previous
purchase pattern of the cardholder and to improve the accuracy of the incom-
ing transaction, compared sequence learner LSTM and static learner (Random
Forest) where LSTM is prone to overfitting even with few nodes, hence sug-
gested increasing the size of data. In [15], 10-layer deep Variational Auto-Encoder
(VAE) was applied and compared with Decision Tree, SVM, and Ensemble Clas-
sifier (AdaBoost algorithm) where AdaBoost achieved high Precision and recall
for VAE. Pumsirirat and Yan [14] proposed Auto-Encoder and Restricted Boltz-
mann and confirmed supervised learning is appropriate for the historical trans-
action in credit card fraud detection.

3 Proposed Approach Description

In this Section, we propose our solution which is an approach combining the
variational autoencoder(VAE) and the support vector data description(SVDD).
Initially, the model will be trained on the VAE through which we will obtain
residuals, which will then be used to train our SVDD model. The Fig. 1 shows
the structure of our proposed approach.

3.1 Description of Variational Autoencoder

A variational autoencoder is an autoencoder whose encoding distribution is reg-
ularized during training to avoid over-fitting and to ensure that the latent space
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Fig. 1. Approach to the proposed solution

has good properties allowing us to generate new data. Statistically, the varia-
tional autoencoder is a technique based on Bayesian learning. Unlike a traditional
autoencoder, the VAE represents the input as a probability distribution with a
mean and standard deviation rather than a set of numbers. We then sample from
the latent distribution and get some numbers. We feed those numbers through
decoding. We retrieve an example that looks like something from the original
dataset, except that it was newly created by the model. The model is struc-
tured as follows: Firstly, the input is encoded as a distribution over the latent
space. Secondly, a point in latent space is sampled from this distribution. In the
third step, the sampled point is decoded and the reconstruction error can be
calculated. finally, the reconstruction error is downgraded via the network. The
structure of original VAE is shown in Fig. 2.

Fig. 2. Illustration of variationnel autoencoder.
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3.2 Support Vector Data Description

Support vector data description (SVDD) is a technique related to One-class
SVM [20]. Instead of finding a maximum margin hyperplane in feature space
that best separates the mapped data from the origin as One-class SVM, the
object of SVDD is to find the smallest hypersphere with center c and radius R
that covers the normal instances in the training data-set. The SVDD is a useful
method for outlier detection and has been applied to a variety of applications.
Denote xi ∈ R

n, i = 1 . . . , N as a set of training data. The SVDD is equivalent
to solving the following primal optimization:

Minimize
R,a, ξ

R2 + C

N∑

k=i

ξi

subject to (xi − a)T (xi − a) ≤ R2 + ξi ∀ξi ≥ 0

(1)

the parameter C > 0 is used to control the influence of the slack variables ξi.
After the optimization problem is solved, a hyper-spherical model is character-
ized by the center a and the radius R. By incorporating the constraint into (1),
the optimization problem is solved using Lagrange’s method:

L(R, a, α, ξi) = R2 +C
∑

i

ξi −
∑

i

α{R2 + ξi − (x2
i − 2axi +a2)}−

∑

i

γiξi (2)

With the Lagrange multiplier αi ≥ 0 and γi ≥ 0. By setting the partial deriva-
tives to 0, new constraints are obtained:

∑

i

αi,

a =
∑

i αixi∑
i αi

=
∑

i

αixi, (3)

C − αi − γi = 0∀i

We can remove the variable γi from equation (3) since αi ≥ 0, then let us use
the constraints 0 ≤ αi ≤ C,∀i. By rewriting (2) and replacing in (3) we have:

L =
∑

i

αi < xi, xi > −
∑

i,j

αiαj < xi, xj > (4)

with constraints 0 ≤ αi ≤ C,
∑

i αi = 1.
To determine if a z test point is in the sphere, the distance to the center of

the sphere must be calculated. A test object z is accepted when the distance is
less than the radius, that is, when (z − a)T (z − a) ≤ R2. Expressing the center
of the sphere in terms of support vectors, we accept the objects when:

< z, z > −2
∑

i

αi < z, xi > +
∑

i,j

αiαj < xi, xj >≤ R2. (5)
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Using kernel functions leads to a better compact representation of the train-
ing data. The SVDD formation with kernel functions leads to the flexible data
description. The Gaussian kernel function used in this paper is defined as

K(xi, xj) = exp(−||xi − xj ||22/s2), (6)

where s is Gaussian bandwidth parameter.

4 Implementation and Results

4.1 Dataset

Our data comes from online e-commerce transactions of European credit cards
provided in [8]. Data sets contain credit card transactions over a two-day col-
lection period in September 2013 by European cardholders. There is a total of
284315 transactions without fraudulent transactions and 492 fraudulent transac-
tions. The dataset contains numerical variables which are the result of a principal
component analysis (PCA).

In the first part of the application of the variational autoencoder for the
extraction of the characteristics we used 70% of the normal data for the training
and 30% of the normal + the 492 of the fraudulent data for the test. In the
second part of the application of SVDD we were forced to decrease the data
due to a memory problem of our machine to facilitate the process of reading
the data. For this, we have created 20 training sets each containing 10,000 data
belonging to the normal data and 3000 for the test set. We then evaluate the
model on each training data and then calculate the average.

4.2 Performance Analysis

In binary classification, a machine learning model can make two types of errors
when testing. It can either falsely predict sample data from the positive class as
negative or sample data from the negative class as positive. The metric evaluation
in the case of an unbalanced dataset requires taking into account the true positive
rate and the false positive rate. The metrics we used for evaluation are: The
AUC(Area Under Curve-Receiver) score, Recall, Precision and F1 score.

4.3 Results and Interpretation

We compare our VAE + SVDD approach with AE + SVDD. We used the AUC
and F1 measurement ratio to judge the accuracy of the method. We trained our
SVDD model using the Gaussian bandwidth s parameter. We used the values
from the following set: s = [0.001, 0.04, 0.1, 0.5]. The table 1 shows the results of
the two approaches with different values of the Gaussian kernel s parameter. We
notice an increase in the number of supports vectors as we increase the value
of s and the noticeable change in performance of the VAE + SVDD and AE +
SVDD algorithms. For each value of s given we notice that the performance of
the model in terms of the F1 score of VAE + SVDD is superior to AE + SVDD.
We can say that this is due to the fact that in the VAE the data is smoother
than the classic autoencoder (AE).
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Table 1. Comparison of accuracy (in %) with different value of s.

s Method nSVs Precision Recall F1 AUC

0.001 VAE+SVDD 8 99.96 97.07 93.07 87.74

AE+SVDD 10 99 86.68 92.85 86.80

0.04 VAE+SVDD 81 99.36 96.69 97.93 95.68

AE+SVDD 130 98.52 96.78 97.21 95.10

0.1 VAE+SVDD 118 98.80 96.75 97.77 95.71

AE+SVDD 310 96.29 97.33 96.81 95.60

0.5 VAE+SVDD 739 91.34 97.15 94.16 94.84

AE+SVDD 2813 64.14 98.94 80 96.56

5 Conclusion

In this paper, we proposed a new approach for real time data-driven fraud detec-
tion using variational autoencoder and support vector data description. Thirst
the model is trained with the variational autoencoder to learn the representa-
tion of normal transaction and then we this representation to train our SVDD.
The advantage of this technique is that the representation learns by the VAE
permit increasing the performance of the SVDD. The overall results in terms of
value AUC, precision, F1 show good accuracy for our model. In the future, we
will try to tune the value of the kernel bandwidth parameter s, since that the
performance of the SVDD depends on this parameter.
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Abstract. This paper deals with the problem of planned disassem-
bly lead time calculation in a Reverse Material Requirement Planning
(RMRP) environment under uncertainty. A multi-level disassembly sys-
tem with one type of end-of-life product and several types of components
at each level is considered for the first time in the disassembly planning
problem under uncertainty. The paper presents a mathematical model
with corresponding proofs. The objective of the proposed model is to
minimise the total expected cost which is composed of holding and back-
logging costs. Some advantages of the proposed model and perspectives
of this research are discussed.

Keywords: Reverse supply chain · Disassemble-to-order · Stochastic
lead times

1 Introduction and Related Publications

With accumulated environmental pressure on industrial activities, the reverse
flow has become indispensable. The remanufacturing process is a crucial step
in the reverse logistics network, and it concerns all tasks associated with the
collection, disassembly, refurbishing, repair, recycling, disposal, etc. of end-of-
life (EoL) products [1]. In the scientific literature, the disassembly process has
recently received a lot of attention due to its importance in the recovery of
products. It allows the selective separation of parts in order to recover materials,
isolate hazardous substances and separate reusable items [2].

The current paper proposes to model the disassembly planning problem,
which is one of the main problems associated with product recovery. The moti-
vations for initiating tactical disassembly planning are very varied and multiple.
On a large scale, optimal planning of disassembly operations is necessary to
efficiently process a large volume of products to be upgraded. It also aims to
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organise a succession of operations over time in order to meet the demands for
components on predefined delivery dates.

Making decisions in an uncertain environment is a difficult task for many
industrial sectors. In fact, some parameters are often considered deterministic,
when in reality they are inherently uncertain. There are many sources of uncer-
tainty related to demand and the quantity and quality of parts that can disrupt
the disassembly process. For example, a machine failure can interrupt the disas-
sembly process and subsequently, component disassembly times become longer
than expected. Consequently, these uncertainties disrupt the level of stock, and
thus, create disruption and unnecessary storage. Several methods have been
developed in the literature to take into account the effect of uncertainty in the
disassembly planning problem. Without trying to do an exhaustive review of the
literature, we discuss the previous works on disassembly planning problem under
uncertainty. For a more exhaustive literature review, readers can refer to [3,4].

The models proposed in the literature can be classified as a single or multi-
period planning problem, two or multi echelon bill of materials (BOM) (see
Table 1). Also, they can be divided into four different categories depending on
the type of uncertainty: (1) demand (see [5,6]), (2) disassembly yield (see for
example the works of [7–9]), (3) yield and demand [10] and (4) disassembly
lead time (DLT). The latter is defined as the time difference between placing a
disassembly order and receiving the disassembled item at each level of the BOM.

For different reasons (machine breakdowns, absenteeism, quality problems,
etc.), the disassembly lead times are often stochastic. To minimise the effects
of these random factors, companies can implement safety lead times (or safety
stock), but theses stocks are very expensive. On the other hand, if there are not
enough stocks, we can observe stockout and the corresponding backlog cost. So,
the main goal is to minimise the total cost which is composed of holding and
backlog costs.

As far as can be determined from the literature, for the uncertainty of tim-
ing, the number of publications that study disassembly systems is very modest
compared to those that deal with assembly systems [17,18]. In the paper of [12],
only the uncertainty of DLT of the EoL product is studied. The case of multi-
period, single product type and two-level disassembly system is investigated. The
disassemble capacity is supposed infinite. The Scenario-based stochastic Linear
Programming model (S-LP) is developed. The proposed approach is used to
determine the optimal EoL products to be disassembled in order to minimise
the Average Total Cost (ATC) over the planning horizon. In the work of [11],
the authors developed a mathematical model to found the optimal plan of disas-
sembly/assembly system under breakdowns machine and stochastic lead times.
A heuristic is developed to determine the optimal ordered date of the EoL prod-
uct as well as the optimum release dates of new external components. Later, [14]
proposed a generalisation of the discrete Newsboy formulae to find the optimal
release date when the time of disassembling the EoL product is random variable.
The case of one-period, single product type and two-level disassembly system
is treated. In the same year, [13] extend the work of [14] by considering the
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Table 1. Summary of relevant literature under uncertainly

Authors Resolution Uncertainty

Yield Demand DLT #Periods #Levels

[5] MILP, Lagrangian
heuristics

√
m 2

[6] MILP, Lagrangian
heuristics

√
m 2

[7] Lagrangian heuristics
√

1 2

[8] Heuristics
√

1 2

[9] Fuzzy goal
programming

√
1 2

[10] MILP,
Outer-approximation

√ √
m 2

[11] Analytical model,
Heuristic

√
1 2

[12] S-LP
√

m 2

[13] Analytical model,
Newsboy formulae

√
1 2

[14] Analytical model,
Newsboy formulae

√
1 2

[15] 2S-MILP, SAA
√

m 2

[16] 2S-MILP, GA
√

m 2

Current
Paper

Analytical model
√

1 m

m: multi-

uncertainty of disassembly lead times of each component. In the same context,
[15] extend the work proposed by [12] by considering the time limit of disas-
sembly capacity in each period of the planning horizon. The problem is formu-
lated as a two-stage stochastic Mixed Integer Linear Programming (2S-MILP)
model. The Sample Average Approximation (SAA) approach is developed in
order to minimise the ATC. Recently, [16] addressed a multi-period disassembly
lot-sizing problem. The case of single product type and two-level disassembly
system is studied. The problem is formulated as 2S-MILP model through all
possible scenarios. To solve large scale problems, the authors proposed a basic
genetic algorithm (GA).

As presented above, all the previous works under uncertainty of DLT are
confined to the two-level disassembly system. Solving the studied problem with a
multi-level BOM is more complex because of dependencies between the different
sub-assemblies and components at each level. For this reason, this paper extends
the work of [14] and [13] by considering a multi-level disassembly system to
study a one-period planning for the disassemble-to-order (DTO) problem. A
mathematical model is developed to calculate the total expected costs composed
of the component backlog and holding costs.
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The rest of this paper is organised as follows. Section 2 describes the problem.
Section 3 presents the stochastic model of the multi-level disassembly to-order
problem. Section 4 presents the conclusions with avenues for future studies.

2 Problem Description

We consider the problem with the multi-level disassembly system (with several
types of components at each level) as shown in Fig. 1. The non-leaf item i (can
be root or sub-assembly (i ∈ A1)) represents the item to disassemble. It has
more than one child and a child element denotes non-root item (can be part or
sub-assembly) that has only one parent. Customers have a fixed demand for all
disassembled leaf item (i ∈ A0). Theses demands must be delivered with certain
delivery day.

Fig. 1. A multi-level disassembly system.

Once the disassembly process is started, the items recovery process provides
no information about the state of components until the end of the disassembly
process. Then, each item can be received after a stochastic disassembly lead
time where the items undergo several renovation processes (such as repair and
cleaning). The DLT of each item Li is a random discrete variable with a known
probability distribution and bounded over known intervals (Li ∈ [L−

i , L+
i ]).

Here, we supposed that the probability is not identically distributed, that’s to
say, the DLT for each item don’t following the same probability distribution.

The assumptions of the studied problem can be summarised as follows:

1. The one-period planning for the DTO environment and a single demand for
each type of component is considered;

2. At each level, all parent items must proceed to disassembly once they are
ready;
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3. If the date of obtaining an item from its parent is less than its scheduled
disassembly start date, this item will be kept until the scheduled release time,
which incurs a holding cost;

4. If, at a certain level in the BOM, a component is not received as expected, a
backlog cost is incurred.

3 Problem Formulation

The aim of this research is to develop a mathematical model for multi-level disas-
sembly systems under a fixed part’s demand and uncertainty of parts disassembly
lead times.

Let i = 1 be the index of the EoL product, n the index of the last disassembled
item and the following three sets: (i) A the set of all elements i = 1, . . . , n, (ii)
A0 the set of all obtained items that we can not disassemble and to be delivered
to clients and (iii) A1 the set of all obtained items that we can disassemble.
Therefore A = {1} ∪ A0 ∪ A1 Here, we have only demands for items i from the
last level. i.e. i ∈ A0. The notation used in the paper are presented in Table 2.

Table 2. Model notation and definition

Parameters

i Index of items, i = 1, ..., n

p(i) Index of the parent of item i, ∀i ∈ A0 ∪ A1

Ti Delivery date for item i, ∀i ∈ A0

hi Unit inventory holding cost for item i, ∀i ∈ A0 ∪ A1

bi Unit backlogging cost for item i, ∀i ∈ A0 ∪ A1

Li Actual disassembly lead time of item i, ∀i ∈ A0 ∪ A1

Variables

Xi Decision variable: Planned date of availability of item i, ∀i ∈ A1

Functions

E[[.]] Excepted value

Fi[[.]] Distribution function of the random variable Li, ∀i ∈ A0 ∪ A1

T+
i max(Mi;Ti), ∀i ∈ A0

T−
i min(Mi;Ti), ∀i ∈ A0

The total cost is equal to the sum of backlogging and inventory holding costs
for all components.

Proposition 1. For the system described in the previous section, the total cost,
noted by TC(X,L), is as follows:

TC(X,L) =
∑

i∈A0

(bi + hi) × max(Ti;Mi) +
∑

i∈A1

(bi + hi) × max(Xi;Mi)

−
∑

i∈A0

biTi −
∑

i∈A1

biXi −
∑

i∈A0∪A1

hiMi

(1)
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Proof. In this prof, several costs will be detailed. Let Mi be the actual availability
date of item i; Mi = X1 +Li ∀i ∈ A1 and p(i) = 1. We first calculate Ch1(X,L)
the inventory holding cost of components disassembled from EoL product (∀i ∈
A1, p(i) = 1):

Ch1(X,L) =
∑

i∈A1

p(i)=1

hi(Xi − min(Xi;Mi)) (2)

Let Mi be the actual availability date of item i; Mi = max(Xp(i);Mp(i)) + Li

∀i ∈ A1 and p(i) > 1. Then, we can calculate Ch(X,L) the inventory holding
cost of components disassembled from items:

Ch(X,L) =
∑

i∈A1

p(i)>1

hi(Xi − min(Xi;Mi)) (3)

Let Mi be the actual availability date of item i; Mi = max(Ti;Mp(i)) + Li

∀i ∈ A0. We calculate Ch0(X,L) the inventory holding cost of items that we
have to deliver to clients:

Ch0(X,L) =
∑

i∈A0

hi(Ti − min(Ti;Mi)) (4)

From Expressions (2)–(4), we can deduce the total holding cost:

CH(X,L) =
∑

i∈A0

hi(Ti − min(Ti;Mi)) +
∑

i∈A1

hi(Xi − min(Xi;Mi)) (5)

By the same way, we can easily deduce the total backlogging cost:

CB(X,L) =
∑

i∈A0

bi(max(Ti;Mi) − Ti) +
∑

i∈A1

bi(max(Xi;Mi) − Xi) (6)

Finally, the total cost can be formulated from Expressions (5)–(6).

Proposition 2. The mathematical expectation of the total cost is given by the
following expression:

E[[C(X,L)]] =
∑

i∈A0

(bi + hi) ×
∑

s≥Ti

(1 − Fi(s)) +
∑

i∈A1

(bi + hi) ×
∑

s≥Xi

(1 − Fi(s))

+
∑

i∈A0

hiTi −
∑

i∈A\1

hi(E[[Li]] +
∑

s≥Xp(i)

(1 − Fp(i)(s)))

+
∑

i∈A1

hiXi −
∑

i∈A\1

hiXp(i)

where:

Fi(s) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1 if i = 1
Fi(−Xp(i) + s) if p(i) = 1
Fi(−Xp(i) + s)

∑

vi+wi=s
vi+wi∈N

P[[Li = vi]] × Fp(i)(wi) otherwise
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Proof. First, we formulate E[[Mi]], E[[max(Xi;Mi)]] and E[[max(Ti;Mi)]]. For all
i ∈ A and p(i) = 1, Mi is the actual availability date of item i; Mi = X1+Li. So
E[[Mi]] = E[[Li]]+X1. For all i ∈ A1 and p(p(i)) = 1, Mi is the actual availability
date of item i. So Mi is equal to max(Xp(i);Mp(i)) + Li and:

E[[Mi]] = E[[Li]] +
∑

s≥0

(1 − P[[Xp(i) ≤ s]]P[[Mp(i) ≤ s)]]

Moreover, knowing that Pr[[Xp(i) ≤ s]] = 0 ∀s ∈ [0,Xp(i)[ and Pr[[Xp(i) ≤ s]] =
1 ∀s ≥ Xp(i), then:

E[[Mi]] = E[[Li]] + Xp(i) +
∑

s≥Xp(i)

(1 − P[[Mp(i) ≤ s)]]

Knowing that Mp(i) = X1 + Lp(i), so:

E[[Mi]] = E[[Li]] + Xp(i) +
∑

s≥Xp(i)

(1 − Fp(i)(−X1 + s)) (7)

For all i ∈ A and p(p(p(i)))) = 1, Mi is the actual availability date of item i. So
Mi is equal to max(Xp(i);Mp(i)) + Li and:

E[[Mi]] = E[[Li]] + Xp(i)

+
∑

s≥Xp(i)

(1 − Fp(i)(−Xp(p(i)) + s)
∑

o1+o2=s

o1+o2∈N

(P[[Lp(i) = o1]]P[[Mp(p(i)) ≤ o2)]])

By using the recursive function, we can easily formulate E[[Mi]], E[[max
(Xi;Mi)]] and E[[max(Ti;Mi)]] as follows:

E[[Mi]] = E[[Li]] + Xp(i) +
∑

s≥Xp(i)

(1 − Fp(i)(s)) (8)

E[[max(Xi;Mi)]] = Xi +
∑

s≥Xi

(1 − Fi(s)) (9)

E[[max(Ti;Mi)]] = Ti +
∑

s≥Ti

(1 − Fi(s)) (10)

Then, the expression of the expected total cost can be deduced.

4 Conclusion and Perspectives

In this preliminary work, we model a multi-level disassembly problem in a DTO
environment. We consider a one type of EoL product and several types of com-
ponents at each level. The disassembly lead times at each level are discrete
independent random variables, and the items demand at the finished level is
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fixed. The disassembly of the components is carried out as soon as their parents
are available. The demand of the leaf items should be satisfied on predefined
delivery dates. Otherwise a backlogging cost is incurred. If a given component is
available before the delivery date, we stored it until this period. The developed
mathematical model calculates the expected value of the sum of backlogging and
inventory costs.

The expected total cost is not linear. In the future, we will develop an optimi-
sation approach to optimise the release dates for the non-leaf items. Research into
solving this problem is in progress. The developed approach is based on genetic
algorithm developed for assembly systems under uncertainty of lead times [19].
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Abstract. Additive manufacturing (AM) is a promising technology for
the rapid prototyping and production of highly customized products. The
scheduling of AM machines has an essential role in increasing profitability
and has recently received a great deal of attention. This paper investi-
gates the scheduling of batch processing of parallel 3d-printing machines
to minimize the total weighted tardiness. Accordingly, a mathematical
model is proposed to formulate the problem considering the sequence-
dependent setup time and incompatible job families, where jobs of dif-
ferent families are processed with different materials and desired quality.
Due to the high complexity of the problem, an efficient matheuristic
algorithm is presented based on the hybridization of a genetic algorithm
and a local search method based on mixed integer programming (MIP).
Computational results show that the proposed approach is efficient and
promising to solve the problem.

Keywords: Additive manufacturing · Batch processing · Scheduling ·
Matheuristic

1 Introduction and Literature Review

Additive manufacturing (AM) that also called 3D-printing is a remarkable tech-
nology in the context of industry 4.0, which is rapidly developing smart manufac-
turing systems. various 3D-printing machine types are developed and applied in
prototyping, production, and biomedicine [1]. In terms of industrial production,
manufacturing companies are employing 3D-printing technology for facilitating
the fabrication of highly customized, and lighter weight products. Powder-based,
liquid-based, and solid or wire extrusion techniques are the main processing tech-
nologies applied in 3D-printing machines [2] that produce parts by depositing
material layer upon layer according to a predesigned computer pattern.
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This research focuses on the scheduling of a special kind of powder-based 3D-
printing machine known as Selective Laser Melting (SLM) machine. We consider
several independent machines working in parallel. In the SLM machine, the laser
beam hits the metal powder and welds its particles together. Then, a new layer
of metal powder is added and this process continues until the final product is
reached. In the current study, the scheduling of parallel SLM machines consists of
batching a variety of parts with incompatible job families and then determining
the allocation and sequencing of the formed batches in such a way that the total
cost of tardiness is minimized (Pm|batch, incompatible|∑ wjTj).

According to the shift of AM from making the prototype to real parts pro-
duction, the production planning and scheduling in AM systems has changed to
a crucial problem. Special characteristics of AM environments, such as the wide
variety of orders, high production cost, high purchasing cost of AM machines in
industrial dimension, and dependence on the orientation of parts in machines,
etc. have made the scheduling of AM more complex than the other scheduling
problems. Li et al. [3] proposed a mathematical model and two different heuristics
to solve the problem. Dvorak et al. [4] presented the scheduling of 3D-printing
machines in a job shop while minimizing makespan and satisfying deadlines. Li
et al. [5] proposed an approach to make decisions simultaneously on the accep-
tance and scheduling in AM production. Zhou et al. [6] and Mai et al. [7] studied
the scheduling of distributed AM in cloud manufacturing [8]. Regarding to SLM
machines, Li et al. [3] proposed two heuristic procedures named ‘best-fit’ and
‘adapted best-fit’ to minimize the production cost per volume of material on
nonidentical SLM machines. Griffiths et al. [9] studied part orientation and 2D
bin packing in the SLM machine to minimize the production cost.

There are few studies on parallel batch processing machine scheduling in
AM. Zhang et al. [10] have developed an improved evolutionary algorithm
for (Pm|batch|Cmax) in SLA (Stereo Lithography Appearance) 3D printing
machines. They have combined a genetic algorithm with a heuristic placement
strategy to take into account the allocation and placement of parts integrally.
Kucukkoc [11] has addressed scheduling problem of Single, parallel identical and
parallel non-identical AM machines to minimize the makespan. He developed
an MILP model that can easily be adopted by AM firms. Our study extended
Kucukkoc [11] research. In his research, there was only one type of material
and desired quality, and the objective function was the makespan. In contrast,
we considered parts with different material types and desired quality, sequence-
dependent setup times, and total weighted tardiness as the objective function.
Hence, a new mathematical model is presented and due to the high complex-
ity of the problem, a novel matheuristic algorithm based on the combination of
Genetic algorithm and an efficient MIP-based local search is developed. Regard-
ing to the computational results, it is clear that the proposed algorithm is an
effective step forward to solve the proposed problem.

The rest of this paper proceeds as follows. Section 2 illustrates the problem
description and presents the corresponding mixed integer linear programming
(MILP) model. In Sect. 3, the proposed matheuristic algorithm is described.
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Section 4 presents the computational results and evaluation of the proposed
method. Finally, Sect. 5 concludes the paper and presents some directions for
future research.

2 Problem Description

This section describes the investigated 3D-printing scheduling problem, its
assumptions, and the mathematical model. There is a set of parts (i ∈ I) with
specific properties that must be produced on a set of parallel SLM machines
(m ∈ M), while machines have different area of build platform (CAm) and height
of build platform (CHm). The characteristics of the parts include material type
(Mti ∈ K), area (api), height (hpi), volume (vpi), desired quality (Qui ∈ Q), as
well as the due date (ddi) and tardiness penalty per time unit (tci). There is a
set of batches (b ∈ B), and the parts with different families (different material
types or different desired quality) cannot be assigned to the same batch. The
processing speed of the machine depends on the material type and the desired
quality of its allocated batch, and the processing time of each batch depends
on the total volume and the maximum height of its assigned parts. In other
words, the total volume of parts affects the total time required to melt the metal
powder and the maximum height of assigned parts affects the number of times
to add a new layer of metal powder. After processing each batch, the cleaning
and setting of machines should be performed for starting the next batch, while
the time required for the new setup depends on the material type of the previ-
ous batch. Other parameters and variables and the corresponding mathematical
model (Model 1) are as follows.

Parameters

vtkq
m Time for melting material k with quality q on machine m per volume unit

htkm Time required for powder layering of material type k on machine m

σ0k
m Setup time to start the first batch with material type k on machine m

σkk′
m Setup time required to start the batch with material type k on machine m

when the material type of the previous batch on the machine was k′

G Big positive number

Variables

xibm 1 if part i is processed in batch b by machine m; 0, otherwise
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ykq
mb 1 if material k is employed for batch b on machine m to produce the parts

with quality q; 0, otherwise

pmb Processing time of batch b on machine m

tri Tardiness of part i

Cmb Completion time of batch b on machine m

ci Completion time of part i

Min
∑

i∈I

tci · tri ∀i (1)

s.t.
∑

m∈M

∑

b∈B

xibm = 1 ∀i (2)

∑

i∈I

api · xibm ≤ CAm ∀m,∀b (3)

hpi · xibm ≤ CHm ∀i,∀m,∀b (4)

ykq
mb · G ≥

∑

i∈I |Mti=k
&Qui=q

xibm ∀m,∀k,∀q,∀b (5)

∑

k∈K

∑

q∈Q

ykq
mb ≤ 1 ∀m,∀b (6)

ykq
mb ≤

∑

i∈I|Mti=k
&Qui=q

xibm ∀m,∀k,∀q,∀b (7)

∑

i′∈I
|Mti′=k
&Qui′=q

xi′bm ≤ G · (1 − xibm) ∀i,∀m,∀k,∀q,∀b | (Mti �= k or Qui �= q) (8)

pmb ≥ vtkq
m

∑

i∈I

vpi ·xibm+htkm ·max
i∈I

{hpi ·xibm}−G·(1−ykq
mb) ∀m,∀k,∀q,∀b (9)
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∑

i∈I

xib+1m ≤ G ·
∑

i∈I

xibm ∀m,∀b ≤ B − 1 (10)

Cm1 ≥ pm1 + σ0k
m − G · (1 −

∑

q∈Q

ykq
m1) ∀m,∀k, b = 1 (11)

Cmb ≥ Cmb−1+pmb+σk′k
m +G·(

∑

q∈Q

yk′q
mb−1+

∑

q∈Q

ykq
mb−2) ∀m,∀k, k′, b �= 1 (12)

ci ≥ Cmb − G · (1 − xibm) ∀i,∀m,∀b (13)

tri ≥ ci − ddi ∀i (14)

xibm, ykq
mb ∈ {0, 1}; Cmb, ci, tri, pmb ≥ 0 ∀i,∀m,∀k,∀q,∀b (15)

The relation (1) indicates the objective function of the problem, which is the
minimization of the total tardiness cost. Constraint (2) ensures that each part
is assigned to one batch. The capacities of SLM machines in terms of area and
height of building platform is observed by constraints (3) and (4). Constraints
(2)–(7) determine the material type and quality of each formed batch. Constraint
(8) prevents the assignment of parts with different material and desired quality
to the same batch. The production time of each batch based on the total material
volume and the maximum height of its assigned parts is determined by constraint
(9). This constraint can be linearized by using variable γm,b instead of max

i∈I
{hpi ·

xibm} while γm,b ≥ (hpi · xibm) for all i,m and b. Constraint (10) ensures that
the parts cannot be assigned to a specific batch while its previous batch is not
formed. This constraint, along with constraints (11) and (12) are necessary to
determine the completion time of the batches. The tardiness of each part is
computed by constraints (13) and (14). Finally, Constraint (15) specifies the
ranges for the variables of Model 1.

3 Solution Procedure

In this section, a hybrid algorithm called GA-MLS-α% is proposed based on a
hybridization of the genetic algorithm (GA) and a local search based on mixed-
integer programming (MIP-based local search). In this hybrid algorithm, the
GA is used to optimize the sub-problems related to determining the sequence of
parts, and allocation of parts to the machine. Then the assignment of parts to the
batches is performed by an effective heuristic named batching heuristic. Finally,
the MIP-based local search is implemented on the α% of the best solutions in
the current population to exchange the batch of parts respecting their sequence.
This process continues until the termination condition is met. This procedure
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is terminated by reaching one of the cases i) a given number of iterations or ii)
a computational time limit. Figure 1 illustrates the procedure of the proposed
algorithm.

Fig. 1. Schematic pattern of proposed Matheuristic algorithm

3.1 Solution Representation and Initial Population

The utilized solution representation consists of a matrix S with two rows and
|I| columns. In the S matrix, the elements of the first row indicate the set of
parts (i ∈ I) while their arrangement delineates the relative execution sequence
of parts. The components in the second row determine the assigned machines to
their corresponding part in the first row. Figure 2 shows a solution for a problem
with 10 parts and 2 machines. In this figure, the columns with the same color
show parts that have the same material type and desired quality (same fam-
ily). For generating the initial population different rules are applied. Sequence
of parts is obtained by three rules using: i) random generation ii) shortest pro-
cessing time (SPT) first and iii) earliest due date (EDD) first. Moreover, the
assignment of machines to parts is obtained i) randomly and by ii) earliest time
of machine availability (ETA) rule [12].

Fig. 2. Solution representation for a problem with 10 parts and 2 machines

3.2 Crossover and Mutation Operators

The crossover and mutation operators are performed in the same way that pro-
posed by Rohaninejad et al. [13] In the crossover operator, first, ρ (1 ≤ ρ < I)
parts are randomly selected. Then, all selected parts are transferred to the first
offspring in the same sequence and position related to the first parent. The
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assigned machines for these parts are selected from the second parent. Next, the
remaining parts are transferred to the offspring respecting their sequence in the
second parent, and their assigned machines are determined according to the first
parent. A reverse procedure of the first offspring is used for the second offspring.
In the mutation operator, first, 50% of the parts are selected randomly, and their
sequence and assigned machines are determined randomly as well. The remained
parts are copied to the mutated individual according to their order of placement
and machine assignment in the previous individual.

3.3 Batching Heuristic Method

This section presents an effective heuristic for the assignment of parts to batches.
As shown in Fig. 2, the proposed solution representation lacks any information
regarding this decision variable. This pattern of solution representation con-
tributes to a faster search in the solution space and provides feasible solutions
in any condition in combination with the proposed batching heuristic. In this
method, the parts are assigned to an opened batch as much as possible with
maximum observance of their sequence. Algorithm 1 shows the pseudo code of
the proposed batching heuristic method.

Algorithm 1: Batching (assignment of parts to the batches) heuristic
Result: The corresponding schedule of solution representation
input : The solution representation matrix (S); nb = 0; MC=[ ];MK=[ ]; RC=[ ]
for ρ = 1 to |I| do

i = S[1, ρ] and m = S[2, ρ] and k = Mti
if � batch b ≤ nb while MC[b] =m and MK[b] = k and RC[b]≥ api then

Open new batch (b = nb + 1) and b ← i
MC[b] =m ; MK[b] = k ; RC[b] =CAm − api

nb = nb + 1
else

Find the smallest b which MC[b]=m and MK[b]=k and RC[b]≥ api then
b ← i and RC[b] =RC[b]− api

3.4 MIP-Based Local Search

In each iteration of the solution algorithm, an MIP-based local search is per-
formed on the α% of the best solutions in the current population. The MIP-based
local search explores the neighborhood of the original solution. According to this
local search, the batching decision variables will be optimized again by a new
MIP model (Model 2) with respect to the sequence of parts and their assigned
machines corresponding to the original solution. The proposed local search steps
in each iteration of the GA are as follows respectively.

– Create set E including α% of the best solutions in the current popu-
lation.
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– Set the model 2 for each solution in E.
– Solve model 2 for each solution in E and determine the batching vari-

ables again.

In Model 2, the objective function (1) and constraints (4), (6), (11), (12), (14),
and (15) are repeated without any change. Constraints (3), (2), (7), (8), (9),
(10) and (13) just needs to be written for every combination of m and i that
ω[m, i] > 0. The constraint (2) is replaced by constraint (16) and the constraints
(17) and (18) must be added in Model 2. Constraint (17) ensures that the order
of the parts with the same material and quality is according to their order on
the original solution. Constraint (18) guarantees that the parts can be processed
before a part with a lower sequence number just to fill the remaining capacity
of the previous batches.

ϕ[m] Number of parts that assigned to the machine m

ω[m, i] Sequence number of part i in solution representation if m is assigned to
i; 0, otherwise

∑

b∈B | b≤ϕ[m]

xibm = 1 ∀i,∀m |ω[m, i] > 0 (16)

∑

b′=1 | b′≤ϕ[m] & b′>b

xib′m ≤ G.(1 − xi′bm)

∀i,∀i′,∀m,∀b |ω[m, i] > 0&ω[m, i′] > 0&ω[m, i] < ω[m, i′]
&Mti = Mti′ &Qui = Qui′

(17)

∑

i′∈I
| ω[m,i′]>0

ω[m,i′]>ω[m,i]
&Mti′ �=Mti
&Qui′ �=Qui

xi′bm ≤ G.(1 − xib′m) + G.
∑

i′∈I
| ω[m,i′]>0

ω[m,i′]<ω[m,i]

xi′bm

∀i,∀m,∀b ≤ ϕ[m],∀b′ ≤ ϕ[m] | b < b′ &ω[m, i] > 0

(18)

4 Computational Results

In this section, 10 random instances are solved to evaluate the validation of
Model 1 and efficiency of the proposed algorithm. The instances are labeled
with (I − M − F ), which represent the number of parts, machines, and job fam-
ilies, respectively. The proposed algorithm with different α% (GA MLS α%) is
compared with two different metaheuristic algorithms that named GA BH and
GA ATC and the mathematical formulation (Model 1). The GA BH algorithm
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is developed based on combination of proposed genetic algorithm and batching
heuristic. The GA ATC is a custom version of the genetic algorithm that pre-
sented by Balasubramanian et al. [14]. They proposed a GA-based algorithm for
(Pm|batch, incompatible|∑ wjTj) while first assigns jobs to machines using a
GA, then forms batches on each machine and sequences them by a dispatching
rule called Apparent Tardiness Cost (ATC). In this study the GA algorithms and
mathematical models (Models 1 and 2) are coded by Python. Also, we have used
the CPLEX solver for solving the mathematical models. For each algorithm, we
have set the run-time limit to 1800 s. In Table 1, a detailed results of proposed
algorithms are given. In order to analyze the results of the table, first the RPD%
criteria is calculated for each algorithm. The RPD% specifies the Relative Per-
centage Deviation from mean of the objective functions that obtained by each
algorithm. Accordingly, an efficient algorithm has a lower value of RPD%. Based
on this criteria, it can be found that the GA MLS 10% is the best algorithm with
the average of RPD% equal to −6.6%. The average of RPD% for all instances are
equal to −3.3%, −2.9%, 3.6%, 2.9% and 6.4% for GA MLS 5%, GA MLS 15%,
GA BH, GA ATC and CPLEX, respectively.

Figure 3 shows the computational time of different proposed algorithms.
According to this figure, the GA MLS α% algorithms are defensibly able to
solve medium-size problems in a reasonable time.

Table 1. Compare performance of the proposed algorithms

Instances CPLEX GA-BH GA-ATC GA-MLS-5% GA-MLS-10% GA-MLS-15%
Best Obj Time

(s)
Best
Obj

Time
(s)

Best
Obj

Time
(s)

Best
Obj

Time
(s)

Best
Obj

Time
(s)

Best Obj Time (s)

8-2-2 839 50 839 6 885 8 839 11 839 18 839 26

10-2-2 504 127 732 9 732 11 732 17 504 32 504 44

12-2-4 1805 >1800 1688 12 1956 15 1688 35 1688 72 1688 106

15-3-4 2994 >1800 2712 16.6 2740 22 2728 57 2642 102 2606 152

20-2-6 4779 >1800 4627 18 5074 34 4472 149 4472 330 4413 492

25-3-6 10683 >1800 10472 23 11027 55 10521 285 9860 498 10412 729

30-3-6 8840 >1800 8316 26 8532 86 8467 401 8320 784 8145 1144

35-3-6 7768 >1800 7477 28 6430 164 5925 722 5860 1365 5925 >1800

40-3-6 15318 >1800 10548 36 12919 123 9155 1640 10441 >1800 12370 >1800

45-4-6 13664 >1800 11203 56 10036 238 9712 >1800 10285 >1800 12421 >1800

Average 6689 > 1457 6098 23 5795 76 5423 > 512 5491 > 680 5932 > 810

The box plot in Fig. 4 is employed and depicted based on RPD% criteria of
GA BH, GA ATC and GA MLS 10% as the best of GA MLS α% algorithms.
According to Fig. 4 the GA MLS 10% has significantly better performance so
that 3/4 of its RPD values are at least smaller than 3/4 of the RPD values
related to other methods.
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Fig. 3. Comparing computational time Fig. 4. Comparing the RPD% (Box
plot)

5 Conclusion

This research addresses a scheduling problem in an AM environment with unre-
lated SLM machines and incompatible job families. A new mathematical model is
presented and due to the high complexity of the problem, an efficient matheuris-
tic method based on the combination of genetic algorithm and a MIP-based
local search was developed. Computational results showed the efficiency of the
proposed matheuristic method especially for medium-sized problems.

Combination of scheduling and bin packing of parts in 3D-printing machines
can be an interesting topic for further research. Besides, studying the given prob-
lem with stochastic parameters (e.g., setup time, demand, and available time of
machines) brings the problem closer to more realistic conditions.
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Abstract. The steelmaking-continuous casting (SCC) is a bottleneck
process in the steel production. Due to elevated product variety and
environmental restrictions on the steelmaking industry, efficient opera-
tion of the SCC has become more crucial. This paper considers an SCC
scheduling problem to minimize the weighted sum of total waiting time,
total earliness, and total tardiness while satisfying the maximum waiting
time and the continuous casting constraints. We propose a generic mixed
integer linear programming (MILP) model that can express various SCC
scheduling requirements. Using the MILP model, we develop an iterated
greedy matheuristic inspired by the iterated greedy method. An initial
SCC schedule is constructed by solving small MILP models one after
another. Then, it is improved by solving a series of small MILP mod-
els representing the destruction and construction of the prior schedule.
Through a numerical experiment, we show that the proposed algorithm
can obtain efficient solutions in a short time and outperforms an NSGA-
II algorithm for most test cases of practical size.

Keywords: SCC scheduling · MILP · Iterated greedy · Matheuristic

1 Introduction

Due to a compelling pressure on environmental sustainability, strict regulations
have been applied to steel companies on expanding their production capacity.
In addition, customers require a variety of products that are produced with
different processes. This calls for better operations and scheduling capabilities to
fully utilize the running equipment. Steel production involves three main phases
called ironmaking, steelmaking-continuous casting (SCC), and rolling [6]. Among
these three phases, the SCC is a bottleneck process and thus its scheduling has
a significant impact on productivity.

The SCC process consists of three consecutive stages: steelmaking, refining,
and continuous casting. During the SCC process, molten iron is processed as a
batch called a charge, which has a target chemical composition. The steelmaking
stage is to produce molten steel from molten iron by removing impurities and
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adding particular substances. Through refining stages, the chemical composition
of a charge is further adjusted to a target value. A steel company may have
different types of refining stages according to applied technologies such as CS, LF,
RH, and CASOB [3]. These refining stages often have an order that a charge is
processed through; however, a charge may skip certain refining stages according
to its associated final product. The continuous casting stage is to make a solid
and flat cuboid called a slab from multiple charges. To produce slabs, charges
must be continuously poured into a machine one by one without idle time. A
sequence of charges to be cast continuously in a casting machine is called a cast.

The main challenge in SCC scheduling comes from continuous casting and
strict waiting time constraints between stages. By continuous casting restric-
tions, charges in a cast must arrive at the continuous casting stage in a timely
manner. This makes the SCC scheduling difficult since all of the previous stages
for those charges need to be finished within a very short time range. Moreover,
the temperature of a charge needs to be maintained during waiting time between
two processes. If the temperature drops, the charge must be reheated with addi-
tional cost and the charge may have serious quality issues. To prevent this, the
waiting time between two consecutive stages for each charge has a maximum
limit. These two constraints are essential in the SCC scheduling; however, it
is difficult to achieve them at the same time. Some recent studies have used
artificial bee colony algorithm [7], non-dominated sorting genetic algorithm-II
(NSGA-II) [5], and Lagrangian relaxation [1] to solve SCC scheduling problems.
We refer to [4] as the summary for previous studies.

In this paper, we propose a generic mixed integer linear programming (MILP)
model that can handle most of the practical requirements found in the literature
such as stage skipping and unrelated speed of machines. We present our model
and its assumptions in Sect. 2. In Sect. 3, we develop an algorithm consisting
of initial solution heuristic and improving heuristic using our MILP model. Our
algorithm employs small MILP subproblems to express hard constraints, which is
the key difference from the previous (meta)heuristics. Our numerical experiment
in Sect. 4 shows that the MILP-based algorithm outperforms an NSGA-II for
most test instances.

2 Problem Description

We consider the steelmaking stage (SM), multiple refining stages in an order
(e.g., RF1, . . . , RF3), and the continuous casting stage (CC). Each stage has
unrelated parallel machines; in other words, the processing time of a charge at
a stage depends on the machine to which the charge is assigned. The trans-
portation time between two stages depends on the pair of machines that a
charge is processed by. A cast has a sequence of charges that must be con-
tinuously processed without idle time at the CC stage. We model this condi-
tion as a large penalty for the idle time in the objective. We call this the cast
break penalty, which must be minimized to be 0 through optimization. At the
last stage, the first charge of a cast needs a setup time of a given duration.
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A charge has its own given route for visiting stages such that (i) the route fol-
lows a stage sequence, (ii) SM is the first stage, (iii) CC is the last stage, and (iv)
some refining stages can be skipped. The waiting time of a charge between two
consecutive stages in its route has a maximum limit. Each charge has a due date
at the CC stage. If processing of a charge at the CC stage is completed earlier
or later than its due date, earliness penalty or tardiness penalty is incurred pro-
portional to the time difference. The objective is to minimize the weighted sum
of penalties for cast break, the total waiting time of charges, the total earliness,
and the total tardiness. We use the following notations to develop our MILP
model.

Parameters

Ω The set of all charges, Ω = {1, 2, ..., n} where n is the number of charges
K The set of all casts, K = {1, 2, ...,m} where m is the number of casts

Ωk The sequence of charges in cast k, Ωk := {Ωk[1], Ωk[2], ..., Ωk[nk]}
where nk is the number of charges in cast k (∀k ∈ K)

Ω̂k The set of pairs of two consecutive charges in cast k,
Ω̂k := {(Ωk[s], Ωk[s + 1]) : s ∈ {1, 2, . . . , nk − 1}} (∀k ∈ K)

J The sequence of all stages, J = {1, 2, ..., l} where l is the last stage for
CC

Ji The sequence of stages in charge i’s route, Ji := {Ji[1], Ji[2], ..., Ji[li]}
(∀i ∈ Ω) where li is the number of stages in charge i’s route (∀i ∈ Ω);
Ji[1] = 1, Ji[li] = l

Ĵi The set of pairs of two consecutive stages in the route of charge i,
Ĵi := {(Ji[w], Ji[w + 1]) : w ∈ {1, 2, . . . , li − 1}} (∀i ∈ Ω)

Hj The set of machines at stage j (∀j ∈ J)
pijh The processing time of charge i at stage j on machine h (∀i ∈ Ω, j ∈

Ji, h ∈ Hj)
th,h′ The transportation time from machine h to h′ (∀h, h′ ∈ ⋃

j∈J Hj)
rij The earliest release time of charge i at stage j given as

ri1 := 0 and rij′ := rij + minh∈Hj ,h′∈Hj′ {pijh + th,h′} for ∀i ∈
Ω, (j, j′) ∈ Ĵi

Skh The setup time of cast k on machine h at the last stage (∀k ∈ K,h ∈ Hl)
di The due date of charge i at the last stage (∀i ∈ Ω)
τ The maximum waiting time

E1-E4 Coefficients of penalty for (cast break/waiting time/earliness/tardiness)
Q A sufficiently large number

Decision Variables (Domain)

Xirj 1 if charge i precedes charge r on the same machine at stage j,
0 otherwise (Xirj ∈ {0, 1} for ∀i, r ∈ Ω, i �= r, j ∈ Ji ∩ Jr)

Yijh 1 if charge i at stage j is assigned to machine h,
0 otherwise (Yijh ∈ {0, 1} for ∀i ∈ Ω, j ∈ Ji, h ∈ Hj)

Cij The completion time of charge i at stage j (Cij ≥ 0 for ∀i ∈ Ω, j ∈ Ji)
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uih The idle time between two consecutive charges i and i′ in a cast
on machine h at the last stage (uih ≥ 0 for ∀k ∈ K, (i, i′) ∈ Ω̂k, h ∈ Hl)

Wij The waiting time of charge i between consecutive stages j and j′ in its
route

(Wij ≥ 0 for ∀i ∈ Ω, (j, j′) ∈ Ĵi)
αi The earliness of charge i (αi ≥ 0 for ∀i ∈ Ω)
βi The tardiness of charge i (βi ≥ 0 for ∀i ∈ Ω)

The Master MILP

Minimize

E1 ·
m∑

k=1

nk−1∑

s=1

∑

h∈Hl

uΩk[s],h + E2 ·
n∑

i=1

li−1∑

w=1

Wi,Ji[w] + E3 ·
n∑

i=1

αi + E4 ·
n∑

i=1

βi (1)

subject to
∑

h∈Hj
Yijh = 1 ∀i ∈ Ω, j ∈ Ji (2)

Xirj + Xrij ≥ Yijh + Yrjh − 1 ∀i, r ∈ Ω, i �= r, j ∈ Ji ∩ Jr, h ∈ Hj (3)
Xirj + Xrij ≤ 1 − (Yijh − Yrjh) ∀i, r ∈ Ω, i �= r, j ∈ Ji ∩ Jr, h ∈ Hj (4)

Yilh = Yrlh ∀k ∈ K, (i, r) ∈ Ω̂k, h ∈ Hl (5)

Xirl = 1 ∀k ∈ K, (i, r) ∈ Ω̂k (6)
Cij ≥ rij + pijh · Yijh ∀i ∈ Ω, j ∈ Ji, h ∈ Hj (7)
Crj − Cij ≥ prjh − Q(2 − Yijh − Yrjh + Xrij) (8)

∀i, r ∈ Ω, i �= r, j ∈ Ji ∩ Jr, h ∈ Hj

Crl − Cil ≥ (prlh + Skl) − Q(2 − Yilh − Yrlh + Xril) (9)
∀k, q ∈ K, k �= q, h ∈ Hl, (i, r) = (Ωq[nq], Ωk[1])

Cij′ − (Cij + Wij) ≥ (th,h′ + pij′h′) − Q(2 − Yijh − Yij′h′) (10)

∀i ∈ Ω, (j, j′) ∈ Ĵi, h ∈ Hj , h
′ ∈ Hj′

Cij′ − (Cij + Wij) ≤ (th,h′ + pij′h′) + Q(2 − Yijh − Yij′h′) (11)

∀i ∈ Ω, (j, j′) ∈ Ĵi, h ∈ Hj , h
′ ∈ Hj′

uih − (Crl − Cil − prlh) ≥ −Q(1 − Yrlh) (12)

∀k ∈ K, (i, r) ∈ Ω̂k, h ∈ Hl

βi − αi = Cil − di ∀i ∈ Ω (13)
Wij ≤ τ ∀i ∈ Ω, j ∈ Ji (14)

The objective function (1) is to minimize the total weighted penalty. Each
term denotes the penalty for cast break, the total waiting time, the earliness,
and the tardiness, respectively. Constraints (2) ensure that a charge is assigned
to exactly one machine at each stage in its route. Constraints (3) and (4) restrict
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either of two charges precedes the other if and only if they are assigned to the
same machine in each stage. Constraints (5) imply that the charges in a cast
must be assigned to the same machine at the last stage, and constraints (6)
restrict their precedence to conform with the given sequence. Constraints (7)
mean that a charge can be processed only after its release time at a stage.
Constraints (8) restrict a charge to be processed only after its preceding charges
at the same machine are processed. Constraints (9) mean that the first charge
of a cast needs a setup time after completing the last charge of preceding casts.
Constraints (10) and (11) imply that the difference of the completion times at
two consecutive stages is the sum of waiting time, transportation time, and the
processing time at the later stage. Constraints (12) define the idle time between
two consecutive charges in a cast at the last stage. Note that the equality holds
if the idle time is minimized to be zero. Constraints (13) are from the definition
of the earliness and the tardiness of a charge. Constraints (14) provide a limit
on the maximum waiting time between two consecutive stages. The domain of
each variable is presented together with its definition.

3 Solution Methodology

We develop the iterated greedy matheuristic for SCC process scheduling follow-
ing the framework by [8]. We sequentially add cast after cast to construct an
initial schedule considering the earliness and tardiness function of each cast. We
propose two heuristics using destruction and construction (DC) of a part of a
schedule to improve the objective value. We call them DC-cast and DC-charge
according to the destruction method. Construction is done by solving an MILP
where most of binary variables remain fixed. After applying DC-cast and DC-
charge heuristics, the resulting solution is passed to an MILP solver to improve
their objective value until a given time limit is reached.

3.1 Finding an Initial Schedule

Let MILP(K ′) be the MILP model in Sect. 2 with restricted set of casts K ′ ⊆ K
(e.g., MILP(K) denotes the master MILP). We first find the ‘desired starting
time’ of each cast (:=t∗k), which is the starting time of the first charge of cast
k in the optimal solution of MILP({k}) for k ∈ K. We reindex K following the
ascending order of t∗k. An initial solution is generated by sequentially assigning
binary variables for all of the charges in cast k in K. Let Λ(k) and Λ̃(k) denote
the sets of binary variables and their fixed values in MILP({1, . . . , k}), respec-
tively. We can find an initial schedule according to the following procedure.

Initial Heuristic (:=IH)

1) Solve MILP({1}) and determine Λ̃(1) from Λ(1) part of an optimal solution.
2) For k = 2 to m

Solve MILP({1, . . . , k}) subject to Λ(k − 1) = Λ̃(k − 1)
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Determine Λ̃(k) from Λ(k) part of an optimal solution.

Figure 1 shows an example with three casts with three charges in each cast.
Since an MILP in the loop has a small number of binary variables, an initial
schedule can be obtained in a short time.

1 3

2

Cast sequence: 1 32 4 5 6 7 8 9

1 3

2

1 2 3

4 5 6

1 2 3

4 6 2

5 1 3

5 1 3

4 6 2

time time

5 1 3 8

4 6 2 7

1 3 85

64 2 7 9

1 2 3

4 5 6 7 8 9

time

Fig. 1. The initial heuristic

3.2 Improving a Schedule: Destruction and Construction

Given a feasible schedule, we destruct some charges from the schedule and re-
insert them to construct possibly a better schedule, and we call it destruction and
construction (DC) heuristic. In a mathematical model perspective, if all binary
variables are fixed, then all continuous variables can be easily (in a very short
time) determined by solving the resulting linear programming model. Thus, we
assume a given schedule implies that all binary variables have their fixed values.
Then, destruction of charges implies that we relax the corresponding binary
variables (sequencing variables X and assignment variables Y ) and all continuous
variables, but keep the remaining binary variables at their values. Since the
resulting MILP after destruction has a small number of binary variables, it can
be solved in a short time.

DC-Cast (:=DA)
Suppose a feasible solution of the MILP model is given. The DC-cast heuristic
destructs all of the charges in a cast from the given solution and re-optimize
their machine assignments and relative position to the other charges. It iterates
for casts in K following the increasing order of starting times of first charges in
the given schedule. Figure 2 shows an example where the cast containing charges
4–6 is selected.

DC-Charge (:=DH)
The DC-charge heuristic maintains a time window of the given length D for
each stage. The algorithm destructs all charges of which the starting times have
an overlap with the time windows, and constructs a new schedule by inserting
the destructed charges. Then, the time windows are shifted forth by Δ and the
procedure is continued until the end of the schedule is reached. Since the starting
time of a charge is delayed over stages, we apply the lag of starting times to the
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1 324 5 6

1

2

2

7 8 9

1 2 3 4 5 6

1 3 8 5

2 7 4 6

1 3 8 5 6

2 7 4 9

time time

Cast sequence: 7 8 9

5 3 8

4 6 7

1 3 85

64 7 9

1 2 3

4 5 6 7 8 9

: Charges to be rearranged

Fig. 2. DC-cast heuristic

windows for two consecutive stages (:=δ). Using a given schedule, δ is computed
as the minimum of (i) the average difference of the earliest starting times for
the first and the last stages, and (ii) the average difference of latest completion
times for the first and the last stages. Figure 3 shows an example where charges
1, 4, 5, and 6 are selected.

4 5 6 7 8 9

1 2 3

5 6 3 8

4 1 2 7

5 6 3 8

4 1 2 7 9

time

4 5 6 7 8 9

1 2 3

1 3 8

2 7

1 3 8

2 7 9

5

6

5

6

4

: Time windows: Charges to be rearranged

time

Charges: 1 32 4 5 6 7 8 9

4

Fig. 3. DC-charge heuristic

3.3 Iterated Greedy Matheuristic

We put the proposed components together in an algorithm which we refer to
as the Iterated Greedy Matheuristic (IGM). IGM begins with IH to obtain an
initial schedule. Then, we improve the solution by DC heuristic consisting of
RDA runs of DA followed by RDH runs of DH. If the objective value is not
improved during a run of DA or DH, we stop the successive run and proceed to
the next component. The DC heuristic (consisting multiple runs of DA and DH)
is repeated RDC times. After obtaining a feasible solution with our heuristics,
we feed it into an MILP solver as an incumbent solution to improve it using
the master MILP until a given time limit is reached; we call this procedure the
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MILP Improvement (MI). In short, IGM can be summarized as the following
sequence of algorithms:

IH → (DA × RDA times → DH × RDH times) × RDC times → MI.

4 Numerical Results

To demonstrate the performance of the proposed algorithm, we generated prob-
lem instances according to realistic production environment.

– Machine environment: SCC process consists of five stages and twelve
machines, where the numbers of machines in SM, RF1, RF2, RF3, and CC
stage are 4, 2, 2, 2, and 4, respectively.

– Casts: A cast contains three to nine charges. We create casts of random
number of charges until the total number of charges is between 30 and 36.
Therefore, each problem instance consists of four to twelve casts.

– Charges: The first and last stages are mandatory for all charges, but the three
refining stages in the middle are not; a charge has a probability of two-thirds
in skipping each refining stage. A processing time (in minutes) of a charge in
each machine is generated from uniform distribution; U(45, 55) for the SM
stage, U(30, 40) for the RF1, RF2, and RF3 stages, and U(35, 45) for the CC
stage.

– Restrictions: Transportation time between all machines (th,h′) are set to be
10 min, and the maximum waiting time (τ) is 30 min. The setup times of casts
on all machines at the last stage (Skh) are set to be 30 min.

– Objective coefficients: Penalty for earliness and tardiness is 1, and penalty for
the waiting time is 1.5. Since minimizing the cast break has the top priority
among objectives, we set cast break penalty coefficient as 100,000.

We set (D,Δ,RDC, RDA, RDH) = (90, 90, 2, 3, 1) as the control parameters
for IGM. We provide the time limit of 60 s to each run of DA and DH. The total
time limit for IGM is set as 600 s.

Since our problem is more general than problems discussed in the literature,
we compared the proposed solution method with an algorithm based on NSGA-
II by [2]. We use a pair of lists as a chromosome representation. The first list
represents sequence of casts in each CC machines, and the second represents
charges ordered by their completion times in the CC stage. We follow the frame-
work by [2] and genetic operations (crossover and mutation) by [5]. Note that,
although it takes negligible time for genetic operations, simple dispatching rules
often generate infeasible solutions due to hard constraints. Thus, we also devised
a decoding method of solving a linear programming problem to get a feasible
solution. We consider another competitor which solves the master MILP model
in Sect. 2 (:=MILP). The total time limit for MILP and NSGA-II is set as 1200 s,
and the population size of NSGA-II is set as 200. All algorithms are implemented
by Gurobi version 9.0.3 using Python 3.8.

In order to evaluate the performance of an algorithm, we define the opti-
mality gap as (Z − LB)/LB where Z is the objective function value found by
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Table 1. Comparison of three algorithms

No. Objective LB Optimality gap

IGM MILP NSGA-II IGM MILP Best IGM MILP NSGA-II

0 4456.0 4591.0 4543.0 4375.0 4375.0 4375.0 1.85% 4.94% 3.84%

1 5350.0 5954.5 5617.0 5209.0 5218.0 5218.0 2.53% 14.11% 7.65%

2 5227.5 6192.5 5653.0 5080.0 5080.0 5080.0 2.90% 21.90% 11.28%

3 4064.5 4583.0 4301.0 3702.0 3707.0 3707.0 9.64% 23.63% 16.02%

4 3929.5 4387.5 4133.0 3865.0 3851.0 3865.0 1.67% 13.52% 6.93%

5 6395.5 6641.0 6527.0 6091.0 5895.2 6091.0 5.00% 9.03% 7.16%

6 4648.5 5466.0 5078.0 4462.0 4433.0 4462.0 4.18% 22.50% 13.81%

7 5671.0 7750.0 5985.5 5321.0 5333.0 5333.0 6.34% 45.32% 12.24%

8 4703.5 5760.0 4995.5 4436.0 4429.0 4436.0 6.03% 29.85% 12.61%

9 5647.0 7572.0 5850.0 5364.0 5088.0 5364.0 5.28% 41.16% 9.06%

10 6500.5 10553.0 7134.0 5955.0 5778.7 5955.0 9.16% 77.21% 19.80%

11 5669.0 6673.5 6075.5 5349.0 5349.0 5349.0 5.98% 24.76% 13.58%

12 5616.5 6830.0 5868.0 5070.0 4863.4 5070.0 10.78% 34.71% 15.74%

13 5493.5 6597.5 5653.0 5363.0 5353.9 5363.0 2.43% 23.02% 5.41%

14 4472.0 5265.5 4719.5 4329.0 4334.0 4334.0 3.18% 21.49% 8.89%

15 4457.5 4895.0 4833.0 4304.0 4305.0 4305.0 3.54% 13.70% 12.26%

16 4007.5 4496.0 4208.5 3758.0 3765.0 3765.0 6.44% 19.42% 11.78%

17 5597.5 5615.0 5627.0 5509.0 5518.0 5518.0 1.44% 1.76% 1.98%

18 4766.5 6722.0 4946.0 4638.0 4649.0 4649.0 2.53% 44.59% 6.39%

19 4634.0 4965.5 4661.0 4536.0 4536.0 4536.0 2.16% 9.47% 2.76%

20 4668.0 5125.0 4813.0 4466.0 4064.2 4466.0 4.52% 14.76% 7.77%

21 5722.0 6609.5 6132.0 5554.0 5554.0 5554.0 3.02% 19.00% 10.41%

22 4573.5 4976.0 4611.0 4059.0 3929.2 4059.0 12.68% 22.59% 13.60%

23 4406.0 4866.5 4432.0 3799.0 3802.0 3802.0 15.89% 28.00% 16.57%

24 5812.0 8509.0 6230.5 5503.0 5511.0 5511.0 5.46% 54.40% 13.06%

25 4621.0 5143.0 4773.0 4528.0 4534.0 4534.0 1.92% 13.43% 5.27%

26 4577.0 4841.5 4651.0 4513.0 4513.0 4513.0 1.42% 7.28% 3.06%

27 4960.5 6591.5 5230.5 4873.0 4797.1 4873.0 1.80% 35.27% 7.34%

28 4914.0 6310.5 5126.0 4539.0 4502.3 4539.0 8.26% 39.03% 12.93%

29 5462.0 6389.0 5707.0 5254.0 5219.3 5254.0 3.96% 21.60% 8.62%

Average 5.07% 25.05% 9.93%

the algorithm and LB is the best known lower bound from IGM and MILP.
The result of the experiment on 30 randomly generated problem instances is
summarized in Table 1. All best solutions by both methods have no cast break.
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Table 2. IGM average performance

Comp. Gap Improv Elapsed Comp
(%) (%p) time (s) time (s)

IH 9.15 - 28.2 28.2

DA 6.94 2.20 75.3 47.0

DH 5.62 1.32 175.7 100.4

DA 5.51 0.11 197.8 22.1

DH 5.25 0.26 277.6 79.8

MI 5.07 0.18 600.5 323.0
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Fig. 4. IGM average performance.

The average optimality gap is 5.07% for IGM, 25.05% for MILP, and 9.93% for
NSGA-II. Although only a half amount of time is given, IGM shows better and
stable performance; it obtained the best solution in each of all problem instances.

In order to see the performance of each component of IGM, we calculated the
average optimality gap of the solution for each of the six components of IGM for
30 practical size instances. The average time for each component is calculated as
well. We summarize the average values in Table 2 and visualize them in Fig. 4.
As expected, the improvement percentage decreases over time. From the average
performance, the user may choose the total running time of the algorithm. Even
when only a short computation time is given, IGM yields better solutions than
other algorithms; on average, the initial solution of IGM is already better than
the final solution of NSGA-II. Moreover, practitioners have the advantage of
spending more time on computing since the difference of 0.1% matters in the
cost-intensive steel industry.

5 Conclusion

In this paper, we proposed a generic MILP that can handle various features
in the SCC scheduling. We also proposed the iterated greedy matheuristic that
can find a feasible solution satisfying hard constraints concerning the maximum
waiting time and continuous casting. By the numerical results, we showed that
our algorithm is able to obtain better solutions than an NSGA-II algorithm with
most test instances in less running time. Since our model can encompass most of
the essential features found in the literature, it has much potential to be applied
for difficult scheduling problems in practice such as rescheduling and controllable
processing time.
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Abstract. This paper proposes an approach for robust scheduling on
parallel machines. This approach is based on a combination of robust
mathematical and discrete event systems models which are iteratively
called in order to converge towards a schedule with the required robust-
ness level defined by the decision maker. Experimentations on a small
instance (10 jobs and 2 unrelated machines) and a more complex one
(30 jobs and 6 uniform machines) show that this approach permits to
converge quickly to a robust schedule even if the probability distri-
bution associated to the uncertainties are not symmetrical. The app-
roach achieves a better rate of convergence than those of the literature’s
methods.

Keywords: Robust scheduling · Robust mixed integer programming
model · Discrete event systems · Parallel machines

1 Introduction

Scheduling under uncertainties is still a present concern in Operation Research
and Decision Aiding. Many researchers are interested in determining a robust
schedule which is rather insensitive to the data uncertainties and which is
able to absorb the perturbations without unreasonably degrading its perfor-
mances. However, the concept of robustness is differently defined according to
the domains. An approach for robust optimization has been proposed by [1],
based on a Robust Mixed Integer Programming Model. In order to obtain the
robustness level wanted by the decision maker, a vector Ω, which corresponds
to the maximum allowed deviation of input parameters, has to be fixed. This
vector can be interpreted as a robustness coefficient. The authors have shown

c© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
A. Dolgui et al. (Eds.): APMS 2021, IFIP AICT 630, pp. 73–80, 2021.
https://doi.org/10.1007/978-3-030-85874-2_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85874-2_8&domain=pdf
https://doi.org/10.1007/978-3-030-85874-2_8


74 A. Aubry et al.

that if the uncertainties on parameters are independent and symmetrically dis-
tributed, the vector Ω can be analytically computed. But, such an hypothesis
is not often verified in real scheduling problems. In [2], a methodology for itera-
tively and numerically tuning Ω has been proposed thanks to a combination of
a robust mathematical programming and Discrete Event Systems models when
the probability distribution associated to the uncertainties are not symmetrical.
This generic method has been applied on a scheduling problem with parallel
machines and the results show that this approach is a good mean for tuning
the Ω parameters. However, the mechanism for updating coefficients Ω from
one iteration to another was simple and naive. Moreover, it did not take into
account the characteristics of the current schedule solution (in particular the
load of the machines). As a result, the convergence of the method toward a solu-
tion with the required robustness level was relatively slow. Our contribution in
this paper is to propose a new mechanism for updating robustness coefficients Ω
to increase the rate of convergence of our method in case of scheduling problem
on parallel machines. The problem is thus denoted as RK||Cmax which consists
in minimizing the makespan (Cmax) on K parallel machines.

The paper is built as follows. The first section presents the robust mixed
integer programming model for scheduling on parallel machines. The second
section presents the methodology and details the mechanism for updating the
robustness coefficients Ω. The third section discusses the results on two instances:
a simple instance composed of 10 jobs and 2 unrelated machines and a more
complex one composed of 30 jobs and 6 uniform machines. Finally, the last
section deals with the conclusion and the perspectives.

2 Robust Formulation of RK||Cmax

The main assumptions for RK||Cmax are the following:

– all jobs are available at time 0,
– the K machines are always available (no breakdown etc.),
– processing times for the jobs are independent,
– a machine cannot process more than one job at any time and preemption is

not allowed.

Parameters and decision variables of the model are summarized in Table 1.

Table 1. Notations of the model

N : Number of jobs which have to be scheduled

K: Number of parallel machines

tjk: Processing time for job j on the machine k, ∀ (j, k) ∈ {1, . . . , N} × {1, . . . ,K}

xjk:

{
1 if j is executed on machine k

0 otherwise
,∀ (j, k) ∈ {1, . . . , N} × {1, . . . ,K}

Cmax: is the makespan value
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Since processing times are uncertain, we assume that

∀ (j, k) ∈ {1, . . . , N} × {1, . . . , K} , tjk ∈ [
tmin
jk , tmax

jk

]

Following the methodology of [1], uncertain processing times are modelled as

tjk = t̄jk + ζjk t̂jk

where

– t̄jk = tmax
jk +tmin

jk

2 and t̂jk = tmax
jk −tmin

jk

2
– ζjk is a random variable which takes its values in [−1, 1]

Thus, the robust model can be formulated as follows:

Minimize Cmax (1)
s.t.
K∑

k=1

xjk = 1 ∀j ∈ {1, . . . , N} (2)

N∑

j=1

t̄jkxjk + max∑N
j=1|ζjk|≤Ωk

⎛

⎝
N∑

j=1

t̂jkζjkxjk

⎞

⎠ ≤ Cmax ∀k ∈ {1, . . . , K} (3)

xjk ∈ {0, 1} ∀(j, k) ∈ {1, . . . , N} × {1, . . . ,K} (4)

where Ω = (Ωk)k∈{1,...,K} constrains the maximum deviation of processing times
allowed on each machine k. It can be interpreted as a robustness coefficient:
the larger Ωk is, the more conservative is the constraint (3). We denote as XΩ

an optimal schedule provided by the robust model with the input Ω and as
Cmax

(
XΩ

)
, the associated optimal makespan.

Let C̃max

(
XΩ

)
be defined as the random variable associated to the

makespan, when XΩ is executed in the workshop (with the uncertain values tjk).
It is possible to define a robustness indicator as the probability that C̃max

(
XΩ

)

is lower than Cmax

(
XΩ

)
. More formally, this indicator is given by the Eq. (5):

Γ (Cmax

(
XΩ

)
) = P

[
C̃max

(
XΩ

) ≤ Cmax

(
XΩ

)]
(5)

Our goal is to find Ω to guarantee that the scheduling XΩ reaches a certain
level of robustness Γ ref . As [1] have shown that in case of each ζjk is symmet-
rically distributed in [−1, 1], determining such Ω can be done analytically. Next
section provides a methodology which allows to reach this goal in a general case.

3 Our Methodology

In this section, we denote as XΩ
k the schedule extracted from XΩ by considering

only the set of jobs processed on machine k, k ∈ {1, . . . ,K}.
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Basically, our methodology is based on the following observations:

1. In a workshop of parallel machines, machines are independent meaning that

Γ (Cmax

(
XΩ

)
) =

K∏

k=1

Γ (Cmax

(
XΩ

k

)
)

2. if Γ (Cmax

(
XΩ

)
) < Γ ref then there exists at least one k ∈ {1, . . . ,K} such

that Γ (Cmax

(
XΩ

k

)
) <

K
√

Γ ref which is equivalent to

P

[
C̃max

(
XΩ

k

) ≤ Cmax

(
XΩ

k

)]
<

K
√

Γ ref

Thus, for such a k, we estimate a value d̃
(
XΩ

k

)
> Cmax

(
XΩ

k

)
for which the

following constraint is satisfied.

P

[
C̃max

(
XΩ

k

) ≤ d̃
(
XΩ

k

)]
= K

√
Γ ref (6)

Therefore, to obtain this robustness score for the scheduling XΩ
k , we have to

compute a new robustness coefficient Ωnew
k in order to satisfy the constraint (7).

max∑
j∈XΩ

k
|ζjk|≤Ωnew

k

⎛

⎝
∑

j∈XΩ
k

t̂jkζjk

⎞

⎠ = d̃
(
XΩ

k

) −
∑

j∈XΩ
k

t̄jk (7)

This constraint is derived from (3) in which we allow the deviation of uncertain-
ties constrained by Ωnew

k until we reach d̃
(
XΩ

k

)
.

As we want to be the less conservative as possible (that means, in our case,
that Ωnew

k should be as small as possible), the following proposition can be
stated:

Proposition 1. Solving Eq. (7) is equivalent to solve the following continuous
Knapsack problem:

Minimize Ωnew
k =

∑

j∈XΩ
k

ζjk (8)

s.t.
∑

j∈XΩ
k

t̂jkζjk = d̃
(
XΩ

k

) −
∑

j∈XΩ
k

t̄jk (9)

ζjk ∈ [0, 1] ∀j ∈ XΩ
k (10)

As the continuous Knapsack problem is known to be polynomial and can be
easily solved by a greedy algorithm, we can use such algorithm to find the value
of Ωnew

k that satisfies (7).
A similar reasoning can be applied if Γ (Cmax

(
XΩ

)
) > Γ ref and leads to

the same result.
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Based on the previous proposition, our methodology can be summarized into
4 steps:

Step 1: For Ω = (Ωk)k∈{1,...,K}, an optimization module based on a linear solver
provides XΩ an optimal schedule according to the robust model pre-
sented in the previous section [1].

Step 2: Thanks to Discrete Event Systems models and tools, Γ (Cmax

(
XΩ

)
) is

then evaluated. If Γ (Cmax

(
XΩ

)
) ∈ [Γ ref − ε, Γ ref + ε] then the process

stops and XΩ is the required schedule solution, else the third step is
engaged. ε is a parameter that helps to fix the required level of accuracy.

Step 3: For each k ∈ {1, · · · ,K}, the value of d̃
(
XΩ

k

)
that satisfies constraint (6)

is then determined thanks to another Discrete Event Systems module.
Ω is then updated in the Step 4.

Step 4: Thanks to Eq. (7), ∀k ∈ {1, · · · ,K}, Ωnew
k is then computed using the

Proposition 1 and we loop back to Step 1 with Ω = (Ωnew
k )k∈{1,...,K}.

Steps 2 and 3 use models and tools from discrete event systems (DES) [3].
Discrete event systems (DES) allow to model the behavior of a system by con-
sidering its possible states and the possible events (allowing the evolution from
one state to another). The event is an instantaneous occurrence of an action or a
phenomenon in the system environment. The evolution on the event occurrence
can be deterministic when the behavior is known with certainty or stochastic
when the behavior is uncertain and the evolution can lead to different states.
The works of [4–6] have shown that DES are particularly relevant for scheduling
evaluation due to their ability to model the behavior of industrial systems and
perturbations. Indeed, DES allow to represent many dynamic features such as
the communication between the elements of the workshop (jobs, resources), the
time and the probabilistic behavior of perturbations. Many stochastic discrete
event system languages allow to model these characteristics: Stochastic Petri
Nets [7], Stochastic automata [8], Stochastic Automata Networks [9].

The method for evaluating the impact of a set of perturbations on a given
schedule uses the approach proposed by [4]. The approach models the character-
istics of the workshop (operations, resources), and the probability distribution
associated to the perturbation by a discretization of this one and allows the
evaluation of different elements: the robustness indicator Γ (Cmax

(
XΩ

)
) as in

step 2, the minimal duration d̃
(
XΩ

k

)
as in step 3, . . .

4 Case Studies

4.1 A Simple Instance

In this first application, 10 jobs are considered. These jobs can be executed on two
unrelated parallel machines (the problem is R2||Cmax). Γ ref is fixed to 90% and
ε is fixed to 1% such that Γ

(
Cmax

(
XΩ

))
has to be in [89%, 91%] for concluding

to the acceptability of the solution XΩ . We applied the two approaches defined
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(from [2] and the presented one) by starting with Ω = [0, 0] (meaning that no
uncertainty is considered).

The Table 2 summarizes the results by giving the extremal iterations of the
combined approach presented in [2]. Two solutions are explored during the dif-
ferent iterations. The solution X1 allocates the first machine to jobs 1, 4, 6, 7,
8 and the second machine to jobs 2, 3, 5, 9, 10. The solution X2 allocates the
first machine to jobs 1, 4, 6, 7, 8, 10 and the second machine to jobs 2, 3, 5, 9.

Table 2. Obtained iterations for R2||Cmax with the approach from [2]

Iteration i Ω Solution Ωnew

XΩ Cmax

(
XΩ

)

0 [0, 0] X1 12 [0.10, 0.18]
...

...
...

...
...

10 [0.53, 0.66] X1 13.98 ∅

Table 3. Obtained iterations for the problem R2||Cmax with our approach

Iteration i Input Ω Step 1 Step 2 Step 3 Step 4

XΩ Cmax

(
XΩ

)
Γ

(
Cmax

(
XΩ

)) [
d̃

(
XΩ

k

)]

k∈{1,2}
Ωnew

0 [0, 0] X1 12 0.65 [13, 14] [0.50, 0.66]

1 [0.50, 0.66] X1 14 0.90 ∅ ∅

We can conclude that the improved approach finds the right solution in the
first iteration (as Γ

(
Cmax

(
XΩ

))
= 90%, it is not necessary to update Ω and

to run a new iteration). Thus, the improved method decreases drastically the
number of necessary iterations for converging to a comparable solution.

4.2 A More Complex Instance

We consider 30 jobs which can be executed on 6 uniform machines (the problems
is Q6||Cmax). The machines are such that the first machine is the fastest and
the sixth is the slowest. Γ ref is fixed to 90% and ε is fixed to 1%.

We applied the two approaches by starting with Ω = [0, 0, 0, 0, 0, 0].
The Fig. 1 presents the evolution of the average value of Ω and Γ (Cmax

(
XΩ

k

)
)

according to the iteration when applying the two approaches. First, it can be
observed that even after 10 iterations, the targeted performance Γ ref is not
reached when applying the approach of [2] and Γ

(
Cmax

(
XΩ

k

))
remains low.

Moreover, Ω increases very slowly when applying the approach of [2] in compar-
ison with our approach. We can postulate that a lot of iterations is still necessary
for reaching the target when applying the approach of [2].
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Fig. 1. Comparison of the results when applying the two approaches

Table 4. Obtained iterations for the problem Q6||Cmax with our approach

Iteration i Input Ω Step 1 Step 2 Step 3 Step 4

XΩ Cmax

(
XΩ

)
Γ

(
Cmax

(
XΩ

)) [
d̃

(
XΩ

k

)]

k∈{1,2}
Ωnew

0 [0, 0, 0,

0, 0, 0]

X0 926 3.6% [968, 969, 974,

971, 976, 979]

[2.67, 2.80, 2.50,

2.50, 2.23, 2.18]

1 [2.67, 2.80, 2.50,

2.50, 2.23, 2.18]

X1 973 91.1% [972, 970, 971,

973, 973, 976]

[2.67, 2.67, 2.39,

2.50, 2.26, 2.32]

2 [2.67, 2.67, 2.39,

2.50, 2.26, 2.32]

X2 972.72 90.3% ∅ ∅

The Table 4 detailed the iterations when applying our improved approach.
After the first iteration, the obtained value of Γ

(
Cmax

(
XΩ

))
is lightly too high

such that a second iteration for adjusting the values of Ω is necessary. The second
iteration allows to reach the targeted performance. If we accept to degrade the
optimal deterministic makespan (Cmax = 926 with the solution X0) of only
5%, then it is possible to guarantee this makespan despite the uncertainties
with a probability of 90% giving a good compromise between optimality (Cmax)
and robustness (Γ ). This confirms globally the results obtained with the simple
instance: the improved approach permits to converge faster to a robust solution.

5 Conclusion and Perspectives

We have proposed an approach combining robust mathematical programming
and Discrete Event Systems models for the building of a robust scheduling on
parallel machines. This allows to reach the level of robustness desired by the
decision-maker by finely assessing the degree of robustness of the solutions pro-
vided by the optimization module, regardless of the probability distributions
that follow the uncertainties on the model input data. The probability distribu-
tion associated to the uncertainties are supposed independent but not necessarily
symmetrical. Experiments on two instances show that our approach permits to
converge quickly to a robust schedule and improves the rate of convergence of lit-
erature’s methods. Several perspectives to this work can be considered. First, at
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short term, a more specific distribution of levels of robustness can be considered,
taking into account, for example, the configuration of the production system,
the criticality of certain machines (for instance, requiring greater robustness for
bottleneck machines, . . . ). It would also be interesting to consider dependent
probability distributions associated to the uncertainties. Long term perspectives
will concern the extension of this approach to more complex shop scheduling
problems as flow shop, job shop or hybrid flow shop.
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Abstract. This study tackles an unrelated parallel machines reschedul-
ing problem. Sequence and machine dependent setup times and limited
resources are taken into consideration. The study focuses on the objective
of proposing an efficient and stable rescheduling solution. The resolution
approach is explained and illustrated. Different indicators to optimize the
rescheduling planning are tested and results are analyzed. The problem
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1 Introduction

The purpose of this paper is to propose a method to adapt the production
scheduling when disruption occurs. The stake is to have a limited impact on the
workshop organization and the productivity performances.

The workshop considered in this study is composed of unrelated parallel
machines with machine and sequence dependent setup times. Two types of lim-
ited resources are considered: number of operators available that limits the num-
ber of parallel machines able to run at the same time and number of adjusters
that limits the number of setup. Each adjuster can do only one setup at a time.
The objective is to reschedule a known number of jobs after a disruption.

An initial production planning is provided by a scheduling algorithm already
implemented with cmax minimization. However, perfect production conditions
are very unrealistic, disruptions can occur and the initial planning may no longer
be up to date. The different disruptions that can occur in this problem are:

– Arrival of a new job
– Deletion of a job
– Machine breakdown
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– Lack of human resources (operator or adjuster)

The rescheduling objective is to find the best possible planning to finish all the
jobs as soon as possible by keeping stability in the planning initially provided and
integrating work in progress information. This is why this study is focused on the
objective of maximizing performance (min cmax) while maintaining stability.

This problem stems from a real case encountered in textile industry, facing
the industry 4.0 revolution. The development of online-business requires more
and more flexibility and reactivity, specially with the COVID 19 crisis context
as e-business have greatly increased (+100% in 2020). The adaptation needed is
reflected in the entire process of the clothing manufacturing industry from the
knitting of the fabric to the assembling stage.

The rest of the study is organized as follows. Section 2 gives a literature
review on this kind of problem. Section 3 provides contribution of this study with
the exposition of resolution method. The next section gives results obtained. A
conclusion end up the study in Sect. 5.

2 State of the Art

In the literature, only two works tackle problems on the same type of system
studied in this paper. Work of Berthier et al. [4] deals with a dynamic layout
problem in the same industrial environment. The importance of flexibility in such
workshop may be encountered at a tactical level. In [5], the authors propose a
complete study of the scheduling problem (MILP and AG) to deal with cmax

minimization in such systems.
In fact, often, real-world scheduling problems are dynamic systems and they

need to respond to exogenous events [6]. Different rescheduling approaches are
proposed in the literature.

The first one is to use a standard scheduling method with the new data after
disruption. This can rich high quality solution on the performance objective.
However, solution stability is not guarantee [10]. On real life production, getting
a totally different schedule is very unfavorable to a good workshop organization
and management.

The second one is to use a proactive scheduling. This is generated by inserting
idle time between the pre-scheduling activities, enabling the disruptions to be
smoothed out through the system in order to maintain the schedule quality [1].
Stochastic approaches are an other way to do it [13].

The last one is reactive scheduling, commonly referred to as rescheduling.
It is a procedure to modify the existing schedule during processing to adapt to
changes in a production or operational environment. Kim [8] recently studies a
rescheduling problem of unrelated parallel machines with job-dependent setup
times under forecasted machine breakdown.

To briefly review some authors that tackle similar problems in literature: [16]
consider an hybrid flowshop with random disturbance and develop and implement
a heuristic on an expert system software. In [11] incoming workflows to be executed
on a large-scale distributed system are modeled as directed graphs, where tasks
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may fail their computations. Heuristics for the problem have been implemented
in a specific application simulator. In [14] a steel making continuous caster pro-
cess is considered with uncertain tasks and a Lagrangian Decomposition method
is developed to solve it. [17] consider a flexible job shop with partial and total
rescheduling to deal with rush orders, job cancellations and machine breakdowns.
Finally, [3] tackles a dynamic job shop with new orders, rush orders, order cancel-
lations, due date changes and machine breakdowns. Rescheduling is event driven
and it is carried out considering different criteria in lexicographic order.

On a majority of studies, contrary to scheduling problems, the complexity
comes from the combination of two conflicting objectives. Rescheduling problems
are taken into consideration: performance and stability measurements. Multiple
indicators in the literature are proposed. The definition and use of appropriate
performance metrics or quality indicators is crucial. Currently, there are many
proposed metrics [7] that can be classified into unary, which assign each non-
dominated set a number that reflects a certain quality aspect, and binary, which
assign a number to a pair of Pareto approximations. However, each industry has
its own characteristics that involves specific indicators. For example, stability
can be evaluate by the number of jobs processed on different machines in the
original and new schedules [2]. Other approaches defined stability in terms of
deviation of job starting times between the original and revised schedules and
the difference of job sequences [9,12].

3 Resolution Method

The contribution of this study is to explore multiple evaluation metrics of the
rescheduling solution. First, instances are randomly generated and schedule with
the genetic algorithm developed by Berthier et al. [5]. This algorithm is based
on makespan minimization. The entire production has to be finished as soon
as possible without any priority under the time horizon. Then, disturbances are
generated. The new problem is to reschedule with two conflicting objectives: keep
a good performance but also guarantee stability. The flowchart of the resolution
approach is given in Fig. 1.

Fig. 1. Flowchart of the resolution approach

The stability in rescheduling is more complex to evaluate than cmax evalua-
tion. This study focuses on the measurement of the number of machine assign-
ment differences between the initial scheduling and the rescheduling planning for
each job. To illustrate this, an example is given in the following. This example
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does not take human resources limitation into consideration. Table 1 gives the
processing time pmi of each machine m = (1...M) for each job i = (1...N) per
unite and the quantity of each job is given in the last row of the table. Table 2
gives the setup times between jobs i = (0...N) and j = (1...N) on machine
1, 2 and 3. Figure 2 shows the result of the example instance scheduling. The
cmax value reached is 29. Now, supposing that M2 becomes unavailable from
time 7 to time 37. If jobs 4 and 5 are shifted after the disruption, the cmax

value is increasing up to 54 but stability measurement is equal to 0: no job is
machine changed (Fig. 3). But if machine job assignment is change as in Fig. 4,
the stability indicator is degraded to 2. However, the performance measure cmax

is improve to 42.
This stability indicator is explored in different combinations and analyzed

in order to get the most pertinent and efficient rescheduling planning to the
company. These indicator can be compared to a limit parameter. If the limit is
crossed, the objective function is penalized. This allows a tolerance and plays up
on the performance objective.

Table 1. Processing
times pmi

pmi 1 2 3 4 5 6

M1 6 3 5 4 7 5

M2 4 4 9 3 5 4

M3 5 2 7 4 6 6

Quantity 3 5 2 4 2 3

Table 2. Setup times smij

s1ij 1 2 3 4 5 6 s2ij 1 2 3 4 5 6 s3ij 1 2 3 4 5 6

0 1 3 2 2 4 1 0 3 4 2 1 3 3 0 1 2 3 4 5 2

1 0 1 2 4 3 1 1 0 2 3 3 4 4 1 0 3 5 1 1 3

2 1 0 4 4 1 4 2 2 0 1 1 4 2 2 4 0 3 1 1 1

3 2 4 0 3 3 3 3 4 3 0 4 3 4 3 2 1 0 2 2 1

4 3 2 4 0 1 2 4 4 4 2 0 1 1 4 1 2 3 0 2 2

5 4 4 3 3 0 4 5 1 2 4 3 0 4 5 1 1 1 2 0 1

6 4 1 1 2 1 0 6 2 3 2 3 2 0 6 1 2 2 1 3 0

Fig. 2. Initial scheduling of the example
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Fig. 3. Rescheduling example after machine unavailability with stability equal to 0

Fig. 4. Rescheduling example after machine unavailability with stability equal to 2

3.1 Instances Generator

In order to have several instances of characteristics close to the real data, an
instance generator has been developed. Instances can be used to analyze the
different indicators under different parameter conditions on the rescheduling
tool.

The random generation is established as follows with different probability
laws on each step. The generation is divided into two main parts:

– Generation of initial instances that will be scheduled using the scheduling
genetic algorithm of the previous study with this industrial partner

– Generation of disturbances on this solution

Table 3 details the different step to generate an instance inspired from [15]. Each
instance is generated with the probability law indicated in Table 3. The data
generated are the number of jobs to schedule, machine eligibility for each job,
processing times and setup times. This instance is scheduled with these initial
data. After that, one disturbance for this instance is generated randomly among
the four disturbance types. The rescheduling process used in this study is event-
driven. Each time a disturbance occurs, rescheduling is triggered. Only one dis-
turbance is generated for each instance. After disturbance, the new availability
of each resource has to be calculated. In the example of Fig. 3, when disturbance
occurs at time 7, M1 (resp. M3) is unavailable until time 16 (resp. time 16) to
finish job 6 (resp. 1). Taking into consideration M1 and M3 availability and the
unavailability of M2, the instance is rescheduled.
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Table 3. Instances random generator

Step number Detail Probability law

Instances to scheduling operation

1 Number of jobs to schedule Uniform [50;350]

2 For each job, number of
machines eligible (max 5 machines)
and machines affectation

Discrete
P(1) = 0.4; P(2) = 0.3; P(3) = 0.15;
P(4) = 0.1; P(5) = 0.05

3 For each job on each machine eligible,
the processing time

Uniform [450;2500]

4 For each job on each machine eligible,
the setup time a ∗ min(pmi, pmj)
where a = U(A;B)

Uniform
[A;B] = [0.01;0.1]; [0.05;0.1]; [0.1;0.2];
[0.1;0.2] or [0.2;0.5]

Disturbed instances to rescheduling operation

5 The kind of disturbance (4 types)
1. Arrival of new job; 2. Deletion of a job;
3. Machine breakdown; 4. Lack of human
resources

Discrete
P(1) = 1/4; P(2) = 1/4
P(3) = 1/4; P(4) = 1/4

6 Disturbance date Uniform [0;cmax]

7 Calculation of resources availability to determine
the minimum starting date on each resource

3.2 Objective Functions

The resolution method is based on the same genetic algorithm (GA) used in [5].
The solution representation uses in this GA is given in Fig. 5. The representation
chosen is an array table with two rows and as many columns as scheduled jobs.
In the first row, each job is assigned once and the order will be the sequencing
decoding order. The machine assigned for each job is indicated in the second row.
To initialize the population of solution, as in numerous papers, a randomized
initialization is used.

Job 6 4 3 5 1 2
Machine 1 2 3 2 2 3

Fig. 5. Solution chromosome example

Only the objective function is changed. Different objective functions have
been studied in this paper. The first goal of planning rescheduling is to keep the
efficiency of the solution, which corresponds to the optimization of the makespan
value (cmax). This is still the main objective, as performance is more important
than stability for the industrial partner. Thus, the first objective function studied
is only to minimize the value of cmax. The other objective functions are composed
of two elements to optimize: the cmax and a metric to guarantee as much as
possible the stability between the initial planning and the rescheduling one. The
indicator of stability chosen is the number of assignment job/machine differences.
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A penalty cost is used for stability, to allow a tolerance threshold. A fixed number
of disturbance over the total number of jobs can be tolerated. When changes
occur right after the rescheduling date, it can disturb the organization already in
place: setups are made, workers already have information about what they have
to do next. However, when changes occur at the end of the horizon, the schedule
can change. So it is not really disturbing. Finally, seven objective functions are
compared, each one is linear combination:

1. Minimization of cmax

2. Minimization of cmax and assignment differences
3. Minimization of cmax and penalty if assignment differences are up to 10% of

jobs
4. Minimization of cmax and penalty if assignment differences are up to 30% of

jobs
5. Minimization of cmax and penalty if assignment differences are up to 50% of

jobs
6. Minimization of cmax and penalty if assignment differences occur less than

24 h after rescheduling date
7. Minimization of cmax and penalty if assignment differences occur less than

48 h after rescheduling date

4 Results

60 instances with different disturbances have been generated. The average size
of instances is 189 jobs to schedule initially. For each instance, all the objective
functions have been applied and compared. After disturbance, 111 jobs in average
has to be reschedule. The disturbance date is generated in average at 26% of
the cmax value of the initial schedule optimization. Instances have been grouped,
related to the type of disturbance. For each group, results are the average of the
solution evaluation. Table 4 shows for each group of instances, the performance
objective cmax reached when it is the single objective function. Stability value of
the solution is the reference to evaluate the other objective functions (Sect. 3.2).
This value is calculated as follow: for each job i, if the initial machine assignment
is different than after rescheduling, ai = 1, else ai = 0. The value in Table 4 is:∑N

i=1 ai. For performance and stability, standard deviation are given. Depending
on the disruption and instance data, performance and stability may be affected
in different ways. Distribution of performance (cmax) are given by box plots
(Fig. 6). The performance value distribution change from one group to another.
Averages and minimum are still very closed but maximum and quartiles diverge.

In Table 5, the results with the application of the six other objective func-
tions are given as deviation compared to the references. It can be observed that
the efficiency objective is not very degraded compared to when it is the only
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Fig. 6. Performance value distribution for each type of disturbance

one optimize. However, the stability is considerably increased by up to 97%
when job/machine assignment differences are taken into consideration. As pre-
viously, for each job i, if the initial machine assignment is different than after
rescheduling with the specific objective function, bi = 1, else bi = 0. The stability
value in Table 5 is calculated by: (

∑N
i=1 bi −

∑N
i=1 ai)/

∑N
i=1 ai. If the stability

value is 0%, it means that the number of job assignment changes is the same
than rescheduling optimization when stability are not considered. For instance,
for group Arrival of a new job, if in Table 5, stability value reaches −100%,
it means that 40 jobs has no assignment changes compared to initial schedul-
ing planning. When the value is superior to 0%, it means that more machine
assignment changes are generated than in the reference rescheduling solution. It
happens when assignment changes penalized only beyond a large percentage of
jobs (Table 5, Arrival of a new job, objective function 4 and 5).

Table 4. Results reference on optimization of cmax for the different disturbances

Objective function Instance size 1

Disturbance Initial number of jobs Performance Stability

Arrival of a new job 183 ± 101 23 129 ± 22 068 40 ± 27

Deletion of a job 204 ± 57 21 492 ± 11 212 23 ± 26

Machine breakdown 181 ± 87 21 607 ± 17 964 43 ± 40

Lack of human resources 188 ± 59 18 966 ± 11 188 27 ± 27

Total 189 ± 72 20 786 ± 14 626 32 ± 31
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Table 5. Efficiency and stability results with the different objective function for the
different disturbances

Objective function 2 3

Disturbance Performance Stability Performance Stability

Arrival of a new job 5% ± 9 −96% ± 6 8% ± 13 −67% ± 33

Deletion of a job 5% ± 9 −100% ± 1 1% ± 3 −67% ± 40

Machine breakdown 8% ± 14 −98% ± 4 0% ± 6 −59% ± 47

Lack of human resources 6% ± 13 −96% ± 10 1% ± 6 −54% ± 60

Total 6% ± 12 −97% ± 7 2% ± 7 −60% ± 49

Objective function 4 5

Disturbance Performance Stability Performance Stability

Arrival of a new job 3% ± 7 13% ± 39 2% ± 5 13% ± 85

Deletion of a job 0% ± 7 −56% ± 47 0% ± 6 −56% ± 47

Machine breakdown 0% ± 6 −40% ± 49 0% ± 4 −56% ± 52

Lack of human resources 1% ± 5 −18% ± 55 1% ± 4 −21% ± 60

Total 1% ± 6 −27% ± 49 1% ± 5 −29% ± 63

Objective function 6 7

Disturbance Performance Stability Performance Stability

Arrival of a new job 4% ± 15 −58% ± 47 5% ± 13 −61% ± 48

Deletion of a job −2% ± 5 −65% ± 42 −1% ± 7 −62% ± 45

Machine breakdown −2% ± 6 −57% ± 49 2% ± 6 −68% ± 40

Lack of human resources 1% ± 6 −70% ± 40 1% ± 5 −67% ± 55

Total 0% ± 8 −64% ± 43 1% ± 8 −65% ± 48

5 Conclusion

The originality of the problem studied in this paper is the specific application to
the textile industry. New evaluation methods of stability in rescheduling problem
have been tested in order to offer the industrial partner an efficient solution. The
continuity of this study is to allow to the company to reschedule the workshop
production every time an unpredictable disruption occurs. The method has to
be tested on real instances. It is the next step of this study with the industrial
partner. Generated several disruptions on same instances is an other perspective.
It is a very important prerequisite to have an agile and reactive production plan.
It is also a first step on the road to the 4.0 factory transformation. Different
evaluation functions have been tested and evaluated thanks to a random instance
generator. With random generated data similar to real material, the company
will be able to choose the evaluation scenario most appropriate to rescheduling,
knowing the impact on both efficiency and stability. To future perspective, the
Pareto front can be determine in order to let the industrial choose the solution
between a set of solutions that is the most pertinent.
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Abstract. Elaborating some Master Scheduling Programs to maximize
the customer product demands in respect to the different logistics costs
and optimizing maintenance policies are classically addressed indepen-
dently by two scientific communities whose interests may in some cases
diverge. The objective of this paper is to build, based on recent contribu-
tions from the field of maintenance optimization, an integrated optimiza-
tion approach for tactical production plans and maintenance decisions.
This goal of integrating as much information as possible into more holis-
tic approaches and more relevant decisions is clearly one of the challenges
that can be found in the precepts of the “Industry of the Future”. In this
paper, we propose, through a modeling of the effects of the degradation
of the production system on its production efficiency, to show a benefit
of the simultaneous consideration of both concerns. Feasibility criteria
are also proposed to ensure the robustness of given tactical plans against
the hazards of degradation and failure of the production system.

Keywords: Tactical planning · Predictive maintenance · Faisability
criterion · Stochastic simulation-based approach

1 Introduction

Tactical Production Planing problems are often modelled by so-called “Lot-
Sizing” models which are based on an estimated capacity of the production
system. This leads to plans that are at best sub-optimised, at worst unfeasible,
and many studies have attempted to refine this estimate by taking into account
operational constraints, in particular by integrating scheduling constraints [1].
Nevertheless, few researches take into account the impact of the ageing of this
system and the loss of capacity caused by maintenance operations, whether pre-
ventive or curative. Moreover, when maintenance is considered, it is only seen as
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a capacity-consuming activity (when maintenance models are based exclusively
on lifetime laws, block or age-based policies can be used to define periodicity con-
straints that facilitate capacity reservation [2]). Planning maintenance therefore
amounts to determining the best compromise between minimising disruption to
production and guaranteeing reliable performance at the lowest cost. But, if we
consider that ageing performance can vary according to the use and the opera-
tions carried out, it is possible to differentiate degradation behaviours according
to the items whose production is planned. Thus, we see an interdependence
between the two types of planning: maintenance decisions are made according
to the planned production as planned production is a function of the mainte-
nance decisions. Thus, just like the production planning process, maintenance
planning is also a performance lever for the production system and it makes
sense to consider them into an integrated process.

In the search for performance and the associated instrumentation of produc-
tion tools, conditional type approaches for which the maintenance decision is
defined according to a health state estimated with the information collected on
the system [3], are based on state indicators (typically the performance level of
the system) or prognosis indicators such as the Residual Lifetime (RUL). These
indicators allow to define optimality structures for maintenance decision policies.
The use of the Residual Lifetime clearly serves as a basis for predictive mainte-
nance whose importance is growing in the context of Industry 4.0. That is why,
from [4], we propose a new methodology based on this indicator (more precisely
on a reliability threshold estimated over a production period instead of a limit
degradation level).

2 Problem Modeling

In order to provide feasible production plans, tactical production planning
requires a good estimate of production capacities. However, these estimates may
vary throughout the planning horizon, especially due to degradation of pro-
duction resources that may lead to decreases in machine efficiency but also to a
range of breakdowns. Thus, in a first part we give a general lot sizing model with
finite capacities which allows to obtain different production plans (end items as
well as components). It is known to be the classical model which extends mate-
rial requirements planning (MRP) concept by taking into account production
capacities [5]. Then we will detail in a second part the way we model the loss of
performance related to the degradation of machines.

2.1 The Tactical Planning Model

The dynamic multi-level capacitated lot-sizing problem (MLCLSP) was intro-
duced in [6]. Here, we detail the formulation given by [7]. Parameters and decision
variables of the model are summarized in Table 1.
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Table 1. Notations of the MLCLSP

Index sets

N : Set of items, N = {1, · · · , N}
T : Set of periods, T = {1, · · · , T}
Si : Set of direct successors of item i in the Bill Of Material (BOM)

Parameters

aij : Quantity of item i directly required to produce one unit of item j

Ct : Available capacity of production system at period t

Di,t : External demand of item i at period t

hi : Unitary holding cost of item i per unit and period

si : Setup cost of item i

pi : Production time per unit of item i

bi : Setup time of item i

li : Planned lead time for item i

Variables

Xi,t : Binary setup variable of item i at period t

Qi,t : Production quantity of item i at period t

Ii,t : Inventory of item i at the end of period t

Thus, we can write the model as follows:

Minimize
∑

t∈T

∑

i∈N
(siXi,t + hiIi,t) (1)

s.t.

Ii,t = Ii,t−1 + Qi,t−li −
∑

j∈Si

aijQj,t − Di,t ∀(i, t) ∈ N × T (2)

∑

i∈N
(piQi,t + biXi,t) ≤ Ct ∀(k, t) ∈ K × T (3)

Qi,t ≤ CtXi,t ∀(i, t) ∈ N × T (4)
Qi,t, Ii,t ≥ 0 ∀(i, t) ∈ N × T (5)
Xi,t ∈ {0, 1} ∀(i, t) ∈ N × T (6)

(1) is the logistic costs we seek to minimize. (2) is the inventory balance con-
straint and (3) is the capacity constraint concerning production and setup time.
(4) ensures that production of item i takes place at period t, only if the resource
is setup for this item. (5) and (6) are positivity and integrity constraints.

In such a model, it can be seen that pi, the capacity consumed to produce
one item i, is independent of the performance level of production system. The
aim of the next section is to explain the way we use to tackle fill this gap.
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2.2 Modeling of the Performance Degradation for Production
System

Here, we consider that the production system degrades as it is used: this degra-
dation results in a loss of real capacity by increasing operating times. We denote
xτ the effective performance rate at workload level τ since the last preventive
maintenance, which we assume to be measurable for all τ . We also assume that
the degradation of this rate is a continuous, workload-dependent, increasing
stochastic process and that its expectation is a function of the load induced by
the manufactured product (its unit processing time).

More formally, we note {Xτ , τ > 0} the stochastic process modeling the evo-
lution of the degradation of the performance rate of the production system
where τ represents the workload already processed by the production system.
We assume that at the new state (X0) the rate is equal to 1 and that the process
is strictly decreasing until 0 (state in which the machine is so degraded that it is
not able to produce anymore). We suppose that on an interval [τ, τ + Δτ ], the
loss of performance is modeled by a random variable which follows a Gamma dis-
tribution Γ (αΔτ, β) where α and β were previously estimated. This modelling
in the form of a homogeneous gamma process is classical in maintenance [8].
However, as the operating times are particularly low with respect to the plan-
ning horizon, we assume in our modeling that the performance rate is constant
during the manufacturing of a product unit and that its evolution only occurs
at the end of the production of this unit.

As previously mentioned, we also take into account the increase in the dura-
tion of the operating times as a function of the level of the performance rate of
the system. More precisely, if xτ represents the performance rate of the produc-
tion system at the load level τ , we note pi (xτ ) the unit production capacity of
an item i associated with this rate and we will thus have, for a non-maintained
system, pi (xτ ) the production capacity of an item i associated with this rate:

– xτ+pi(xτ ) < xτ ,
– pi

(
xτ+pi(xτ )

)
≥ pi (xτ ).

We also take into account the failures (breakdowns) of the production sys-
tem, failures that we always assume to be cataleptic and requiring corrective
maintenance (that takes CCorr units of capacity) to get the system back on line.
We assume that these failures are distributed according to a failure rate λ (x)
which depends on the performance rate of the system. Moreover, we assume that
this rate decreases in x. Thus, the lower the performance rate of the system, the
higher the probability of failures. Since we have made the assumption that the
performance rate is constant during the manufacturing of an item, it will be the
same for the failure rate and if the manufacturing of an item i starts at workload
level τ , then the expected number of failures during its manufacturing will be
λ (xτ ) pi (xτ ).

Figure 1 illustrates the modeling of the performance rate for a given produc-
tion period, considering the system as new at the beginning of the period. It can
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Workload τ
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1

0 p1 (x0)p1 (x1) p1 (x2) p2 (x3) + CCorr p2 (x4) p3 (x5) p3 (x6)

CCorr

A tactical planning period

•x0

x1 •
x2 •

x3 •

x4 •
x5 •

x6 •
x7 •

Item 1
Item 2
Item 3

Real performance rate
modeled performance rate
machine breakdown

Fig. 1. Example of a scenario of the realization of a production plan according to the
evolution of the performance degradation

be seen from this model that the integration of the system degradation implies
taking into account the sequencing of the production lots.

2.3 The Performance Indicator: The ε-Reliability

In this section, we define a feasibility indicator that ensures the robustness of
the production plan with a certain level of probability ε. Based on the ε-feasible
indicator provided by [4], we recall the concept of ε-feasibility for one period and
we define the ε-reliability indicator on which we base our proposal.

Definition 1 (ε-feasible Period). A period t ∈ [1, T ] is said to be ε-feasible if
and only if the probability of not exceeding the production capacity (taking into
account all the capacity consumption, including maintenance) is greater than or
equal to ε.

Using this indicator, [4] qualify a production plan as ε-feasible if all its periods
are T

√
ε-feasible. This definition allows them to develop an algorithmic solution

based on the simulation of the entire production plan. However, the obligation
to have an identical probability of success at each period induces a rigidity that
we propose to remove thanks to the ε-reliability.
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Definition 2 (ε-reliable production plan). A production plan is called ε-

reliable if and only if each production period t ∈ [1, T ] is εt-feasible and
T∏

t=1

εt ≥ ε.

Indeed, by using such a definition, we allow more flexibility on the distribution
of the robustness over the periods of the planning horizon while ensuring the
same overall level of robustness of the production plan.

3 Our Approach

Conditional maintenance approaches allow maintenance to be organised as best
as possible, essentially on the basis of the degradation state of the system itself.
A predictive strategy can be seen as conditional maintenance for which the
decision variable is usually a residual life. This residual lifetime is characterised
by a conditional reliability that is a function of this same state. In [4], authors
studied a conditional scheme for which the decision threshold was optimised to
guarantee the best compromise between performance rate and available capacity.
The maintenance decision can then be made at any time during production,
regardless of organisational constraints. Here, we propose to develop a predictive
maintenance policy allowing a restoration of the production system according
to its state of performance while taking into account the customer’s requests
translated in the tactical plan. We will consider that this maintenance can be
done at most once per period and can be carried out either at the beginning
or at the end of the production period, thus joining a number of operational
practices.

Our maintenance policy is based on the ε-reliability indicator. Therefore, at
the beginning of each period t, this allows us to adjust its εt-feasibility according
to the previous periods according to the allocation principle defined below.

Definition 3 (Feasibility allocation). For each period t ∈ [1, T ], we define

εt = T−(t−1)
√

ε

t∏

j=1

FRj (xj−1) (7)

where FRj (xj) is the probability of achieving the production plan at period j
knowing the performance level xj−1 of the production system at the end of man-
ufacturing in precedent period.

Thus, we propose to define a predictive maintenance strategy based on the
estimation of the ability of the system to achieve its production plan at each
period. The maintenance decision is no longer defined on the basis of lifetime or
calendar parameters but is a function of the current state of the system estimated
after the production of each item. Even if its implementation in an operational
context is more difficult than traditional approaches, these predictive approaches,
which are similar to conditional maintenance under certain assumption, offer real
potential for improving performance, particularly in economic point of view [9].
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Then, our methodology can be summarized into five iterative steps:

Step 1: The datas are readen and the lot-sizing model is initialized with the
estimated production capacities Ct for each period t. The effective per-
formance rate for the production system at the beginning is x0.

Step 2: Thanks to the lot-sizing model, an optimal production plan is elab-
orated (by using, for instance, a mixed integer linear program or an
optimization method), t ← 1.

Step 3: 1. εt is computed thanks to the feasibility-allocation formula (7)
2. The production plan is simulated at period t according to the per-

formance rate xt−1 (the performance rate at the beginning of period
t). The probability of achieving the production plan at period t
FRt (xt−1) is then computed.

3. if FRt (xt−1) ≥ εt then go to Step 4 else
∗ if there is no preventive maintenance at the beginning of period

t, schedule one: xt−1 = 1. Go back to 2.
∗ if there is a preventive maintenance at the beginning of period t,

Ct is the decreased and the lot-sizing model is updated. Got to
Step 2.

Step 4: xt is computed as the median of all observed performance rates at the
end of period t thank to the simulation model. t ← t + 1. Go to Step 5

Step 5: If t = T + 1 then Stop (a feasible plan has been elaborated) else go to
Step 3.

At each period t, in the simulation process two kinds of maintenance are con-
sidered:

– If a failure occurs, minimal corrective maintenance (with no effect on the per-
formance rate of the production system) is performed (in this case a capacity
consumption corresponding to the maintenance time) and a corrective main-
tenance cost is added.

– If a preventive maintenance occurs, then a capacity consumption correspond-
ing to the maintenance preventive is taken into account and a preventive
maintenance cost is added.

Figure 2 sketches our methodology.

4 A Software Tool

To improve the applicability of our approach in an industrial context or at least
to get their feeling, the algorithm is directly implemented in a computer program
with an ergonomic and user-friendly interface. The final results are numerically
and graphically presented.

This interface is divided into four modules:

1. a data management module for loading, saving or importing data from an
external database;

2. a tactical planning process module for building and optimising the mathe-
matical model based on instances using, for instance, the Cplex solver;
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No
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No
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No
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Fig. 2. Optimization scheme for the considered predictive maintenance policy

3. a simulation module for estimating the feasibility of production plans;
4. a graphical interface for the specification of the problem with all the param-

eters (capacities, costs, degradation, etc.), the presentation of the intermedi-
ate results obtained during the optimisation procedure and the final solution
through different graphs presenting the associated indicators (Fig. 3).
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Fig. 3. The GUI of the planning tool

5 Conclusion and Further Research

In this paper, a new methodology for integrating tactical planning and mainte-
nance has been presented. Using a model of the performance level of the pro-
duction system thanks to degradation or ageing of the production system on
the capacity consumed for manufacturing, and based on a new indicator called
ε-reliability, an original maintenance strategy, based on considerations devel-
oped in a predictive maintenance context, has been proposed. A Feasibility-
Allocation process has been designed in order to ensure a certain robustness
level for elaborated tactical plans. Thus, our model extends classical approaches
combining production and maintenance essentially focused on the unavailability
times generated by preventive maintenance, with a stronger contribution on the
interaction between the system degradation and its productivity. This has been
integrated into a demonstration software platform for industrial purposes.

The model presented opens up many areas of development for future work in
both the modelling and optimisation fields. One of the first points that would be
interesting to address is the possibility of modulating the maintenance decision
rules in order to offer the possibility of an optimised positioning of preventive
maintenance according to opportunities linked, for example, to changes in series
time or others. As we pointed out that scheduling has an impact on the per-
formance level of the production system, integrating sequencing decision on the
manufacturing of each production lot could be an interesting area of improve-
ment. Another perspective of research could be to develop a model for which
the preventive maintenance decision is not restricted to a total recovery of per-
formance but to define the effectiveness of the operation to be implemented
according to the capacities not consumed by the production plans, the effective-
ness being able to be correlated with an effective maintenance time. On the field
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of optimisation and more precisely on the criteria to be taken into account, even
if the feasibility partially captures the volatility of the global planning problem,
it could be interesting to extend the average maintenance criteria.
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Abstract. Contemporarymanufacturing companies pay a lot of attention to prod-
uct quality as this aspect affects directly their competitiveness, productivity and the
reputation of the company. Traditional quality improvement methods such as Six
Sigma, Lean etc. seems unable to cope with the market’s quality standards. Con-
temporary technological advancements allowed the successful implementation of
ZeroDefectManufacturing (ZDM)which is replacing traditional quality improve-
ment methods. According to a recent review article ZDM can be implemented in
two ways the product oriented and the process oriented approach, but there is no
clear understanding of the advantages and disadvantages of each approach. The
current research proposes a methodology for quantifying the performance of each
approach. To accomplish that a set of ZDM parameters is defined to describe the
problem and the proposed methodology is applied on a specific industrial use case
in order to enumerate the ZDM parameters. The results from the application of
the proposed methodology will assist manufacturers and researchers to select the
most suitable approach to their specific case in order to achieve sustainable man-
ufacturing. The results showed that the performance of either product or process
oriented approach is heavily depending on the input parameters and use case.

Keywords: Zero Defect Manufacturing · ZDM · Product oriented · Process
oriented · Quality management

1 Introduction and State of the Art

Contemporary manufacturing companies pay a lot of attention to product quality as
this aspect affects directly their competitiveness, productivity and the reputation of the
company [1]. Low quality products may have numerus negative implications for a man-
ufacturing company such as direct economic losses or increasing of the negative envi-
ronmental impact of the production system. At the same time there can be also indirect
economic losses due to customer dissatisfaction, which can have severe impact to the
profitability of a manufacturing company [2, 3]. Therefore, manufacturers must imple-
ment at least one Continues Improvement (CI) method, such as Lean manufacturing,
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Six Sigma etc. in order to ensure that the produced products are of high quality and
the performance of the production at acceptable levels [4]. Traditional CI methods are
widely used in the manufacturing domain but because of their design are struggling to
cope with the current needs of the market [5]. In a recent literature review paper the
characteristics of the traditional quality improvement methods were analyzed and their
enabling factors and barriers were identified ending to the conclusion that there is a need
for new quality improvement methods that can reach higher levels of sustainability [6].

Contemporary technological advancements allowed the successful implementation
of an approach called Zero Defect Manufacturing (ZDM) [7, 8]. The implementation
of ZDM can offer to manufacturers possibilities that previous CI methods were unable
to provide [8] and at the same time improve the performance of a system. ZDM is
implemented using four individual strategies named “detect”, “predict”, “repair” and
“prevent” as described by Psarommatis et al. [8]. Those strategies and their connections
between them can be seen in Fig. 1. A key feature of ZDM is the fact that for every
quality oriented event whether it is detection or prediction a mitigation action must be
performed. Doing that it can be assured that at the end of the production there are only
acceptable parts and no defected products will end to the customers.

Detection Prediction

Repair Prevention

Triggering factors

Actions

Zero Defect Manufacturing 
Implementation  

Cloud

Cyber-
Physical 
Systems

Machine 
Learning

Zero-Defected Products
Zero-Waste

Physical & Virtual

Result

Quality 
Costs

Fig. 1. ZDM implementation strategies
[8]

Fig. 2. ZDM product and process approaches [8]

ZDM utilizes many of the tools and methods that traditional quality improvement
methods are using, but the biggest difference is the addition of the “prediction” approach
and therefore it is able to offer more efficient prevention actions, serving the objective
“do things right the first time”. Because of the uncertainty that manufacturing systems
have defects are an unavoidable phenomenon, ZDM utilizes the predictive techniques
to aim for the best solution but it also utilizes corrective and preventive techniques to
act in case of a defect. Using all three techniques corrective, preventive and predic-
tive can significantly increase the level of efficiency and sustainability, something that
manufacturing companies are keen to achieve [9].
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ZDMapproach can be implemented on both the product and process level, something
that is not the case for traditional quality improvement methods which are implemented
only on the process level [6, 10]. Figure 2 illustrates the product and process approach
that ZDM can implement [8]. The difference is the starting point of the implementation
of the ZDM. On the one hand product ZDM starts from the investigation and analy-
sis of the quality of the product and in case of abnormalities are identified, then the
process/machine is investigated. On the other hand, the process ZDM starts from the
investigation and analysis of the health of a machine and, by extend, the process and,
again, if abnormalities are observed the quality of the produced product is investigated.
In both approaches the same steps are followed but in different order. The result from
both approaches is the same, which is achieving ZDM. What is important is that for
the successful implementation of ZDM data from both the product and process levels
must be taken [11] regardless the ZDM approach. Early studies in ZDM presented high
quality solutions utilizing data from both the product and process level without differen-
tiating them [12]. In fact many studies have been performed using one of the two ZDM
approaches with significant results [13, 14], but without maximizing their results from
selecting the most effective ZDM approach for their use case.

Contemporary manufacturing companies are mainly focusing on the number of
products they produce, acquiring new customers, increasing distribution networks, and
preparing for next season without considering the severity of the cost of poor product
quality [15]. This cost includes both internal and external costs, from the direct costs
arising from a defective product to the disruption of the consumer relationships and
company’s reputation [16]. Poor quality costs can be classified to the following cate-
gories: rework costs, freight costs, chargebacks, product returns and loss of sales [17,
18]. According to the American Society for Quality (ASQ) companies lacking effective
quality management often have a cost of poor quality equal to 20% of sales or more [19].

To the authors’ best knowledge all the studies implementing ZDM are selecting an
approach without evidence of its superiority than the other ZDM approach. In literature
there is no study that identifies the key parameters that defines the two ZDM approaches
and study their performance. This has as a result researchers and manufacturers to select
either approach according to their experience. Furthermore, the identification and the
definition of the two ZDM approaches was introduced in 2020 by Psarommatis et al.
[6, 8], therefore it is logical that there are no studies on this topic. The last decade
many studies have been performed towards a product oriented approaches [20–23].
Therefore, the current paper aims to provide a methodology for comparing of the two
ZDM approaches and define the parameters that should drive the decision for selecting
either product or process oriented ZDM implementation.

2 Proposed Methodology

In the current chapter the proposed methodology for the generic quantification of the
performance of product and process oriented ZDM will be presented. The goal was to
create a lean method easy to use to support manufacturers and researchers on selecting
the proper approach depending on their specific case for harvesting as much as possible
from ZDM implementation. The first step for establishing the proposed method was to
define the two approaches and identify the key parameters that are involved.
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Table 1 presents the key parameters identified for the formalization of the two ZDM
approaches. Manufacturers implementing quality improvement methods because their
systems are characterized by a certain defect rate (DR) which must be reduced. The
defect rate has direct link with the losses that are arising due to poor quality (PQLR).
The PQLR is also linked with the corresponding profit margin that manufacturers set
to their products. In the product oriented (PRD) ZDM all the products are inspected
therefore the cost of inspection is a key factor on this approach. Furthermore, if defects
are detected then they must be repaired to meet the specification. The inspection process
has a specific accuracy, meaning that some defects might pass undetected according to
that accuracy. When defects are detected the process data are analyzed to identify the
cause of the defect and correct it. The analysis of the process data has a cost which needs
to be included (MDAC).

Table 1. Defined problem parameters

Parameter name Notation Parameter description

Defect Rate DR - Is a percentage that shows how many defects are
estimated that will occur

Profit PRF - Is a percentage illustrating the profit margin that a
manufacturer sets compared to the products production cost

Poor Quality Ratio PQLR - It is a percentage showing the potential losses due to poor
quality compared to the total sales. In this factor the
following aspects are included: freight costs, chargebacks,
product returns and loss of sales

Inspection Cost PIC - It is a percentage showing how much it costs the
inspection per unit of product compared to the unit cost

Machine Data
Analysis Cost

MDAC - It is a percentage showing how much it costs the data
analysis per unit of product compared to the unit cost

Machine Data
Correlation Accuracy

MDA - It is a percentage showing the probability of the accuracy
of the system that correlates machine data with product
defects

Inspection Accuracy IA - It is a percentage showing the probability of being
accurate the inspection equipment and accurately detect a
product defect

Rework Cost RC - It is a percentage showing the cost that is required for
reworking a part compared to the unit cost

On the other hand, the processes oriented (PRS) ZDM as stated by Fig. 2 analyses
all the process data for all the products being produced, which implies a Machine Data
Analytics Cost, MDAC. If abnormalities are detected to the process data, inspection is
performed to the related parts. If the inspection results to a detection of a defect, this
defect must be repaired. As in the product-oriented approach the PQLR is also present
on the process oriented approach.
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To make the proposed method as generic as possible and independent of use case
all the defined parameters presented in Table 1 are in percentages and the cost-oriented
values are related to the unit cost, which is set to be 1. Equations 1–8 are used to calculate
the performance of each approach. More specifically, the performance of each approach
is given by Eq. 8, which contains only the terms that are different in both cases and
all the terms that are included to both cases, such as maintenance are not studied. The
outcome of Eq. 8 is measured in money units and represents the cost that each approach
is adding to the total production cost. Therefore, the best performed approach is the one
with the lowest adding cost.

Salles = unitCost ∗ lifeVolume ∗ (1 + PRF) (1)

TheoreticalDefects(ThD) = DR ∗ lifeVolume (2)

UndetectedDefects(UnD) =
{
ThD − lifeVolume ∗ DR ∗ IA ,PRD
ThD − ThD ∗ MDA ∗ IA ,PRS

(3)

PoorQualityLosses(PQL) = UnD ∗ PQLR ∗ Salles

ThD
(4)

ICtotal =
{

ThD ∗ IA ∗ PIC ,PRD
ThD ∗ MDA ∗ IA ∗ PIC ,PRS

(5)

MDACtotal =
{

ThD ∗ IA ∗ MDAC ,PRD
ThD ∗ MDA ∗ MDAC ,PRS

(6)

RCtotal =
{

ThD ∗ IA ∗ RC ,PRD
ThD ∗ MDA ∗ IA ∗ RC ,PRS

(7)

Perf = ICtotal + MDACtotal + PQL + RCtotal (8)

3 Visualization of PRD and PRS ZDM Approaches

Using the methodology presented in Sect. 2 and using specific enumerated values of
the parameters defined in Table 1 the performance of PRD and PRS are visualized for
a specific industrial use case in the semi-conductor domain. Initial trials showed that
the parameters named PIC and MDAC (Table 1) have the highest influence to the final
result. Therefore, those values were selected to take multiple values keeping the rest
constant. More specifically parameters DR, PRF, PQLR, MDA, IA, and RC have taken
the actual value that it is been used in the real industrial use case while the values for
the PIC and MDAC were taken a value from a range using as limits some extreme
values. To visualize and compare the two approaches the relative difference between
PRD and PRS approaches were used, slightly modified (Eq. 9). The modification is that
in the numerator the difference between the PerfPRD and PerfPRS is calculated without
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converting it to the absolute value. Thismeans thatwhen the relative difference is positive
the PRD approach is better and when it is negative the PRS is better.

relDif = 100% ∗ Perf PRD − Perf PRS
Perf PRD+Perf PRS

2

(9)

Figure 3 illustrates the visualization of the quantification of the performance of PRD
and PRS approaches. On the x-axis is the parameter PIC which takes values between
[0.01,0.36] and each plot has six lines representing MDAC. The results show that for
low PIC and high MDAC values the PRD approach is better where as for the opposite
situation high PIC and low MDAC the PRS is better. The two top plots of Fig. 3 have
PQLR 0.05 which is low compared to the literature and the two bottom plots have PQLR
0.3. Those values were selected as extreme values in order to visualize the effect of
PQLR parameter. The effect that PQLR has to the solution is that the higher it is the
plots are moving upwards and at the same time the slope of the curves is decreased. The
life volume does not have any influence on the final result. Furthermore, the rest of the
parameters PRF, MDA, IA and RC have less effect but always at the same direction.
Depending on their values they intensify or lessen the performance of each approach.

Fig. 3. Product and process oriented ZDM comparison for the current use case
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4 Conclusions and Future Work

This paper proposed a method for quantifying the selection of product and process ori-
ented ZDM approaches. The proposed method was based on identifying the differences
between the two approaches and quantify only those. To this extend eight parameters
were defined based on which the quantification of the performance of each ZDM app-
roach was performed. From those eight parameters the inspection cost (PIC) and the
machine data analysis cost (MDAC) were the parameters that affect the selection the
most. The results from the performed analysis revealed that the selection of product or
process oriented ZDM approach is heavily depending on the application and the selec-
tions that manufacturers will perform in term of equipment. Therefore, as conclusion
from the analysis someone can keep that both approaches can be efficient but depending
on the selections one of them will produce better results than the other one. Therefore,
the practicality of the proposed approach is that researchers and manufactures could use
the proposed methodology to compare both ZDM prior to the implementation of a ZDM
application in order to select the most efficient and sustainable way to implement ZDM.
The selection of the proper ZDM approach will ensure that no resources are wasted
and at the same time increase the sustainability of the system which is crucial step to
accomplish. Future research will focus on the enhancement of the proposed approach
for identifying in more details the parameters that are involved in the problem.
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Abstract. Industry 4.0 technologies have changed the manufacturing trends in
global industries. Industries are adopting Industry 4.0 businessmodels to complete
mass customized demands and to compete with global industries. Industry 4.0 can
be considered as the current trend of data exchange in manufacturing processes
and automation. In India, Industry 4.0 is in its initial stages where the terms
digitalization and Industry 4.0 are more widely accepted than fourth industrial
revolution. The research work on Industry 4.0 is still limited in India. However,
the Government of India has launched some policies and initiatives related to
Industry 4.0 and its technologies. The main aim of this paper (1) to provide the
more depth insight about the Industry 4.0 and similar terms. (2) to suggest the
policies related to India for the transition to Industry 4.0. Indian industries should
consider the Industry 4.0 practices seriously as they are shifting their business
models from traditional to Industry 4.0 business models. Some issues related to
Industry 4.0 implementation like cyber security, machine-to-machine interaction,
reliability and stability of CPS should be considered in a better way. In this paper
we have discussed about the different initiative by Government of India related
for Industry 4.0 technologies. There is need to work on (1) Initiatives related to
high investments and technological developments in SMEs and MSMEs industry
sectors (2) Identification of infrastructure facilities required for Industry 4.0 and
current readiness score of industries. (3) Initiatives related to awareness about
Industry 4.0 benefits for industries as well as society.

Keywords: Industry 4.0 · Fourth industrial revolution · Policies · Challenges ·
Sustainability · India

1 Introduction

The fourth industrial revolution is also known as Industry 4.0 which is current trend of
data exchange and automation in industries [1]. In past few years, Industry 4.0 is emerged
as an emerging area of interest for both academics and industries. “Smart manufactur-
ing” is known as the central element for Industry 4.0 which considers the integration of
manufacturing activities within the industry, includes supply chain activities and product
life cycle [2]. The Industry 4.0 relies on the data gathering frommanufacturing activities
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within industry, intelligent decision making based on data analytics and provide useful
information for further actions [3]. The main key enabling technologies for Industry
4.0 are CPS, machine learning, BDA, deep learning, blockchain technology, Internet of
things (IoT) and cloud computing [4]. In Industry 4.0 “smart factory” can be referred
to transition from traditional automation to fully flexible and connected manufacturing
systems in which data from manufacturing activities can be used to learn and adapt the
dynamic changes in market [5]. In the smart factories the term “Cyber physical systems”
can be referred to monitor the physical activities and processes in the industry, make
decentralized and intelligent decisions, create a virtual space of physical entities. The
term “IoT” can be referred to CPS which can cooperate and communicate with humans
as well as each other in real time with the help of internet services [6]. Global industries
are now adopting Industry 4.0 practices to meet global standards and maintain market
reputation [4, 7]. The concept of Industry 4.0 is widely accepted in both developing and
developed nations [2]. However, few countries have achieved sustainability in Industry
4.0 practices while some are still struggling with the roadmap developments for Indus-
try 4.0 [8]. India can be considered as a major manufacturing hub which manufacture
in which automobile sector is main. Indian industries are now focusing on the imple-
mentation of Industry 4.0 technologies and practices [9, 10]. However, the term “fourth
industrial revolution” ismore familiar and appealing than “Industry 4.0” inmost of coun-
tries and it has different level of acceptance [11]. It is true that we are in the initial phases
of fourth industrial revolution where basic requirement is automation and digitalization
of industries [12]. Advanced technologies like artificial intelligence, machine learning,
deep learning and blockchain technology can be acts as an enabler for the transition of
industries from Industry 3.0 to fourth industrial revolution. The terms “Fourth industrial
revolution” and “Industry 4.0” are the same or there is any difference between these
terms? Can we use these two terms interchangeably? In the present study we have used
the “Industry 4.0” as the representative term to investigate whether these two terms are
similar or there is any difference between these terms? What are the different policies
for Industry 4.0 in India? These all questions have been addressed in this study. In the
next section of paper, we have discussed different Industry 4.0 technologies, various
challenges and enablers, design principles and value drivers for the better understanding
of Industry 4.0 concept. In the last section of paper, we have discussed various policy
and implications related issues for Indian industries.

2 Industry 4.0

2.1 Definition and Concept in Literature

The term “Industry 4.0” was firstly coined at the Hannover fair, Germany in 2011 which
has gained attention from practitioners, policymakers, politicians, government officials
and researchers all over the world [1]. Basically, Industry 4.0 is driven by main disrup-
tions are: IoT, additive manufacturing, BDA, machine learning, artificial intelligence,
blockchain technology which are providing the digital solutions to the manufacturing
organizations [4]. Industry 4.0 is characterized by the mass customization of products
within highly flexible and reconfigurable manufacturing systems [7].
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In this context there is need for digitalize and redesign traditional manufacturing/
production systems for the transition of Industry 4.0 from Industry 3.0. Also, the concept
of Industry 4.0 is linked with the other emerging concepts e.g., circular economy, bioe-
conomy, green economy. Besides this, Industry 4.0 promises for shorter delivery time,
higher quality products, more automated and efficient manufacturing systems, profitable
and smart products and agility in production systems to handle volatile market demands
[13]. These above characteristics and key enabling technologies are not the reason for
“4.0”. However, it is true that this is major fourth upheaval in the manufacturing sector
after the lean production systems revolution (1960s), flexible manufacturing systems
(1980s), reconfigurable manufacturing systems (1990s), Automation and agent-based
manufacturing (2000s). Most of digital technologies associated with Industry 4.0 have
been developed few years ago and some of them are still not ready for use up to scale
in most of developing nations. Few studies reported that these technologies are reliable
and cost effective for some specific industrial applications in manufacturing sector [14,
15]. Table 1 shows the different key enabling technologies of Industry 4.0.

Table 1. Different Industry 4.0 technologies with their description and benefits to industries

Key enabling technology Description Benefits to industries

Digital Twin Digital twins are real time
virtual representation of
processes or physical entities in
a system. These are virtual
model of a product, process or
service

Reliability improvement,
productivity, reduce market
reputation and product
availability risks

Big data analytics Big data analytics helps to
extract to useful information
from large volume of data

Improved operational
efficiency and customer
satisfaction

Blockchain Technology Blockchain technology is a
decentralized and distributor
ledger which records the
provenance of digital asset

Reduced costs, better
transparency, enhanced
security

Cloud computing Cloud computing is delivery of
computing services which
includes: storage, servers,
software, analytics and database

Increased collaboration,
quality control, cost savings

Internet of things Internet of things defined as
networking of physical objects
embedded with sensors or
software’s

Cost reduction, mobility and
agility

Artificial intelligence It is the simulation of human
intelligence processes by
machines

Reduction in human errors,
faster decisions

(continued)
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Table 1. (continued)

Key enabling technology Description Benefits to industries

Machine learning & Deep
learning

Machine learning is a approach
for data analysis which
automate analytical model
development. Deep learning is
the class of machine learning
approaches uses multiple layers
for data extraction

Optimization, conditional
monitoring, predictive
maintenance, simulation and
modeling

Additive manufacturing Additive manufacturing is 3D
printing process focus on
layer-by-layer manufacturing
for lighter and stronger parts

Cost reduction, mass
customization, waste
reduction

Flexible and Reconfigurable
manufacturing

Flexible manufacturing systems
can easily adapt the changes in
quantity and type of
manufacturing. Reconfigurable
manufacturing systems helps to
adapt the dynamic changes in
market

Cost reduction, quality
improvement, customer
satisfaction

AR and VR technologies AR and VR technologies helps
to bridge gap between physical
and virtual world

Risk reduction, training

Manufacturing in Industry 4.0 means machines are intelligent enough to operate
themselves and adapt the dynamic changes in market [16]. Machines in Industry 4.0
considered as an independent entity which focus on data collection, analysis and intel-
ligent decision making [17]. The concept of self-optimization, self-customization and
self-cognition have made this possible through which manufacturers can communicate
with the computers also. Smart factory can be considered as one of key feature in Indus-
try 4.0 [18]. The term “Smart Factory” in Industry 4.0 describes highly connected and
digitalized environment where the equipment and machines are able to improve the
process with the help of self-optimization and automation [19].

2.2 Value Drivers, Design Principles and Challenges in Industry 4.0

Industry 4.0 is one of the emerging concepts in the developing nations and delivering
values to industries and manufactures. To experience the benefits of Industry 4.0 in
developing nations there is need to consider both the role and opportunities of Indus-
try 4.0 in industries [4, 9, 10]. In Industry 4.0 large amount of data is generated from
manufacturing processes and activities which needs to processed and refined with the
advanced analytical tools. For this purpose, machine learning and deep learning tools
are the suitable approaches [14, 15]. Considering the current manufacturing scenario, it
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Fig. 1. Industry 4.0 design and principles, value drivers (Adapted from: [20])

is important to focus on tool wear rate, predictive maintenance and machine degrada-
tion issues. Which type of data can be useful for the future reference and use? Which
technology will give the most return in the investment and which technologies are not
suitable for industry?

To answer such type of the questions a digital compass can be used presented in the
Fig. 1 which consists of eight main drivers of Industry 4.0 with 26 levers. Further, the

Fig. 2. Industry 4.0 implementation enablers and barriers (Adapted from: [4, 9, 10, 21])
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design principles of Industry 4.0 can be divided into four main categories which can be
classified as: (1) Technical Assistance (2) Interconnection (3) Decentralized decisions
and, (4) Information transparency. Further, we have identified key barriers and enablers
to Industry 4.0 implementation to Industry 4.0 which is shown and discussed in the
Fig. 2.

3 Discussion and Policy Implications for Industry 4.0 for India

In India, the concept of digitalization is more popular than the Industry 4.0 and fourth
industrial revolution because Government of India is promoting the concept of “Digital
India” to draw more attention of industries and stakeholders [22]. Also, “Digital India”
concept is also helping the people to be prepare for digital technologies. Social media
and other media platforms are also promoting the concept of Industry 4.0 and related
technologies for the adoption of new industry practices [23]. MNCs are now investing
more for Industry 4.0 in the India due to cheap labour and government policies related
to Industry 4.0 [9, 10]. However, some of the researchers are also very concerned with
the Industry 4.0 research trend in India since the Industry 4.0 and related technologies
has not been clearly defined. Now the various industries are adopting the Industry 4.0
practices in India [24, 25].

Several studies reported that the developing nations like India still lacks in positive
attitude, management support, skilled labour and infrastructure for Industry 4.0 pratices
adoption [9, 10]. There is need to rethink on the social, economic and environmental
aspects of Industry 4.0 [26]. However, some studies reported the consideration of these
three aspects in the framework development for Industry 4.0 practices for India [4, 9,
10, 27]. But these studies have some limitations and applicability in case of SMEs and
MSMEs sectors. These points should be considered for the Indian industries to the shift
to- wards the Industry 4.0 adoption. The ranking of developing and developed nations
working for the Industry 4.0 is shown in the Table 2. In the results it can be seen that
India is ranked at 91 and this ranking is low as compared to other developing nations.

Table 2. Global competitiveness ranking for Industry 4.0 ( Adapted from The Global information
Technology Report [12])

Rank Nation Network
Readiness
Index

Environment
Index

Readiness
Index

Usage Index Impact
Sub-Index

1 Singapore 6.0 6.0 6.1 6.0 6.1

2 Finland 6.0 5.6 6.6 5.8 5.8

3 Sweden 5.8 5.3 6.3 5.9 5.8

4 Norway 5.8 5.5 6.4 5.8 5.6

5 United States 5.8 5.3 6.4 5.8 5.8

6 Netherlands 5.8 5.5 5.9 5.9 6.0

91 India 3.8 3.7 4.4 3.3 3.6
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European countries are more focused towards the Industry 4.0 practices. However,
some studies have reported the consideration of sustainability aspects in Industry 4.0
practices in these countries [2, 8]. The developed nations have higher adoption level for
Industry 4.0 practices because of infrastructure and technological advancements as an
enabler and this acts as barrier for developingnations like India [4]. Themain requirement
for Industry 4.0 practice is shop floor digitalization and automation which is still missing
in most of SMEs of developing nations [12]. These nations need to rethink and revisit
their manufacturing systems in order to implement the Industry 4.0 practices effectively.
In the European countries main participants for Industry 4.0 roadmap developments
are universities, research institutes, central government and stakeholder’s support. This
example of the developed nations can provide the guideline for roadmap development
for Industry 4.0 for India. It is true that Industry 4.0 implementation barriers, polices and
drivers are highly dependent on the geographical region but the theories for Industry 4.0
are same all over the globe. In the Table 3 we have discussed the plans and initiative by
Government of India for Industry 4.0 technologies.

Table 3. Initiatives by Government of India related to Industry 4.0 technologies

Ministry Initiative

Ministry of HRD ICTs, National Digital Library, Shodhganga,
Virtual Lab project

Ministry of Heavy Industries Smart advanced manufacturing and rapid
transformation hub (SAMRATH)

Department of Science and Technology National mission on interdisciplinary Cyber
physical systems

Ministry of Electronics and IT Digital India for digitalization

NITI Aayog National strategy on Artificial intelligence

NITI Aayog Blockchain: The India Strategy

Ministry of Agriculture RFID and Blockchain in Animal Husbandry
and Dairying

Ministry of Electronics and Information
Technology

National Strategy for additive manufacturing

Ministry of Electronics and IT National cloud initiative of MeghRaj

Ministry of Electronics and IT Cyber Swachhta Kendra

Department of Science and Technology Cognitive science research initiative

Department of Science and Technology Big data initiative

As we have found that some of the initiatives are not clearly elaborated and defined
and some of initiatives are still in their initial stages which requires coordination be-
tween the industries, stakeholders and ministries for respective initiatives. Indian gov-
ernment is quite aware about the digitalization concept and role of digitalization for the
development of Industry 4.0 practices but still some of the initiatives are at initial stages
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and requires high level of effort for successful implementation. The following policies
are suggested for the implementation of Industry 4.0 practices effectively in the India:

(1) The policies and strategies by the Government of India should be refined for the
Industry 4.0 implementation and more elaborated towards the sustainability in manu-
facturing systems. In depth analysis of policies by Government of India for Industry
4.0 shows that industries and concerned stakeholders are recognizing the unfavorable
conditions for social and economic aspects. (2) Initiatives related to high investments
and technological developments in SMEs and MSMEs industry sectors. (3) Identifica-
tion of infrastructure facilities required for Industry 4.0 and current readiness score of
industries. (4) Initiatives related to awareness about Industry 4.0 benefits for industries
as well as society. (5) There is need of concrete workplans which can help for the shift
towards social and economic systems in Industry 4.0. (6) There is need of collabora-
tion of local governments, SMEs, MNEs, MSMEs sector, universities and re- search
institutes for Industry 4.0 awareness and establishment of required infrastructure. (7)
There is need of sustainable scheduling and process plans to maximize the efficiency of
operating systems. (8) There is need to minimize the polarization which may be occur
due to the job loss or job change due to implementation of Industry 4.0 (9) To prepare
and respond new workforce with required skills for Industry 4.0 and formulation of
plans, roadmaps for effective implementation of Industry 4.0 practices in India. (10) A
collaborative platform for everyone where the effectiveness of policies and coordination
among the different sectors can be ensured.

4 Summary and Conclusion

The main objectives of this paper are: (1) Detailed analysis and understanding of various
technologies about the Industry 4.0 (2) Policies recommendation for Indian industries for
the transition to Industry 4.0. Indian industries are now adopting the digital technologies
in their industries. The term “Digitalization” and “Industry 4.0” is more acceptable in
India than “fourth industrial revolution” because these terms look more familiar with the
different cases and scenarios in India. It is true that we are in the initial stages of fourth
industrial revolution which builds on digitalization and automation in manufacturing.
However, the initiatives from Indian government are now addressing these challenges
and technologies in a better way through the various programs. Industries from India
needs to consider Industry 4.0 as a serious issue because in India themanufacturing sector
is largely dependent on SMEs which are still following the traditional approaches. Some
major issues likeMachine-to-machine interaction, blockchain, high computation power,
cyber security and reliability and stability of CPS should be taken care in a better way
for the implementation of Industry 4.0. We have discussed the different initiative of
Government of India and policies recommendation in the third section of study. In India,
SMEs plays a significant role in development of the economy, the innovations in MNEs
is also largely dependent on the SMEs. There is need to coordination between the SMEs
in order to implement the Industry 4.0. Thus, it can be stated that digitalization of shop
floor and automation is the main requirement for the implementation of Industry 4.0 in
SMEs in India.

Like every research we have some limitation in this study. This study doesn’t pro-
vide the validate empirical findings to support the policies implications as very few
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studies have been conducted on Industry 4.0 and most of them are not validated be-
cause in India Industry 4.0 is in initial stages. The policies recommended are based on
the initiatives, developed nations and literature available. However, we have followed
the reports and research findings presented in different seminars and awareness pro-
grams. Second, the difference between the synonyms of Industry 4.0 is provided but
rationale is not well grounded. The reason behind this, mostly authors have used and
using these terms interchangeably. The reliable statistics of actual progress about the
Industry 4.0 implementation is not provided because most of the reports on the actual
progress are not validated or empirically proven. This research can be extended in the
different directions for Indian industries. In the future the impact of Industry 4.0 on the
business, economic, social and environmental perspective can be investigated for SMEs
or MSMEs. Inter country comparison can be also done for the Industry 4.0 practices in
future. However, some studies have shown these cases but these studies having some
limitations and limited applicability. This will help to find out the common driver and
feature of Industry 4.0 for each nation because the theories related to the Industry 4.0
are same across the globe.
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Abstract. Supply chains face various challenges for collecting reliable, transpar-
ent, and up-to-date data due to their increased complexity and globalization. This
threatens their sustainability and limits the efficiency of environmental impact
assessment of products with Life Cycle Assessment (LCA) methodology. This
paper explores the opportunities, limitations, and research paths for assessing
products’ environmental impact using blockchain-based traceability data based
on a systematic literature review. Results showed that blockchains are mainly used
for product traceability and could be further used for the environmental impact
assessment of products. A first architecture model and integration framework was
proposed in the literature for the integration of blockchain-based LCA systems.
However, the maturity of blockchain and supply chain organization are the preva-
lent barriers to implementing these systems. Further research is essential to shape
these first results with strong opportunities identified.

Keywords: Blockchain · Traceability · LCA · Environmental impact ·
Sustainability · Literature review

1 Introduction

In recent years, sustainable production became a priority of industrial companies, guided
by the Sustainable Development Goals (SDGs) of the United Nations that materialize 17
goals to achieve by 2030 [1]. The quest for environmental sustainability ismainly focused
on reducing industrial emissions that have a persistent impact on the environment, such
as global warming or ozone depletion, and ensuring the use of renewable resources [2].
Therefore, there is a strong need to access tools that can measure the environmental
impact of industrial activities [3].

Life Cycle Assessment, one of the most widely used methods for assessing the
environmental impact of a product during its whole life cycle [2], largely contributed to
the acceleration of an environmentally sustainable production [4]. This methodological
framework is divided in four main steps: goal and scope definition, Life Cycle Inventory
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(LCI), Life Cycle Impact Assessment (LCIA) and interpretation of results. LCA studies
can be used by industrial practitioners to identify the environmental “hotspots” of their
production and to make decisions on the supply chain organization and product design
[4] or to communicate the product’s environmental impact to consumers [3].

However, although they can contribute up to 90% of a company’s environmental
impact [5], sustainable supply chains are hard to operationalize due to their increasing
complexity and globalization [6], with difficulty ensuring traceability, transparency [7],
accountability, and managing risks [8, 9]. The lack of knowledge of the suppliers’ prac-
tices limits the environmental impact measurement andmanagement [5].Moreover, they
heavily rely on centralized information systems with risks of single-point failure [7, 8]
and the lack of information sharing across supply chains is not adapted to their dynamic
nature [10]. These challenges faced by sustainable supply chains considerably affect
LCA results’ efficiency [3] with difficulty collecting available and reliable data [2]. Up
to 70 to 80% of the time and resources for a LCA project is allocated to data gathering
[1]. Data quality and integrity problems affect the reliability of the LCA results [2, 3].
Moreover, the temporal evolution of the environmental impact of industrial activities is
significant [11] and requires conducting dynamic LCAs with up-to-date data [1].

To tackle those challenges, blockchain technology has been presented in recent sci-
entific literature as a robust solution for establishing an efficient decentralized traceabil-
ity system [12] by recording reliable, accountable, and up-to-date data across supply
chains. In this context, the number of successful blockchain-based traceability platform
case studies grew exponentially [13]. Despite the evident possibilities that blockchain
traceability platforms offer to improve LCA conduction, there is an extensive research
gap in the domain, with very little prior research done to evaluate the opportunities and
the limits of combining these technologies [3]. The objective of this paper is to cover the
range of opportunities of blockchain for sustainable supply chains and environmental
impact assessment, and to identify the barriers to its adoption in the industry based on a
literature review. The following research questions (RQs) will be addressed:

RQ1: What are the benefits of blockchain technology for supply chains and how is
it used for product traceability?

RQ2: How can blockchain-based traceability platforms help create sustainable
supply chains and conduct environmental impact assessment of products?

RQ3: What are the current limitations and barriers to the implementation of
blockchain-based systems in the industry?

The remaining of this article is organized as follows. First, the research methodology
used to conduct the systematic literature review and the analysis framework will be
described in Sect. 2. Section 3 will cover the articles’ main propositions, organized
following the previously defined analysis framework. Finally, a general conclusion and
a discussion about the future research perspectives will be presented in Sect. 4.

2 Research Methodology

This paper proposes a systematic literature review about the potential use of blockchain
traceability data for assessing the environmental impact of products. The research
methodology was carried out in four steps. First, a general query was realized on Google
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Scholar using the keywords ‘blockchain’, ‘traceability’ and ‘sustainability’. A total of
8770 articles were identified in the process. A preliminary analysis of these results per-
mitted to refine the list of relevant keywords. The definition of inclusion and exclusion
criteria of this systematic literature review was then based and adapted on two existing
frameworks, classifying Multi-Criteria Decision Methods (MCDM) [31] and Machine
Learning (ML) Algorithms [32] for sustainable manufacturing (SM). These frameworks
describe three phases meant to cover all the aspects of MDCM and ML Algorithms in
SM. The first phase of classification is to consider the aspects of sustainable manufac-
turing that are covered among environmental, social and economic aspects. In this study,
only the environmental aspect of sustainability will be explored. The main barriers and
enablers of SM regarding the environment will be included while the aspects of influenc-
ing factors, manufacturing strategies and performance indicators of SMwill be excluded
from this study. A technology assessment specific to blockchain and its benefits for SM
will also be included in this phase. The second phase is to consider which techniques
and models are covered in the review [31]. In the scope of our study, we only include
blockchain traceability and LCAmodels. The use ofML algorithms,MCDMor all other
technical or methodological enablers for SM are excluded from this review. Finally, the
third phase of classification establishes which benefits of sustainability aspects can be
included in a literature review [31, 32]. In this study, all environmental benefits will
be discussed, including greenhouse gases (GHG) emissions, waste reduction, water
footprint, and product quality.

After defining the inclusion and exclusion criteria of this study, a query was built for
Scopus and Web of Science databases around the concepts of blockchain, traceability
and sustainability: ABS (blockchain) AND ABS (traceability OR tracking OR trace OR
assessment) AND ABS (sustainab* OR lca OR “life cycle assessment” OR footprint
OR “environmental impact”).We then proceeded to two sortings. First, only articles
published in scientific journals, conference papers, and conference reviews in English
were considered. The subjects of health, immunology, veterinary, biochemistry, and
dietetics were also excluded being too distant from our scope. This brought the results to
64 documents on Scopus and 58 onWeb of Science. All remaining documents from both
databases were downloaded and duplicates were removed. In the second sorting, articles
were read, which led to the exclusion of papers following the inclusion and exclusion
criteria defined in the previous paragraph. Also, articles discussing financial or energy
trading applications were removed because they were not focused on the traceability of
physical industrial products. Following this second sorting, 29 articles relevant to the
scope of our study were analysed.

The presentation of our results is organized to address the three research questions
formulated in the introduction. RQ1 will be tackled in Sect. 3.1 with a presentation of
blockchain technology and its benefits in an industrial context. Section 3.2 then focuses
on the specific use of blockchain for the traceability of supply chains. To address RQ2,
Sect. 3.3 will draw the opportunities of blockchain traceability for ensuring the sustain-
ability of supply chains. Section 3.4will review the proposed frameworks and implemen-
tations of blockchain-based impact assessment models. Finally, Sect. 3.5 will present
the limitations and adoption barriers to the implementation of blockchain traceability in
sustainable supply chains and give insight to RQ3.



Opportunities of Blockchain Traceability Data for Environmental 127

3 Results

3.1 Presentation of Blockchain and Its Benefits

The blockchain is a shared and distributed ledger composed of a series of data blocks,
linked in a chain using cryptographicmethods [14, 15]. This ledger acts as a decentralized
database that records, in a secure and immutable way, every transaction that has been
executed in the network [7]. Multiple copies of the ledger are shared with all the peers
of the network, each node possessing a full copy of the blockchain updated in real time
[16, 17]. Each data block includes at least the transaction data, the hash of the block,
a timestamp, and the hash of the previous block [13]. Any attempt to corrupt a block’s
data would therefore create a cryptographic link disruption with the following blocks
values [14]. Consensus algorithms are used to establish trust. Before being recorded,
each transaction is verified against the ledger’s current state, ensuring that all peers of
the network agree on the network’s current state [14, 18]. Smart contracts also set rules
for processing the transactions without the need for a third-party intermediary [15].

The main benefit of blockchain is that it is virtually impossible to alter because all
networkpeers keep all transaction data [16]. It ensures, at the same time, the immutability,
integrity, anonymity, and persistence of the data recorded in it [5]. The decentralization
of the network also allows easier access to data for all blockchain users [8] and the
safeguards permit to enforce trust between users [14].

3.2 Use of Blockchain for Product Traceability and Certification

Supply chain traceability is a frequently discussed solution to sustainable supply chain
issues [14]. In the last few years, blockchain-based traceability platforms have been suc-
cessfully implemented in various sectors covering the fashion industry [14, 19], the min-
ing sector [6, 19], the pharmaceutical industry [6], and most of all the agri-food industry
[18, 20–22]. Indeed, blockchain technology’s inherent characteristics such as auditabil-
ity, immutability, and transparency are valuable assets for product traceability in these
industries [23]. Firstly, blockchain-based traceability is valuable for sharing informa-
tion and providing a technology-based trust among stakeholders, like in its application
in the organic cotton supply chain [14]. Secondly, the digitalization of supply chains
using blockchain technology is also developing in cobalt mining and pharmaceutical
industries to increase operational efficiency [6].

However, themain applications of blockchain-based traceability systems can be seen
in the agri-food industry to trace food quality [19] and build more agile supply chains.
These systems considerably reduce the product’s origin identification time and facilitate
eventual recall [22], with authentic data recorded from sourcing to sales stages [20].
Therefore, blockchain traceability is suitable for the origin or quality certification of
food products [23]. It also has several benefits for supply chains, such as improvement
of collaboration and reduced economic loss or product waste [17]. Blockchain-based
traceability platforms can also be coupled with IoT or RFID technologies that oversee
data collection along the supply chain and allow full digitalization [21, 22]. Blockchain-
based traceability can also be used for communicating transparent information to the
consumer about the origin of a final product [18, 21].
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3.3 Opportunities of Blockchain for Sustainable Supply Chains

The huge potential of blockchain traceability that led industrial companies to use it for
ensuring the quality, provenance, or safety of products can also be used to ensure the
environmental sustainability of supply chains [17]. For example, a blockchain-based
traceability infrastructure can monitor and trace flawed products accurately, decreas-
ing the need to rework and recall [24] and therefore reducing resource consumption,
generated waste, and GHG emissions [7, 17]. Blockchain platforms can also act as a
monitoring system for the sustainable sourcing of raw materials [19] to avoid overex-
ploitation and rational use of natural resources [10] by ensuring the provenance of data
along the supply chain. They could also monitor and certify an ethical and sustainable
production [25] by delivering transaction certificates proving the origin and quality of
products, ensure that sustainable standards are being implemented across the supply
chain [1]. Also, they could help businesses in managing the environmental sustainabil-
ity performance of their activity [3] by providing robust indicators based on accurately
corrected data and simplify sustainability reporting by making all necessary data imme-
diately available and traceable. They could even help waste information management as
part of a circular economy [26] and trace dangerous products and chemicals [17].

However, the foremost discussed opportunity of blockchain traceability for an envi-
ronmentally sustainable supply chain is its ability to track the level of CO2 emissions
[27, 28] and the water consumption of a product during its entire life cycle [10]. The
benefits and opportunities of blockchain traceability platforms for LCA data collection
will be further explored in the next section.

3.4 Review of Blockchain-Based Impact Assessment Methods

Blockchain traceability systems could help overcome the complexity of conducting an
LCA by facilitating the process of data collection [2]. Blockchain would considerably
help data acquisition, give an objective insight into the functional unit and enable the
accounting of all possible inputs of complex supply chains [3]. Moreover, it would allow
a more fine-grained and relevant impact assessment based on actual production data and
real-time data [1]. Blockchain-based LCA would also be beneficial at the design stage
for eco-conception.

With all these opportunities in mind, a framework for implementing a blockchain-
based LCA and a system architecture were developed [3]. It consists of a blockchain
traceability platform that collects additional environmental-related data (electricity con-
sumption, waste emission…) in traceability transactions and integrates them in the LCA
calculation. It is a multilayer system with data collection with IoT, a recording of data
with blockchain, an impact calculation with LCA, and visualization of impact with big
data analytics [3]. Therefore, blockchain serves as a bridge between data collection and
big data analytics. Combining IoT, big data analytics and blockchain is an efficient way
to considerably reduce the cost and time of conducting an LCA [2]. It can also be inte-
grated with ERP systems for even more efficient data collection [1]. Blockchain-based
LCA systems could therefore automate the calculation of the environmental impact,
save time and resources, and build consumer trust with the possibility to communicate
real-time impact of products [3].
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3.5 Adoption Barriers to Blockchain Traceability for Impact Assessment

Although blockchain-based impact assessment methods seem incredibly promising,
they still face limitations due to blockchain’s adoption barriers in supply chains. These
implementation barriers are divided into four categories detailed in the table below [29].

Table 1. Classification of blockchain-based LCA adoption barriers

Types of adoption
barriers

Challenges Description Articles

Technological Scalability Difficulty of blockchain to
deal with a growing
number of transactions

3, 7, 16, 22, 29, 30

Throughput and
latency

Difficulty to deal with the
large number of
simultaneous transaction
of a SC

22

Negative perception Blockchain technology can
be associated to
cryptocurrencies,
malicious activities and
high-energy consumption

3, 7, 29

Immutability Recorded errors stay
indefinitely on the
blockchain

3, 7, 20, 29, 30

Interoperability Can be difficult to operate
with other systems

16, 20, 26

Organizational Cost for setup and
maintenance

Especially the cost of data
collection and the cost of
the infrastructure in itself

1, 3, 7, 20, 22, 29

Lack of managerial
commitment

It might be due to a lack of
knowledge of blockchain
abilities

2, 7, 29

Lack of expertise Lack of technical expertise
and knowledge about
blockchain

7, 20, 22, 29

Lack of tools for
blockchain
implementation

No standards or
appropriate methods, tool
or metrics avaialable

7, 29

Resistance to
change

Hesitation and opposition
to altering and replacing
already existing systems

7, 20, 29

SC Inter-Organizational Opposition to data
sharing by
stakholders

Stakeholders might be
skeptical or opposed to
sharing their sustainability
data with others

1, 7, 20, 29

(continued)
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Table 1. (continued)

Types of adoption
barriers

Challenges Description Articles

Problem of
collaboration

Lack of communication
and collaboration because
of diverging objectives
along the SC

7, 20, 29

Cultural differences Different organizational
culture can hinder the
adoption of blockchain

7, 29

External environment Lack of
governmental
regulation

The absence of regulation
can slowdown the adoption
of blockchain

7, 20, 29

Lack of external
stakeholders’
implication

NGOs and communities do
not support blockchain
technology

7, 29

The most significant barriers identified are the technological and supply chain
environment barriers [2, 29]. Measuring the confidence level of data recorded on the
blockchain is another issue [16, 20].

4 Discussion

There is undoubtedly a consensus in the literature that blockchain technology is booming
and is prioritized for the digital traceability of industrial goods because of its inherent
qualities. Many articles discuss case studies of successful blockchain-based traceability
platforms in various industrial sectors and the general opportunities of blockchain-based
systems for ensuring transparency, trust, and traceability in complex supply chains.
However, the subject of using these blockchain-based systems for sustainability is still
very limited in the literature. This approach seems very new, as the few papers on this
subject were all published in 2020 or 2021. Although these articles are scarce, they all
agree that blockchain’s benefits for supply chain traceability can serve for monitoring
sustainability and that blockchain-based traceability could encapsulate data about the
environmental emissions and the use of resources of industrial activities.

To go further, the link between the concept of blockchain technology and the concept
of LCA is still largely unexplored, with only three existing articles. Moreover, this
research path remains very conceptual, constituting a large research gap between the
theory and the field ability to implement a functional and robust system on a large scale.
Only one paper proposed an implementation framework and system architecture, while
the others only listed the benefits of blockchain-based LCA. With these three articles,
blockchain-based LCA systems’ technical feasibility was demonstrated, and the benefits
and adoption barriers were clearly identified.

Future scopes of research are numerous. First of all, although a first framework
and architecture of a blockchain-based LCA system was developed, it clearly lacks a
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methodology to implement the system. Future research focusing on an implementation
process identifying the stakeholders, their roles and relations, the deliverables of the
project and addressing the problematics identified in Sect. 3.5 would be an important
contribution. Another research opportunity would be to develop a Proof of Concept of a
blockchain-based LCA system in an industrial supply chain to prove that it is applicable
and integrable and to provide feedback from a case company before full-scale implemen-
tation. Based on an already blockchain-traced supply chain, the traceability data model’s
extension to include data related to the environmental impact, and the integration of the
traceability platform with an LCA calculation software and big data analytics represent
also interesting opportunities. The possibility of integrating an interface to this system
for the final consumer to have access to an up-to-date environmental impact of a product
based on real production data via QR code, for example, could add value as well. Finally,
another scope of study could be a literature review covering the benefits of blockchain
for the two other pillars of sustainability: social and economic.

5 Conclusion

In conclusion, this article’s contribution was to shed light upon the opportunities, limita-
tions, and possible research paths on the use of blockchain traceability platforms for the
environmental impact assessment of products by exploring the existing literature. The
originality of this paper is to focus specifically on blockchain-based LCA concerning all
the above-mentioned aspects of their conceptualization and implementation. New paths
of research have also been unveiled in the discussion section. The implication of this
literature review is therefore to help the future development of blockchain-based LCA
systems by practitioners and researchers by proposing an overview of the current state
of research on this topic and by synthetizing all knowledge related to the benefits and
difficulties of their implementation.This was done facing the already proven benefits of
blockchain traceability for supply chains in general with the current limits of sustainable
supply chains and impact assessmentmethods. This literature reviewhowever faces a few
limitations. First of all, blockchain-based LCA models are not discussed in the scope of
this study and are only briefly presented in Sect. 3.4. This study therefore remains a the-
oric contribution to the subject and does not propose any system implementation. Also,
although a systematic literature review methodology was applied, we acknowledge that
this paper is not a full picture of the blockchain-based LCA subject as it considers only
peer-reviewed journal papers, conference papers and reviews. Blockchain-based LCA
pilot projects in the industry are for example not covered. A future scope of research
could be a literature review overcoming these limitations.

References

1. Teh, D., Khan, T., Corbitt, B., Ong, C.E.: Sustainability strategy and blockchain-enabled life
cycle assessment: a focus on materials industry. Environ. Syst. Decis. 40(4), 605–622 (2020).
https://doi.org/10.1007/s10669-020-09761-4

2. Farooque,M., Jain, V., Zhang, A., Li, Z.: FuzzyDEMATEL analysis of barriers to blockchain-
based life cycle assessment in China. Comput. Ind. Eng. 147, 106684 (2020). https://doi.org/
10.1016/j.cie.2020.106684

https://doi.org/10.1007/s10669-020-09761-4
https://doi.org/10.1016/j.cie.2020.106684


132 V. Carrières et al.

3. Zhang, A., Zhong, R.Y., Farooque, M., Kang, K., Venkatesh, V.G.: Blockchain-based life
cycle assessment: an implementation framework and system architecture. Resour. Conserv.
Recycl. 152, 104512 (2020). https://doi.org/10.1016/j.resconrec.2019.104512

4. Hauschild, M., Jeswiet, J., Alting, L.: From life cycle assessment to sustainable produc-
tion: status and perspectives. CIRP Ann. 54, 1–21 (2005). https://doi.org/10.1016/s0007-850
6(07)60017-1

5. Wang, M., Wang, B., Abareshi, A.: Blockchain technology and its role in enhancing sup-
ply chain integration capability and reducing carbon emission: a conceptual framework.
Sustainability. 12, 10550 (2020). https://doi.org/10.3390/su122410550

6. Hastig, G.M., Sodhi, M.S.: Blockchain for supply chain traceability: business requirements
and critical success factors. Prod. Oper. Manag. 29, 935–954 (2020). https://doi.org/10.1111/
poms.13147

7. Saberi, S., Kouhizadeh, M., Sarkis, J., Shen, L.: Blockchain technology and its relationships
to sustainable supply chain management. Int. J. Prod. Res. 57, 2117–2135 (2018). https://doi.
org/10.1080/00207543.2018.1533261

8. Mukherjee, A.A., Singh, R.K., Mishra, R., Bag, S.: Application of blockchain technology
for sustainability development in agricultural supply chain: justification framework. Oper.
Manag. Res. 1, 16 (2021). https://doi.org/10.1007/s12063-021-00180-5

9. Katsikouli, P., Wilde, A.S., Dragoni, N., Høgh-Jensen, H.: On the benefits and challenges of
blockchains for managing food supply chains. J. Sci. Food Agric. (2020). https://doi.org/10.
1002/jsfa.10883

10. Park, A., Li, H.: The effect of blockchain technology on supply chain sustainability
performances. Sustainability. 13, 1726 (2021). https://doi.org/10.3390/su13041726

11. Pigné, Y., et al.: A tool to operationalize dynamic LCA, including time differentiation on the
complete background database. Int. J. Life Cycle Assess. 25(2), 267–279 (2019). https://doi.
org/10.1007/s11367-019-01696-6

12. Sunny, J., Undralla, N., Madhusudanan Pillai, V.: Supply chain transparency through
blockchain-based traceability: an overview with demonstration. Comput. Ind. Eng. 150,
106895 (2020). https://doi.org/10.1016/j.cie.2020.106895

13. Demestichas, K., Peppes, N., Alexakis, T., Adamopoulou, E.: Blockchain in agriculture
traceability systems: a review. Appl. Sci. 10, 4113 (2020). https://doi.org/10.3390/app101
24113

14. Agrawal, T.K., Kumar, V., Pal, R., Wang, L., Chen, Y.: Blockchain-based framework for
supply chain traceability: a case example of textile and clothing industry. Comput. Ind. Eng.
154, 107130 (2021). https://doi.org/10.1016/j.cie.2021.107130

15. Lim,M.K., Li, Y.,Wang, C., Tseng,M.-L.: A literature reviewof blockchain technology appli-
cations in supply chains: a comprehensive analysis of themes, methodologies and industries.
Comput. Ind. Eng. 154, 107133 (2021). https://doi.org/10.1016/j.cie.2021.107133

16. Köhler, S., Pizzol, M.: Technology assessment of blockchain-based technologies in the food
supply chain. J. Clean. Prod. 269, 122193 (2020). https://doi.org/10.1016/j.jclepro.2020.
122193

17. Mahyuni, L.P., Adrian, R., Darma, G.S., Krisnawijaya, N.N.K., Dewi, I.G.A.A.P., Permana,
G.P.L.: Mapping the potentials of blockchain in improving supply chain performance. Cogent
Bus. Manage. 7, 1788329 (2020). https://doi.org/10.1080/23311975.2020.1788329

18. Feng, H., Wang, X., Duan, Y., Zhang, J., Zhang, X.: Applying blockchain technology to
improve agri-food traceability: a review of development methods, benefits and challenges. J.
Clean. Prod. 260, 121031 (2020). https://doi.org/10.1016/j.jclepro.2020.121031

19. Rosado da Cruz, A., Cruz, E.: Blockchain-based traceability platforms as a tool for sus-
tainability. In: Proceedings of the 22nd International Conference on Enterprise Information
Systems. SCITEPRESS - Science and Technology Publications (2020)

https://doi.org/10.1016/j.resconrec.2019.104512
https://doi.org/10.1016/s0007-8506(07)60017-1
https://doi.org/10.3390/su122410550
https://doi.org/10.1111/poms.13147
https://doi.org/10.1080/00207543.2018.1533261
https://doi.org/10.1007/s12063-021-00180-5
https://doi.org/10.1002/jsfa.10883
https://doi.org/10.3390/su13041726
https://doi.org/10.1007/s11367-019-01696-6
https://doi.org/10.1016/j.cie.2020.106895
https://doi.org/10.3390/app10124113
https://doi.org/10.1016/j.cie.2021.107130
https://doi.org/10.1016/j.cie.2021.107133
https://doi.org/10.1016/j.jclepro.2020.122193
https://doi.org/10.1080/23311975.2020.1788329
https://doi.org/10.1016/j.jclepro.2020.121031


Opportunities of Blockchain Traceability Data for Environmental 133

20. Kamble, S.S., Gunasekaran, A., Sharma, R.: Modeling the blockchain enabled traceability in
agriculture supply chain. Int. J. Inf. Manage. 52, 101967 (2020). https://doi.org/10.1016/j.iji
nfomgt.2019.05.023

21. Alonso, R.S., Sittón-Candanedo, I., García, Ó., Prieto, J., Rodríguez-González, S.: An intel-
ligent Edge-IoT platform for monitoring livestock and crops in a dairy farming scenario. Ad
Hoc Netw. 98, 102047 (2020). https://doi.org/10.1016/j.adhoc.2019.102047

22. Zhao, G., et al.: Blockchain technology in agri-food value chain management: a synthesis
of applications, challenges and future research directions. Comput. Ind. 109, 83–99 (2019).
https://doi.org/10.1016/j.compind.2019.04.002

23. Karamachoski, J., Marina, N., Taskov, P.: Blockchain-based application for certification man-
agement. Teh. glas. (Online) 14, 488–492 (2020). https://doi.org/10.31803/tg-202008111
13729

24. Shoaib, M., Lim, M.K., Wang, C.: An integrated framework to prioritize blockchain-based
supply chain success factors. IMDS. 120, 2103–2131 (2020). https://doi.org/10.1108/imds-
04-2020-0194

25. Saurabh, S., Dey, K.: Blockchain technology adoption, architecture, and sustainable agri-
food supply chains. J. Clean. Prod. 284, 124731 (2021). https://doi.org/10.1016/j.jclepro.
2020.124731

26. Paliwal, V., Chandra, S., Sharma, S.: Blockchain technology for sustainable supply chain
management: a systematic literature review and a classification framework. Sustainability.
12, 7638 (2020). https://doi.org/10.3390/su12187638

27. Rosado da Cruz, A., Santos, F., Mendes, P., Cruz, E.: Blockchain-based traceability of carbon
footprint: a solidity smart contract for ethereum. In: Proceedings of the 22nd International
Conference on Enterprise Information Systems. SCITEPRESS - Science and Technology
Publications (2020)

28. Shakhbulatov, D., Arora, A., Dong, Z., Rojas-Cessa, R.: Blockchain implementation for anal-
ysis of carbon footprint across food supply chain. In: 2019 IEEE International Conference on
Blockchain (Blockchain). IEEE (2019)

29. Kouhizadeh, M., Saberi, S., Sarkis, J.: Blockchain technology and the sustainable supply
chain: theoretically exploring adoption barriers. Int. J. Prod. Econ. 231, 107831 (2021). https://
doi.org/10.1016/j.ijpe.2020.107831

30. Bakarich, K.M., Castonguay, J. "Jack", O’Brien, P.E.: The Use of Blockchains to Enhance
Sustainability Reporting and Assurance*. Account Perspect. 19, 389–412 (2020). https://doi.
org/10.1111/1911-3838.12241

31. Jamwal, A., Agrawal, R., Sharma, M., Kumar, V.: Review on multi-criteria decision analysis
in sustainable manufacturing decision making. Int. J. Sustainable Eng., 1–24 (2020). https://
doi.org/10.1080/19397038.2020.1866708

32. Jamwal, A., Agrawal, R., Sharma, M., Kumar, A., Kumar, V., Garza-Reyes, J.A.A.: Machine
learning applications for sustainable manufacturing: a bibliometric-based review for future
research. JEIM. ahead-of-print (2021). https://doi.org/10.1108/jeim-09-2020-0361

https://doi.org/10.1016/j.ijinfomgt.2019.05.023
https://doi.org/10.1016/j.adhoc.2019.102047
https://doi.org/10.1016/j.compind.2019.04.002
https://doi.org/10.31803/tg-20200811113729
https://doi.org/10.1108/imds-04-2020-0194
https://doi.org/10.1016/j.jclepro.2020.124731
https://doi.org/10.3390/su12187638
https://doi.org/10.1016/j.ijpe.2020.107831
https://doi.org/10.1111/1911-3838.12241
https://doi.org/10.1080/19397038.2020.1866708
https://doi.org/10.1108/jeim-09-2020-0361


Demand Forecasting for an Automotive
Company with Neural Network and Ensemble

Classifiers Approaches

Eleonora Bottani(B) , Monica Mordonini(B) , Beatrice Franchi(B) ,
and Mattia Pellegrino(B)

Department of Engineering and Architecture, University of Parma, Viale delle Scienze 181/A,
43124 Parma, Italy

{eleonora.bottani,monica.mordonini,beatrice.franchi,

mattia.pellegrino}@unipr.it

Abstract. This work proposes the development and testing of three machine
learning technique for demand forecasting in the automotive industry: Artifi-
cial Neural Network (ANN) and two types of Ensemble Learning models, i.e.
AdaBoost and Gradient Boost. These models demonstrate the great potential
that machine learning has over traditional demand forecasting methods. These
three models will be compared to each other on the basis of the coefficient of
determination R2 and it will be shown which model has the greatest accuracy.

Keywords: Demand forecasting · Automotive · ANN · AdaBoost · Gradient
Boost

1 Introduction

In economics terms, “demand” describes the consumers’ desire and willingness to pay
a price for receiving specific goods or services and can be interpreted as the amount
of desire expressed by the buyers. Accurate demand forecasting allows the company’s
managers to improve theirmarket performance, increasing profit and delineating internal
policies and procedures on a sound basis. To this end, various tools have been proposed
in the last decades for dealing with sales forecasting and making the process more accu-
rate. These tools range from the traditional time series/statistical forecasting methods
(e.g., exponential smoothing, moving average, ARIMA, or multivariate regressions) to
the more recent applications of artificial intelligence (AI), including, among others,
artificial neural networks, fuzzy logic or genetic algorithms [1]. As a matter of fact,
research activities intended to develop more effective business forecasting techniques
have recently evoked the usage of tools from the computational AI area. Machine learn-
ing (ML), as a branch of AI, is currently one of the most popular tools applied to demand
forecasting. ML describes a suite of approaches able to provide systems with the ability
to automatically improve their performance by learning from experience without being
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explicitly programmed. The present work proposes the comparison of various ML tools
applied for the purpose of demand forecasting in the particular context of the automotive
industry. In particular, the following ML approaches will be discussed in this paper: an
Artificial Neural Network (ANN) implementation and two types of Ensemble Learning,
i.e. AdaBoost and Gradient Boost.

For an exhaustive review of the relevant literature on the use of ANN in demand
forecasting, see [2], who have proposed an ANN implementation in the automotive con-
text with the purpose of forecasting the demand of finished products. In the automotive
field there are very few studies focusing on the issue of demand forecasting. To the best
of the authors’ knowledge, besides [2], the studies expressively focusing on this topic
have been by [3] and [4]. In all studies, ANNs have been implemented as the demand
forecasting tool. For literature review on AdaBoost used as an efficient predictor see [5],
who demonstrated that AdaBoost is an appropriate model to evaluate the financial risk of
Korean construction companies. For studies regarding the usage of the Gradient Boost
algorithm in the context of sales forecasting, the reader is referred to [6]. In that work,
Gradient Boost has shown good accuracy in forecasting and future B2B sales prediction.

Because the studies applyingANNs,AdaBoost andGradient Boost approaches in the
automotive field are very limited, this specific sector was chosen as the implementation
context for this study. Besides this aspect, it is critical for an automotive company to
forecast the future demands for finished products or spare parts, and it is also essential
for optimizing supply chain operations and reducing costs [4].

The remainder of the paper is organized as follows. Section 2 details themethodolog-
ical approach followed for carrying out the research. Section 3 shows the implementation
of the chosen approaches and the corresponding outcomes, together with the comparison
with the ANN approach previously applied. The relating results are discussed in Sect. 4.
Conclusions, implications and future research directions are finally delineated in Sect. 5.

2 Background Modelling

2.1 Framework

The approach proposed by [2] consists of several steps, which represent a useful guide-
line for building new methods to analyze a demand forecasting problem. The steps are
reported in Fig. 1.

Fig. 1. Methodology logic tree.

1. Problem Formulation: The proposed context concerns the demand forecasting
problem in an automotive company, calledCompanyA for the sake of confidentiality.

2. Data collection: Company A provided us with a dataset for working about the
context’s task (see Sect. 2.2 for a detailed description of the dataset).
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3. ML approach: We built a new neural network to work with our dataset, and we
implemented other two algorithms to work with: AdaBoost and Gradient Boost.

4. Optimization and comparison: We compared the estimates obtained the used
methods.

2.2 Dataset Description

The dataset contains three-monthly data from 2013 to 2018 (670 observations overall).
Each row in the dataset represents a different part of the car: nose, front spoiler, machine
structure, arms, brake discs, upright and bearings. Some components can be “right” or
“left”, “upper” or “lower” and, consequently, the final number of components analysed
is eighteen. Seven key variables are to be taken into account as inputs:

1. Components’ category, items number that can be grouped into a main class;
2. Championship to which sales data are related, since different championships corre-

spond to different climatic conditions and cultural factors,whichmay affect accidents
or spare parts demand;

3. Number of cars competing in each championship;
4. Number of races in each championship;
5. Ageing, simply attributable as YES or NO depending on the component;
6. Car life cycle, i.e. first year of life, interim period and last year of life;
7. Trimester, i.e. July–September, October–December, January–March, etc.

The following variables will be used to predict sales: number of cars; number of
races; ageing.

2.3 Machine Learning Techniques

Neural Network. The ANN created in this study is a feed-forward neural network. As
it can be seen in Fig. 2(a), a feed-forward NN consists of an input layer of neurons, an
arbitrary number of hidden layers, and an output layer. Each neuron of a certain layer is
connected to each neuron of the next layer. Figure 2(b) shows one single neuron, which
receives inputs (in signals weighted by weights wn) from each neuron of the previous
layer. Additionally, it receives a so-called bias input ibias with weight wbias. The transfer
function f (

∑
) of a neuron translates the sum of all the weighted inputs into an output

signal, which serves as input for all the neurons of the following layer [7].
Themost usedmethod to train a neural network is to present a set of samples (training

set) as input to the network. The answer provided by the network for each example is
compared to the desired answer; the difference (error) between the two is then evaluated
and based on its value, the weights are adjusted. This process is repeated across the
entire training set until the network outputs return an error lower than a predetermined
threshold.

Boosting. The ensemble learning is away to combine different basic classifiers to derive
a new one, more complex and more efficient. Moreover, these basic classifiers can be
different in terms of hyper-parameters, representation and training set. The boosting
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Fig. 2. (a) Structure of a feed-forward neural network. (b) Model of a single neuron.

algorithm belongs to this particular category and includes theAdaBoost and theGradient
boost techniques.

AdaBoost. Adaptive Boosting (AdaBoost, [8]) was the first boosting algorithm devel-
oped for classification and regression. It fits a sequence of weak learners on different
weighted training data. The algorithm starts by predicting the original data set and giving
equal weight to each observation. If the prediction is incorrect, using the first learner, the
algorithm will give a higher weight to the observation. This procedure is iterated until
the model reaches a predefined (threshold) value of accuracy. However, decision stumps
are used with AdaBoost. They split the samples into two subsets based on the value of
one generic feature. Each stump sets a feature and a threshold, and then splits the data
into two new groups on each threshold side. Figure 3 provides an example of the classic
AdaBoost working.

Fig. 3. Example of implementation of an AdaBoost classifier on a dataset with two features and
two classes. Weak learner #1 improves on the mistake made by Weak learner #2.

AdaBoost has many advantages and disadvantages. It is typically easy to use because
it does not need complex parameters’ tuning procedures; similarly, it shows low sensitiv-
ity to the overfitting phenomenon. It is able to learn from a little set of features and add,
in an incremental way, new information on which to work about. However, AdaBoost
is quite sensitive to data having noises or abnormal values and, typically, it works with
binary data, which can make it hard to adapt the algorithm to a categorical classification.
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Gradient Boosting. This algorithm proposes a predictive model in the form of a com-
bined set of weak predictive models, typically decision trees. After its original for-
mulation, explicit regression gradient boosting algorithms were developed by [9, 10].
Gradient boosting trains many models in a sequential way. Each new model gradually
minimizes the whole system loss function, using the Gradient descent method, i.e. a
first-order iterative optimization algorithm for finding a local minimum of a differen-
tiable function. The criterion is to take repeated steps in the gradient opposite direction
of the function at its current point, because it is the steepest descent (see Fig. 4). The
learning procedure fits newmodels to provide a better accuracy of the response variable.
The aim is to construct new base learners which can be correlated with the loss function
negative gradient.

Fig. 4. Gradient descent on a series.

Gradient Boost too has some characteristics that makes it optimal for the targeted
implementation. It often provides predictive accuracy that cannot be beat, it is very
flexible, it can optimally deal with different loss functions and provide some hyper-
parameter tuning that make the function fit very flexible. Unlike AdaBoost, it works with
both categorical and binary data without difficulties. Moreover, it can handle missing
data. Nevertheless, Gradient Boost always tries to minimize all errors, which can bring
to overemphasize outliers and cause overfitting. It is also computationally expensive,
and its high flexibility requires many parameters to be set.

3 Case Study

3.1 Context

The company in which this study has been carried out (referred to as Company A for the
sake of confidentiality) is based in the North of Italy and operates in the production of
racing cars, by assembling components which can be either supplied or made in-house.
Typically, cars are directly sold to teams participating to worldwide championships,
while for components, the market is wider since also other companies or privates can be
reached.
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3.2 Neural Network Implementation

A feed-forward neural networkwas used in thiswork. The procedure used for the training
process was iterated 1000 times and it is as follows: first of all, the input data were taken
from the training dataset, adjusted based on their weights, and retrieved via amethod that
computes the output. After, the back-propagated error rate is computed as the difference
between the predicted output of the neuron and the expected output of the training dataset.
Finally, some minor weight adjustments are made using the error weighted derivative
formula.

3.3 AdaBoost Implementation

The implementation of this algorithm follows the steps listed below:

1. Normalization of each entry in the dataset;
2. Grouping of the data into the “train” and “test” sets;
3. Definition of the AdaBoost regressor;
4. Tuning of the hyper-parameters of a grid search. A grid search defines a search

space as a grid of hyper-parameter values and evaluate every position in the grid.
Hyper-parameters specification taken into account in this work include decision trees
dimension and learning rate values.

5. Score computation and analysis.

3.4 Gradient Boost Implementation

For the targeted implementation, Gradient Boost had been chosen in the light of its
optimal accuracy. The implementation of Gradient Boost follows the same steps listed
for AdaBoost in the previous subsection.

4 Results

For an evaluation of the three different models implemented (ANN, AdaBoost and
Gradient Boost algorithms) it is paramount to determine their goodness and accuracy.
To do this, the coefficient of determination R2 and RMSE were computed. R2 index was
because, for the purpose of our study, it is important that the algorithm is able to predict
the real numerical data (i.e. to forecast the sales data). Indeed, R2 is a statistical index that
aims at evaluating whether the regression model can actually be used to make reliable
predictions. R2 is calculated as the ratio between the model deviance (σ2model) and the
total deviance (σ2) (Formula 1). R2 measures the accuracy of the models implemented,
in terms of its ability to fit the data. A value close to 1 means that there is an almost
perfect correlation between the model and the data; on the contrary, a value close to 0
indicates absence of correlation between them, meaning that the adaptation of the mean
is equivalent to the model created. Therefore, the more R2 approaches 1, the greater the
goodness of the model.

The root mean square error, on the other hand, show the difference between predicted
values and those observed in the model (Formula 2).
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Formula 1. Computation of R2 Formula 2. Computation of Root Mean Squared Error

Where n is the number of samples, f are the predicted values and o are the empirical
observed data. Therefore, the more RMSE approaches 0, the greater the goodness of the
model. Moreover, the algorithms were validated using a k-fold cross validation. K-fold
cross validation consists in splitting a dataset in K sections, where each fold is used as
a testing set at some point.

The general procedure is as follows:

1. Shuffle the dataset randomly;
2. Split the dataset into k groups;
3. For each unique group:

1. Take the group as a hold out or test data set;
2. Take the remaining groups as a training data set;
3. Fit a model on the training set and evaluate it on the test set;
4. Retain the evaluation score and discard the model;

4. Summarize the skill of the model using the sample of model evaluation scores.

Table 1 shows the R2 and RMSE values for the models implemented in our study:

Table 1. R2 and RMSE values for each model implemented.

Neural
network

AdaBoost Gradient boost

R2 −0.10 0.37 0.27

RMSE 0.14 0.07 0.06

As can be seen, the best combination of R2 and RMSE values (respectively equal to
0.37 and 0.07) is observed for the AdaBoost algorithm. Taking into account the relatively
small sample of observations, the value denotes an excellent result. For Gradient Boost,
R2 scores 0.27 and RMSE scores 0.06. These values are way lower than AdaBoost, it is
because AdaBoost works very well with weak learners and its exponential loss function
fits well with the proposed model and generally it works better than Gradient Boost
with small datasets. Nonetheless, in the light of the small size of the dataset, they could
still be considered as acceptable. Finally, the ANN shows a negative R2 (−0.10); this
result clearly denotes the inability of the neural networkmodel to fit to the data. Negative
values of R2 can be observed if the predictions that are compared with the correspondent
results were not obtained from a procedure adhering model using such data. Once again,
the possible reason is to be searched in the narrowness of the series used, which prevents
the correct adaptation of the ANN to the specific problem. In addition, Fig. 5 shows the
predictions made by the previously described algorithms. The blue curve represents the
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real sales values, the red one instead is the prediction. The x-axis reflects the number of
samples analyzed, while the y-axis reports the sales value.

Fig. 5. Algorithms’ predictions. (a) Neural network, (b) AdaBoost, (c) Gradient boost

5 Conclusions

The aim of this study was the implementation of three ML models for demand fore-
casting of eighteen car components for an automotive company located in the North
of Italy, i.e. Neural Network, AdaBoost and Gradient Boost. The model that provides
greater prediction accuracy turned out to be the AdaBoost algorithm, with an R2 of 0,37
and a RMSE of 0,07 respectively. This means that AdaBoost algorithm fits well the
categorization model proposed in this work and it is the best configuration among the
three. Further insights can be considered. To have sales forecast data yet more accurate
and precise, it would be interesting to repeat the study with larger datasets, consisting
of thousands of rows. Furthermore, it could be interesting to repeat the study using a
different time span (e.g. annual), as well as to study the demand forecasting for a greater
number of car components. As a suitable future research direction, this study could be
replicated in fields other than the automotive one, to take into account the presence of
different components and to test its validity in various contexts.
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Abstract. The ability to meet increasingly personalized market demand in a
short period of time and at a low cost can be regarded as a fundamental prin-
ciple for industrialized countries’ competitive revival. The aim of Industry 4.0
is to resolve the long-standing conflict between the individuality of on-demand
output and the savings realized through economies of scale. Significant progress
has been established in the field of Industry 4.0 technologies, but there is still
an open gap in the literature regarding methodologies for efficiently manage the
available productive resources of a manufacturing system. The CONtrolledWork-
In-Progress (CONWIP) production logic, proposed by Spearman et al., allows
controlling the Work-In-Progress (WIP) in a production system while monitoring
the throughput. However, an affordable estimation tool is still required to deal
with the increased variability that enters the current production system. Taking
advantage of recent advances in the field of machine learning, this paper con-
tributes to the development of a performance estimation tool for a production line
using a deep learning neural network. The results demonstrated that the proposed
estimation tool can outperform the current best-known mathematical model by
estimating the throughput of a CONWIP Flow-Shop production line with a given
variability and WIP value set into the system.

Keywords: Industry 4.0 · Industrial production system · CONWIP
Flow-Shop · Throughput estimation · Deep learning

1 Introduction

The continuous transformation of the competitive manufacturing landscape, new chal-
lenges spanning innovation, efficiency, expense, and time-to-market all reflect oppor-
tunities that a modern company cannot afford to miss. The ability to meet increas-
ingly personalized market demand in a short period of time and at a low cost can be
regarded as a fundamental principle for industrialized countries’ competitive revival
against emerging countries with lower technological development but lower social and
labor costs [3]. In this context, it is important to develop the ability to efficiently dis-
tribute available resources, as well as the ability to rethink and revolutionize the meth-
ods and controlling approaches of production processes in order to react appropriately
to new market challenges [5].
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The effect of a production paradigm based on increased product customization and
shorter time-to-market was significant enough to justify the born of a new industrial
paradigm: the Fourth Industrial Revolution (or Industry 4.0). While previous indus-
trial revolutions were marked primarily by major technological developments, this one
pursues logistical/management goals, which are related to the new need for product cus-
tomization and the consequent versatility needed by a manufacturing plant [1,12,15].
Hence, the aim of Industry 4.0 is to resolve the long-standing conflict between the indi-
viduality of on-demand output and the savings realized through economies of scale
[6,7]. Significant progress has been established in the field of Industry 4.0 technolo-
gies, but to the best of the author’s knowledge, there is still an open gap in the literature
regarding methodologies for efficiently using the data flow generated by Industry 4.0
Cyber-Physical Systems (CPSs) [14,18].

Industry 4.0 is intended to enable the transition from a traditional manufacturing
model (Mass Production) to a customization-oriented one (Mass Customization). This
transformation, however, must be accompanied by a change in the logic of the Manufac-
turing Planning and Control (MPC) structure. In fact, the main problem in a Mass Cus-
tomization business scenario is the variability that enters the system as a result of con-
sumer customization requests. And the issue is that, for the time being, this variability
can only be dealt with by a traditional MPC scheme, such as Manufacturing Resource
Planning (MRP-II, in the following MRP), which act on the manufacturing system with
a “push” logic controlling the throughput and monitor the Work-In-Progress (WIP).

In the scientific literature, several control strategies suggesting autonomous and
independent control principles have been proposed. Among these, Dolgui et al. pio-
neered a new research area based on the application of classical Control Theory to
scheduling and inventory control systems [4,9–11,16]. Sokolov et al. in [16], in par-
ticular, investigated the advantages and limitations of various control approaches and
algorithms for the optimal solution of short-term scheduling of a manufacturing sys-
tem. However, these control strategies requires important change into the production
system while the manufacturing firms are still in search of more simple solution, able
to controls the WIP level, while monitoring the throughput of the system. One of these
solution may be offered from the CONtrolled Work-In-Progress (CONWIP) logic, pro-
posed by Spearman et al. [17] in the 1990. They demonstrated that pull systems are
more effective than push systems and that pull systems need less WIP to achieve the
same value of throughput.

The issue is that, in order to implement a CONWIP production system, the amount
of WIP to be allowed in the production system must be defined. The selection of the
correct WIP numbers to be admitted is critical for the manufacturing system’s perfor-
mance. In fact, different values of WIP determine different values of the production
system’s throughput and crossing time. A high level of WIP, in particular, ensures a
higher value of throughput at the expense of a higher value of the time required for a job
to cross the production system. Low levels of WIP, on the other hand, ensure that jobs
have a better crossing time at the expense of the manufacturing system’s throughput.
As a result, given the current manufacturing paradigm, it is critical to have a produc-
tion system that allows for dynamically changing the amount of WIP, depending on the
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required throughput from the market or from the other production line, while keeping
the time to cross the production system as short as possible.

In this sense, the aim of this paper is to contribute to the development of a produc-
tion line performance estimation tool, able to take into account the variability of the
processing time that enters the production system and the number of WIP values set.
To this extent, a deep learning algorithmic approach for the throughput estimation of
a CONWIP Flow Shop production line is proposed. Then, its performance has been
assessed against the last-known mathematical model of CONWIP production systems
proposed by Spearman et al. in [8] and compared with the results obtained from a sim-
ulation model. The remainder of the paper is structured as follow: Sect. 2 introduces the
Problem Statement of the paper; Sect. 3 introduces the proposed approach, focusing on
both the simulation method for generating data and the proposed deep learning algo-
rithm; Sect. 4 discusses the results, comparing them to the best-known mathematical
model; and Sect. 5 concludes the paper.

2 Problem Statement

Suppose to have a FlowShop CONWIP line with 5 machines where the processing
times are generated by a fixed average gamma distribution Fig. 1. The choice of the
gamma distribution is motivated by the desire to introduce controllable variability into
the production line. It is, in fact, a continuous probability distribution that includes,
among other things, the exponential distributions, and it is used in literature to simulate
situations that are far from thememoryless characteristic of the exponential distribution.
Without loss of generality, we considered different productive scenario in which the
average processing time is fixed to 10min and the variability that enters in the system is
controlled by a change in the alpha value of the above-mentioned gamma distribution.

Fig. 1. The considered CONWIP Flow-Shop production line

As said above, in a CONWIP line, the THroughput (TH) is an observable perfor-
mance parameter that can be controlled by directly acting on the system’s authorized
WIP level. Spearman et al. in [8,17] investigated the dynamics of a CONWIP system
and developed mathematical models that described its behavior as a function of con-
trolled variables and boundary conditions. They focused on the behavior of the best
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possible condition (no variability and balanced line, with the same performing times at
all stations) and the worst possible condition. These scenarios are interesting because
they represent the best and worst possible performance that a CONWIP production sys-
tem may show. Furthermore, the researchers assessed the behavior of the same system
in a practical case (i.e., the practical worst case, or PWC) in which the performing times
of jobs at the stations are exponentially distributed, preserving the balanced line con-
dition in terms of average processing times. Hence, the mathematical relationships that
link TH and Cyclet Time (CT) to the WIP introduced in the system are known in these
cases.

However, their mathematical model is based on the strong assumption of an expo-
nential processing time distribution case, that is not of great help when the variability is
different from the exponential case. To this extent, Hopp and Spearman in [8] have then
proposed an iterative model based on average value considerations, taking the advan-
tage of the Mean Value Analysis, able to correctly estimate the TH of a CONWIP line
with different level of variability, selecting as input for the model the value of WIP
admitted in production and the quadratic coefficient of variation of the processing time
distribution. However, as already showed by [2] their estimation suffers from an approx-
imation error when forced to work with variability far from the exponential ones, due
to the fact that the model’s assumptions are not properly verified in these cases.

Therefore, the goal of this paper is to use a machine learning algorithm, based on
Deep Learning Neural Network architecture to estimate the Throughput of the produc-
tion line based on the same input considered by Hopp and Spearman in their last work
(i.e., the WIP to be admitted in production and the quadratic coefficient of variation of
the processing time distribution). The proposed model’s limitations must be found in the
requirement for a consistent amount of data that is wide and complete, as well as the fact
that the trained model is specific to the considered production system architecture. The
proposed method, on the other hand, has the advantage of having a data-driven model
architecture that can be trained with data from a simulator or a physical production line
and is easily replicable for any type of production system.

3 The Proposed Deep Learning Tool

As above analysed, the problem of estimating the TH of a CONWIP line is critical
for the proper sizing of the production line’s WIP. After analyzing the limitations of the
previous modeling in the literature, the goal here is to develop a TH estimation tool for a
CONWIP production line using a machine learning algorithm based on Deep Learning
Neural Network architecture. However, in order to begin training of this kind of model,
a large amount of data must be collected. To that end, a simulation model using the
Discrete-Event and Agent-Based techniques with the help of the Anylogic simulation
software has been created.

The model’s Main agent is depicted in the Fig. 2. As can be seen, the simulation tool
is very simple, consisting of five different services blocks (that simulate the processing
machines) and other blocks presented for statistical purposes. To collect all the data
required, the model was run for different values of variability (i.e., varying the α value
of the processing time distribution at step of 0.1 for value between 0.5 and 3) and of
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Fig. 2. The main agent of the simulation tool

WIP (i.e. varying it between 1 and 20), for a simulation time of 4 years (in order to
be sure that the steady state is reached), replicated 40 times for each combination of
parameter. Then, the TH and CT of the production line were collected and saved in an
Excel spreadsheet after each simulation run.

Once the experimental data-set has been acquired, we proceeded to build the deep
learning neural network for the estimation of the TH. These networks are structured of
multiple layers of neurons: we have a first layer known as the input layer, which in our
case will be made up of two inputs, the WIP of the production line and the quadratic
coefficient of variation within the line; different hidden layers with variable number of
neurons, which are responsible for numerical interpolation; a final layer that represents
the output of the network (i.e. the TH in the considered case) Fig. 3.

Once the network’s architecture in terms of input and output has been established,
the network’s hyper-parameters, such as the number of neurons inside the hidden layer,
activation functions of the neurons, loss function, and so on, must be determined. Unfor-
tunately, there is no objective method for selecting these parameters [13]. For this rea-
son, the network has been scaled with a “Trial and Error” approach and the results
shown in the following paragraph.

4 The Deep Learning Algorithm - Experimental and Validation
Scenario

The model was developed on Google Colaboratory using the Tensor Flow Keras library.
The dataset used for model training was made up of 20800 data points extracted from
the simulator and divided into three sections: training (75%), validation (20%), and test
(5%).
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Fig. 3. The structure of the proposed deep learning neural network

As previously stated, several experiments has been carried out in order to find the
best combination of hyper-parameters through a trial and error procedure. To ensure
an effective comparison of the results, we fixed the seed so that we could see how
the model responds to changes in hyper-parameters. After experimenting with different
configurations, we concluded that the best results were obtained with a neural network
composed of the following layers: an input layer that accepts the WIP values in the pro-
duction system as well as the quadratic coefficient of variation; a hidden normalization
layer; two dense hidden layers of 12 neurons each with elu as activation function; an
output layer formed by a single neuron.

It should be noted that, prior to arriving at this network configuration, several exper-
iments, which were omitted for space reasons has been carried out, which involved
reduced neural network structures (single hidden layer, different number of neurons,
different combination of activation function, etc.). For the loss function, we preferred
the use of the classic Mean Squared Error (MSE), adopting the ADAM optimizer with
a learning rate of 0.01. Also in this case, experiments with different learning rate has
been carried out and this value resulted as the ones that performed with good value
of MSE also in the Test phase. Regarding the epoch number, we experienced the best
performances to a value around 20 epochs for the proposed structure. The results of the
deep learning neural network model are shown in the Fig. 4.

Finally, in order to assess the performances of the proposed model, fixed the vari-
ability of the system (i.e., α), we compared the predicted values of the TH to the average
values obtained from the simulation and to the values obtained from the iterative Spear-
man’s model [8]. As illustrated in Fig. 5 in which the scenario with α = 3 is drawn,
the proposed neural network model is capable of forecasting the TH of the produc-
tive line with high accuracy (i.e., with a MSE value in the order of 10−2) whereas the
Hopp and Spearman’s iterative models deviate consistently as the value of the WIP in
the line increases. To summarize, the Hopp and Spearman iterative model is extremely
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Fig. 4. Results of the deep learning neural network model.

precise for values of variability close to the exponential (i.e. alpha equal to 1), but it
begins to earn systemic errors when the variability that enters the system deviates from
this hypothesis. Instead, the proposed model proved to be accurate even when different
levels of variability were introduced into the system.

Fig. 5. Comparison of the proposed deep learning neural network model with the iterative Spear-
man et al. [8] model and the data from the simulation tool in a scenario with α = 3.

5 Conclusion

In today’s production scenario, where time to market has a significant added value,
even when compared to simple productivity, it is critical for production lines to have



150 S. Vespoli et al.

performance controllable dynamically. Considering a flow-shop that works in a CON-
WIP configuration, this control knob may be the WIP value that can be controlled and
modulated appropriately to meet different production constraints. At the same time, as
a result of the need to create added value through extreme product customization, the
variability introduced within the production system is constantly increasing. The coex-
istence of these causes complicates the dimensioning of the WIP within the productive
system, when a specific value of performances is needed (e.g. a specific throughput).

To that end, we proposed a deep neural network estimation tool able to estimate the
throughput value of a production line once the variability and WIP enters the system are
known. The current work demonstrated that this tool can make very accurate predictions
of production performance, allowing a much finer sizing of WIP than was previously
possible even in scenarios with non-exponential variability. The current model’s limita-
tion is that it was tested on an a-priori known production line model with a fixed average
processing time and number of machines. However, the same methodology here pro-
posed may be applied with a larger dataset that will allow a greater generalisation of
the problem. The authors hope that future research will focus on extending this work’s
reasoning to more general neural network architectures that can take into account dif-
ferent average production times and, in particular, different number of machines in the
production line.
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Abstract. Machine Learning (ML) techniques and algorithms, which
are emerging technologies in Industry 4.0, present new possibilities for
complex scheduling methods. Since different rules can be applied to dif-
ferent circumstances, it can be difficult for the decision-maker to choose
the right rule at any given time. The purpose of the paper is to build an
“intelligent” tool that adapts its choices in response to changes in the
state of the production line. A Deep Q-Network (DQN), a typical Deep
Reinforcement Learning (DRL) method, is proposed for creating a self-
optimizing scheduling policy. The system has a set of known dispatching
rules for each machine’s queue, from which the best one is dynamically
chosen, according to the system state. The novelty of the paper is how
the reward function, state, and action space are modelled. A series of
experiments were conducted to determine the best DQN network size
and the most influential hyperparameters for training.

Keywords: Reinforcement learning · DQN · Scheduling · Flow shop

1 Introduction

The Industry 4.0 and emerging technologies offer new possibilities for dynamic
scheduling strategies using Machine Learning (ML) techniques and algorithms
[19]. This brings with it a number of significant new challenges and planning
opportunities. Since different rules can be applied to different situations, it can
be difficult for the decision-maker to select the best rule at any given time.
Moreover, dispatch rules are limited to their local information horizons, so, there
is no rule that exceeds others by different goals, scenarios and conditions of the
system [15]. Many approaches have been taken in the literature to address the
problem of scheduling and production optimal control, and [3] presents a very
comprehensive literature review. In the literature [7] suggests that real-time
knowledge of the production system can lead to significant improvements in
dynamic scheduling performance. Even a decentralized scheduling approach can
bring benefits to the performances of a production line [4]. To overcome problems

c© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
A. Dolgui et al. (Eds.): APMS 2021, IFIP AICT 630, pp. 152–160, 2021.
https://doi.org/10.1007/978-3-030-85874-2_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85874-2_16&domain=pdf
https://doi.org/10.1007/978-3-030-85874-2_16


Dynamic Scheduling in a Flow Shop Using Deep Reinforcement Learning 153

that might occur when dealing with problems in which there is no complete
knowledge of the system dynamics the methods and the algorithms of the ML,
the deep learning (DL) [8] and reinforcement learning (RL) [9] can be exploited.
In [10] convolutional and generative adversarial neural networks are employed
in manufacturing and in dynamic scheduling, also Heger in [5] proposes a ML
method that adjusts the parameters of the dispatching rule based on the system
state. The method of Deep Reinforcement Learning (DRL) is the proper way to
produce a self optimization scheduling policy, so that the accurate simulation
and high performance data provided by a simulation tool can be used. DRL
has recently been studied and used in the manufacturing systems because its
characteristics allow it to address decision-making problems that can be difficult
in today’s complex and changing manufacturing systems environment [21]. A
RL-based task-assigning strategy to enable multi-project scheduling in the Cloud
Manufacturing perspective is addressed in [2]. The aim of the present paper is to
create an “intelligent” tool that updates its choices in response to changes in the
production line’s situation. It can have a potential practical use because the data
from the production line can be sent to a controller as inputs, and a decision
can be made in the event of a disruption or a sudden change in the line. In [11]
there is a similar approach to the one here proposed, but their goals are different
(minimize the makespan), and even the design of the RL model, as in their case
is implemented with Petri Net. In [12] there is the implementation of the RL
using DQN combined with edge computing framework, for the scheduling of a
job shop. Otherwise the approach proposed here is validated with a flow shop
and a series of experiments is carried out to evaluate the best hyperparameters
and network structure to be used by the DQN to achieve the best performance
values. Besides the manner in which state, reward function, and action space are
modelled is what distinguishes this approach from other presented in literature.

2 Problem Formulation

In this section we will discuss about the problem of scheduling in a flow shop
with DRL as the paper focuses on the construction of an DRL-supported method
that employs the DQN to choose the best rule for scheduling jobs on machines
of a flow shop production line. Reinforcement Learning (RL) is a mathematical
formalization of a problem involving decision-making. Since it focuses on goal-
directed learning from feedback, RL is distinct from other Machine Learning
approaches. Instead of being told what actions to take, the learning agent must
find out for itself which actions result in the greatest reward, by putting them to
the test by “trial and error”. The learning agent refers to the entity that acts and
learns from the environment (simulation model) through observations, performs
specific actions, and receives a reward. The virtual environment is the world
in which the learner works. The observation is state-related: the learning agent
receives knowledge about the current state of the system. Every piece of informa-
tion contained in a system is almost impossible to know, therefore only a selected
subset of real information is provided for the learning agent in the form of an
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observation. Deep Reinforcement Learning (DRL) is a method of Reinforcement
Learning that employs Deep Neural Networks (DNN) to approximate the value
function and the representation of the state and the action space. The issue is
that dispatching rules are not always the best ones; depending on the configu-
ration of the problem and the conditions, one rule may be superior to another.
In the literature the decision making problem related to the best dispatching
option to choose in a flow shop has been assessed by [14]. The authors consider
as a point of strength not to require training but only the optimization of the
network’s weights to achieve good performances. Otherwise, we investigate how
develop the network of a suitable dimension with certain values of hyperparame-
ters to accomplish this task. Simulation has been extensively used to investigate
the performance of dispatching rules. Aside from some general and common find-
ings, one widely accepted conclusion is that on a global scale, no dispatching rule
is superior to the others. Certain ones, such as shortest processing time (SPT),
perform well on some performance measures, such as mean flow time (the amount
of time jobs spend in the system), but poorly on others, such as maximum job
lateness. As a result, their performance is highly dependent on the studied sys-
tem’s configuration, operating conditions, and the performance criterion used to
test the rules. As a result, decision-makers can have difficulty determining which
dispatching rules are best suited to their problem. Simulation samples are used
as training sets in the learning approaches that have been proposed. These sets
provide examples of dispatching rule choices that have resulted in good or poor
results, allowing an automated system to learn. The production line simulated
is based on the work of Hoop and Sperman. The authors in [6] investigated the
behavior of a CONWIP production line under various conditions. The scenar-
ios depict the best and worst possible performance of a CONWIP production
line, respectively. They studied the action of a production line in a real-world
scenario (the Practical Worst Case, PWC) in which the processing times of job
are exponentially distributed through the workstations, in a balanced line (the
average working time is the same for each phase of work). Since system entities
do not respond autonomously to environmental changes in a CONWIP [1] we
propose a system/model that dynamically identifies, with the use of DQN, the
best rule to use for job processing according to the system condition.

3 The Proposed Method

In recent years, a new algorithm known as deep Q-network (DQN) has been
designed; it combines a classic RL algorithm known as Q-Learning with a
deep neural network (DNN). Mnih in [13] proposed this algorithm. DQN is
an RL tool and an extension of the Q-learning approach in which a deep
neural network replaces the state-action tables. The DQN’s learning of the
value function is affected by weight changes based on the loss function: Lt =
(E[r + γ maxa Q(s(t+1), at)] − Q(st, at))2 in which E[r + maxa Q(s(t+1), at )]
represents the optimum predicted reward associated with the transition to the
state s(t+1); r is the reward associated with the action at and the state st; is the
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discount factor used to balance immediate and potential reward; and Q(st, at )
is the network’s approximate value. Back-propagation is used in the network to
propagate the errors calculated by the loss function, which fits the principle of
gradient descent. The policy’s behaviour is determined by a ε -greedy approach
to strike a balance between exploring new states and manipulating existing good
policies. Regarding the method proposed, the reward function is formulated in
accordance with the work of Hoop and Sperman, so the function will be linked
to the throughput (TH) of the line. The function have its intersection with the
x-axis, representing the THmobile of the line, at the TH relative to the PWC,
THPWC ; it is asymptotic to zero, because the TH is a quantity that cannot take
negative values; and it has its maximum in the TH relative to the best case sce-
nario. The TH corresponding to the best case is compensated with the highest
reward, and values greater than this are evenly and equally weighted.

reward =

⎧
⎨

⎩

log(
w0+W−1

W rb
THmobile)

log((
w0+W−1

W )
1

scoremax )
, if THmobile ∈ [0; rb]

scoremax, if THmobile ∈ [rb;∞]
(1)

In (1), THmobile is the throughput calculated in a time window of 240 min, w0

is the critical WIP of the production line, W is the amount of the WIP set
constant in our CONWIP flow shop and rb is the rate of the workstation that
has the highest long-term utilization that is the TH in the best case (Hopp and
Sperman in [6]). The scoremax in the (1) is the max reward that the system
can achieve and in this work we chose to set it at 100 in order to balance the
penalization and/or rewarding and the generalization of the learning. Shi et al. in
[20] looked into the issue of how to model the state in an RL approach. The aim
of [20] is to schedule tasks in the production line avoiding conflicts. In this paper,
we have modelled the state that takes into account the jobs’ characteristics as
well as the line’s current parameter. The vector of observations (S1, ..., S20 in

Fig. 1. The representation of the approach proposed
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Fig. 1) that the DQN algorithm uses as input for training consists of the number
of jobs in the queue, the sum of the processing times in the queue on each
machine, the standard deviation of the processing times in the queue, and the
predicted utilization on each machine. The learning agent selects the rule to
use for each machine and schedules jobs for this delta T based on the chosen
rule for an interval of time equal to the raw time of the line. The space of
possible actions that the system can execute is linked to the scheduling rule
chosen; each machine can choose between three different rules. The first rule is
First In First Out (FIFO). The second is SPT, which schedules jobs with the
shortest processing times. The third is longest processing time LPT. Each action
represents a possible combination of rules for the five machines, e.g. [SPT, SPT,
FIFO, LPT]. The number of potential choices would be 35, that is 243, using
three rules for each of the five machines (see Fig. 1).

4 Experimental Approach

The most important aspect of this work is the development of a system, which
allows us to dynamically select the processing rule for each machine and the eval-
uation of the DQN network’s characteristics. We used Anylogic, a multi-method
simulation software, and a framework called Reinforcement Learning for Java
(rl4j), which is built into the DeepLearning4J library. The model is a flow shop
made up of 5 workstations/machines that is simulated using Anylogic’s discrete
event simulation (DES) tool. At the beginning of the simulation an initial num-
ber of jobs are injected in the line, as the production system is a CONWIP, this
number will be kept constant in the system. The jobs that are processed in the
system are modeled as agents using a simple state-chart (queue-working-final
state), and their processing times are determined by an exponential distribu-
tion with a mean of 10 min, which has a high degree of variability and is more
reflective of a real manufacturing system. The required functions are added to
the simulation model to enable communication between the model and the RL
system. In this paper, an experimental campaign was built to determine the
best network configuration in terms of size and hyperparameters. The hyper-
parameter’s values used were chosen based on the scientific literature and the
characteristics of our problem. The learning rate has been set to 0,001, which
is an acceptable value since a high coefficient (e.g., 1) causes parameters to
leap, while a small one (e.g., 0.00001) causes them to inch along steadily [18].
Regularization is a technique for avoiding overfitting. The “L2” regularization
algorithm is used, which adds a term to the objective function that decreases
squared weights. L2 improves generalization, smoothes model output as input
moves, and assists the network in ignoring weights it does not need [18]. As
in [16], RMSProp (for Root Mean Square Propagation) is used as a gradient-
ascent algorithm, and it is a process in which the learning rate is adapted for
each parameter in the network. The hyperparameter γ, that is the discount fac-
tor, is set to 0.99. The parameter defines how valuable future rewards are. This
aids in demonstrating the convergence of specific algorithms. We also compare
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the performance using Adam (a more recently developed updating technique)
as in [17], it derives learning rates from estimates of first and second moments
of the gradients. We have investigated 8 training experiments: 2 different size of
the network (1 hidden layer-150 nodes and 2 hidden layers-300 nodes); 2 values
of the L2 regularization (0-0.001); and 2 types of updating technique RMSProp
and Adam. The L2 regularization is what makes the learning process more gen-
eral, allowing the learning agent to complete its task without overfitting. Since
we want to see how the structure affects the results, we aggregate the data and
look at the pattern of the performance parameters, in terms of rule chosen, when
changing the number of layers and the values of hyperparameter. The learning
agent frequently chooses the SPT (see Fig. 2), rule for which we have perfor-
mance of high TH almost equal to the TH of the best case studied by Hopp and
Sperman in [6], since the reward function is modeled in optics of maximization
of the TH. Discussing the results, we can say that when the process of learn-
ing is more generic (L2 = 0.001), the policy resulting learns to achieve a good
combination of throughput (TH) and cycle time due to the choice of the SPT
rule which is known to be one of the better rule to solve the scheduling problem
when maximise the TH. Instead, when the regularization is set to 0, the system
returns a policy that chooses even the other two rules (FIFO and LPT). Overall,
we can say that since we have set the goal of maximize the TH, the proposed
tool has learnt how to schedule a good combination of DR. Considering the per-
formance linked to the dimension of DNN, since the number of time the SPT
rule is chosen by the learning agent is greater in the case the DNN is smaller
(1 hidden layer and 150 nodes), we can say that we can also have smaller training
time. Discussing the learning process it converges in the 100 epochs considered.
It is true in most of the setting in terms of mean reward, as it increase over time
until it reaches a maximum (Fig. 3).

Fig. 2. Frequency of the DR choice. On the left, 1 Hidden Layer 150 nodes. On the
right, 2 Hidden Layers 300 nodes.
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Fig. 3. The average reward per epoch (1 Hidden Layer 150 nodes, l2=0, Adam).

5 Conclusion

In this paper we presented an intelligent system consisting of machines and a
learning agent developed with DQN that have decision-making autonomy and
intelligence to learn about rapidly changing environments. What is new about
the approach proposed is how the state, the action space and the reward are
formulated. We modeled the state by taking into account the characteristics of
the jobs in the queues of the working station. The action space is the rule chosen
by each machine and the reward function is modelled considering the maximiza-
tion of the throughput and the work of [6]. The simulation model is a flow shop
made up of 5 machines. The learning agent chooses a rule for each machine.
We have investigated 8 training experiments changing the size of the network,
and two of the hyperparameters of the training. The method proposed is vali-
dated considering the results of the simulation, according to which, for a reward
function focused to maximize the throughput, the system chooses for the most
of time the SPT rule in any scenario. These results can put the foundation for
a wider research, considering more complex production systems and also other
dispatching rules that are much more feasible in a real manufacturing environ-
ment. In order to make the proposed tool more generic and applicable in every
manufacturing configuration, it would be possible to modify some parameters
and scenarios. In a practitioner point of view, this approach will generally pro-
vide managers with a method for decision-making to optimize production system
control in highly complex and dynamic environments.
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research.
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Abstract. Textual data majorly reflects objective and subjective human specific
knowledge. Focusing on big data in industrial and operation management, the
value of textual data is oftentimes undermined. Optimal use of data reinforces
the integrative modeling and analysis of RAM (Reliability, Availability, Main-
tainability). Data-driven reliability engineering and maintenance management,
gains benefit from textual data, especially for identifying unknown failure modes
and causes, and solving problems. The scientific challenge is how to effectively
discover knowledge from text data and convert it into automated processes for
inferential reasoning, predicting and prescribing. This paper outlines how the
reliability-centered maintenance in production systems can be improved by expli-
cating and discovering human-specific knowledge from maintenance reports and
related textual documents. Hence, a theoretical model for text understanding is
proposed, which is demonstrated as a proof-of-concept demonstrator using real
world manufacturing datasets. The text understanding model is represented by
a three-dimensional matrix comprising three indexes, i.e. text readability, word
associations within texts as well as sentiment. The implementation of the model
as a software prototype involves using text mining techniques and machine learn-
ing algorithms. This paper emphasizes on the importance of knowledge extrac-
tion from text in the context of industrial maintenance, by demonstrating how an
increased value of text understandability of maintenance reports correlates to an
early stage detection of failure, the reduction of human failures and leads to an
immense improvement of explication of human knowledge.

Keywords: Reliability ·Maintenance · Human failure · Text mining · Industry
4.0

1 Introduction: Unexhausted Potentials of Unstructured Data
in Reliability Engineering and Maintenance

A high failure rate in an industrial system ultimately leads to high instability and low-
efficiency in production, high operation costs, and poor process quality [1]. Failure rate
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is, therefore, a key indicator for evaluating a successful maintenance management strat-
egy in reliability-centered manufacturing. In the era of Industry 4.0, success in terms
of reliability engineering and maintenance management i) requires the reinforcement
of data-driven strategies focusing on reliability, availability and maintainability (RAM),
and thus ii) demands knowledge-based maintenance (KBM) strategies encompassing
both predictive and prescriptive maintenance approaches [2]. KBM employs artificial
intelligence (AI) for integrative analysis, modeling, predicting and reducing the likeli-
hood of failures and thus increasing reliability and availability in production systems.
Gaining benefits from multi-channel, multi-structured data sources, is thereby essential
for thriving data-driven reliability engineering and KBM. Plausible implementation of
data-driven reliability engineering andKBMacrossmanufacturing enterprises, however,
confront the following challenges, namely: i) inappropriate and inefficient use of mul-
tiple data sources, ii) suboptimal use of multi-structured data, iii) multimodality of data
i.e. missing semantic correlation of information, iv) multiple and overlapping reliability-
centered and maintenance strategy approaches, v) multidimensionality of maintenance
organizations including actors and backend/frontend teams, processes and IT-systems,
and vi) lack of benchmarked use-cases and economically as well as technically evaluated
KBM approaches in industrial applications.

With the integration of IoT-based and embedded sensory systems in Cyber Physical
Production Systems (CPPS) [3] as well as constantly evolving AI technologies, new
possibilities for industrial application of data-driven reliability engineering and KBM
strategies arise. However, in the literature of production and operation management,
data-driven reliability engineering and KBM are mostly understood as umbrella terms
referring to Condition based Maintenance (CbM) and Predictive Maintenance (PdM),
i.e. applying statistical- and machine learning (ML) on structured data in order to opti-
mize RAM [2]. Often the value of unstructured data, in particular text, is undermined or
totally ignored [2]. This is mainly due to its unstructured data format, thus requiring pre-
processing for converting text intomachine-readable formats. Additionally,maintenance
reports (e.g. log books, shift books, failure reports, repair protocols, etc.) are often char-
acterized by informal language, incomplete sentences, incorrect syntax and technical
terminologies, making knowledge extraction even more challenging. Therefore, stan-
dard text mining (TM) approaches are not sufficient for this type of text. In real-world
manufacturing systems, however, the primary data type found in industrial databases
is textual data, majorly reflecting objective and subjective human specific knowledge
[4]. When pursing data-driven reliability engineering and KBM approaches focusing
strictly on structured data, the potential of a large portion of relevant information is
remained unexhausted. This reflects the fundamental problem of industrial maintenance
in today’s production systems, that relevant, up-to-date, and comprehensive knowledge
is missing, which avoids achieving informed decisions [2]. In other words, informed
decision-making should be based on multiple data sources and multimodal data, includ-
ing structured and unstructured formats. In addition, optimal use ofmultiple data sources
and multi-structured data may reinforce the integrative modeling and analysis of RAM
indicators. Data-driven reliability engineering and KBM, therefore, may gain benefit
from textual data, especially for identifying unknown failure modes and causes as well
as improving troubleshooting processes for solving (non-routine/routine) problems and
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therefore lowering the human failure rate. The scientific challenge is how to effectively
discover knowledge from text data and convert it into automated processes for inferential
reasoning and predicting the moment of failure, and ultimately prescribing appropriate
handling measures timely. In order to exploit the full potential of text and therefore,
overcome the quality obstacles of maintenance reports, text understandability should be
achieved, i.e. going beyond standard TM approaches (cf. Sect. 2).

Considering the discussion above the following research question emerges, “How
can text understandability (TU) in industrial maintenance contribute to an increased
reliability and thus, a lowered failure rate?” The objective of this paper is, therefore,
to i) propose a concept for TU in the context of industrial maintenance, focusing on
creation of an objective function representing multidimensional TU and ii) provide a
proof-of-concept software prototype for demonstrating plausible industrial application
of the aforementioned concept.

The rest of the paper is structured as follows: Section 2 provides a literature review
on the necessity of TU inmaintenance. Section 3 introduces the concept of TU, its indus-
trial proof-of-concept implementation and expected industrial impact. Finally, Sect. 4
concludes the discussion and identifies the pathways for future research.

2 State-of-the-Art and -Practice: Why Does Text Understandability
in Maintenance Matter?

Knowledge extraction and discovery from text is used to discover hidden patterns and
valuable information using AI algorithms [4]. Where knowledge discovery focuses on
identifying and understanding valid, novel and useful patterns in data [5], TM applies
this approach to machine supported analysis of text. TM involves information retrieval
and extraction technique as well as natural language processing (NLP) combined with
algorithms frommachine learning and statistics to process and analyze unstructured data
sources [6]. This enables (semi-)automated identification of relevant words in those texts
using Named Entity Recognition (NER) and Part-of-Speech (POS) Tagging. Linking
these words to quantitative information (e.g. costs, production quantities) can further
enhance text understanding and therefore lead to increased knowledge gain [7]. These
matched entities can then be used in subsequent steps to enrich databases and ML
models further [8]. A typical TM pipeline for extracting relevant knowledge from one
or more data sources includes the following steps: i) extracting the text from documents
or web pages [9], ii) preprocessing and iii) extracting domain-specific information using
advanced techniques like NER [8]. This entity relation extraction allows linking entities
labelled by domain-specific tags and the information related to them.

However, a major challenge for the extraction of knowledge from maintenance
reports is their unique form, often not meeting standard text quality measures in terms of
syntax and semantics.Maintenance reports often feature informal language, special char-
acters, individual abbreviations, domain (company) specific expressions and incomplete
sentences [7, 10, 11]. Additionally, maintenance reports are often multilingual featur-
ing English as well as non-English expressions and thus the quality of reports often
depends on the qualification and competence level of maintenance operators [7]. Effec-
tive knowledge extraction requires handcrafted solutions formeasuring associations, and
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the structured representation of domain-specific context [11]. In order to overcome the
limitations of current approaches, the human (expert) ability to understand text should
be reproduced by algorithms. Therefore, the knowledge extraction from maintenance
reports requires text understandability methods, rather than a standard TM pipeline.

Despite foreseeable advantages of text understandability, the body of literature in
maintenancemainly reflects knowledge extraction and discovery from textual data, using
TM. The majority of the state-of-the-art approaches restrictively aims to extract specific
information from text rather than fostering TU. Notable examples are summarized in
Table 1, which consider textual maintenance data in various industries, trying to extract
specific information, e.g. the time of failure or frequent occurring incidents.

Table 1. Research considering TM in maintenance

Key statement Extracted information Industry

Increased accuracy of failure times
for reliability using TM [12]

Time of failure Energy industry
Food industry

Detection of causalities and
comprehension of incident progress
patterns using NLP [13]

Flows of events of accidents Space industry

Extraction of information about
component failure patterns using
TM, which enables the
identification of frequent warning
and failure incidences [14]

Components causing frequent
warnings/failures

Facility management

Frequent incidents detection in
building sectors based on
characteristics using text analytics
[15]

Frequent incidents Facility management

In order to fully comprehend textual data in maintenance and exploit the comprised
knowledge, a close to human-like TU model for the analysis of textual documents
should be established. According to psycholinguistics, the human’s TU is a complex
and dynamic process, that takes place on various levels, including a syntactic and a
semantic level [16]. In order to comprehend text, humans build and access a complex
inner dictionary, storing syntactic and semantic information as well as generated infer-
ence, by linking previously gained knowledge with information from recent events [17,
18]. As a first approach a compositional framework for text understanding has been
introduced by Ansari [7], focusing on text analysis in industrial maintenance.
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3 Text Understandability in Maintenance: Conception
and Industrial Proof-of-Concept Implementation

3.1 Text Understandability as an Objective Function

TU is defined as an objective function representing themultidimensionality of automated
text comprehension, where multiple dimensions and related criteria identified mainly
from language; syntax, semantics, and context as well as target objective function (e.g.
cost, quality, time, productivity, etc.) contribute to a holistic modeling of TU. In this
paper, the multidimensionality of TU is limited to three dimensions i) text readability,
ii) extracting hidden sentiments and iii) existing associations, where each dimension
increases the comprehension of text. Thereby, text readability, assures the interpretability
of textual data, sentiment analysis reveals an author’s opinion towards a certain topic or
event, and association measurement extracts associable terms and expressions to enable
further inference generation through linking newly extracted informationwith previously
stored knowledge. TU can, therefore, be visualized as vector in a n-dimensional space,
representing the relations between its features. Figure 1 depicts the n-dimensionality
while the proposed objective function is limited to three dimensions.

Fig. 1. Representation of a 3-D objective function for TU [19]

3.2 Procedural Model for Realizing Text Understandability

Based on the aforementioned concept, a procedural model for the realization of TU in
the use case of industrial maintenance has been designed, as illustrated in Fig. 2. The
concept is based on a standard maintenance process, where after the repair of failure,
a maintenance report is written. Given an input maintenance report, the text readability
is evaluated, since the extraction of relevant information requires the fulfillment of at
least some basic readability criteria. However, readability standards applied to textual
data depend on the information that needs to be extracted from text. Notably, generic
quantitative measurements for text readability to evaluate the text readability from a
human’s perspective (e.g. Flesch-Kincaid Grade Level Formula) assess text readability
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based on very limited factors (i.e. number of words and syllables) [20]. Therefore, the
text readability proposed in this paper enhances and adapts existing approaches for the
evaluation of human text readability [21] and additionally incorporates indicators for
machine readability (i.e. unusual punctuations or spelling mistakes), that prevent the
usage of automatic syntax parsers [21, 22]. In particular, text readability is evaluated
through i) text length, ii) detectable language, iii) usage of special characters as well as
iv) correct spelling, enabling the exclusion of uninterpretable reports, and thus a higher
accuracy of recommended reports.

Fig. 2. Procedural model for TU in the use case of industrial maintenance [19]

Further, psycholinguistics suggest that humans achieve text comprehension and fur-
ther inference generation through linking newly extracted information with previously
stored knowledge. On this bases, association measurement takes place within reports
to identify associative features (i.e. machine, operator, etc.). For each single report and
the selected feature, comparing to all reports belonging to the selected feature, the most
associable expressions and bigrams are being extracted using term-frequency (TF) and
bigram-frequency (BF). The applied approach is based on term frequency – inverse doc-
ument frequency (TF-IDF), a method successfully applied in the field of law to measure
similarities among legal documents [23]. Due to the short texts and the initial removal
of stop words, TF and BF are used due to achieving better results than TF-IDF. Within
a report, the context dependent associability of used words and bigrams to a specific
feature, is reflected by an Association Measurement Index (AMI) calculated based on
TF and BF.
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Sentiment analysis is frequently used in social media to gain insights on how users
feel about certain topics [24]. However, the application of sentiment analysis is not
limited to social media and can also be applied to technical documents. Applying sen-
timent analysis on maintenance reports reveals the opinion of maintenance employees
towards certainmaintenance actions and provides further information especially in terms
of very short reports [7]. Due to the short text length of maintenance reports and their
similarity to short social media posts, the proposed approach employs supervised ML
algorithms, which are often effectively applied to determine the sentiment of tweets
[24]. Certain classifiers such as Support Vector Machine (SVM), Logistic regression
(LR) and Bernoulli naïve bayes (BNB) have been trained on pre-annotated test datasets.
Due to achieving the highest accuracy (BNB: 78.1%, SVM: 75.0%, LR: 72.3%) on a
pre-annotated test dataset, the BNB classifier is used to determine the sentiment for each
processed maintenance report.

In a last step the TU is calculated based on text readability, the AMI as well as the
assessed sentiment. Then the TU, as well as the extracted understandability features, are
displayed in a dashboard for each report.

3.3 Development of Proof-of-Concept (PoC): TU-MARS Software

Based on the proposed procedural model, a software demonstrator for “Text Under-
standability by Measuring Associations, Readability and Sentiment (TU-MARS)” has
been implemented. TU-MARS analyzes maintenance reports from the semiconductor
industry in the format of unstructured free texts, written by maintenance operators after
the fix of an incident. The to-be analyzed reports are characterized by their i) short text
length, ii) incorrect syntax and iii) often-missing semantics due to being quickly written
in case of incident correction. Additionally, metadata such as the affected machine and
the classified down event are provided. TU-MARS analyzes previously written mainte-
nance reports and displays its TU measures as well as its multidimensional TU aspects,
including text readability statistics, the sentiment and associable terms and bigrams in a
dashboard, for a chosen equipment and an occurred down event (see Fig. 3).

3.4 Potential Impact of TU in Industrial Maintenance

Through determining the TU of maintenance reports, knowledge from text can be
included in informed decision-making processes, positively affecting industrial main-
tenance decisions and planning measures. A maintenance process usually starts with
the occurrence of an incident on a specific machine and the classification of the failure
by a machine operator. TU-MARS is able to identify highly interpretable and relevant
previously written reports that have led to successful troubleshooting in the past, based
on TU. For a specific machine and the occurred down event, maintenance operators
are provided with the most fitting maintenance reports, based on their TU. Considering
the displayed TU-measures in Fig. 3, the selected recommended report shows a TU of
85.69% due to the high interpretability (text readability: 83.33%), high relevancy (AMI:
73.75%) as well as a successful outcome (sentiment: pos) of the report. Based on the
displayed associable maintenance actions and the domain specific knowledge of the
maintenance technician, efficient maintenance operations for the current failure event
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Fig. 3. TU-MARS dashboard for TU [19]

can be derived and adopted. The proposed solution is based on the same dataset used by
Ansari et al. [25], where the authors were able to increase the uptime by 6.7% and the
mean failure detection time by 97.3%, based on word recommendations for a classified
failure event, and recommending the best-fitting maintenance operator. TU-MARS does
not only provide word recommendations, but also previously written reports featuring a
high interpretability, that lead to successful maintenance operations in the past and are
highly associable to the current failure. Therefore, it can be expected, the mean failure
detection time will increase by at least additional 10%, while also lowering the human
failure rate up to 15%, by providing guidance during themaintenance operation. Thereby,
each TU dimension contributes valuable information, enabling an increase of knowledge
exploitation and potentially leading to a reduced equipment downtime, lowered human
failure rate and earlier failure detection (cf. Fig. 4).

Fig. 4. Impact of TU on industrial maintenance
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4 Conclusion and Future Research Agenda

This paper introduces a transferable and scalable concept and PoC for TU, demonstrat-
ing the potential of AI-enhanced text analytics in industrial maintenance. Compared
to already existing approaches, TU offers a novel approach of knowledge extraction
from text, by enabling multilevel text comprehension. TU-MARS displays beneficial
maintenance reports and relevant technical terms, specifically for affected machines
and occurred incidents, which the maintenance technician has to repair. The proposed
concept is capable of reducing the human failure rate and time to failure detection,
thus achieving an increased reliability, by effectively using hidden knowledge stored in
maintenance reports. It ultimately enhances informed decision making in maintenance
and production planning. Although, the proposed concept addresses the opportunities
provided by TU in maintenance, the proposed approach needs to be further developed
and verified dealing with the following industry-oriented and scientific challenges:

• Exploring economic significance of text analytics in maintenance, so that informa-
tion from textual data are incorporated in production and maintenance planning and
knowledge loss is prevented,

• Establishing context specificity for text analytics in technical environments, since
standard TM solutions are not suitable to handle context-specific terminologies or
abbreviations, and

• Implementation of feedback loops, so that the analytical results can be validated by
domain experts in order to increase the value of proposed results of TU-MARS.

Finally, yet importantly, TU-MARSwill be further developed by introducing further
syntax-, semantic-, language- and context-specific dimensions focusing, but not limited
to, industrial maintenance.
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Abstract. The challenge with technology implementation in today’s world is the
industrial workforce’s acceptance, awareness, and cost implications. This also
requires old systems to be obsolete and complete staff training on the new system
change. This research aimed to understand the readiness, acceptance, and imple-
mentation of the concept of I4.0 and performance in the Indian industrial sector for
achieving a business edge. In addition, the paper strives to analyze the impact of
dimensions of manufacturing strategy (i.e., cost, delivery, flexibility, and quality)
on I4.0 performance. The conceptual framework was developed under the lenses
of dynamic capability theory [1–3].

The survey method was used to collect the perception data from middle to
above middle executives. To test the hypotheses, CB-SEMmeasurement and path
models were developed using the IBM- AMOS 25. A random sampling using an
in-person survey and an online sample collection method was used to obtain the
sample data. A total of 232 valid sample data were eventually analyzed out of the
total collected 273 datasets to check the reliability of our hypothesis. The results
showed that quality and the delivery performance had a strong positive relation-
ship with industry 4.0 supplier performance (i4.0SP) while cost and flexibility
performance failed to improve i4.0SP significantly. Academically this research
contributes to the literature of industry 4.0 and dynamic capability theory. The
findings of this research give clear directions to the manufacturing organizations
of the developingnations to focus their efforts towards inbound logistics to improve
the i4.0SP.

Keywords: Industry 4.0 supplier performance · Cost · Quality · Flexibility ·
Delivery ·Manufacturing strategies

1 Introduction

Developments in advanced technology have led the manufacturing strategies to be data-
driven and based on the internet. The “fourth Industrial Revolution”, commonly known
as Industry 4.0, aims to shape industrial efficiency and productivity [4]. Manufactur-
ing strategy reflects the development of competency by the firm to gain a competitive
advantage and enables it to achieve the desired manufacturing structure, infrastructure,
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and a set of specific capabilities. Manufacturing strategy is evaluated through multi-
competitive performance criteria. The most important criterion is cost, delivery, flexibil-
ity, and quality performance [3, 5]. Supplier performance can be measured using three
basic parameters, i.e., price, quality, and production cost. The cost includes Total Cost of
Operations (TCO), which constitutes baseline cost, delivery, storage, security, internal
movement, machine processing, disposal, and final delivery. The concept of the Internet
of Things (IoT), Cloud computing, Cyber-Physical systems (CPS) is few such facilitators
[6]. The overarching theme of this study is to evaluate the role, acceptance, implemen-
tation with respect to manufacturing strategies and industry 4.0 supplier performance
(i4.0SP). One of the prime objectives of industry 4.0 is to achieve a significant level of
operational effectiveness and automatization in the manufacturing industry while work-
ing with multiple suppliers at a given point in time. Operations process effectiveness,
supplier and customer relationships lead to competitive advantage for the organizations.
Industry 4.0 has contributed to full digital integration end-to-end [7]. With these argu-
ments, we pose our first research question as follows. Which performance dimensions
of the organizations drive the performance in developing nations?

In both developing nations, firms today pose great challenges from production, cus-
tomization, shortened lifecycle, and competitors’ entry into their zone. In the context
of MSME [8–10], the supply chain and environment are reported as important enablers
to sustainability in Industry 4.0. The cumulative analysis of the various studies shows
limited work on the implementation of industry 4.0 in the Indian domain. The key fac-
tors identified [11] towards the smooth acceptance of industry 4.0 were top management
support and government policies. Most of the studies have taken an Industry-specific
view versus a company sector analysis. It is important to identify the focused perfor-
mance dimension as a strategy of the firms in developing nations in order to drive the
i4.0SP. With these contexts and background, we propose our second research question
as follows. What focused supplier strategies can be developed by the manufacturing
organizations of the developing nations to reap i4.0SP?

Asampling in themanufacturing companies in developing nations, taking the view of
vendor managers, suppliers, and customers, provides a new perspective of the emerging
technology and its needs. We aim to analyze the manufacturing strategies and i4.0SP in
the Indian Automobile sector in the current study. The automobile sector in India covers
the major share in the manufacturing industries in India [11, 12].

2 Literature Review

2.1 Cost Performance (CP) and i4.0SP (ISP)

The effect of Industry 4.0 improving cost performance is overtly focused on (1) mecha-
nization, water power, steam system; (2) mass production, assembly line and electricity
line; (3) computers and automation; (4) Cyber-Physical Systems (CPS) respectively.
The cost performance has also been witnessed in the case of cloud computing [13] and
various other technologies [6]. Cloud computing and cognitive computing within the
umbrella of the Internet of things. An environment where machinery and equipment are
aligned andwork together to improve processes, in turn saving the cost of production and
manufacturing. Thus, multilayered IoT systems help industries in reaching a balanced
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state of flexibility and efficiency to optimally reduce cost and increase the possibility of
customization. In the above company’s example, the energy consumption was optimized
by the application to be reduced by 10%. Improved efficiency at lower cost with higher
revenue and increased innovation are the byproducts of Industry 4.0.

H1. The cost performance positively influences i4.0SP.

2.2 Delivery Performance (DP) and I4.0SP

The lead time of major raw materials to be turned to finished goods can be greatly
improved by adopting the Industry 4.0 phenomenon. Industry 4.0 is about connectiv-
ity; it is an opportunity to radically change how the industry responds to the needs
of society. Internet of Things (IoT), Radiofrequency identification (RFID) or wireless
reader communication are ways to differentiate, assess, and track the objects and orders
during the manufacturing process. It also is a seamless way of chronologically tag-
ging the part (s) in a product cycle. RFID readers allow users to distinguish, monitor
and track objects automatically with RFID tagging [2, 14, 15]. Hence, a smart, inter-
connected pervasive environment is the foundation of Industry 4.0 while managing the
delivery performance by enhancing speed, reliability and improved production cycle.
Major industries using this phenomenon are warehouse, healthcare, textile, consumer
goods etc. [16]. The delivery flexibility and speed directly influence the profitability and
market share of the manufacturing firms [17]. With these arguments, we present our next
hypothesis:

H2. The delivery performance positively influences i4.0SP.

2.3 Flexibility Performance (FLP) and i4.0SP

There are two types of flexibility: machine flexibility and routing flexibility. The fourth
industrial revolution brings along intelligence in the system to enhance and improve the
physical product’s data. The mere possibility of reacting to change in manufacturing
processes and adapting to any new developmental process within as less time is what
we call flexibility in the system. Industry 4.0 flexibility performance can be measured
through the readiness of the system to predict, process and prevent order management
and failure in the process.

The focus on supply chain orientation, supply chain integration grounded in industry
4.0 shows a positive influence on the supply chain performance [18]. Business process
management (BPM) a framework of Industry 4.0 provides flexibility. BPManalysismea-
sures, models, automates, optimizes, and improves manufacturing processes. Machine-
to-machine two-part communication is one of the applications. The opportunity to make
production 30% faster and 25% cheaper is the goal of the systems approach.

H3. The flexibility performance positively influences i4.0SP.

2.4 Quality Performance (QP) and i4.0SP

Quality and process are the drivers of improvement of Industry 4.0 [19]. Integration
of new technologies plays a crucial role in enhancing the performance of Industry 4.0
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[20]. [21] argued that better industrial performance can be achieved through the adop-
tion of Industry 4.0. Quality is the key parameter for manufacturing process-related
requirements [22]. [23–25] elaborated that quality leads to product performance which
further avoids production deficiencies and finally results in customer satisfaction. The
study by [26–28] found that quality provides holistic product and service characteris-
tics that include engineering, manufacturing, marketing, and maintenance to meet cus-
tomer expectations. [29] epitomized the eight different dimensions of quality: Aesthet-
ics; Perceived quality; Performance, Conformance; Features; Serviceability; Reliability,
Durability. With these arguments, we present our next hypothesis:

H4. The quality performance positively influences i4.0SP.

Fig. 1. Proposed theoretical model

3 Methodology

This current study based on the proposed theoretical model (Fig. 2) intends to exam-
ine the i4.0SP and its drivers in terms of different operations performance competitive
dimensions. The perception data were collected from the middle to top executives in
a developing nation from predominantly textile, automobile, machinery, and consumer
goods firm (s). The study has been operationalized in India, which is one of the fastest
developing economies of the world in recent times.

3.1 Research Instruments/Questionnaire

The scale and questionnaire are attached in the appendix. For measuring cost perfor-
mance, the scale items are adopted from the study by [30, 31]. [32, 33] measurement
scales adopted for delivery performance. For flexibility performance, we adopted scale
items from the study by [34–36]. [33, 37, 38] are used to adopt scale for quality perfor-
mance. Finally, for measuring i4.0SP, the scale items were adopted from the study by
[39, 40]. The i4.0SP andmanufacturing strategies items weremeasured using perception
scales with 1 and 7 as the ranges of responses.
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3.2 Sample Size and Data Collection

The target respondents were the Managers (Assistant Manager, Deputy Manager, senior
managers), store in charge, operations head within the seller management, supply chain,
commercials, backend operations, or sales representativesmajorly.A total of 5 constructs
with 28 manifests required us to collect 5x (i.e. 140 samples) the number of sample data
as per [41]. Consequently, we collected 273 datasets which were higher than the required
range. A final number of complete and filtered responses are 232, which was imported
in SPSS. After the removal of outliers, the data set reduced to 225 responses.

4 Analysis and Findings

Themeasures were tested for its reliability and validity. The convergent and discriminant
validity were ensured.

4.1 Scale Reliability, Measurement Model and Validity Test

The alpha values for the constructs were above the required thresholds.
Constructs were also found valid (Table 1) as average variance extracted (AVE)

and composite reliability (CR) values were greater than 0.5 and 0.7 respectively i.e.,
convergent validity [42] and the AVE values were greater than maximum shared squared
variance (MSV) of each construct i.e., discriminant validity [43]. Fit indices of themodel
for the estimation of the validity were χ2/df= 1.562; SRMR= 0.029; GFI= 0.86; CFI
= 0.974; TLI = 0.97; RMSEA = 0.049; PCLOSE = 0.545. These indices suggested
that the model is a good fit [44].

Table 1. Validity measures

Details Alpha CR AVE MSV MaxR(H) QP CP DP FLP ISP

QP 0.943 0.943 0.769 0.686 0.949 0.877

CP 0.889 0.886 0.665 0.587 0.967 0.766 0.815

DP 0.950 0.950 0.792 0.587 0.980 0.766 0.739 0.890

FLP 0.950 0.950 0.791 0.686 0.986 0.828 0.742 0.702 0.890

ISP 0.958 0.957 0.737 0.593 0.989 0.770 0.721 0.718 0.713 0.859

4.2 Structure Equation Model: (Hypothesis Testing)

The conceptual model was subjected to structural equation modeling using the Most
likelihood estimation (MLE) method [45] using the AMOS tool. Figure 2 represents the
structural equation model, and the hypothesis outcome is summarized in Table 2.
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Fig. 2. Structure equation model

Table 2. Hypothesis results

Hypothesis Beta S.E C.R p val Outcome

H1. Cost performance positively influences
i4.0SP

0.228 0.074 3.265 0.001 Accepted

H2. Delivery performance positively influences
i4.0SP

0.201 0.063 3.064 0.002 Accepted

H3. Flexibility performance positively influences
i4.0SP

0.089 0.075 1.183 0.237 Rejected

H4. Quality performance positively influences
i4.0SP

0.379 0.085 4.466 *** Accepted

5 Results

The study focused on evaluating the effect of dimension of manufacturing strategy
(i.e. flexibility, cost, delivery and quality) on i4.0SP. We have observed the model to be
significant at 5% confidence interval level. The observations from the structural equation
modeling are as follows:

ThehypothesisH1gets accepted basis analysis (Beta=0.228, p=0.001). This shows
that there was a positive effect of cost on i4.0SP. The hypothesis H2 states true basis
analysis (Beta = 0.201, p = 0.002). The third hypothesis states the i4.0SP improves
when flexibility performance goes up gets rejected based on analysis values (Beta =
0.089, t = 1.092, p = 0.237). The fourth hypothesis states that the i4.0SP Improves
when quality performance goes up. gets accepted basis received values (Beta = 0.379,
p = 0.000). Table 2 shows all the results.

The delivery and quality were the two major performance dimensions observed
significant and important for manufacturing organizations in developing nations besides
the cost performance. Further to this, the quality is observed as the focused strategy for the
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manufacturing organizations in developing nations followed by the delivery dimension.
Cost efficiency has always been vital to the price sensitive consumer markets. Most
of the flexibility aspects are part of operational goals in the firm, and they demand
trust-building, relationship withholding with long-term vendors who are supplying raw
materials, so a systematic change will need all the personnel issues that might arise from
such revolution.

This theoretical research contribution adds to the dynamic capability view [46],
where the focus on quality and delivery becomes the dynamic capabilities of the manu-
facturing organizations for an improved sense and response. The findings of this research
have explicit business relevance. The practicing managers gain insights that the qual-
ity delivery consciousness is now significantly improving among the consumers of the
developing nations. The digitalization, social media, and technology have made con-
sumers more aware. A focus on quality and delivery from suppliers may intern results
in improved customer performance and dynamic delivery capability [17, 46].

No research is free of limitations. The findings of this research are also limited to the
country where the research was operationalized. In order to develop robust findings, the
study needs replication in various other developing nations. The focus of the study was
mainly the manufacturing sector; therefore, the findings may further be only applied to
a limited arena. The study can be extended to the services sector, especially because the
services sector is growing exponentially in developing nations.
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Abstract. Production planning relies on accurate predictions of logistics perfor-
mance indicators for production orders. Unforeseen interdependencies operational
among production orders, such as unplanned prioritisation, may lead to com-
pounding delay effects, which may negatively affect logistics performance. In this
contribution, we present a general framework as well as new interdisciplinary
methods for understanding production order interdependencies. We deliver first
evidence of such effects in real manufacturing systems, which may lead to perfor-
mance improvements when predicting logistics performance. Based on the results
of this contribution, first insights into the drivers of such effects are derived.

Keywords: Interdependency effects · Prediction · Logistics performance

1 Introduction and Background

Predicting accurate order throughput times and due dates is a core process for man-
ufacturers [1, 2]. Conventional production planning systems in practice rely on for-
ward/backward schedulingmethods for the critical path of work orders, often using inac-
curatemaster data. Uncertainties (e.g. quality defects, unplanned prioritization, sequence
deviations, etc.) that occur during operations contribute to the inaccuracy of master data.
This in turn negatively impacts the predictability of logistics performance for work
orders, as those uncertainties cause unforeseeable order delays which can propagate
through a production system - in other words, orders seem to influence each other over
time and differentmachines [3–5]. Previous research has shown that some commonalities
amongst order characteristics (e.g. production steps, overlap in the bill of materials, etc.)
but also process parameters can be used to forecast the lateness of production orders [6].
This leads us to the main assumption of this research: so-called interdependency effects
of orders within a certain temporal and local neighbourhood (orders for instance being
processed in the same week/day and on the same and/or neighbour machines) impact
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logistics performance in terms of due date reliability or lead time (detailed definition see
Bendul et al. [7]). In the context of this research a temporal neighbourhood of orders
refers to the difference in timestamps of different (jobs or) orders on particular machines;
spatial neighbourhood does not refer to physical separation but rather to the common
machines or workstations defined in the workplan of two or more orders. An intelligent
production planning system should take into account such interdependencies in order
to improve the validity of the production plan, thus improving logistics performance
indicators such as average order lateness.

In a previous study, we were able to show how interdependency effects and their
effect on logistics performance can be measured in manufacturing systems with a novel
measurement approach based on Granular Matter Theory [7]. Aforementioned study
shows simulative results of particularly complex discrete, job shop manufacturing envi-
ronments in which – due to factors such as a highly interconnected network of machines,
highly fluctuating processing times and varying work plans due to the complexity of
end products – interdependencies are expected to be of significant importance. In this
research, we thus aim to validate results obtained from the measurement approach for
interdependencies these simulation models and prove similar effects in a real job shop
production system.

The remainder of the article is structured as follows: in Sect. 2 we review relevant
literature in production research and related fields and derive a research gap. In Sect. 3
we introduce the research method used to investigate interdependency effects. In Sect. 4
we present and discuss the results of the analysis. This contribution is concluded in
Sect. 5.

2 State of the Art

Interdependencies in Production Systems and the Effect on Logistics Performance:
In production research, there are various studies investigating effects among production
orders with varying definitions and modelling approaches. Song et al. [8] investigated
propagating delays among operations on subsequent machines along the work plan
of components for one final product. Koh [9] simulated propagation delays between
production operations for unique end products. Backus et al. [10] use a predictive model
to determine order cycle times by incorporating features of production orders in close
temporal proximity as predictors. Azadeh andZiaeifar [11] predictedmanufacturing lead
times based characteristics of orders in the same processing sequence.Windt andHütt [6]
identify relevant drivers of order lateness inmanufacturing systems and suggest that order
characteristics can be used as predictors for lateness. In summary of the aforementioned
studies, some of the relevant order characteristics include product types, length of work
plans, job priorities, the depth andwidth of theBill-of-Material, the number of processing
steps, lot sizes and lot times, employee- and machine-based setup times, while logistics
KPIs studied include due date deviations, order and job and throughput times. These
studies suggest a relation between orders processed with similar workplans on the same
machines within the same time and their delay.

Interdependency Effects in Related Disciplines - Granular Matter Theory:
Interdependency effects have been studied in different research disciplines. In Physics,
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Granular Matter Theory was developed to model physical interactions of granular solid
particles, such as sand grains. Granular matter shows specific characteristics, differ-
ent from solid or liquid matters, whereby self-organized flows emerge as a result from
microscopic particle-particle and particle-wall interactions. Macroscopic models, utiliz-
ing numerical particle simulations and quantitative experiments are applied to predict
the self-organized flows leading to phenomena, such as convective motion causing mix-
ing and segregation. Figure 1 left schematically shows such a granular matter system of
a large number of discrete particles in a funnel, which interact through short-distance
mechanical contact within a defined system boundary. Elements with similar character-
istics (highlighted in different shades of grey) “unmix” and segregate. These theoretical
ideas have already been transferred to other research fields successfully: most notably
in traffic research for example, interdependencies between cars on road were used to
predict flow speeds [11]. In contrast, interdependencies are conceptually missing from
one of the most established models in production research, namely Wiendahl’s funnel
model Fig. 1 right), even though it closely resembles granular matter systems. In said
model, inflow, outflow and characteristics of production orders have been used to explain
fundamental production logistics cause-and-effect-relationships. Thus, when consider-
ing the flow of materials or production orders, interdependency effects resemble those
mixing and segregation effects typically found in granular matter systems.

Granular Matter System

System 
Boundary 
Container/Funnel
/Compartment

Outflowing particles

Entity
Particles

Interactions
Mechanical force

Behaviour
Passive, non-
purposeful

Entity
Order of  varying work 
content according to size

Outgoing, finished orders

System Boundary
Factory/Work 
system

Behaviour
Passive, 
Purposeful

Production System

Fig. 1. Agranularmatter system (left, based on Pöschel and Schwager [12]) can be used as a proxy
for a holistic framework for interdependencies in production systems (right, based on Wiendahl
[13]).

ResearchGap: The previous sections have highlighted studies, inwhich different kinds
of interdependency effects have implicitly been analysed in production networks. The
research gap can be summarized in the following points:

• None of the reviewed approaches from manufacturing research present a general
definition of interdependency effects,

• There are only informal hypotheses or a framework regarding the effect on logistics
performance.
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This leads to the central hypothesis of this research: Granular Matter Theory can
be applied to production systems by modelling interdependencies among the production
orders in order to predict system performance, in form of productivity, lead time or due
date reliability.

3 Materials and Methods

Application of Enrichment Analysis to Production Data: Observing interdependen-
cies and resulting system behaviour between particles in granular matter systems can
be achieved via direct observation in cheap and easy to replicate experimental settings.
Observing interdependencies amongst production orders, however, requires physical
access to multiple production companies as well as a highly intensive and long data col-
lection phase. Basing observations on production feedback data instead circumvents a
tedious data collection process, as such data contains both spatial and temporal informa-
tion as well as data onmany different production order characteristics for long periods of
time. From the set of order characteristics, only some may be responsible for causing an
interdependency. Since we hypothesize, that interdependencies are linked to differences
in order lateness among different (groups of) production orders, it can be expected that
only orders in a spatiotemporal neighbourhood are characterized by different patterns
of order delay. Hence, a data analytic method to find interdependencies in production
data needs to a) discover groups of similar data, b) assess those groups’ distribution of
relative lateness (i.e. the net difference between planned and actual processing time), c)
show that by deleting only orders in spatiotemporal neighbourhoods, the distribution of
lateness changes.

Windt and Hütt [6] presented the so-called Enrichment Analysis (EA), which closely
matches those requirements. The method was adapted by Bendul et al. [7] and consists
of the following steps: a) cluster feedback data based on order characteristics into k =
2,3,4…50 clusters, b) computeµ enrichment via z-score of the distribution of discretized
order delay in clusters, c) identify and delete orders in spatiotemporal proximity, d) repeat
measurement and observe statistical difference. With respect to the method initially
proposed by Windt and Hütt [6], steps c) and d) were introduced by Bendul et al. [7]
and represent an extension to the method, rooted in the ideas of granular matter theory.
Thismodified EA relies on defining case-specific spatiotemporal neighbourhoods within
which ordersmight interact.We set these parameters to the average operation throughput
times (TPT) and the average number of common subsequences among all workplans.

Data Description: We collected 1 calendar year of data from a job shop manufacturer
anonymised as Company B and selected relevant order parameters as suggested by lit-
erature: BOM depth & width, set up times (operation and employee-based), lot times
and sizes, transport times, setup times, location in process sequence, and number of
process steps. Relative lateness was calculated for all operations as the net total dif-
ference between planned and actual processing time. A preliminary analysis of value
distributions has shown some outlier values exceeding ±100 for operation setup times,
employee-based setup times, transport times, planned operation times, throughput times
and lateness.
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Table 1. Description of Company B data set

#
Orders

#
Operations

Order TPT
(days) CVa

Plan

Order TPT
(days) CVa

Act.

Operation TPT
(days) CVa

Plan

Operation TPT
(days) CVa

Act.

Avg.
workplan
length (#
machines)

18,294 100,313 1.00 1.24 1.25 3.27 5.48
aCoefficient of Variation

Those orders were deleted. Furthermore, negative values of−100 for all parameters
except latenesswere deleted.Datawas centred and scaled before applying an unweighted
k-means++ algorithm. As Table 1 shows, after pre-processing there are 18,294 orders
with 100,313 operations used in the analysis, leading to an average of 5,48 operations
for each order and the stated average throughput times (and variation).

Setting an appropriate neighbourhood size within which orders might interact
should follow some general assumptions: 1) Set temporal neighbourhood size to at least
the average operation, (alternatively order) throughput time – a preliminary analysis
of the operation and order throughput times is required, 2) set spatial neighbourhood
size to the average number of common subsequences among all workplans – again, a
preliminary iterative analysis can be used on a case by case basis. We set a time horizon
for the temporal search space to three, seven, and fourteen calendar days and a temporal
search space to one, two, and three machines. Since the exact temporal neighbourhood
at which the strongest interdependency signal is observed cannot be determined prior
to executing the algorithm, these values provide approximations to narrow down the
expected range of observation.

4 Results and Discussion

Interpreting the Results: The EA yields Fig. 2, where each graph shows the k-number
of clusters production data was clustered into on the x-axis. The y-axis shows the average
enrichment of lateness in the respective configuration. Each series denotes a temporal
neighbourhood within which orders were deleted. Additionally, the red series shows
the mean enrichment for clusters of production data, where no orders were deleted,
thus serving as the baseline. Each individual of the three graphs used a different spa-
tial neighbourhood of 1–3 machines top to bottom. Observing a difference in the peak
enrichment from the baseline to any scenario where data in spatiotemporal neighbour-
hoods (i.e. where orders share the same machines on their workplans with operations
scheduled during the respective time window) were deleted implies the presence of
interdependencies.

Are There Interdependencies Between Production Orders in Real Data? The most
distinct separation from the baseline curve can be observed at a temporal neighbourhood
of three days and spatial neighbourhood of three commonmachines (green, bottom). This
roughly corresponds to the average operation TPT of 3.46 days and about half the mean
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workplan length. Increasing the temporal search space up to fourteen days yields no
meaningful clustering configuration greater than k = 2 and hence no interdependency
effects, comparable to a scenario where production orders and their lateness were shuf-
fled randomly. The results of the analysis suggest that production orders interdepend
in certain, case-dependent spatiotemporal neighbourhoods. Furthermore, these results
affirm previous insights from studies in simulated job shops with comparable results by
Bendul et al. [7].

Fig. 2. Results of the enrichment analysis for Company B indicate interdependency effects
between production orders for a spatiotemporal neighbourhood of three days and three common
machines

5 Conclusion and Outlook

The analysis presented in this contribution has shown that the novel data analytical app-
roach can be applied for discovering interdependencies in real production data. We were
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able to show how different search spaces affect the emergence of interdependencies and
validate previous simulation results. The results of the analysis primarily indicated that
orders which share similar machines on their workplans and are scheduled for similar
times show an increased potential for mutual increases in relative lateness (i.e. total devi-
ation from planned to actual processing times). As is common practice, increases in total
processing times for orders are often compensated by increasing the master data used in
production planning without further analysis. While the root of these interdependencies
are complex and subject to further analyses from additional operational data, immedi-
ate lessons learned from this analysis in combination with previous research confirms
that avoiding overlapping production schedules for certain production orders may avoid
unnecessary delays without makingmajor changes toworkplans or increasing themaster
data used in production planning.

The results also provide an indication for the gap in hypotheses regarding the relation-
ship betweenproduction order interdependencies and the effect on logistics performance:
there appears to be a negative impact on logistics performance with a higher overlap of
orders in spatiotemporal neighbourhoods. Formalising and testing this hypothesis is
subject of further research.

EA is a statistical analysis and therefore to determine true causal relationships, sim-
ulation experiments need to be conducted, specifically also test for the impact of certain
factors: Does the strength vary with the amount of spatiotemporal overlap? What role
do structural properties of the material flow network among machines play? Does the
variability in throughput times play a role? Further work should also include analysing
a broader range of real company datasets to further validate the approach presented.
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Abstract. Light-Fidelity (Li-Fi) is a wireless communication technol-
ogy, which uses light as the medium of communication. In this paper,
we discuss Li-Fi as a communication strategy for building dynamic fac-
tory layouts. Advantages of Li-Fi are the low energy consumption, the
straightforward implementation, the cost-efficient maintenance and the
easy identification of factory layouts. This paper focuses on designing
a customized Li-Fi transceiver, which provides point-to-point and full-
duplex communication within an Industry 4.0 learning factory. Further-
more, we propose a conceptual model for the adaption of Li-Fi communi-
cation in distributed factory planning applications. Finally, we describe
the prototypical implementation of the proposed conceptual model. The
primary scientific contribution of this paper is to present the reliability
of a custom-designed four-way Li-Fi transceiver inside an industry 4.0
learning laboratory.

Keywords: Li-Fi (Light-Fidelity) transceivers · Industry 4.0 learning
laboratory · Full-duplex communication · Dynamic factory layouts ·
Factory planning applications

1 Introduction

In recent times, the majority of production processes takes place in static factory
layouts. However, the usage of modular structures to quickly change factory
layouts promises a significant improvement in terms of flexibility compared to
static factory layouts.

Wireless communication technology is one of the critical factors for designing
modular and distributed structures inside a factory. On the other hand, radio
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frequency (RF) technology is mostly used for setting up modular factory struc-
tures among many existing communication technologies. Nevertheless, RF has
several limitations, including interference, high latency, spectrum deficiency and
factory layout identification.

Currently, we are developing an Industry 4.0 Learning Laboratory to demon-
strate the state of the art concepts and technological advances. In addition, one
of the considered research fields is to build stand-alone factory modules with
wireless communication capabilities.

Our previous work illustrates the importance of Li-Fi communication and
proposes a concept for an industry 4.0 learning laboratory [14]. The authors
propose the application of Light-Fidelity (Li-Fi) due to its benefits such as high
bandwidth, speed, immune to interference from electromagnetic sources and Line
of Sight (LOS) communication. The main goal of this paper is to implement a
Li-Fi communication protocol and design a Li-Fi transceiver for the distributed
factory modules. Meanwhile, we need to address the following research questions:

1. What is the need for a Li-Fi transceiver to build stand-alone factory modules?
2. How to adapt the Li-Fi communication protocol for building dynamic factory

layouts in the industry 4.0 learning laboratory?
3. What is the reliability of Li-Fi communication in an industry 4.0 learning

laboratory?

Furthermore, the research questions are addressed by integrating the four-
way Li-Fi transceivers into the stand-alone laboratory modules. In particular, the
paper describes the software implementation of a Li-Fi protocol, the hardware
design of a Li-Fi transceiver, and investigating the protocol’s reliability.

The structure of this paper is organized into five sections. Section 2 summa-
rizes the related work in Li-Fi communication and our concept for an Industry 4.0
learning laboratory. Section 3 illustrates the software and hardware implemen-
tation of Li-Fi communication. Section 4 presents our experiments and results.
Section 5 is dedicated to the conclusions and outlook.

2 Related Work

This section describes our work on an Industry 4.0 learning laboratory and
presents the results of a literature study on Li-Fi communication.

2.1 Industry 4.0 Learning Laboratory

Our Industry 4.0 learning laboratory is an updated version from an older model
factory with a static layout to educate the students in analyzing and planning
production and logistics processes [6]. Further research was carried out regard-
ing modulizing the factory, extending the flexibility to design and implement
dynamic system structures. Hofmann et al. implemented a factory system struc-
ture in a virtual commissioning tool before its physical implementation [6]. Lang



190 V. D. Mukku et al.

et al. introduced modular plug-and-play conveying systems for distributed fac-
tory structures. Currently, each factory module in the laboratory is equipped
with an RFID reader-writer, controlled by an Arduino-Mega 2560 single-board
micro-controller with RS 485 communication [10]. Later on, the research extends
towards stand-alone modules with the integration of Li-Fi communication.

2.2 Literature Study on Li-Fi Communication

Li-Fi is a high speed bi-directional, fully connected, visible-light wireless com-
munication system and is complementary to Wi-Fi, which uses radiofrequency
for communication. A speed up to 10 Gbps can be obtained using Li-Fi, which
is 250 times more than that of a super-fast broadband [8]. The visible light
spectrum and the IR spectrum are unregulated and provide 780 THz of band-
width. The visible light spectrum ranges from 380 to 780 nm in wavelength [4].
In IEEE 802.15.7 standards, there is a definition of a physical and MAC layer
for short-range wireless communication using visible light as the communication
medium [16]. Li-Fi’s two main benefits are the high data transmission rate and
the high level of data transmission security [7]. In Li-Fi, the receivers must be
positioned in specific locations like the transmitters can have a line of sight. Kim
et al. [9] propose a scheme for device management and data transport in IoT
networks using Visible Light Communication (VLC). The authors use the uni-
directional transmission to send the location-based VLC data. From the VLC
receiver, the data is forwarded to aggregation agents and a central server in the
network. Mariappan et al. [11] proposed a concept of “Internet of Light” (IoL)
and Integrating IoT agent on IoL gateway to create a heterogeneity gateway for
IoT devices. Recently, Zhang et al. [17] introduced an indoor positioning system
based on VLC, with asynchronous transmitters. Chowdhury et al. present an
overview of industrial communications using VLC technologies such as device-
to-device (D2D), machine- to-machine (M2M), chip-to-chip, device/machine-to-
user, user-to-device/machine [3]. Schmid et al. [15] propose the concept of Light
Emitting Diode (LED) as a photodetector to receive optical messages using the
same LED that is used for transmission, which reduces the complexity of the
device. The achievable data rates in Li-Fi are in the ascending order of phos-
phorous coated LED, red, green and blue (RGB) LEDs, Gallium Nitride (GaN)
micro LEDs and laser-based lighting [4].

2.3 Conceptual Model

Figure 1 illustrates the conceptual model with various laboratory modules. Each
block in the figure represents a stand-alone module equipped with the Li-Fi
transceiver. The conceptual model considers a master-slave architecture. Ini-
tially, we test the working of Li-Fi transceivers with the layout as shown in
Fig. 1.

The RFID reader detects the destination information from slave one and
forwards it to the master node. The master node processes the information,
communicates with slave one and forwards the information through different
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Fig. 1. Conceptual model

slaves to the destination. Once the product reaches the destination, then the
slave sends an acknowledgement to the master node.

3 Implementation

3.1 Software Implementation of Li-Fi Protocol

We choose RIOT-OS for developing the Li-Fi protocol and control logic of var-
ious laboratory modules. In addition, RIOT-OS provides a variety of functions
for implementing the Li-Fi protocol. The operating system provides the multi-
threading functionality for designing the four-way transceivers for each factory
module [1,2,5,12]. During the implementation of the protocol, we used the frame
format as shown in Fig. 2 is derived from the High-Level Data Link Control
(HDLC) protocol as discussed [13]. Manchester encoding technique used for clock

Sync. Delimiter PDU FCS

1010 1010 0111 1110 1-4 bytes 0111 1110

Delimiter

2 bytes

Source

1xxx xxxx

Destination

0xxx xxxx

Payload

1-2 bytes

Fig. 2. Frame format of Li-Fi communication protocol
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recovery during communication. On–off keying (OOK) modulation scheme pro-
vides a simple solution for data transmission using Light-emitting Diode (LED)
and Light Dependent Resistor (LDR). The Cyclic Redundancy Check (CRC)
is chosen for error detection in the frame. Here we have used CRC-16-CCITT
standard. Each module in the factory has to communicate with the neighbouring
nodes. So, a single node requires more than one transceiver interface. The full-
duplex multiple transceiver interfaces are realised and accessed simultaneously
using multi-threading functionality. The laboratory consists of many modules
which indeed required multi-hop communication. We implemented flooding as a
routing algorithm which requires limited resources in terms of Random Access
Memory (RAM) and Read Only Memory (ROM). Every node can transmit and
receive data from neighbouring nodes. Therefore, we have used the flooding algo-
rithm for transmitting data to destination with intermediate nodes. Every node
which receives data can re-transmit the data through other transceivers except
the transceiver which received data. Each module in the factory encoded with a
unique device ID can be used as the layer two address for identifying the mod-
ules. The neighbouring module identification can be achieved with the point to
point communication.

Li-Fi Transceiver Functions

The functions shown in Fig. 3 are used to design the Li-Fi transceiver. The main
transmission and reception functions are defined in the “LiFi class”. The public
function send data() initiates the transmission. The private functions such as
send sync(), send delimiter(), send byte() are responsible for creating the frame
of data for transmission. The encoding is carried by man one() and man zero().
The public function receive() is responsible for the reception of data. The pri-
vate functions such as get classifier(), sync clock() and get delimiter() are used
for identifying incoming data. The get bit() function is used for decoding the
Manchester data. The basic idea is to implement multiple transceivers with full-
duplex communication because each factory module has to send and receive data
simultaneously. The decision nodes in the factory planning laboratory have four
neighbouring nodes, and each node has to access all the neighbouring nodes.
Each node requires four Li-Fi transceiver interfaces to access the neighbouring
nodes simultaneously. The multi-threading functionality allows creating multiple
and concurrent threads for transceivers. Each transceiver is assigned two threads,
one for transmission and another one for reception. All threads access the same
shared memory, and these threads can access based on the thread priority. Each
transceiver interface performs concurrent execution of data transmission and
reception. Figure 4 shows the parameters used for communication. The CLOCK
cycle contains 10 TICKs and each TICK of 3 ms. In one CLOCK cycle, one bit
of data is transmitted. The classifier is calibrated using the MINIMUM HIGH
LOW DIFFERENCE, which is set to 50.
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Fig. 3. Pseudo code of Li-Fi transceiver

Fig. 4. Li-Fi communication protocol parameters

3.2 Hardware Design of Li-Fi Transceiver

We used Arduino-Mega 2560 as a development board because it is an inexpensive
and powerful tool to interface with the sensors and supports different develop-
ment platforms. The Arduino-Mega 2560 uses a 16 MHz crystal oscillator for
the controller clock. The Arduino has analog and digital General Purpose Input
and Output (GPIO) pins and an inbuilt Analog to Digital Converter (ADC).
Universal Serial Bus (USB) interface used to program the Arduino board. The
components required to build a Li-Fi transceiver are Arduino controller, LED as
a transmitter, LDR as a receiver, two 270 Ω resistors. Figure 5 shows the circuit
schematic of a four-way Li-Fi transceiver.

4 Experiments and Results

This section describes the experiments conducted to identify maximum com-
munication distance and the protocol’s reliability with various parameters of
the protocol. With the verified parameters of the protocol, integration of Li-Fi
communication in Industry 4.0 learning laboratory is tested with the prototype.
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Fig. 5. Four-way Li-Fi transceiver

4.1 Maximum Communication Distance

This experiment aims to find the maximum communication distance and identify
a suitable transceiver pair with different color transmitting LED and LDR as the
receiver. After a series of iterations with different color LEDs as transmitters,
the obtained maximum communication distances are as illustrated in Table 1.

Table 1. Maximum communication distance with different color LEDs and TICK sizes

Color of LED With 3 ms TICK With 4 ms TICK

YELLOW 3 cm 13 cm

RED 6 cm 17 cm

GREEN 4.4 cm 23 cm

BLUE 8 cm 30 cm

WHITE 30 cm 68 cm

4.2 Reliability of Li-Fi Communication

This experiment aims to find the reliability of Li-Fi communication between two
modules, based on different communication distances, payloads and with 3 ms
TICK size. The protocol’s reliability is verified with a white LED as a transmit-
ter and LDR as a receiver. The data frame shown in Fig. 2 is transmitted 100
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times with different payloads and verified how many times the data is success-
fully received. The communication distance is varied from 5 cm to 20 cm. Table 2
illustrates the reliability of the Li-Fi communication.

Table 2. Reliability with different communication distances with 3ms TICK size

Payload 5 cm 10 cm 15 cm 20 cm

1 B 99% 97% 96% 96%

2 B 99% 98% 96% 96%

3 B 98% 96% 95% 94%

4 B 97% 96% 95% 93%

5 B 97% 95% 93% 91%

4.3 Integration of Li-Fi Communication in an Industry 4.0 Learning
Laboratory

The main objective of this experiment is to test the Li-Fi transceiver in the
Industry 4.0 Learning Laboratory and finding the reliability of multi-hop com-
munication. Figure 6 shows the layout of the Industry 4.0 learning laboratory

Fig. 6. Prototype of industry 4.0 learning laboratory with Li-Fi communication
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with Li-Fi transceivers and stand-alone factory resources. The hardware required
for this experimental setup of the prototype is factory modules equipped with
Arduino-Mega 2560, RFID reader, tags, Li-Fi transceiver modules, relay mod-
ules, 9-V batteries for the power source. This experimental setup creates a dis-
tributed structure with the turntable as a decision node and Master node with
the RFID reader and source and three sink nodes. Reliability of multi-hop Li-Fi
communication with 3 ms TICK achieved as 95% on three hops.

5 Conclusion and Future Work

In this paper, we demonstrated the implementation of the four-way Li-Fi
transceiver and communication protocol. Based on the experimental results dis-
cussed in the above section, the Li-Fi communication protocol was evaluated.
The maximum communication distance achieved with 3 ms TICK is 30 cm with
a white LED as a transmitter and LDR as a receiver. Furthermore, the Li-Fi
transceiver provides 99% reliability in terms of communication with single hop
and 95% with three-hops concerning the optimal parameters of the Li-Fi pro-
tocol. As we are developing dynamic layouts in the laboratory, the four-way
transceiver on each factory module can serve the purpose of dynamic factory
planning application.

To summarized, Li-Fi is a suitable communication method for the Industry
4.0 Learning Laboratory. Due to its high data transmission rate, Li-Fi can con-
tribute to applications with real-time requirements. Moreover, the design of the
Li-Fi transceiver is inexpensive, and the hardware implementation and setup is
straightforward. In this paper, the communication speed achieved is less com-
pared to the actual speed of Li-Fi, which is in terms of Gbps. The speed can
be increased with high-speed processors. For example, the Arduino-Mega 2560
provides an ADC clock with 9.6154 kHz, which impacts communication speed.
However, the communication speed is sufficient for the Industry 4.0 Learning
Laboratory.

As of now, the Li-Fi has been successfully integrated into our Industry 4.0
Learning Laboratory. For further research, one can explore various areas of the
proposed field. For instance, the routing algorithm can be improved by imple-
menting dynamic routing techniques and can increase communication speed by
choosing a controller which provides a high ADC clock. Furthermore, the error
correction and re-transmission of data can improve the efficiency and robustness
of the communication. Each transceiver interface performs concurrent execution
of data transmission and reception.
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12. Milinković, A., Milinković, S., Lazić, L.: Choosing the right RTOS for IoT platform.
Infoteh-Jahorina 14, 504–509 (2015)

13. Mishra, N.K.: Xilinx HDLC bit stuffed algorithm for insertion and deletion
and checking 32bit CRC for 16 bit address. http://citeseerx.ist.psu.edu/viewdoc/
summary?doi=10.1.1.300.4842

14. Mukku, V.D., Lang, S., Reggelin, T.: Integration of LiFi technology in an industry
4.0 learning factory. Procedia Manuf. 31, 232–238 (2019)

15. Schmid, S., Corbellini, G., Mangold, S., Gross, T.R.: An LED-to-LED visible light
communication system with software-based synchronization. In: 2012 IEEE Globe-
com Workshops, pp. 1264–1268. IEEE (2012)

16. Standard, I.: IEEE approved draft standard for short-range wireless optical com-
munication using visible light. IEEE P802.15.7/D8, April 2011, pp. 1–306, February
2011. https://doi.org/10.1109/IEEESTD.2011.5764866

17. Zhang, W., Chowdhury, M.S., Kavehrad, M.: Asynchronous indoor positioning
system based on visible light communications. Opt. Eng. 53(4), 045105 (2014)

http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.300.4842
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.300.4842
https://doi.org/10.1109/IEEESTD.2011.5764866


Metamodeling of Deteriorating Reusable
Articles in a Closed Loop Supply Chain

Eoin Glennane and John Geraghty(B)

Advanced Processing Technology Research Center (APT), School of Mechanical
and Manufacturing Engineering, Dublin City University, Dublin 9, Ireland
eoin.glennane2@mail.dcu.ie, john.geraghty@dcu.ie

Abstract. In this paper a closed loop supply chain for a reusable, deteriorating
tool is presented. The tool is used in a manufacturing process on an item in a linear
supply chain. A model is created for the linear item supply chain and the tools
closed loop supply chain to analyse the interactions between them and various
input parameters so that output responses of the system can be modelled. Three
approaches are taken tomodel the system, a brute force factorial design, amodified
version of a Latin hypercube space filling design, and a fast flexible space filling
design. It is found that all three methods can describe responses that require only
a few inputs well but cannot accurately predict more complex responses without
all the relevant factors. Space filling designs should be used if more factors are
needed as they minimise the total amount of simulations needed to produce an
accurate model.

Keywords: Reusable articles · Deteriorating article · Closed loop supply chain ·
ExtendSim · Space filling design ·Metamodeling

1 Introduction

Improving efficiency of supply chains, implementing reverse supply chains and reman-
ufacturing are all topics of research that are becoming more important as the world’s
resources become scarcer. The desire for companies to embrace this movement has been
driven by environmental, social, and financial motivations as more research proves the
efficacy of implementing such systems (Mastos et al. 2019).

This paper presents supply chain that produces two items, one high and one low
quality, using the same deteriorating tool. The company running the supply chain wants
to know how well it is running. To do this a simulated version of the item processing
supply chain as well as the tool supply chain is created. The company currently orders
new tools to replenish the supply of tools for each line as they are needed but random
ordering times can be costly, and less dependable when trying tomeet production targets.
Instead, an ordering policy for purchasing new tools according to a schedule should be
created that aims to meet production targets at a high percentage of the time. To create
an ordering policy that will meet its targets and can be adjusted according to multiple
input factors is the ultimate goal for the company.
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ExtendSim, a program for modelling discrete event, continuous, agent based, dis-
crete rate and mixed mode processes, was used to create and run the simulations. All
simulations were conducted on a desktop computer with 32 gb of RAM, an ASUS Strix
GTX 970 Graphics Card, and an Intel Core i5-9600K CPU@ 3.7 GHz. Design-Expert,
a statistical software package was used to design the experimental scenarios. Microsoft
Excel, JMP (another statistical software analysis package) and Design Expert were used
to analyse the results of the simulations. In the final iteration of the model, each simu-
lation took 5–7 s to complete and over eight thousand simulations were conducted for
a total computational time of roughly 13.3 h. On a higher specification CPU this time
may be reduced.

2 Objectives

The main objective of the paper is to analyse and compare multiple metamodeling
methods applied to a Closed Loop Supply Chain (CLSC) that included a reusable article.
A sufficiently accurate metamodel of a CLSC could aid in the decision-making process
and allow a company to predict the outcome of choosing certain production parameters or
the effect of setting certain ordering policies without having to simulate each individual
scenario which could number in the 1000’s or 10,000s and could take hours or days to
run for more complex supply chains.

The objective of themetamodelingmethods is tominimise the number of simulations
needed to produce an accurate metamodel. As a system becomes more complex, the
computational time needed to complete a single run increases exponentially hence the
need to minimise the total number of simulations. Within each metamodel, the goal is
to minimise and maximise certain responses such as the time an item spent queueing or
the time between new tool orders, respectively.

3 Literature Review

Closed Loop Supply Chains are a key component of this study. While the items being
processed by the model are not in a closed loop, the tools used to process the items can
be classed as a reusable product (Carrasco-Gallego et al. 2012) and also a deteriorating
product (Moubed et al. 2021) inside a closed loop supply chain. Singh and Saxena (2013)
explored a mathematical approach to a very similar problem in which remanufacturing
of a pair of deteriorating items of two different qualities was integrated into a closed
loop supply chain. This paper takes a simulation-based approach.

Metamodeling has become an important tool for operational efficiency in many
different types of industries, fromdesign of vegetative filter strips (Lauvernet andHelbert
2020) to satellite visibility prediction (Wang et al. 2019) and more. With the goal of
simulating how a complex system reacts to inputs accurately and quickly, metamodeling,
if conducted correctly, can output a simple model of a system and remove the need to
conduct further simulations. The Latin Hypercube design has been shown to work with
this type of model, one that includes random demand while minimising system outages
(Chen et al. 2019). Factorial designs are useful and quick at examining models with
multiple independent variables (Haerling (Adamson) and Prion 2020) however the total
amount of simulations can increase significantly as a model becomes more complex.
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4 Model Development

With the goal of examining how a reusable article interacts with a supply chain, model
development began in ExtendSim with the linear, forward supply chains for the items.
The model changed many times throughout the course of model development as more
about the interactions between certain aspects of the model were understood. The mech-
anisms by which the tool returned to the supply chain for use changed multiple times
over the course of the model development but always kept to a similar pattern.

The tool would be kept in a queue until an item entered the queue. The tool and
item would leave the queue together, the item would be processed while the tool waited
in another queue for the item to finish processing. Once the item was finished being
processed it was again, released from the second queue with the tool, at which point the
itemwould exit the supply chain, having been processed, while the tool was redirected to
be artificially deteriorated. Depending on the numerical value for the tool’s quality post
degradation, the tool would then be sent back to its original queue to wait for another
item or be sent to an identical queue to be used in a lower quality production line or
discarded entirely.

The model went through three major iterations, being finalised once all the factors
chosen could be input from a database into the system correctly and the responses of the
system were calculated and input into a database correctly. The final HQ Item supply
chain is shown in Fig. 1.

Fig. 1. Finalised item supply chain

Item creation was a factor that seemed to have the most effect on the responses in
the system and was one of the hardest areas to balance so that all factors and responses
could be measured adequately. Process Time for the Machine was set to a lognormal
distribution with a mean of 1 and a standard deviation of 0.1 while the distribution for
the “Create” Block was an exponential distribution that was varied over the simulations
between a mean of 1.1 and 1.25. The Lognormal distribution has been shown to model
activity time (Trietsch et al. 2012) in real scenarios while the Exponential distribution
has been shown to model interarrival times in processes such as the one in this model
(Helbing et al. 2006) in industry settings. One of these responses is measured by the
“Information Block” directly after the “QueueMatching” block labelled “HQTool Item”
in Fig. 1.

The number of tools currently in the system was tracked using a “sensor” block as
seen in Fig. 2. With the sensor block located just after tool creation, it can track how
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Fig. 2. Tool creation and return

many items have entered the supply chain, while the “hq exit” variable tracks the number
of tools that have left this specific supply chain. When the number tracked by the sensor
incremented below the limit set by the user or by the scenario criteria, a signal would be
sent to purchase new tools for the system.

Fig. 3. (a) Tool degradation and (b) New tool creation

When each tool is detached from a processed item, it goes through the degradation
and return process as shown in Fig. 3(a). The “Get” and “Set” blocks, accompanied
by math and equation blocks, simulate the degradation of the tool by incrementing the
condition variable of each individual tool that passes through by a certain amount. Once
a tool is degraded, its new condition variable is checked, and the tool is either returned
to its original pool of tools or sent to the low quality production line. For example, if a
slightly used tool entered the “Get” block with a value of 0.62 and was degraded by 0.05
to a value of 0.57, and the cut-off point for high quality tools was 0.6, then the tool would
be sent on the downward path to be used in the lower quality production chain. One of
the criteria that was chosen as an important variable was the cut-off point at which a tool
was demoted to another supply line or discarded altogether.

Creating new tools for the system is the area that took the greatest number of iterations
to complete fully before it behaved in a way that could be analysed correctly and easily,
the final iteration of which is seen in Fig. 3(b). Whenever the sensor block’s reading for
“number of items currently in the area” goes below a threshold as set by the user/scenario,
a signal is sent to send new tools into the supply chain to be used. Using another sensor
block, an information block and an “Unbatching” block, the system, when it senses this
signal, it opens the gate for a single tool to be allowed through. These single tools passed
through the information block whichmeasures the average amount of time between each
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of the orders, then passes through the “Unbatching” block, splitting the tool intomultiple
tools according to a variable set by the user/scenario. This factor of the number of tools
the individual tool is split into is referred to as the Batch Size.

The number of factors in the final design was six. The names and limits of each
of the factors were decided based on human observation of the model, considering the
response of the system over multiple iterations of model design. Initial Tools (4,15),
Low Inventory Limit (0,4), HQ Tool Cut-off (0.3,0.6), LQ Tool Cut-off (0,0.2), Batch
Size (1,6), and Item Mean (1.1,1.25) were the factors and limits chosen. The number
of responses for the system was four and included Time between Orders (for tools) and
Item Queue Time for each of the two supply lines.

5 Metamodeling

With the limits for the factors chosen and the responses ready to calculate, the meta-
modeling could begin. Two iterations of metamodeling occurred, with the result of the
first iteration being a reduction in the number of factors from eight to the final six. The
reduction of the number of factors included in the model reduced the number of sim-
ulations required for the Design Expert metamodel significantly. As the design expert
model is a factorial one, the number of simulations required by the model is equal to
two to the power of the number of factors. With eight factors, 256 simulations must be
run to create that model. However, to reduce any outlier and randomness in the model,
it was decided that ten repetitions of each scenario had to be run and have the results
averaged which increased this to 2560 simulations. The reduction of the number of fac-
tors from eight to six reduced the total number of simulations needed from 2560 to just
640, a reduction of 75%. This adjustment of the number of factors also influenced both
JMP space filling metamodel designs. Both space filling designs had the total number
of simulations required lowered from 800 to 600, a reduction of 25%.

The first metamodel created in JMP was a Latin hypercube-based design. This type
of design has been shown to produce accurate metamodels and assist in the decision
making process when multiple variables and responses are taken into account (Ben Ali
et al. 2018). One problem that was encountered in this path was that the Latin Hypercube
generator in JMP only allowed continuous values for each of its factors. While testing
this data in ExtendSim, many problems occurred with duplication of items and tools
when a factor such as batch size had a non-integer value attached, so changes to the
Latin Hypercube Model had to be made. Each of the factors that required only integer
values had its generated results rounded to the nearest integer, simulating that the data
was categorical. Three Categorical factors (Initial Tools, Low Inventory Limit and Batch
Size) and three Continuous factors (HQ Tool Cut-off, LQ Tool Cut-off and Item Mean)
were included in the experimental design.

While this may have compromised the integrity of the metamodeling method, the
other optionwas to not use themethod altogether. Thismodified approach did not contain
anyof the duplication errors and the results producedwere error free in initial testing.This
method is mentioned from here on as the Rounded Latin Hypercube (RLHC) method.
The Fast Flexible Filling Design (FFFD) in JMP allowed for categorical data alongside
continuous data so no cleaning of the input factors for the simulations was required. This
was chosen alongside RLHC for comparison.
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6 Simulation Setup

Databases were created in ExtendSim so that any number or combination of runs could
be setup to simulate back-to-back. The amount of runs that ExtendSim conducted was
always equal to the number of rows in the factors database so once the run button was
pressed, ExtendSim ran all the simulations required. The data recorded in each run was
written into another database for the responses of the system at the end of each run.
This data was exported to excel where each of the ten duplicate runs were averaged. The
averaged results could then be exported back into Design Expert and JMP as needed and
analysis of the results was conducted.

7 Results

The aim of using the metamodels is to create an accurate model of the system while
minimising the amount of computation needed to make it accurate. As each of the three
methods needed roughly the same amount of simulation time (600–640 runs each) to
complete their models in the final iteration, they all perform the same in this aspect. The
way in which they must be compared is then by the accuracy of their models for each
of the responses. Comparison of the R2 values for each of the models for each of the
responses was conducted and tabulated in Table 1. An R2 value above 0.90 is deemed
to be accurate and can be classified as successfully emulating the simulation, provided
it is not disqualified in the validation stage.

The Design Expert metamodel, would be expected to achieve very accurate results
when predicting all four values in the simulations, whereas the FFFD or RLHC would
not be expected to predict LQ Time between Orders or LQ ItemQueue Time very well in
comparison to the other two criteria. This is the case as can be seen in Table 1, however,
the DE model, while producing a high R2 value for two of the criteria, does not predict
an accurate value for the scenario (highlighted in red).

Table 1. Predicted vs simulated results

Sim Results FFFD Predicted RLHC Predicted DE Predicted
Results 2 Sim 2 Sim 2 Sim

HQ TBO 28.84 0.921 29.09 0.934 28.86 0.995 29.7
LQ TBO 201.7 0.453 116.99 0.580 294.97 0.962 43.5
HQ IQT 0.95 0.921 1.18 0.934 1.18 0.908 1.71
LQ IQT 0.41 0.453 0.52 0.580 0.48 0.887 0.43

Validation of the models was conducted by taking a random model scenario and
running it ten times to get an average result and comparing eachof themodel’s predictions
to the averaged result of the simulation. The ten simulations were run with the following
factors: Initial Tools= 10, Low inventory Limit= 2, HQ Tool Cut-off= 0.45, LQ Tool
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Cut-off= 0, Batch Size= 4, ItemMean= 1.175. In Design Expert, the confirmation tab
allows the user to input numbers for each factor and will output the expected responses.
In JMP, a profilerwas constructed using a partial least squared regressionmethod for both
JMP models that allowed the user to input values for the factors and receive estimated
responses.

8 Discussion

Modelling the HQ time between orders seemed to be the one area that all three models
successfully completed, all yielding R2 values greater than 0.9 as well as all having
accurate (<5% error) estimations in comparison to the averaged simulation results. The
other three responses were not as close in estimation except for the Design Expert model
in predicting the low quality queue time response. This estimation only yielding an error
of 3.6% in comparison to the simulations while the RLHC and FFFD responded with
errors of 15.4% and 25.6% respectively.

Estimating the low quality time between orders was the worst predicted response for
all models with the best model (FFFD) yielding a value 42% lower than the simulated
value while the RLHC and Design Expert Model estimated +46% and −78% of the
simulated value. Even though the Design Expert model had an R2 value that indicates
that is has produced an accurate model, the predicted value is very far off the simulated
result. The same phenomenon occurred with the design expert model for predicting the
high quality item queue timewith anR2 value of 0.9081 yet the estimate is 79.7% greater
than the simulated value. The RLHC and FFFD both yielded values ~24% greater than
the measured value for high quality item queue time.

The models producing good results for “HQ time between orders” in comparison to
the other three responses may be due to the number of variables that influence the results.
For example, the high quality item line only takes item inputs from one area and new tool
inputs from one area, whereas the low quality line takes item inputs from one area but
takes new tool inputs from two areas, one being controlled by an ordering policy while
the other is semi-random inputs of tools from the high quality line. Figure 4(a) illustrates
this type of occurrence in the lower quality line as a group of tools all get demoted to
the lower line in a small time frame, resulting in a huge number of LQ tools and a large
time frame for the LQ tools to diminish again. This type of influx into the low quality
line is something that none of the models consider. If another factor were added to the
models that represented this behaviour in the system, there could be increase accuracy
in the three models’ predictions.

The RLHCmodel for the low quality responses was poor.With anR2 value of 0.5797
for both LQ responses, some important factor is clearly missing. While some factors
such as initial tools, low inventory limit and batch size had little to no effect on each
response, factors such as mean items and HQ/LQ tool cut-off had a significant impact.

There are a few areas of the model that could be looked at to address this issue, the
first being the rate at which tools leave the high quality area and enter the low quality
area. The linear rate of addition of tools to the LQ tool supply, as seen in Fig. 4(b), could
be an example of a factor that could be incorporated into the model specifically for the
low-quality responses. The same theory could be applied to the FFFD model.
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Fig. 4. (a) Tool tracking mid-simulation and (b) Linear rate of demotion of HQ tools

Randomness in the ExtendSim simulation may also be a contributing factor to the
lack of accuracy of the metamodels. Item generation, Item process time, and the rate of
tool degradation were all influenced by random numbers while also being three areas of
the model with a huge influence on results. While only the mean item generation was
included as a factor in each of the models, adding these three areas of randomness as
factors to the models could produce more accurate results in the metamodeling process.

Equations to calculate each of the responses for each of the metamodeling methods
based on the input factors providedwere created. Table 2 contains the “HQTime between
Orders” equations for each of the metamodel types.

Table 2. HQ time between orders equations

Multiplier Factor

DE RLHC FFFD

−0.082 −8.13 −13.69 Intercept

0.03 22.34 24.86 *Mean items +
4.54 7.16 7.41 *Batch size +
0.089 −38.79 −37.46 *HQ tool cut-off +
0 −0.036 0.051 *Initial tools +
0 −0.045 0.14 *Low inventory limit

−10.17 0 0 *HQ tool cut-off *batch size +
6.35 0 0 *Batch size *Mean items

9 Conclusions

All three models, Design Expert, RLHC, and FFFD, accurately predict the response
with the least amount of input: High Quality Time between Orders. However, the more
complex responses of the system are not accurately captured in any of the three models.
One of the reasons for this may be the lack of relevant factors analysed by the simulation.
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Another reason could be that there is too much unaccounted randomness in the system
for the models to accurately predict the more complex performance indicators. The use
of space filling designs such as RLHC and FFFD perform well with high numbers of
factors and should be explored further. The Design Expert model performs well but
the number of simulations required increases exponentially with the number of factors
present.

10 Further Work

Only two types of space filling designs for metamodel creation were explored in this
paper, a modified version of the Latin Hypercube and JMPs Fast Flexible Filing Design.
Both methods are one-shot, non-sequential designs so sequential methods (Crombecq
et al. 2011)maybe able to create accuratemodelswith even lower numbers of simulations
required.
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Abstract. While academics and professionals overwhelmingly agree that current
advances in manufacturing present tremendous capabilities to advance manufac-
turing processes, their view and awareness of the related risk management varies
widely. We have developed a method of classifying digital technologies, assess-
ing risk factors and assigning situation-specific mitigation strategies to a variety
of digital manufacturing applications. It is based on the analyses of over 350 dig-
ital manufacturing projects and over 40 in-depth interviews with academic and
industry experts.

A classification of digital technologies and risk factors including fields of
application serves as the basis for the web-based assessment and mitigation tool
designed to evaluate digitalization projects in all areas of manufacturing and
logistics as well as in all phases of development.

Keywords: Digital manufacturing · Risk management · Cybersecurity ·
Digitalization

1 Introduction

Academics and professionals overwhelmingly agree that current advances in Industry 4.0
andmanufacturing present tremendous capabilities. Risks associatedwith the implemen-
tation of digitalization technologies in all areas of production processes and logistics have
largely been neglected or confined to so-called cyber risks. The corporate risks related to
digitalization technologies harbor several positive and negative implications. Improved
product traceability comes at the cost of greater technology dependence and vulnerabil-
ity to technical failures. While visibility and integration on the business model level may
improve inventory and service levels and permit segmentation and individualization of
supply chain strategies, they can simultaneously increase complexity, jeopardize data
ownership, and create new avenues for cyberattacks (see Fig. 1) [1]. Digitalization can
generate risk factors that include vulnerability to technical malfunctions, data tamper-
ing, safety and security, health andmotivation hazards, dependence on limited resources,
coordination complexity, and potential additional costs after implementation [2, 3].
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An individual selection can be 
made for further evaluation 

within the risk factors resulting 
from the user input

Fig. 1. Examples technology risk situations

Based on a set of 361 digital projects and 42 in-depth interviews with experts, we
develop a method for assessing risks factors for and assigning situation-specific mitiga-
tion strategies to a set of assorted digital manufacturing applications. A classification of
risk factors and fields of application serves as the basis for the web-based assessment
and mitigation tool designed to prepare and evaluate digitalization projects in all areas
of manufacturing and logistics. The web-based tool has value for stakeholders, rang-
ing from small and medium-sized manufacturers, technology vendors and academics. It
rapidly delivers a free and reliable overview of risks for specific combinations of tech-
nologies and processes along with the relevant mitigation strategies. Figure 2 provides
an overview of company size and industry sectors compiled for the digital projects and
interviews conducted with experts.

The remainder of this article is structured as follows: In Sect. 2, we provide a survey
of the theoretical background of digitalization in Industry 4.0manufacturing applications
and related digital risk management in order to identify the research gap. In Sect. 3, we
present the methodological approach applied. In Sect. 4, we examine the study’s main
findings in a technology classification, a risk classification, and different risk types paired
with mitigation strategies. In Sect. 5, we present the structure and some screenshots of
the method’s implementation as a web-based tool and discuss some interesting facts we
discerned.
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Fig. 2. Company size and industry sectors of digital projects and interviews

2 Theoretical Background

2.1 Risk Management in Industry 4.0

In the past decade, Industry 4.0 has become synonymous with innovative products, ser-
vices and business models that increase efficiency, sustainability, robustness and flexi-
bility [4]. Risk management covering more than cyber risk has emerged in research only
recently in the last few years. Two risk types in smart factories arising from technical
failures, specifically errors and attacks get distinguished by [5]. Errors include human,
technical and organizational failures as well as force majeure. Attacks comprise tar-
geted or untargeted malicious threats (e.g., hacking or phishing). [6] similarly identify
organizational and human factors as main issues in operational risk assessments. Dif-
ferent risk factors and their relation to the benefits of underlying digitalization projects
were mapped in [7]. Furthermore, [8] developed a risk framework for Industry 4.0 that
addresses the triple bottom line of sustainability. Moreover, [1] show the impact of the
ripple effect on digitalization and Industry 4.0. While they focus on the opportunities of
certain digitalization applications for manufacturing and logistics, the authors identify
concomitant challenges and risk factors generated by them. Big data analytics related to
technology risks have been explored in several studies of manufacturing and logistics,
such as [3] and [2]. Knowledge about the risks in the digital technology landscape is
scant, though. On the one hand, the current literature on digital technologies tends to
overemphasize the positive impacts and transformational capabilities of digital tech-
nologies, while underestimating the potential risks connected with their implementation
[9]. On the other hand, the literature on manufacturing and logistics risk management
provides numerous models and frameworks for types and sources of risks as well as mit-
igation strategies. Recent studies, e.g. [10] on the use of big data in customer research
and manufacturing and [3] on big data for demand planning and return management, [6]
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focus heavily on big data technologies and emphasize identifying potential applications
for such technologies in supply chain operations.

2.2 Research Gap

Systematic empirical evidence of risk factors associated with the implementation of
Industry 4.0 technologies is absent in the current literature. Academics and professionals
both need to understand risk systematically in order to be able to mitigate and minimize
it in operations management [8, 11]. Whereas businesses are quite aware of the benefits
and capabilities of digital projects, the literature still treats specific technologies, related
risk and potential mitigation strategies separately. Current studies largely stress potential
risks associated with the final concept of Industry 4.0 but do not provide specific insight
into different risk types that typically arise in different fields of application. Moreover,
tools with which critical information can be assessed in an easily structured manner are
lacking in industrial practice.

3 Methodology

The methodology adopted follows a five-step research approach (see Fig. 3).

1. 
Analyze current

State 

2. 
collect primary and 

secondary 
empirical data

3. 
developed a new

taxonomy

4. 
pair technologies, 
classify risks and
collect mitigation

strategies

5. 
implement the 
web-based tool

Fig. 3. Five-step research approach

First, current studies were analyzed systematically to develop a thorough under-
standing of the current literature on Industry 4.0, digitalization technologies and risk
management. The current studies provided an introduction to risk factors and uncer-
tainties inherent to Industry 4.0 technologies. In a second step, extensive primary and
secondary empirical data were collected from 361 Industry 4.0 applications for digital
manufacturing in Germany drawn from the “Plattform Industrie 4.0”1 [12], and 42 in-
depth interviews conductedwith experts. In the third step, we developed a new taxonomy
of relevant digitalization technologies and risk factors in the manufacturing environment

1 Created and managed by the German Federal Ministry for Economic Affairs and Energy in
collaboration with the Federal Ministry of Education and Research.
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based on the case analyses and interviews (see Fig. 4). In step 4, we paired the tech-
nology and risk classifications with fields of application and mitigation strategies and
devised a three-step method that guides users from processes and potential technology
applications to mitigation strategies for all areas of manufacturing and logistics. The
final step was the implementation as a web-based tool.

Fig. 4. Technology taxonomy example

The “Plattform Industrie 4.0” is intended as a transfer/share of know-how and best
practices of Industry 4.0 project implementations. It contains structured information
on developmental stages of digitalization projects, examples of products/applications,
regions and company sizes. Additionally it provides unstructured information on applied
technologies, envisioned benefits; lessons learned and adopted project approaches. Inter-
views with experts in the database cases shall enable us to verify and improve the infor-
mation from our secondary data. Forty-three 25–50min interviewswith experts involved
in the online database use cases as well as with industry practitioners and academics in
the field of digitalization and Industry 4.0 were conducted face-to-face or over phone in
November 2018 and March 2019. The interviewed experts primarily come from auto-
motive, equipment, automated systems manufacturing and electrical and electronics
companies (see Fig. 2). The interview guide consists of three main sections and follows
a semi-structured approach: In the first portion the expert shall describes the known
Industry 4.0 use cases, naming all relevant basic technologies, application/ functions
and the desired goals. The second portion contains questions about risk and mitigation
strategies. Interviews with experts in the database cases shall verify and improve the
information of our secondary data and shall give an additional perspective of the impact
of specific technologies on the risk situation.

4 Findings

4.1 Industry 4.0 Technology Risks

The use case and interview data analyzed reveal several key risk factors for Industry 4.0
technologies, specifically workplace risks and industry-specific and company-specific
risks. These risk types are drawn from established risk management frameworks, e.g.,
[13, 14]. Since legal risks in the workplace frequently arise during the implementation
phase and primarily involve aspects of workplace law, data privacy and data protection,
many experts see a need in the operation phase to address cyber risks in previously
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unaffected areas. Direct and indirect dependences and a lack of flexibility can pose
serious industry-specific threats to companies. Various solutions require vendor-specific
hardware, software and expertise. Users who integrate vendors’ Industry 4.0 solutions in
their systems do not have full control of their own product’s reliability and are dependent
on vendors when they need to repair, replace or upgrade their Industry 4.0 components.
Our data reveals several important company-specific issues related to human adoption,
errors and attacks. Humans come into play as a risk source during the operation phase,
albeit to a lesser extent than during the implementation phase. Figure 5 presents an
overviewof allworkplace, industry-specific and company-specific risks factors emerging
from the data.

Risk factors of Industry 4.0 
applications

Political / Legal 
Implications
• Data protection

regulations

Force majeure
• Power failure, fire,

flood

Environment-
related

Industry-
specific

Competitive
environment
• Alternative solution 

to the common 
industry standard

Procurement / sales
markets
• Dependence on

certaintechnical
components

• Limited interfaces 
to supply chain 
partners

Company related

Through attacks

Untargetedattacks
• Phishing
• Terrorist attack

Targetedattacks
• Data theftl
• (Cyber) attack on 

(IT) infrastructure

Problems of
adaptation

Unexpected
opportunitycosts

Dissatisfaction /
rejectionfrom
employees

By mistake

Human error
• Operator error
• Programming

error

Technical failure
• Malfunction /

failure
• Data loss

Organizational
failure
• Insufficient

maintenance
• Missingupdate 

processes

Fig. 5. Risk factors for Industry 4.0 - empirical findings

4.2 Risk Priorities, Recent Approaches and Mitigation Strategies: Empirical
Findings

Specific risks of Industry 4.0 implementation and operation phases of were identified
based on the empirical findings. Table 1 presents several interesting examples emerging
from the data as well as the related risk priorities, risk management approaches and
potential mitigation strategies.
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Table 1. Overview of risk management approaches and mitigation strategies

Risk priority Recent risk management
approaches

Potential mitigation strategies

Lack of technological
expertise

• Rejecting projects, maintaining
the status quo

• Screening of vendor markets
• Use of outside consulting
services

Legal risk • Consulting with the employee
council as part of introduction

• Inclusion of the employee
council

• Revision of employment
contracts

• Technical changes,
certification

Employee adoption • Trial-and-error • Involvement of affected
employees

• Skills training
• Intuitive solution design

Cyber risk • Blind trust in existing
safeguards, such as firewalls

• Employee awareness
creation/training,
whitelisting/blacklisting

• Technical measures such as
IDS/IPS

• Network segmentation
• Backup strategy

5 Method Development and Implementation as a Web-Based Tool

We ascertained from the case analyses and the interviews with experts that the method
ought to build on the idea that the situation-specific risk (mapping the risks and potential
mitigation strategies) is contingent on two major impact factors: (1) the technology
applied and (2) the process/operation. We therefore decided to make a combination of
process and technology the main input for users. First, users can provide input related
to the specific technology. A higher-order classification of available technologies was
developed based on a combination of data and typologies in the literature, e.g., [15, 16],
in order to be able to cover a wide range of technologies and assess the specific risks.
This step made it possible to develop a two-level typology of Industry 4.0 technologies.
The rationale behind this classification is to ensure that practitioners can provide input
based on simple, established technologies (level 1) while ascertaining the risk profile for
technologies (level 2). The implicit assumption is that one group of technologies (e.g.,
wearables) will present identical types of risks in specific industrial contexts. Users
of the tool provide input on both the technology and the target process for which the
technology is or will be used. The output consists of situation-specific risk factors and
potential mitigation strategies (see Fig. 6 for input and output information).
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1. Data input (User)

2. Data processing
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3. Automated feedback
(browser)
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Fig. 6. How the web-based tool works

6 Discussion and Conclusion

This study presents key findings and maps risk factors associated with Industry 4.0
applications in manufacturing and logistics. An extensive literature review and the sec-
ondary and primary data collected deliver several key insights into the main risk factors
in the phases of technology implementation and operation. These technologies may also
pose additional risks to digitalization projects, however, namely, inflexibility, increased
latency of the existing production system, increased complexity, difficult integration in
current IT systems, and a lack of adequate knowledge and skills among key staff. Based
on the empirical findings and current literature, we developed aweb-based tool that maps
and assesses risk factors related to Industry 4.0 applications. The proposed approach is
rooted in the assumption that both the technology and the specific process determine
the risk factors. The tool uses the individual application context and the technology as
input and delivers potential risk factors together with possible mitigation strategies to
the user. The new risk factor typology that emerges from the data reveals that several risk
factors pose serious threats to digital projects, e.g., human factors, cyberattacks, legal
issues, and dependences. This research study produced a valuable method for assessing
risk factors related to Industry 4.0 applications quickly and accurately. It is intended
to provide practitioners free and reliable input to assess risks and develop mitigation
strategies. The tool has two novel features: its focus on “technology-process” combi-
nations since the risks associated with certain digital technologies may arise from the
characteristics of specific processes and the abstract technology classification that cor-
relates certain risks with a given group of technologies (e.g., wearables) rather than a
single specific technology. The higher-order technology classification for assessing and
mitigating risks enables the tool to cover a wider range of commercially available tech-
nologies. The web-based tool is valuable to stakeholders from small and medium-sized
manufacturers, technology vendors and academics because it quickly provides a free
and reliable overview of the risks of specific technology-process combinations along
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with relevant mitigation strategies. Even though this project can still be refined in many
ways in the future, this study and the web-based tool developed already benefit industry
and research now because they provide a new, empirically developed view of the risks of
Industry 4.0 technologies and technology-process combinations. This study is intended
to open discussion about and raise awareness of the risk associated with various Industry
4.0 technologies in certain application contexts among academics and professionals.
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Abstract. This paper offers an integrated framework bridging production and
logistics processes that employs a machine learning-enabled digital twin to ensure
adaptive production scheduling and resilient supply chain operations. The digital-
twin based architecture will enable manufacturers to proactively manage supply
chain risk in an increasingly complex and dynamic environment. This integrated
framework enables “sense-and-respond” capabilities, i.e. the ability to sensepoten-
tial supplier and production risks that affect ultimate delivery to the customer,
to update anticipated customer delivery dates, and recommend mitigating steps
that minimize any anticipated disruption. In its core functionality this framework
senses disruptions at a supplier facility that cascade down the upstream sup-
ply chain and employs the predictive capabilities of its machine learning-based
engine to trigger and support adaptive changes to the manufacturer’s MES sys-
tem. Any changes to the production schedule that cannot be accommodated in a
revised schedule are propagated across the downstream supply chain alerting end
customers to any changes.

Keywords: Production scheduling · Supplier risk · Digital twin ·Machine
learning

1 Introduction

In manufacturing companies today, MES and SCM information systems often work
independently without any built-in feedback between systems. The information origi-
nating in either of these systems, even if potentially affecting the other, is typically not
transparent across systems and latency issues can be a problem. The resultant infor-
mation silos, then, may not use the most current information for decision-making. As
a result, once the factory floor learns about any supply chain or supplier disruption, it
is often too late to be accommodated systematically and seamlessly and can require
manual rescheduling of planned production tasks. Bridging MES and SCM systems for
disruption management and mitigation requires two-way information flows in order to
achieve efficient utilization of resources and improved downstream deliveries.
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With sense-and-respond capabilities, a manufacturer is better able to manage unex-
pected delays and disruptive events and avoid the latencies in response that drive ineffi-
ciencies. The approach described herein responds to the need for a concrete and practical
approach that links production control to logistics risk due to supplier issues, transport
delays, and other unexpected disruptions on the manufacturer’s own factory floor. First,
this framework integrates the flows of information about anticipated disruptions across
the supplier and production processes bridging the siloes that separate them today. With
this data as input, the model leverages the digital twin construct to create a virtual model
of the production system that drives a machine learning engine to predict order com-
pletion and customer delivery dates. By implementing machine learning within a digital
twin framework, it is possible to continuously update the model with real-time data
instead of relying on offline adjustments to the production schedule or expert knowl-
edge. Finally, the approach is practical in that it does not require sharing of confidential
or proprietary data by supply chain partners, requiring only internal process data at the
manufacturer, historical supplier performance data, contracted supplier delivery dates
and actual, scheduled shipment arrival dates at the end customer.

2 Related Research

2.1 Disruption Management

Recent research has focused on data-driven tools that enablemanufacturers to proactively
manage supply chain disruptions to better manage risk and achieve resiliency [1–3]. The
overarching goal of many of these efforts is to develop tools that sense impending sup-
ply chain risks and respond with agility—or what is referred to as “sense-and-respond”
capability.Data-drivenmethods have been taskedwith disruption and attendant riskman-
agement in a range of applications related to the framework described herein including
procurement and supplier sourcing, transportation and logistics, and shop-floor produc-
tion control—applications where sufficient data is typically available for model training
and validation. With respect to scheduling of production systems that rely on the syn-
chronized arrival of many parts and components, delays can be accommodated up to
a break-down point beyond which the schedule fails and service targets are not met.
Melançon et al. [4] developed a system that uses machine learning to send alerts when
conditions on the supply chain such as combinations of events or small deviations lead to
service failures. The system anticipates conditions and raises alerts in time for planners
to take corrective action, but not so early that the issues would naturally be taken care of
in the next production plan. With respect to supplier risk, Cavalcante et al. [5] combine
simulation and machine learning to select suppliers and evaluate on-time delivery as
an indicator of supplier reliability. Estimating transport delays of materials is critical to
production scheduling for optimized operations. Birkel et al. [6] provide an overview of
the challenges of applying predictive analytics in transport logistics. Ouedraogo et al.
[7] address transport risk for multi-modal container transport, while Van der Spoel et al.
[8] address a gap in the literature concerning arrival vs. travel/journey time prediction
for overland trucking. Viellechner and Spinler [9] compare machine learning methods
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for predicting delays in ocean container shipments. Servos et al. [10] compare the per-
formance of different machine learning methods in predicting disruptions and delay in
the multimodal transport of containers.

2.2 Digital Twin

The digital twin is a virtual version of physical products, assets, processes and systems
constructed for the purpose of “testing” in the virtualworld prior to implanting in the real-
world. One can think of the digital twin as an information mirroring concept that is able
to “reflect” the behavior and real-time state of a physical object with sufficient accuracy
that the manufacturing processes and production operations can be analyzed, predicted
and optimized. Enabled by real-time data capture and sharing in an IIoT environment,
dynamic changes can be communicated quickly between the physical and virtual worlds.
One of the most researched applications of the digital twin has been modeling the prod-
uct lifecycle (PLM) to capture all stages of product realization to create a comprehensive
reference model to enable better product design and engineering, manufacturing and,
ultimately, service [11, 12]. Fewer, but a growing number, of research has focused on
production control and management—the application of relevance here. Janesch et al.
[13] combine a model-based digital twin and a data-driven digital twin with machine
learning to explore the life cycle of manufacturing systems. Leng et al. [14] developed a
digital twin-driven approach for rapid reconfiguration of automated manufacturing sys-
tems. Other applications have addressed the generation of designs for an automated flow
shop manufacturing system [15] and digital twin-based production lines [16]. Min et al.
[17] provide a machine-learning enabled digital twin-based framework for production
optimization in the petrochemical industry.

2.3 Machine Learning for Production Control

The explosion of data-collection on the factory floor offers new opportunities to make
intelligent data-driven decisions for production control. An assessment of the state-of-
the-art of machine learning in production planning and control is provided by Cadavid
et al. [18] andWeichert et al. [19]. Meiners et al. [20] offer an approach that implements
machine learning to analyze data generated along the process chain for complex patterns
that can inform improvements. Related to the framework proposed herein, and given its
importance in meeting customer delivery requirements, prediction of lead times has
received attention. Employing a digital twin of the processes, with online connection
to the manufacturing execution system (MES) for frequent retraining of the models to
keep the prediction model up to date, Gyulai et al. [21] compare analytical and machine
learning models for a flow-shop environment. Mezzogori et al. [22] employ statistical
and neural network techniques to predict lead times in a 6-machine job shop. Using
the current workload and the expected lead time of entry jobs, the authors use artificial
neural networks (ANNs) to predict reliable delivering dates. Cycle time prediction,
another key indicator of delivery reliability, has also been addressed. Predicting cycle
times can be challenging because process flows may include hundreds of process steps,
routings through the factory, and possible equipment failures. Can et al. [23] apply
genetic programming, an artificial intelligence (AI) technique, to develop predictive
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models of process cycle times based on system status information gathered in real-time
from manufacturing execution systems.

3 Machine Learning-Enabled Digital Twin Framework

This paper develops a machine learning-enabled digital twin framework for production
control and disruptionmanagement. As supply chains become leaner andmore unforgiv-
ing of disruption, AI-enabled tools are being called upon to not only anticipate disruptive
events but also tomonitor and recognize disruptions in real time, to understand the supply
chain’s vulnerability to disruption, to determine the impact of any delays on production,
and to recommend mitigating actions. The proposed framework addresses key sources
of potential disruption that affect the execution of customer order and its delivery to the
end customer. As shown in Fig. 1 below, production supply chain disruptions due to the
supplier can include delays in inboundmaterial arrival, production down time, and trans-
port delays to the manufacturer and end customer. The supplier, manufacturer and end
customer share order quantities and contracted delivery dates through their information
systems, but do not formally share information related to delays that may impact down-
stream operations. The challenge for manufacturers is to exploit information currently
available to them to reduce delays and improve resiliency.

Fig. 1. Typical supply chain for a manufacturer with an upstream supplier and downstream
customer with siloed information systems and potential disruptions.

TheMachine Learning-Enabled Digital Twin Framework, comprised of three mod-
ules, is illustrated conceptually in Fig. 2 below. The Supplier Risk Prediction Module
uses historical data of supplier performance to reveal patterns of delays, either events
in the supplier’s factory or logistics delays in shipping to the manufacturer. Machine
learning models in the Digital Twin Learning Engine use the updated supplier arrival
dates to predict updates to the production schedule and any changes in planned order
completion dates. Expected order completion dates are then input to a Customer Transit
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Module that optimizes the best route from a cost/time perspective for shipment of the
order to the end customer given the expected disruption and associated delay.

Fig. 2. Machine Learning-Enabled Digital Twin Framework predicts and adjusts for production
and logistics disruptions that cascade from supplier through to end customer.

4 Integrated Production and Logistics Processes

4.1 Supplier Risk Prediction Model

Machine learning has shown promise in predicting supplier (non-)performance and in
managing supply risks, enabling manufacturers to adopt a proactive rather than reactive
response to anticipated supply chain disruption. Supply risk manifests when the actual
arrival date of the shipment at the manufacturer is expected to exceed the contracted
delivery date. To enable proactive response, the Supplier Risk Prediction Module imple-
mentsmachine learning to (1) classify orders that are of high and low risk of experiencing
delays beyond the promised arrival date and/or (2) predict the arrival date of that ship-
ment based on the supplier’s previous experience with orders of similar characteristics.
The machine learning model is trained using several years of historical data downloaded
from themanufacturer’s (or supplier’s) ERP and other available databases, supplemented
by simulated data as necessary, to provide a best prediction of the actual arrival date.
Training input data include parameters such as Supplier Name, Shipment ID, Shipment
Volume, Shipment Description, Shipment Type, Order Date, Receive-By Date, Planned
Ship Date, Contracted Arrival Date, Shipment Origin/Destination, and Carrier/Mode.
Once trained, the fitted Supplier Risk Prediction Module provides the manufacturer
with the predicted arrival date which can be compared against the contracted date to
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provide a measure of supplier risk. The output of the Supplier Risk Prediction Mod-
ule, i.e. predicted arrival date at the manufacturer (regression) or a days-late indicator
(classification), is then passed to the Digital Twin Learning Engine.

The proposed Supplier Risk Prediction Model is developed for a supplier who must
coordinate the arrival of materials and sub-components to meet delivery commitments
to the OEM. Supplier delays can range from frequent short-term delays of 12–48 h to
longer-term delays that may extend weeks. Supplier delays can affect 25% of deliveries
to a customer depending on industry. In these cases, patterns of delivery delays specific
to suppliers, or to types of products, or to products of specific materials can provide
critical information for production scheduling. For this effort, we restrict our attention
to historical delivery information, and information derived from it, to give insights into
these patterns. If a particular supplier is habitually late with a certain type of order, the
machine learning model can predict the length of the delay (c.f. 12 h or 2 days) based
on previous supplier behavior.

A number of machine learning methods will be explored including random forest,
support vectormachines, k-nearest neighbors andANNs, or logistic regression for binary
target outputs. In previous work, random forest has shown to be a good method for han-
dling data imbalances when there are fewer delayed orders than on-time orders. Delivery
delays are often further amplified by exogenous events that can be difficult to predict
and assess such as possibility of transport strikes or seasonal severe weather. While this
model does not address these rare disruptive events, such factors could be included in
the model by creating an input parameter that captures the overall environmental risk
as determined by the supply chain manager. In other work, the authors have explored
extracting disruption event data via APIs or by web scraping and other methods using
selected sources such as NOAA’s National Weather Service (NWS) Public Alerts and the
Global Database of Events, Language, and Tone that provides worldwide coverage and
retrieval of geopolitical and business-related disruption information.

4.2 Digital Twin Learning Engine

Unexpected events are known risks inmanufacturing. Typical disruptions are a) machine
failure, b) urgent job arrival, c) job cancellation, d) due date changes, e) change in job
priority, and f) shortage of materials. The latter event (f) also can be caused by a delay
in the arrival of material. Typically, the manufacturer receives an alert with the new
adjusted date of expected material availability. This event will trigger a rescheduling
process for the manufacturing in the factory. Manufacturers currently have two policies
for rescheduling. Updates can be made manually by a supervisor/operator, typically
experienced, who can decide on corrective actions for the factory floor. The new schedule
will be edited into the production plan and executed. This procedure can be applied if
the overall production plan for the factory is not too complex and timing restrictions
not too tight. Depending on the complexity of the production process, tightness of time-
dependencies between orders, and production delays associated with switching between
orders, manual correction of the schedule is not always feasible. In this case the factory
floor schedule needs to be recalculated in consideration of all factory floor activities.
In general, manual adjustments tend to have less severe consequences for completion
times and fewer ripple effects for other orders on the same factory floor. However, the
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quality and reliability of manual rescheduling depends on the quality of prediction of
the supervisor/operator.

Using estimated shipment arrival dates from the Supplier Risk Prediction Module,
the Digital Twin Learning Engine systematically produces updated order completion
dates and recommends mitigating changes to the production schedule at the OEM that
minimize delays. The Digital Twin Learning Engine is comprised of two parts, the
Digital Twin and the Sense-and-Respond Machine Learning Model. The Digital Twin
mirrors real-world operations on the shop floor to include data from Enterprise Resource
Planning systems (ERP) thatmanage orders received from the customer, Advanced Plan-
ning and Scheduling (APS) systems that create a master schedule for received orders,
and Manufacturing Execution Systems (MES) that manage the execution of real-time,
physical processes to fulfill customer orders by contracted delivery dates. The Sense-
and-Respond Machine Learning Model learns the dynamic patterns of the production
environment from historical ERP, APS and MES data. When a supplier delay or disrup-
tion is anticipated, themodel predicts the impact of the disruption on the contracted order
completion date and recommends a revised production schedule and order completion
dates for affected and other orders. The model will recommend mitigating machine-task
assignments to the MES. If no mitigating scheduling changes can be made, the model
adjusts the date of expected production completion and alerts customers. The model can
prioritize customer orders, as appropriate. Other strategies such as overtime production
can also be considered. As shown in Fig. 3 below, the machine learning-enabled digital
twin framework includes:

1) The “physical” factory to include all the physical assets such as machines and
production equipment, robots, etc. needed to fulfill customer orders;

2) The “digital” factory to include the Digital Twin and Sense-and-Respond Learning
Model and other data needed to determine delivery requirements; and

3) The mapping between the physical and digital worlds for real-time data exchange.

Fig. 3. The Digital Twin Learning Engine learns patterns of production on the factory floor.

The Digital Twin Learning Engine allows real-time updating of the MES and other
systems based on predicted changes in arrivals of critical parts to the OEM rather than
resorting to off-line adjustments to production control. The Digital Twin offers a con-
tinuous, interactive and real-time dialogue between the virtual and physical models of
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the factory floor. The Digital Twin is connected to relevant production systems such
as MES, APS and ERP, receiving both current production schedules and timestamped
snapshots of machine status and order information and assignments. Updated delivery
dates from the Supplier Risk Prediction Model, plus real-time machine status updates
and current production schedules, are input to the Sense-and-Respond Machine Learn-
ing Model which recommends adjustments in the production schedule, c.f. timing and
sequencing of orders on specific machines. Training of the Sense-and-Respond Machine
Learning Model can be accomplished using a number of machine learning algorithms
such as support vector machines, AdaBoost optimizers, random forest or ANN. Model
outputs are passed to the Digital Twin for verification and validation, and then returned
to the “real” MES system for production schedule updating.

Communications between the Sense-and-RespondMachine LearningModel and the
Digital Twin is achieved by information exchange using a shared database and several
dedicated, automated services. The Digital Twin pulls data from (and pushes data to)
a database that it shares with the other manufacturing management systems, e.g. ERP,
MES, SCADA, etc., and which is also being continuously updated with predicted sup-
plier delivery information flowing from the Supplier Risk Prediction Model. Auxiliary
services prepare this information for consumption by the Sense-and-Respond Learning
Model. The model then produces, as output, revised production schedules and machine
assignments (or other pre-determined types of outcomes that the model has been trained
to produce). Model outputs are consumed by another auxiliary service/software applica-
tion that will store the result(s) in the shared database and can also transform the outputs
into visualizations for human consumption and display on pre-programmed dashboards.
The arrival of a new prediction into the shared database will trigger another service
that will retrieve this information and feed it back to the Digital Twin to launch a new
simulation to evaluate and validate that the recommended revised production schedule
can respond to the delay(s) adequately and as intended. Once validated, this information
is then updated in the manufacturing management systems for execution of the revised
schedule on the factory floor.

4.3 Customer Transit Module

Updated estimates of order completion dates are passed to the Customer Transit Mod-
ule. As noted earlier predicting shipment transit times and associated risks of disruption
is a difficult problem, dependent on factors such as transport mode, routing, time of
year/week/day, and external factors, most importantly weather and traffic. In this frame-
work, the Customer Transit Module receives an estimated order completion date from
the Digital Twin Learning Engine and projects an adjusted arrival date at the end cus-
tomer. In this way, disruptions along the supply chain from supplier to manufacturing
through delivery to the end customer are cascaded and incorporated into projected deliv-
ery date. Predicted transit times are modeled on a route-by-route basis, using historical
data to estimate the transit time for future shipments using machine learning or opti-
mization. Thus, the module consists of an ensemble of classifiers/models for different
modes that are trained and tested using historical shipment data. The estimated transit
time produced by the module and the baseline transit time established by the shipment
planner are compared to determine any further delays. Depending on transport mode
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and geographic location, the predicted transit times can be adjusted for weather and
traffic events obtained from public data sources such as weather stations, social media
and news aggregators.

5 Conclusions

In this paper we respond to a gap in both practice and research by proposing a machine
learning-enabled digital twin framework that bridges the gap between production process
and logistics processes for the purpose of reducing supply chain risk due to disruptions
in either the logistics or production environments at the supplier and manufacturer.
Machine learning models provide updated estimates of expected delivery dates at each
stage of the supply chain which can be applied in a digital twin simulated environment
and folded into the manufacturer’s MES system with recommended possible actions to
mitigate those delays. Revised delivery dates can then be passed to the end customer in
a seamless flow.
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Abstract. The food supply chain is gaining a lot of attention these days. Due to
the relativity of the food supply chain with human health directly, focusing on its
problems and issues has become the need of the hour. Several issues like food
safety, food contamination, and adulteration, food losses are some of the issues.
Among these issues, food losses are critically important as they affect sustainable
development as well. Among the several critical causes of this food loss problem,
handling losses are most important and are very less studied. Handling losses are
important as the causes of these losses are controllable and can be easily mitigated
with the help of science and technology. This research is an effort in the defined
direction. With the help of technology like blockchain and its capabilities, the
authors in this study developed a framework for the food supply chain that if
implemented can help in reducing handling losses.

Keywords: Food supply chain · Traceability · Blockchain · Smart contracts ·
Tokenization

1 Introduction

Food loss or Food waste is the biggest problem these days. There are several causes
of food losses. These food losses can be categorized into harvesting loss due to mech-
anization, production practices, moisture, season and temperature, etc., storage losses
due to deterioration, shrinkage, spoilage, moisture and time, etc., processing losses due
to shrinkage, poor handling, packaging failures, transportation, etc., packaging losses
due to packaging failures and transportation, etc., distribution and sales losses due to
supersizing, poor inventory, dented cans, and temperature, etc., and consumption losses
at customer end due to leftovers, impulsive buying, bulk purchases, and functions or
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parties, etc. [1]. If sets of all the causes of the losses are created and the intersection
point of maximum causes are determined, only some of the factors will be revealed as
responsible for losses. Among these two issues are pretty evident i.e., transportation
issue and handling issue. But as these issues are indirectly connected to other issues as
well so there is a strong need to develop a solution that can mitigate this cause of food
losses and have a significant impact on other causes for reducing food losses as well.

This improper handling is evident at various stages of the food supply chain. From
the beginning i.e., procurement to distribution including storage at collection center or
warehouse or depo or retail store, and during transportation, at all steps, there are some
food losses due to human negligence or due to lack of automation [2]. Considering
this problem, there is a strong need to cater to this condition and use technology like
blockchain technology which has the power of transparency, trust, and most importantly
immutability. Further smart contract also helps an organization to maintain the standards
within limits.

This study focuses on the same problem and discusses a framework to reduce the
effect of this problem. The paper is constructed as follows: Sect. 2 discusses the related
works done in this area and proposed work, Sect. 3 focuses on the description of the
proposed framework followed by Sect. 4 discussing academic, managerial, and future
research implication related to the framework. The Paper concludes with the last section
followed by the references.

2 Related Work

The smart food supply chain relies on the applicability of several advanced techniques
such as IoT, Big Data, Cloud and Fog Computing, Artificial Intelligence (AI), and the
most related one i.e., blockchain [3]. Blockchain has the power of creating transparency,
trust by providing immutable records in a distributed ledger [4]. Due to its functionality,
blockchain proves to be the most secure platform for creating supply chain visibility.

Blockchain powers the digitalization and also helps in improving the tracking and
tracing capability of the food supply chain which not only enhances the provenance
but also creates trust among the stakeholders. Blockchain enhances the information
transactional and automational characteristics that also help in enhancing the predictive
analytical capability of the stakeholders in the food supply chain [5]. This technology
after getting information like temperature, humidity, production images, andother related
variables, stores the information in a distributive ledger. Figure 1 shows the blockchain
and its relevance with smart contracts.

The use of smart contracts and tokenization adds to the efficiency of the system. Smart
contracts are simply a programmed or automated agreement which triggers an action,
whenever a defined variable measure beyond limits [6]. These smart contracts normally
trigger a penalty or rewardmechanism.Tomaintain this penalty and reward, theremust be
some digital currency or cryptocurrency. Creating this digital or cryptocurrency is known
as the tokenization concept. This tokenization depends on the nature of the blockchain
and the algorithm used for the consensus mechanism. Literature discusses permissioned
or private and public blockchain. Classic case of blockchain i.e., bitcoin is an example of
public blockchain where token was in the form of bitcoin [7]. A private or permissioned
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Fig. 1. Smart contract and the blockchain

blockchain is mostly used by a closed user group where people can transact among
themselves. The consensus mechanism in the public blockchain is very complicated and
hence reduces the transaction speed due to a large number of stakeholders involvement
whereas a private blockchain has a limited number of stakeholders involved that increases
the efficiency and speed of the transactions. For the consensusmechanism of transaction,
there are several algorithms like proof of work and proof of stake. The selection of these
algorithms also helps in the overall performance of the blockchain. Since all the data is
stored at all the nodes, it increases the space and time requirements. Therefore, proof of
stake is preferred over the proof of work as it requires lesser space and time.

Many authors have reported the use case of blockchain in the food supply chain.Agri-
blockIoT is a fully decentralized blockchain-based traceability solution for the agri-food
supply chain but lacks the safety and security aspect of the food product which is highly
required for perishable products [8]. Using smart contracts is also evident in the literature
as a study focused on information asymmetry and using long short-term memory a deep
learning network developed a credit evaluation system for farmers which enhances reli-
ability and authenticity of information among the traders, this study lacked the product
safety variables [9]. Another study focused on Chinese markets and tried to solved food
safety issues by addressing the food traceability problem. This study again lacked the
smart contract and tokenized approach [10]. Another study focused on RFID tags and
blockchain technology to enhance the agri-food supply chain traceability in China. The
study provided the building process of this system [11] but the study lacked the penalties
mechanism which acts as a reinforcement technique for the betterment [12]. A study
focused over-application of blockchain and other necessary conditions and discussed the
boundary conditions along with standardization and data governance related to informa-
tion sharing [13]. Another study focused on RFID-based information architecture where
a proof of object authentication protocol is used which is analogous to the proof of work
protocol. Also, the author conducted a detailed security analysis to test the vulnerability
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from cyber-attacks [14]. Another author in his study discussed blockchain-based agri-
food supply chain and authored it as a complete solution where authors focused on the
need for a reliable system and recorded transaction to the blockchain which uploads the
data to interplanetary file storage system (IPFS). Also, the study includes smart contracts
for security and vulnerability analysis but unfortunately, it lacked the provenance aspects
of the food products.

Therefore, after reviewing the related work in the literature, the author here pro-
poses a study providing a framework that focuses on smart contract and tokenization
enabled permissioned blockchain-based smart food supply chain fulfilling all research
gaps evident in our review for the related work.

3 Proposed Framework

The given framework is a conceptual framework of a permissioned blockchain where
consent for every transaction will be given by the manager as a consensus mechanism.
Framework consists of farmers or producers termed as ‘F’, collection centers for col-
lection purposes from F, storage centers to be used as the hub for distribution to stores
termed as ‘S’.

3.1 Smart Contract and Tokenization Enabled Blockchain-Based Smart Food
Supply Chain System

Blockchain technology is a distributed ledger technology that records the transactions
among various nodes. Hence here transactions are done among the stakeholders, who are
acting as a node, and a self-developed cryptocurrency called tokens is used for circulation
in the supply chain.

Smart contracts are programmed contracts with defined limits of variables, if at any
point of the supply chain, the variable value goes beyond the limit; it will trigger the
penalty to be imposed on the concerned stakeholder of the supply chain. This penaltywill
be compensated by paying the additional tokens. Hence here a proof of stake algorithm
will be used, it will record the transactions in the blocks. It also makes the system more
efficient and robust as it will help in reducing the time and space complexity of the
system.

3.2 Framework Description

In the framework shown in Fig. 2, Blue (solid) arrows represent the flow of goods, green
(dotted) arrow represents the flow of cryptocurrency or tokens and red (dashed) arrow
represents the point of smart contracts. Location, Temperature, etc. are the variable that
can be monitored and act as triggering variables for smart contracts.

As per the budgetary calculation, Supply Chain Manager will send or allot cryp-
tocurrency or tokens to the stores for purchasing purposes and physical currency to the
collection centers for payments to the seller. The physical currency will be issued against
the cryptocurrency or tokens, centers will return to the manager. Farmers or sellers will
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Fig. 2. Smart contract enabled permissioned blockchain framework (Color figure online)

approach defined centers to sell their perishable produce with defined standards. Desig-
nated centers will collect the product, monitors the variables either using IOT devices or
some other devices and pay farmers or producers accordingly with the permission of the
manager. This transaction along with the variables will be noted in the distributed ledger
of the supply chain which is with every stakeholder of the supply chain. Store-based
on their demand forecasts will place the order to the storage center and will initiate the
transaction. The storage center based on order will complete the transaction by receiving
cryptocurrency and releasing the goods. Here Variables will be again monitored before
loading and unloading by the logistics partner. The storage center when required will
place the order to center and initiate the transaction. Center on receiving the order will
send the goods and receive the cryptocurrency. The same process of measuring variables
using devices will be done here also. This transaction along with measured variables
will be entered into the distributive ledger. Throughout this process, there will be active
smart contracts that will get triggered only by getting a variable value beyond limits.

This framework will help to resolve the issue of.

1. Demand and supply uncertainty by providing the industry capability to improve the
accuracy of forecasting employing enhanced visibility.
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2. Food losses due to improper handling by enabling industries to monitor handling
data during product movement and also because of the use of smart contracts that
triggers whenever the decided variable crosses the limits.

3. Customer dissatisfaction because of lack of provenance enabling them to track and
trace the variables like location, temperature setting, etc.

4. Lack of Supply chain Visibility by storing all the transactional data to the blockchain
platform in the form of blocks.

5. Transparency, Trust, and data immutability are developed in the system as the data
is stored in the blocks as per the transactions and this data can only be tampered with
by the authority of the blockchain platform i.e., the manager.

6. Inventory losses as this framework supports implementation of Fist Expired First
Out and accordingly pricing can be used.

4 Implications

4.1 Managerial and Academic

With the completion of one cycle of product and currency flow, it will ensure the
following things:

1. It can help in spoilage as it records the variable data of products related to
perishability measures and hence FIFO policy (first in first out policy) can be
implemented.

2. The product is moving safely
3. As perishability is a matter of concern, variables are monitored seriously.
4. All the transactions (Distributive ledger) can also be shared with customers to

increase responsiveness.
5. Implementation of smart contracts enabled penalty can act as reinforcement to

stakeholders and will reduce the losses because of improper handling.
6. Once losses will be reduced, customer satisfaction will increase.
7. Improved efficiency and responsiveness.
8. Overall waste will be reduced and social, environmental, and economic perfor-

mance will be enhanced.
9. The information sharing is done using this framework; therefore, uncertainty can

be handled and in case of excess demand, it can be fulfilled with the center having
greater availability.

10. This framework can provide traceability of the goods, transparency in the supply
chain, and trust among the stakeholders.

4.2 Future Research

1. The proposed framework can be used by the supermarket retail industry and Dairy
industry as these two industries follow such kind of supply chain model but with-
out blockchain and IoT devices. With little modifications, it can be applied to the
healthcare industry for medicine supplies especially vaccines too.
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2. Optimization of the above framework can also be done to determine the total cost,
minimized waste quantity, and other related sustainability parameters.

3. Other measuring parameters like response time, moisture content, elapsed duration
after first received can be used as triggers for smart contracts.

5 Conclusion

To the best of the authors knowledge, this is the first framework based on tokenization
mechanism and smart contract enabled permissioned blockchain for the food supply
chain. Tracking and tracing is one of the important aspects of the food supply chain.
Most of the studies are focusing on this aspect of the food supply chain but perishability
and causes of perishability are rarely considered. This study considered perishability,
causes of perishability along with some reinforcement measures to mitigate the causes
of food waste by using a smart contract-based penalty mechanism. The conceptual
framework represented in the study considers almost all aspects of blockchain to enhance
the efficiency and responsiveness of the food supply chain. Implementing this framework
will help in reducing food wastes but will ensure the handling of the food products. This
can help an origination in getting a competitive advantage and can help their customers
to track and trace the product, not in terms of geographical locations but also handling
conditions quantitatively.
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Abstract. With the recent and ongoing pursuits to introduce digitalization to cor-
porate shop floors, decision support systems (DSS) for improved task distribution
also gain importance. These systems aim to achieve higher effectiveness, efficiency
as well as satisfaction of factory staff. However, the necessary implementations
and standards for the successful introduction of DSS are not yet available for
every given production environment. In this paper, an approach developed by the
Department of Factory Planning and Intra Logistics to introduce decision support
in dynamic production environments is presented. The concept allows workers to
easily identify orders and tasks of high priority in a complex and highly dynamic
environment, tomeet the assigned due dates, and to increase customer satisfaction.
The proposed concept considers priority-relevant parameters, derives priorities for
incoming and pending orders dynamically in real-time, and allows to feed the pri-
ority values into a DSS for scheduling orders and their related tasks. The concept
can be implemented as a standalone module to production environments as well
as being integrated into existing scheduling systems.

Keywords: Smart factory · Prioritization · Scheduling · Decision support

1 Introduction

Modern solutions for Human-Machine Interaction (HMI) for cyber-physical systems
(CPS) can provide a high degree of adaptability to skills, competencies and preferences
of individual workers. At the same time, they help to cope with the challenges of a highly
customized production. Among other objectives, companies aim to increase the flexi-
bility of factory staff deployment, shorten lead times for (new) products, and provide
context-based decision support. In pursuit of these goals, the development of adaptive
solutions for HMI, which improve workflows, is required, and for this purpose, Decision
Support Systems (DSS) are increasingly applied and utilized in factories. DSS applied
to production environments as CPS are able to take various parameters into account
to improve e.g. task distribution, worker wellbeing as well as work satisfaction. Addi-
tionally, DSS can be part of workers’ training, allowing them to be knowledgeable in
operating smart factories [1, 2].
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One area of DSS application in production workshops focusses on planning, mon-
itoring, and improving order execution as well as on improving equipment utilization
(cf. OEE). Especially in branches with increasing or yet highly individualized products
planning and execution of orders in an optimized manner represents a complex, multi-
criterial task mainly carried out by experienced employees. Besides defining a sequence
for order execution based on work plans and assigning resources, such as workers and
equipment, it is also required to determine the priority of each task in order to define the
optimized sequencing of multiple orders during sequence planning [3, 4]. In industrial
environments, several rules and parameters are applied to derive a task priority based
on e.g. customer requirements as well as local or global optimization goals [3, 5–7].
E.g. the sequencing rule earliest operation due-date was thoroughly investigated in [8,
9]. In the latter paper, a model for evaluating and improving schedule compliance is
presented. The influence of rush orders on the production plan is the focus of [10] and
is evaluated by modelling throughput times. A decision support for order acceptance
based on calculated possible delivery dates is presented in [11].

A study conducted at the Factory2Fit pilot sites [12] showed the negative impact
of dissatisfied customers on work satisfaction. This negative influence results from e.g.
(allegedly) missed or unclear deadlines. To increase work satisfaction, a DSS can be
utilized to reduce the amount of unfavorably scheduled orders, thereby also minimiz-
ing manual re-scheduling expenses as well as creating transparency for the workers
and customers in order to create awareness for the situation and to reduce negative
impacts on work satisfaction [13]. Corporate in-house departments and external cus-
tomers requesting services from the production are both treated equally as customers
since their satisfaction is identified as important. To achieve high customer satisfaction,
punctuality is considered crucial [11, 14]. Due to the high number of tasks in a produc-
tion department, the varying lead times of orders, and sometimes lack of forecast, in
many production workshops the employees need to estimate each task’s priority solely
based on experience. To reduce the impact caused by the complex priority assessment
in large numbers and to increase customer satisfaction by enhanced transparency, a
due-date-related prioritization is proposed.

2 Concept of the Due Date-Related Order Prioritization

2.1 Use Cases for the Due Date-Related Order Prioritization

The use cases for developing the concept for dynamic due date-related prioritization have
been defined by the industrial partners of Factory2Fit [12, 15]. Therefore, the processes
of the departments hosting the pilot use cases, the process-related parameters, and the
related procedures, as well as the existing systems were investigated. One use case was
hosted by a metrology lab processing a wide range of products to ensure the quality of
processes and products on-site, the other one by an assembly department for heating,
ventilation, and air conditioning (HVAC) units [12].

The processes of the pilot use cases as well as the process-related parameters and
procedures were investigated and resulted in the Factory2Fit DSS and its incorporated
functionalities, whereas the dynamic, due date-related prioritization represents one of
these functionalities. The parameters identified for the prioritization of orders and tasks
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in the highly dynamic and complex environment of a metrology lab and for the more
extensive and detailed operations in an assembly department as well as their meaning
and application are applied in the DSS to derive the priorities for incoming and pending
orders. In the following sections, the respective meanings, the necessity of mapping the
variables, and its effect on the order priority are explained. Even though the concept
initially has been developed as a part of the Factory2Fit DSS, it can be applied and
implemented as a standalone module as well as part of other DSS and factory systems.

2.2 Initial Integration of Order and Task-Relevant Data

For calculating a dynamic, due date-related priority Pj for each pending or incoming
order j, the required remaining processing time pj to execute all tasks pjk needs to be
determined. The value of pj can be derived from the remaining processing times of the
remaining tasks pjk assigned to the order by the work plan as in (1). We assume that
the total amount of orders and tasks are m and n, respectively, and that the respective
statements hold for all j = 1, …, m and k = 1, …, n.

pj =
∑n

k=1
pjk , pjk > 0 ∀ j = 1, . . . ,m (1)

As stated above, punctuality is crucial to keep customers satisfied and thus to reduce
the negative impact of dissatisfied customers on workers. Therefore, the due time (rel-
ative) or due date (absolute) dj of an order j is a core element of the prioritization. For
defining dj of an order j, either a maximum order lead time to process all tasks of order j
(Option 1) or a fixed due date where all tasks of order j have to be completed (Option 2)
can be applied. In many production workshops, orders arrive without forecast, and all
tasks pjk related to a pending order j have to be processed within a maximum allowed
order lead time lj (Option 1). In some branches, however, orders are assigned a fixed
due date dj, and all tasks pjk of order j need to be finalized when this specified date is
reached (Option 2). Hence, both options need to be addressed by the proposed concept.
For Option 1 the received time/date (abs.) rj of order j, as well as the maximum order
lead time lj of order j, are required as input for (2) to calculate the due time/date dj of
order j.

dj = rj + lj, rj, lj > 0 ∀ j = 1, . . . ,m (2)

For Option 2 the received time (rel.) or received date (abs.) rj of order j, as well as the
fixed due time (rel.) or fixed due date (abs.) dj of order j, are needed as input parameters
to calculate the maximum allowed order lead time lj of order j as in (3).

lj = dj − rj, dj > rj > 0 ∀ j = 1, . . . ,m (3)

To ensure customers are kept satisfied and unfavorable scheduling is minimized, all
incoming and pending tasks pjk need to be processed in time. Due to the high variety
of processing times, especially novice workers need to be supported in identifying the
latest start time sj of an order j to ensure the due date dj is met. Based on the information
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available and the introduced parameters, the latest start time (rel.) or latest start date
(abs.) can be calculated based on the backward scheduling approach [16] as in (4).

sj = rj + lj −
∑n

k=1
pjk = rj + lj − pj = dj − pj ∀ j = 1, . . . ,m (4)

In industrial environments, multiple influences can affect the planned processing times.
To reduce the risk of missed due dates due to e.g. equipment downtimes and the expenses
due to e.g. defining handling processes in the work plans, a buffer can be applied to the
remaining processing time pj via the parameter v1. The parameter v1 is set once during
the setup and allows to add a buffer by increasing the processing time by a percentage
of it, resulting in an adjusted remaining processing time pj* as in (5).

p∗
j =

∑n

k=1
pjk +

(∑n

k=1
pjk

)
• v1 = pj +

(
pj • v1

) = pj • (1 + v1) ∀ j = 1, . . . ,m

(5)

Here, it is assumed that v1 ≥ 0. Equivalent to the determination of the latest start time
(rel.) or latest start date (abs.) sj using the remaining processing time pj of order j to meet
the due time (rel.) or due date (abs.) dj an adjusted latest start time (rel.) or adjusted latest
start date (abs.) sj* can be determined by (6) using the adjusted remaining processing
time pj*. If a pending order j has not been started when passing the adjusted latest start
date sj*, the assigned due date dj cannot be met with the assigned work plan.

s∗j = rj + lj −
(
pj • (1 + v1)

) = dj − p∗
j ∀ j = 1, . . . ,m (6)

To signal reaching the adjusted latest start date sj* of an order j to the workers and
supervisors by means of the priority Pj assigned to the order j, the dynamic, due date-
related prioritization is designed such that the priority Pj(t) intersects the x-axis for t =
sj*. Subsequently, the value of priority Pj(t) for order j at t = sj* equals zero.

2.3 Types of Orders and Their Influence on Priority

During the definition phase, three relevant types of order priorities have been determined
based on widely applied practices and procedures in production workshops:

1. Standard priority type, assigned to e.g. standard customer orders.
2. Increased priority type, assigned to e.g. replacement deliveries or urgent orders.
3. Reduced priority type, assigned to e.g. dispensable or optional inhouse orders.

These types of priority also need to be utilizedwhen deriving the priority Pj for order j. To
represent the types, the parameters a, b and c are introduced, with a, b and c assigning the
priority of standard, increased and reduced priority type order, respectively. Additionally,
they represent the initial priorities Pj for the types when an order is scheduled at rj. For
the dynamic, due date-related prioritization, a decreasing value of Pj indicates a higher
priority of order j. Therefore, the relation is defined as 0 ≤ b < a < c.

The parameters allow adjusting the relation and difference of the three order types
according to the specific requirements at a factory. Due to every order j having assigned
only one specific order priority type, it is necessary to distinguish between the three
existing order types during the calculation of the priority Pj for order j, and thus the
binary parameters v2j and v3j are included in the prioritization concept (see Table 1).



Due Date-Related Order Prioritization for Scheduling 243

Table 1. Case distinction for order priority types for order j

Standard Priority Order (a) v2j = 0, v3j = 0

Increased Priority Order (b) v2j = 1, v3j = 0

Reduced Priority Order (c) v2j = 0, v3j = 1

2.4 Deriving the Priority and Adjusted Priority of an Order

Based on the categories for deriving the priority in order to optimize the identified KPIs
for production environments, the individual priority values for the orders can be derived
dynamically. While for the standard priority order type the priority decreases linearly
over time, the priority value for an increased priority order or a reduced priority order
changes the gradient at point (sj*, Pj(sj*)) = (sj*, 0). Since the functions are piecewise
linear and continuous, these points with changing gradients correspond to the kinks.

The parameters utilized for deriving the priority Pj(t) are shown in (7).

Pj(t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

((
−

(
a−

(
v2j•(a−b)

)
+

(
v3j•(c−a)

))

∣∣∣lj−
(
pj•

(
1+v1j

))∣∣∣
• (

t − rj
)
)

+ (
a − (

v2j • (a − b)
) + (

v3j • (c − a)
))

)
, rj ≤ t < s∗j

((
−

(
a+

(
v2j•(a−b)

)
−

(
v3j•(c−a)

))

∣∣∣lj−
(
pj•

(
1+v1j

))∣∣∣
• (

t − rj
)
)

+ (
a + (

v2j • (a − b)
) − (

v3j • (c − a)
))

)
, t ≥ s∗j

(7)

During the pilot definition and use case analysis, some non-standard influences on
a small number of orders have been identified. To reduce complexity, these rare events
are not represented specifically in the dynamic, due date-related prioritization concept.
Nevertheless, the proposed concept provides an option for manual intervention and to
alter the priority Pj(t) of an order j has been integrated, resulting in an adjusted dynamic,
due date-related priority Pj*(t). To implement the manual intervention in case of non-
standard conditions, the parameter v4j is introduced as in (8) to allow altering the priority
by a specific offset and to modify the priority Pj(t) by the value of v4j for t ∈ [rj, ej)
with ej depicting the actual completion time (rel.) or date (abs.) of order j. The upper
boundary ej arises from completed orders where calculating priorities becomes obsolet.
The decision was made to not allow a manual reduction of the priority Pj (i.e. increasing
the calculated value of Pj) due to the restriction that all due dates of all orders and tasks
should be met. If an order’s priority needs to be reduced, the supervisor should negotiate
an elongated maximum allowed order lead time lj or a postponed due date dj with the
customer instead and thus achieving a reduced order priority.

P∗
j (t) = Pj(t) − v4j, v4j ≥ 0 ∀ j = 1, . . . ,m (8)

The adjusted priority Pj* can be calculated dynamically by a DSS for each incoming
and pending order and subsequently be displayed to the workers as well as be used for
scheduling the orders. The adjusted priority Pj* for each order is calculated for the first
time when an order is forwarded to the DSS for scheduling and is subsequently updated
based on defined time intervals as well as on defined events, such as completion of a
task or arrival of a new order. The adjusted priority Pj* calculated by the DSS is also
directly influenced by the strategy for documenting the actual task processing progress.
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When the actual progress is only documented after the completion of a task, the adjusted
priority Pj* will be calculated as if the order has not been started until the completion
is documented. The adjusted priority Pj* is then recalculated according to the updated
adjusted remaining processing time pj* as in (5) of all remaining tasks pjk of order j.
Whereas in case of documenting the actual progress of order processing continuously
or incrementally, the adjusted priority Pj* of order j is also updated continuously or
incrementally, and thus will retain a positive value in case the order is processed in a
correct manner to meet its due date dj.

2.5 Investigation of the Parameters

Wewill now evaluate the parameters of the concept given in (8) and propose methods on
how to define the respective values.We startwith buffer v1,which is applied to the process
time as depicted in (5). Since the exact determination of process times often is hard to
be ensured in practice, v1 is introduced to ensure that production plans can be met even
when uncertainties, such as assigning employees having differing levels of competence,
machine failure, or inaccurate process time data, occur. Initially the value of v1 as a
fixed percentage of process time can be based on the employees’ experience. Depending
on the company-specific circumstances, the intial buffer usually is set between 10 and
20%. It can be refined incrementally by analysing data on actual process times. It should
be the goal to describe the distribution of these values, allowing to make statements on
how planned process times deviate from actual ones, make precise predictions which
process times can be expected in future and, hence, how v1 should be optimized to match
the intended outcome. This improves the transparency of the production processes and
supports the employees in the decision-making process. The required steps are described
in the following.

First, the probability distributions for the process times have to be defined. Therefore,
besides measured times (e.g. utilizing REFA), process times based on Methods-Time
Measurement (MTM) [17] can be used. However, this only reflects worker-related influ-
ences and not machinery-related occurrences, which have to be considered as well. The
process time, as well as e.g. the Mean Time To Repair (MTTR) of a machine, can be
modelled by an exponential or lognormal distribution, see e.g. [18]. After suitable proba-
bility distributions are chosen, the parameters which define the shape of the distributions
have to be set. There exist several methods for estimating parameters, e.g. the Bayesian
estimator or the maximum likelihood method [19]. If there is no information available
on the distribution that might reflect the process time or the standard distributions do not
fit the data well, parameter-free methods like Kaplan-Meier- or Nelson-Aalen estimator
[20] can be utilized. The distribution of the actual process times can also be calculated
by a non-parametric kernel density estimation. While this method is more precise than
the other ones mentioned, it requires a comprehensive database.

In order to validate that the particular choice of distribution and the estimated parame-
ters fit the data (i.e. the process times), distribution tests like Kolmogorov-Smirnov orχ2

goodness-of-fit test can be applied. Note that in (5), the same percentage value is applied
to all remaining process times pj. As an additional improvement, order-specific param-
eters v1j can be introduced, thereby allowing a more precise adjustment of the buffer
values and, hence, reducing the deviation from the planned and actual time. It should be
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mentioned however that this requires a thorough knowledge about the individual process
times for all processes.

Next, we investigate the classification of orders according to their priority a, b
and c. To cope with high numbers of pending orders and tasks in factories as well
as with the complexity of identifying orders and tasks with high priority, production
planners already utilize manifold procedures for prioritization in their current prac-
tices. These classification procedures are often based either on customer classification
(e.g. a-class customer/n-class customer or OEM/Tier-n), product classification (e.g. a-
class product/n-class product based on profit margin) or on experience and management
decisions. The classification categories and procedures applied are often derived and
optimized over a long period of time, represent the corporate knowledge and are well
accepted within the organization. Therefore, they give valuable input for the decision
support provided by the proposed concept. When introducing the proposed concept in
an organization clear rules for assigning a priority type to an order j need to be defined
initially. These rules can either be defined e.g. by comprehensive lists of customers,
products and/or constraints assigned to each priority type, or they can be derived from
order data being available for each order j to be processed, such as quantity of ordered
products, height of penalties or service level agreement with the respective customer.

While v1 as well as the order priority type are set before scheduling, v4j allows a
dynamic, manual adjustment of the order priority. The specific choice of v4j has a direct
impact on the extend of the intervention (note: the higher the priority of an order j, the
lower the value of Pj(t)): In order to increase the priority, v4j decreases Pj(t) to Pj*(t). We
suggest that one of the following two options is applied: The range of v4j can be limited
based on the priority type of the respective order as suggested in (9). Subsequently,
orders of lower priority allow a wider range for v4j, and vice versa.

v4j ∈
⎧
⎨

⎩

[0, a] if order j belongs to category a
[0, b] if order j belongs to category b
[0, c] if order j belongs to category c

(9)

Alternatively, the range of v4j also can be determined utilizing the current absolute
priority as dynamic upper boundary [0, |Pj(t)|] for v4j. Further, setting v4j can be limited
depending on the role of the employee inducing the shift: employees on a higher level
may have more power on the intensity of the priority change. This can be realized by
including positive factors in the computation of the upper boundaries, respectively.

2.6 Example Application for the Due Date-Related Order Prioritization

For an example application we assume that an order j = 1 with the sequential tasks 1.1
(p11 = 10), 1.2 (p12 = 20) and 1.3 (p13 = 10) has to be prioritized with received time r1
= 0 and due time d1 = 70. The parameters for order 1 are set to v1 = 10% and v41 = 0
and the values for the priority types are a = 0,5, b = 0,25 and c = 0,75.

The diagram shown in Fig. 1 visualizes the priority P1*(t) for order 1 over time and
shows the influence of the remaining processing time pj(t) on the tasks to be fulfilled.
Hereby, the coloured lines represent the values for reduced (light), standard (medium)
and increased priority (dark), respectively: the lower the value P1*(t), the higher the
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priority. The respective latest start time s1 of the order is calculated as in (4) and also
visualized for the three tasks.

In the upper part of Fig. 1, the processing time pj(t) is updated only on completion
of the respective task, the value of Pj*(t) then shows a significant rise since it is only
evaluated for a discrete number of values for p(t) in this scenario (see (7)). The lower
part shows a real-time (online) update of pj. The actual processing of the tasks 1.1, 1.2
and 1.3 is represented by the coloured boxes.

Fig. 1. Visualization of Pj*(t) in case of event-discrete (above) and real-time (below) update of
the remaining processing time pj for order 1 with tasks 1.1, 1.2 and 1.3 as standard, increased and
reduced priority type order (Color figure online)

3 Discussion and Conclusion

The proposed approach is provided to be incorporated in a DSS for scheduling and
is designed to determine the adjusted dynamic, due date-related priority as input for
the DSS. For e.g. online optimization in a real environment the DSS incorporating the
proposed approach will provide the processing times for the tasks to be prioritized.
These processing times can either be defined by methods such as MTM or REFA and
are applicable for almost any worker or can depend on the skills of the designated or
assigned worker/worker class. However, this must be implemented in the DSS utilizing
the proposed approach. The approach can be applied in both cases and will calculate
the adjusted dynamic, due date-related priority Pj*(t) based on the data provided by
the DSS. In case of early completion of tasks or orders, e.g. due to execution by a more
skilledworker, the DSS should trigger a rescheduling and reprioritization on completion.
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In case of the integrating the proposed approach in an offline simulation environment,
the processing times for tasks need to be defined as described before, yet the workers
executing the tasks can e.g. be defined as personas holding a specific set of skills.
This results in actual processing times of the specific persona for specific tasks, or the
actual processing times within the simulation environment can be derived by applying
probability distributions based on the processing times of the workplans.

Regarding the priority classification of the orders into the categories a,b and c,
a further specification in the sense of creating an order of the orders/jobs within the
categories will be part of our future research. Based on our experience, the usage of three
categories reflects the practical expectations and implementation very well. However,
production planners usually have deeper knowledge about certain orders and a tendency
towards individual priorities. This is already partly addressed by the parameter v4j (which
allows an intervention and a dynamic adjustment of the priority), it can however be
modeled using the original “before-hand” classification. The introduction of additional
discrete parameters or the modification of the discrete values v2j and v3j to continuous
ones requires a thorough investigation of the properties of the resulting model.

The current concept focuses on time-based order prioritization and does not include
a financial evaluation of orders. Therefore, a cost term introducing contribution margins
of orders could be introduced. This can e.g. be realized by including a penalty term
in (8). Further research has to be conducted on how to model the penalty to reflect
different types of financial prioritization in companies and workshops. Additionally, the
properties of this term, its parameters, and the resulting concept have to be investigated.

An alternative to extend the model to a financial point of view leads to a third open
research question: the embedding of the model into an optimization problem and its
subsequent solution process. For example, it is possible to model the financial evaluation
as a separate objective function, which is optimized for the set of feasible schedules. The
specific function(s) have to be defined before the resulting program and its properties
can be investigated in order to apply suitable algorithms.
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Abstract. AI is increasingly penetrating the production industry. Today, however,
AI is still used in a limited way in a production environment, often focusing on a
single production step and using out-of-the-box AI algorithms. AI models that use
information spanning a complete production line and even larger parts of the prod-
uct lifecycle could add significant value for production companies. In this paper,
we suggest a digital twin architecture to support the complete AI lifecycle (dis-
covering correlations, learning, deploying and validating), based on a knowledge
graph that centralizes all information. We show how this digital twin could ease
information access to different heterogenous data sources and pose opportunities
for a wider application of AI in production industry. We illustrate this approach
using a simplified industrial example of a compressor housing production, leading
to preliminary results that show how a data scientist can efficiently access, through
the knowledge graph, all necessary data for the creation of an AI model.

Keywords: Digital twin · Knowledge graph · Data architecture · AI in
production

1 Introduction

With the production (=manufacturing and assembly) industry moving towards Industry
4.0, a large amount of information is recorded and collected by smart and intercon-
nected Cyber-Physical Production Systems (CPPS). This information could and should
be leveraged to learn from the past and from similar cases using Artificial Intelligence
(AI) systems,whereweuse the definition ofAI in [1] in this paper.AI systems can support
or automate decisions, such as: intelligently pick product samples for quality inspection,
optimize product and production performance, reduce the number of required iterations
for tuning the machine settings in case of a production line changeover, to increase the
sustainability of the product, etc. The enormous potential of AI in production has been
valued by Accenture as 3,7 trillion USD by 2035 [2]. A Gartner study indicates that the
AI transformation in production has started, as AI implementations grew by 37% during
2018, and by 270% over the last four years [3].

Today, production companies typically use AI only by employing out-of-the-box
algorithms, in a singled-out production step, such as image recognition for quality control
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(defect detection). Such AI algorithms are typically black-box, as those also commonly
used in other domains, by companies like GAFA (Google, Apple, Facebook and Ama-
zon). These algorithms require large amounts of data for training and validation, acquired
by measuring targeted values relevant to the production step under consideration.

A largely unsolved challenge, however, is how AI algorithms can use information
over multiple production steps, possibly even the entire product lifecycle, from design
to product use. This challenge becomes even more apparent when considering the trend
towards high mix, low volume (HMLV) production, with smaller series and more oper-
ator involvement for better flexibility. In this setting, the amount of data gathered for
one variant is typically limited and too diverse to apply out-of-the-box AI algorithms.
In addition, AI systems are only considered trustworthy [4] in the context of production
if it is possible to explain to operators why a certain suggestion is made, demanding a
more transparent AI approach.

One particular challenge that a data scientist faces when creating reliable and trans-
parent models in this context, is the ability to access all required and relevant information
(and preferentially not more) over the complete lifecycle of AI design, i.e. while find-
ing correlations, learning, deployment, execution and validation. Information spanning
larger parts of the product lifecycle typically requires access to multiple, heterogeneous
data sources, including relational and non-relational (fi. time-series) databases, simula-
tions, web APIs, user manuals, etc. The case of HMLV production further intensifies
the need for gathering data from diverse sources, since model reliability can drastically
be improved by supplementing the limited amount of measurement data with additional
information, such as domain expert knowledge, operator experience and physics mod-
els. Currently, searching for the correct information in a typical industrial context causes
prohibitively expensive overhead to the data scientist who is trying to find new correla-
tions and models that could add a lot of value to the company. We will also investigate
these challenges in the ICT-38–2020 ASSISTANT project.

In this paper, we consider this information access problem and suggest a data archi-
tecture centered around a digital twin that is based on a domain-wide knowledge graph.
In Sect. 2 we describe this approach, illustrating it with an example of compressor hous-
ing manufacturing. In Sect. 3, we describe some experiments, illustrating the type of
techniques that would enable easy data access in a knowledge graph centered architec-
ture. In the final section we summarize our findings and present the next steps to take
for its realization.

2 Approach

In an industrial context, a data scientist needs to (1) gather data over a vast set of hetero-
geneous data sources and (2) gather knowledge about the many production processes
that exist in the company. In order to support this data scientist, we suggest the use of a
digital twin built around a formal knowledge graph. Here, we use the term digital twin to
indicate the central part of the data architecture in the production company, storing and
providing access to all offline and online data. A knowledge graph, as the name suggests,
organizes the information in a graph-like, and thus interlinked way. It has been made
famous by initiatives, like, for example, DBpedia [5] and Google Knowledge Graph
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[6]. In an industrial context, the knowledge graph can be used to capture and formal-
ize the available, domain-wide meta-data, to formalize implicit expert knowledge and
to provide the central access point to retrieve information. With regards to legacy data
storage and scalability, typically, the knowledge graph should not contain large amounts
of actual data, such as time series individuals. Instead, it should reference access to this
data and therefore rely on meta-data.

The knowledge graph serves three main goals:

1. create a common vocabulary across the multiple disciplines in production,
2. facilitate knowledge search, capture and creation, i.e. identification of domain

concepts and (new) relations among these concepts, and,
3. facilitate data search, i.e. connecting the domain concepts to the set of heterogeneous

data sources.

The first goal will enable involved parties throughout the company to better find and
understand data available to them and to more easily access the data they need. There has
been research on how to describe production domain knowledge in a formal way [7–12].
However, many of the schemes lack expressiveness in certain areas, like ways to describe
operator knowledge, or lack the ability to directly include known physics relations,
models or constraints. Furthermore, although there are examples towards integrating
formalized schemes in industrial applications, see e.g. [13, 14], there does not seem to
be widespread adaptation yet.

The second goal involves creating knowledge from that data. This is not restricted
to linking raw data, i.e. the knowledge graph should allow to link domain concepts
and data sources themselves, e.g. linking types, algorithms, models and simulations.
With the proper tools, different users can add new concepts and links to the knowledge
graph, increasing knowledge within the company over time. There are a number of
technologies available to realize linked data in the knowledge graph. For example, the
World Wide Web Consortium (W3C) introduced the Resource Description Framework
(RDF) [17] in 1996 as a way to describe linked data. Later it added reasoning rules,
like for example expressed in the Web Ontology Language (OWL), that allow to find
new links more easily in an algorithmic way. Another one is metamodeling [20], which
allows the precise description of the types, relationships and constraints for a domain.

When using a knowledge graph, the third goal, i.e. data access, can be facilitated
through semantic queries, see e.g. [15, 16, 21, 22]. The semantic query ensures that
users can ask for exactly the data they need, rather than collecting data from different
data sources and combining (joining) data manually. Furthermore, the user does not
have to be concerned with the actual data sources that are being queried, if the central
knowledge graph enables a performant connection between the contained concepts and
the actual data sources. Data federation through a central, semantic query point is already
possible using integrated software like the Ontotext platform [18], Timbr [19] and many
others. However, it seems that this type of software has not penetrated many production
company workflows yet.

This leads us to suggest the generic, high-level, digital twin centered architecture
that can be seen in Fig. 1. Here, we take typical data architecture practice in industry,
and add the idea of a knowledge graph based digital twin, creating an architecture that
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can support the data scientists in all phases of AI model creation. On the input side
on the left, different devices are connected to a gateway, that either sends the data to
storage, or can be directly queried in the case of online applications, like dashboarding
and streaming analytics. In case of storage, in the offline zone on top, the incoming
machine data is typically consolidated together with data coming from other company
sources such as order processing or Manufacturing Execution Systems (MES). Next,
a curated data zone should be created, with cleaned data. Moreover, it combines data
from different sources throughout the product lifecycle, such as simulation data, type
info, or operator knowledge. Next, different stakeholders such as business users and
data scientists can use the digital twin to discover existing and add new information and
knowledge (dashed arrows) and, finally, access data through queries facilitated - ideally
automatically generated - by the digital twin (full arrow between knowledge graph and
offline query). Similarly, for people using online applications, the digital twin serves as
a reference to the concepts that are important to the application and facilitates online
querying of the data provided by the gateway. Note that this architecture can also serve
as a starting point for integration of existing data federation tools in the production
company.

Fig. 1. High-level overview example of architecture with digital twin based on central knowledge
graph.

The knowledge graph centered architecture should enable the three goals mentioned
before. To illustrate this, consider the following example of a compressor housing that
undergoes a series of CNC-controlled machining operations. This example is a very
simplified version of one of the industrial partners in the ICT-38–2020 ASSISTANT
project. In Fig. 2, a number of relevant concepts relating to this part of the production
process have been expressed in a high-level, abstract view of a knowledge graph (in
blue).
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Fig. 2. High-level, abstract view of a knowledge graph for the compressor housing example.
(Color figure online)

Notice how the overview on the left contains the concepts of a measured physical
property and derived physical property. This allows different stakeholders throughout
the company to relate their interpretation of physical quantities, like material hardness
and temperature, to concepts in the knowledge graph, easing the interpretation of data
on these quantities from different sources, like measurements or physics models. Fur-
thermore, concepts like ‘suspected correlation’ in the knowledge graph allow to express
relations that are based on operator experience, rather than using pure data.

In order to see how the knowledge graph can be used to create new knowledge, we
can apply it to the data scientist’s workflow for creating an AI model. We can subdivide
this workflow in 7 steps, depicted in Fig. 3.

Fig. 3. Overview of the seven steps a data scientist can take to create an AI model.

Assume the accuracy of the housing’s rotor bore diameter is one of the main influ-
encers of the efficiency of the compressor. A data scientist is tasked to create a model
that predicts, during production, whether the diameter will be in tolerance, and he takes
the following steps.

1. First, he asks a domain expert, who is familiar with the production process, for
influencing factors of the bore diameter. The domain expert, based on his experience
of the production process, adds a ‘SuspectedCorrelation’ to the knowledge graph,
which relates different production properties as factors influencing the bore diameter,
see Fig. 2 (yellow).
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2. Then, the data scientist consults this correlation concept, investigates the influencing
factors, and, for example, makes a plot of the data and can possibly turn the suspected
correlation into a proven correlation.

3. Next, he creates a model that computes the precision of the diameter during the
production of a specific housing, given the circumstantial evidence collected online.
He adds a reference to this model to the knowledge graph, as can be seen in Fig. 2
(green).

4. To train the model, he accesses the knowledge graph to get training data. If not
enough data is available (e.g. find out if sufficient ‘BedTemperature’ time series data
was logged), he asks for more experiments.

5. Next, the data scientist deploys themodel on an edge device to allow live computation
of the diameter. He adds meta-data of this deployment, e.g. on which device it is
running, to the knowledge graph (for example as a property of the model). Since the
model is referenced like this, it is easy to find and access by other stakeholders in
the future, e.g. a control engineer who wants to use the model in a smart controller.

6. He also introduces a ‘DiameterWithinTolerance’ property, see Fig. 2 (red), as the
output of the model. When actual computations are made by the model, the property
references this new data in the knowledge graph. He connects this property to the
concept of the bore diameter, so that it can easily be found in the future when
investigating the bore diameter.

7. Finally, the data scientist validates the model based on input from an operator. He
can use the knowledge graph to quickly find the measurements from the operator,
needed for validation.

Of course, the knowledge graph should be able to link the concepts in the graph to the
correct data. This is also apparent in the above described 7-step process. For example,
in step 2, to be able to plot the data, and in step 4, to be able to train the data, the data
scientist should be able to easily access the individual data elements that where linked
as influencing factors of the diameter, such as time series temperature data, measured
diameters, or tool information on remaining life. Furthermore, once the model is trained
and deployed, other people, also later in time, should be able to find such models in
the knowledge graph, run them on new input data and get the output data values. Note
that the knowledge graph centered architecture is not only suited for AI model creation,
but also provides the basis for, more generally, access to all knowledge gathered and
contained in the company.

In the next section, we illustrate how interaction with the knowledge graph could
look like, using semantic querying with two different techniques.

3 Querying Examples

In this section, we present two different implementations for data access through a digital
twin based on the knowledge graph in Fig. 2: (1) a knowledge graph represented using the
W3C RDF triples format accessed through SPARQL queries to retrieve the data from
a relational database, or, (2) a meta-model style knowledge graph accessed through
GraphQL queries, where a GraphQL schema and implementation provides access to the
data stored in the knowledge graph.
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Presume the data scientist wants to investigate all influencing factors of the bore
diameter, in the “offline zone”, as in step 2 in the previous section. In Fig. 4, on the
left, you can see a SPARQL query that would result in actual data values for all of the
influencing factors and the bore diameter. The SPARQL query allows an intuitive way
of accessing related data. In this example, all compressor housings are linked to the bed
temperature of the CNCmachine theyweremilled on, to the remaining life of themilling
bit that was used and to the bore diameter value that resulted from the milling process.
We can use Ontop [21] to perform this SPARQL query over data stored in a relational
database. This avoids the user having to get familiar with the technical database schema
and, rather, allows users to ask questions over a knowledge graph storing concepts like
‘CompressorHousing’, ‘CNCMachine’, connected by properties such as ‘milledBy’.

On the right, an equivalent query in GraphQL is shown. In the GraphQL case, data is
also accessed through intuitive connections expressed in theGraphQL schema, such as an
asset of type ‘CompressorHousing’ having properties like serial number and operations.
Technical data access, e.g. using queries directly to the relational database storing the
data, is again avoided by translating the GraphQL query through, in this case, a custom
API.

Both examples showdata access through a central knowledge graph, using two differ-
ent technologies, avoiding the requirement of an often complex, technical understanding
of where and how the data is stored and instead employing intuitive concepts contained
in the knowledge graph to get the required data.

Fig. 4. Examples of two different queries on the knowledge graph in Fig. 2.

4 Conclusion

We identify access of data and knowledge as a main bottleneck for manufacturing com-
panies to apply AI solutions. To address this, we investigated the use of a knowledge
graph that can be queried, and an architecture to apply the knowledge graph in a manu-
facturing context. We illustrated how the knowledge graph can support the data scientist
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in accessing information from heterogeneous data sources, including expert knowledge,
throughout the complete AI lifecycle. A small query example showed how this can be
applied in practice and how the knowledge graph facilitates efficient data access for the
data scientist.

Three challenges remain before being able to apply this approach successfully in a
production context.

First, the domain concepts in the knowledge graph should have the proper expres-
siveness in order to properly add less tangible information, such as operator experience,
correlations, models and uncertainty.

Second, although the information access through querying was illustrated with two
examples, we are still in the process of validating, together with production companies,
which approach is best suited in the context of querying information from the knowledge
graph based digital twin for AI.

Finally, the data architecture that was presented, showed data querying of the offline
and online data sources as separate steps. It is not clear yet what the best practices are
to link the information in the knowledge graph to the data sources. We will investigate
these challenges in the ICT-38–2020 ASSISTANT project.
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Abstract. Capacity planning is an important production control func-
tion that significantly influences firm performance. Especially, in the
short term, we face a dynamically changing system which calls for an
adaptive capacity planning system that reacts based on the current state
of the shop floor. Thus, this paper analyzes the performance of a rein-
forcement learning (RL) algorithm for overtime planning for a make-to-
order job shop. We compare the performance of the RL algorithm to
mechanisms that set overtime-hours statically or randomly over time.
Performance is measured in total costs which consist of overtime, hold-
ing and backorder costs. The results show that our tested benchmarks
can be outperformed by the RL algorithm, where the major savings were
achieved due to less needed overtime.

Keywords: Reinforcement learning · Capacity planning · Simulation

1 Introduction

Capacity planning is an important production control function that signifi-
cantly influences firm performance. It is often divided into long, mid and short
term capacity planning [1,14,27]. Long-term capacity planning focuses on yearly
resource requirements for manufacturing including plant locations and capaci-
ties, planning with suppliers and establishing new technologies or processes. In
the medium-term the focus is on monthly or quarterly resource requirements,
such as the amount of workforce, raw materials and inventories. In the short
term, capacity planning is made on a daily or weekly basis. The task is to match
resources, work centers and jobs based on the specific job’s requirements [1],
where one of the main issues is to balance overtime, holding and backorder
costs. This paper focuses on short term capacity planning for a make-to-order
manufacturer. Due to the short term nature, we are facing a dynamically chang-
ing system with e.g., machine failures, delays and other factors interrupting the
manufacturing process. Thus, it would be beneficial to have an adaptive planning
system that plans capacities based on the current state of the shop floor. This
paper addresses this problem by proposing a smart short term capacity planning
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approach using Machine Learning. More precisely, we test the performance of a
reinforcement learning algorithm in comparison to some static approaches with
regard to holding, backorder and overtime costs.

2 Literature Review

This literature review is divided into two parts: First, we review the literature
on short term capacity planing and second we review the literature on appli-
cations of reinforcement learning algorithms in short term production planning
and control problems.

There are quite some research papers that use overtime as a way to overcome
the problem of high lateness costs, where most authors use heuristics and math-
ematical programming. Yang et al. [28] look into a single machine shop floor
environment that is purely deterministic. Their proposed priority algorithm, for
balancing the use of overtime and regular time, showed close to optimal solu-
tions, however is limited by the low shop floor complexity and the deterministic
environment. A similar environment is considered by Jaramillo and Erkoc [7],
where a finite set of jobs runs in a single machine job shop. Their proposed
heuristic managed to beat a mathematical model in CPU-time and cost per-
formance. Ornek and Cengiz [15] employ multiple stacked linear programming
models to design a dynamic production planning system that controls lot sizes,
alternative job routing and overtime decisions which results in a capacity feasible
material plan for a job shop environment. Yuan et al. [29] develop a production
planning model that determines planned lead times and production lot sizes to
minimize inventory and overtime costs in a job shop production system. Finally,
Chen et al. [1] propose a model for make-to-order companies which allows for
selecting only the most profitable orders while maintaining delivery date adher-
ence. They suggest using overtime and outsourcing for short term capacity plan-
ning, although back-ordering is not allowed in their mixed-integer programming
model. They highlight the viability of their approach to small problems sizes, but
state that more efficient algorithms are needed to tackle the capacity planning
issue on an industrial scale.

Machine learning can be divided into the categories of supervised learning,
unsupervised learning and reinforcement learning [25]. In supervised learning
the algorithms are presented with input-output tuples and seek to find a func-
tion that best describes this data, where best is defined as the least squared
error. In unsupervised learning the algorithms are given data without output
labels. They use the structure of the data to cluster it or learn latent variables
in Bayesian models. Finally, in reinforcement learning (RL) the input/output
pairs are actually never presented to the algorithm, but a function rewards the
outcome of previously (by an agent) chosen actions. Thus, it models the human
learning capabilities by trial-and-error as the agent usually starts without prior
knowledge [19,25]. There are numerous highly-sophisticated algorithms available
[6,12,13,24]. With regard to RL techniques applied to short term production
planning problems, several papers were published. To the best of our knowledge



260 M. Schneckenreither et al.

there are only two studies that use RL techniques for order release planning.
Paternina-Arboleda and Das [16] use an R-learning approach called ‘SMART’
(developed in [2]) to release orders in a single product, serial flow line. They
compare its performance to conventional order release policies (e.g., Kanban
and CONWIP) and show that the RL algorithm yields less inventory and is
more agile, meaning that it can react more quickly to the dynamic production
environment. Schneckenreither and Haeussler [21] use several different value iter-
ation RL algorithms (Q and R-learning) to make periodic order release decisions
for a flow shop production system. They show that their approach outperforms
static order release mechanisms by yielding lower costs, lateness and standard
deviation of lateness.

With regard to dynamic scheduling, there is a growing increase in the use of
RL algorithms where most papers focus on value iteration algorithms. Paternina-
Arboleda and Das [17] use a relaxed SMART algorithm (R-learning) for a three
product, stochastic lot scheduling problem. They show that their approach is
computationally feasible and is able to reduce the inventory while keeping the
backorders at low levels. Wang and Usher [26] use Q-learning for a job routing
problem in a 10 machines job shop and show that the RL algorithm performs
equally or better than the benchmark heuristics. An interesting extension is pre-
sented by Qu et al. [18] who show that Q-learning can be applied to consider
scheduling together with optimal assignment of multi-skilled workers. Further-
more, some papers apply deep Q-learning to scheduling problems where the
early works of Zhang and Dietterich [30,31] apply RL for payload scheduling of
NASA space shuttles. They find that RL outperforms an approach that com-
bines heuristics and simulated annealing by yielding a lower makespan. Finally,
[3,9,10] apply a policy iteration algorithm for scheduling in a job shop where
the former two consider eight machines and three production stages. Their RL
algorithm outperforms their benchmark: a two stage decision rule that priori-
tizes orders with regard to their waiting time and then selects the machine with
the least workload. In [3] the RL algorithm is tested to a number of schedul-
ing benchmark problems from the OR library ranging from 5 resources and 10
jobs to 15 resources and 30 jobs and modify them by including stochasticity.
They show that for deterministic and stochastic scenarios the RL algorithm out-
performs scheduling rules such as FIFO and SPT. However, to the best of the
authors’ knowledge there is no application of RL to short term capacity planning
problems.

3 Job Shop Model and Short Term Capacity Planning
Models

We use a hypothetical job shop in a rolling horizon environment similar to the
study of [22] (see Fig. 1). We consider a make-to-order restricted job shop, where
all arriving orders are collected in an order pool. The orders are processed at the
work centers M1, M2 and M3 (each containing a queue and a machine), and the
final products are stored in the finished goods inventory (FGI) until their due



Smart Short Term Capacity Planning 261

. . .

Due Date: t + 3
t + 2

t + 1

1

3

3

4

1

1

3

4

4

4

5

5

6

6

M1
Exp(80.0)

M2
Exp(77.5)

M3
Exp(110.0)

FGI
Order
Release

1,5

2,3

3,6

1,4

4,5

2,6
1,2

3,4

5,6

4,6

2,5

1,3

Not
before

due
date

Interarrival-time distributions: Exp(118)

Fig. 1. Job shop simulation model with routing, processing time distributions and
demand interarrival time distributions [22].

date. There are three machines and six different product types and all machines
can process each product type and each machine can only process one job at
a time. We expect the incoming orders to be uniformly distributed among the
product types. The routing of each product type is given by the edge names,
where the number corresponds to the product type. Therefore, each job has to
go once through every machine before it is completed, but the routing differs
between the six product types and there are no return visits. Thus, each job
has to pass three production steps before it is finished (see Fig. 1). A period is
set to 16 h (that is 960 min) and at the beginning of each working day, jobs get
released to the shop floor following a backward infinite loading (BIL) logic which
releases orders based on static lead time (3 periods) which is subtracted from the
due date. The system employs a first-come-first-serve rule for the scheduling of
jobs. Once a job has been finished, it gets moved to the finished goods inventory
where it waits to be shipped at its designated due date. If the job is finished
before its due date, it has to wait until the due date is reached and then gets
shipped (early shipping is prohibited). If the job is finished after its designated
due date, it gets shipped right away.

The processing times are exponentially distributed and are given under the
corresponding node labels of the machines in Fig. 1. The interarrival times of
orders arriving at the system are exponentially distributed with a mean of
118 min. Orders that arrive to the system are assigned a due date which indi-
cates the time at which the order has to be shipped. The due date slack is always
ten periods. The interarrival times were set to yield an utilization of 95% at the
bottleneck work center (M3) if no overtime is considered. The simulation model
was implemented using Python 3.8.

Using Overtime. Overtime is modelled as a decrease in processing time [11],
which we only apply to the bottleneck machine M3. As one period or work
day has 16 h, an overtime of 12.5% refers to an additional 2, 25% refers to an
additional 4 and an overtime of 50% refers to an additional 8 h of available
capacity.
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Algorithm 1: PPO, Actor-Critic Style (Adapted from [24])
while stopping criteria is not fulfilled do

for actor=1,2,. . . ,N do
Run policy πθold in environment for T timesteps

Compute advantage estimates Â1, . . . , ÂT

end
Optimise surrogate Lt(θ), with K epochs and minibatch size M � NT
θold ← θ

end

Costs. The cost parameters are set by assuming an increase in value from WIP
holding (WIP C: $1 per order and period) to the final goods inventory (FGI)
holding costs (FGI C: $4 per order and period). The backorder costs are set
very high (BO C: $16 per order and period) due to the MTO environment. If
overtime was used during a period, a base cost of $8 multiplied with the amount
of extra hours is incurred to pay the additional hours that workers had to put
in. Overtime costs (OT C) are the only costs that are incurred globally as a
flat-rate cost, instead of a cost per individual job.

Short Term Capacity Planing. The challenge of the problem at hand is to find
an optimal balance of the costs incurred through the production, i.e. WIP C,
FGI C, and BO C, and the costs accumulated due to overtime OT C. There-
fore, short term capacity planning is a complex timing problem due to the cost
structure, the non-linearity of the system and its’ periodicity. In this paper we
test three different short term capacity planing approaches: (i) three different
static benchmarks which either plan with no overtime at all (no OT ) or fix the
number of overtime-hours to 2, 4 or 8 (OT 2, OT 4 and OT 8 respectively). (ii)
two random mechanisms which randomly choose between either zero, two and
four (OT Ran 0 2 4) or zero, four and eight overtime-hours (OT Ran 0 4 8)
and (iii) one reinforcement learning algorithm. For the later we use the Proxi-
mal Policy Optimization (PPO) algorithm of [24], which is an actor-critic policy
gradient method that learns from its interaction with the environment. The
policy (actor) and state-action function (critic) are represented by an artificial
neural network (ANN) while parallel agents gather multiple consecutive experi-
ences of the environment before each update, similar to n-step Q-Learning [12].
Algorithm 1 presents the PPO algorithm. There are N actors that compute the
advantage estimates on the old policy πθold . Therefore, PPO maintains a state
value function V (s, a) and a policy function πθ(s, a). The former evaluates each
state-action pair (s, a) by a scalar value by means of the returned reward in the
steps after visiting this state action pair, while the later describes the probability
to choose the given action a in state s. Using the state value evaluation of T
consecutively visited states an advantage is calculated that forms the basis of
the policy function update: Ât = −V (st, at) +

∑T−1
i=0 γirt+i + γT V (st+T , at+T ),

where rt is the returned reward at time step t and 0 < γ < 1 the discount factor.
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In particular the advantage estimates for each time step of the agents, computed
with the returned rewards and state values, form the surrogate loss. In the most
intuitive way this is Lt(θ) = rt(θ)Ât with the probability ratio rt(θ) = πθ(at|st)

πθold (at|st)
.

Hence, it is a simple form of trust region policy optimisation [23]. Therefore, the
more stochastic the policy function in regard to the last policy πθold the smaller
the probability ratio rt(θ), as well as the better the value function describes
the actual expected discounted future reward the smaller the advantages Ât and
therefore the surrogate loss, i.e. updates to the policy. We set the discount factor
γ = 0.99 throughout the paper and furthermore use clipping with ε = 0.2, for
the updates to prevent diverging policies. The loss is back-propagated through
the artificial neural network by the Adam optimiser with default parameterisa-
tion [8]. We use this algorithm with 2048 experiences between each update with
minibatch size 64 and 10 learning epochs on each policy improvement. Overall
the policy is trained for 1 million periods.

4 Results

The length of each simulation run was 8000 periods including a warm-up period
of 1000 periods and each scenario was run for 30 replications. Table 1 shows the
results of the evaluations. The first column denotes the tested short term capacity
planning approaches, namely (i) the static approaches are either denoted as
OT k where k represents the set number of overtime-hours or No OT which
plans no overtime at all, (ii) the random overtime approaches OT Ran 0 2 4
and OT Ran 0 4 8 which randomly decide whether overtime will be planned or
not and (iii) the used RL algorithm denoted as either PPO 0 2 4 or PPO 0 4 8
depending on the set of valid actions the agent can execute. Column two to
six depict the cost-based performance measures in Dollars: the Total Costs, the
costs for held finished goods inventory (FGI C), backorder costs (BO C), costs
for overtime-hours (OT C) and WIP inventory holding costs (WIP C). Finally,
the last column shows the service level denoted as SL (%) reached in percent
which is defined as the percentage of orders that were finished before their due
date. The mean of the performance measures are compared and tested using a
Wilcoxon signed-rank test at a significance level of p = 0.05. All values in Table 1
marked with an asterisk are not significantly different from the best performing
model.

One can see that the two RL algorithms (PPO 0 2 4 and PPO 0 4 8) per-
form best regarding total costs. The best performing RL algorithm (PPO 0 4 8)
yields only 80.54% and 80.25% of total costs in comparison to the best static
(OT 2) and random approach (OT Ran 0 2 4) respectively. This is mainly due
to the savings in overtime costs where the best RL algorithm yields less than
a third of the other two approaches. Furthermore, it is noteworthy that the
WIP costs of the RL algorithms are rather high, only the WIP C of No OT are
higher. This shows that the RL algorithms seems to find a good balance between
highly utilized machines while maintaining good due date adherence.
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Table 1. Costs and service levels of the tested short term capacity planning models,
sorted by total costs

Model Total cost FGI C BO C OT C WIP C SL (%)

PPO 0 4 8 411,234 259,577 66,896 34,450 50,312 93%

PPO 0 2 4 417,765∗ 264,294∗ 66,369∗ 37,874∗ 49,228∗ 93%∗

OT 2 510,609 300,218 57,585 112,000 40,806 94%∗

OT Ran 0 2 4 512,461 297,130 61,735 111,810 41,785 93%∗

No OT 587,826 173,770 312,342 0 101,715 66%

OT Ran 0 4 8 614,014 340,668 19,972 224,183 29,190 98%

OT 4 614,832 347,913 15,572 224,000 27,347 98%

OT 8 853,620 384,561 3,261 448,000 17,798 100%
∗not significant different

5 Conclusion

Short term capacity planning can have a huge impact on the company perfor-
mance. For this operative task a dynamic model is needed to react to the dynamic
production system. Therefore, this paper analyzes the potential of smart short
term capacity planning models, more precisely we test a reinforcement learning
(RL) model on this task. We use a simulation of a three-stage make-to-order
job-shop and compare its performance to simple benchmark heuristics. Perfor-
mance is measured by total costs consisting of holding, backorder and overtime
costs and the service level which is defined as the percentage of orders finished
before its’ due date. The results show that the RL algorithm yields the lowest
total costs which is mainly due to savings regarding overtime costs.

The main limitations of our study are threefold: (i) the results and findings
are only limited to simulated case, (ii) while a promising RL algorithm was
tested, there are others that might be even better suited for this task, e.g.,
[20] presents a very promising RL algorithm for capacity planning and (iii) our
experimental design should be extended: First, by testing different demand and
processing time distributions and second by comparing the performance of a RL
algorithm to state-of-the-art approaches using optimization models such as [15]
or [1]. Third, including more sophisticated order release models [4,5,22] to test
the interrelation with order release planning is an interesting direction for future
research.

References

1. Chen, C.S., Mestry, S., Damodaran, P., Wang, C.: The capacity planning problem
in make-to-order enterprises. Math. Comput. Model. 50(9–10), 1461–1473 (2009)

2. Das, T.K., Gosavi, A., Mahadevan, S., Marchalleck, N.: Solving semi-Markov deci-
sion problems using average reward reinforcement learning. Manag. Sci. 45(4),
560–574 (1999)

3. Gabel, T., Riedmiller, M.: Distributed policy search reinforcement learning for
job-shop scheduling tasks. Int. J. Prod. Res. 50(1), 41–61 (2012)



Smart Short Term Capacity Planning 265

4. Haeussler, S., Netzer, P.: Comparison between rule-and optimization-based work-
load control concepts: a simulation optimization approach. Int. J. Prod. Res.
58(12), 3724–3743 (2020)

5. Haeussler, S., Schneckenreither, M., Gerhold, C.: Adaptive order release planning
with dynamic lead times. IFAC-PapersOnLine 52(13), 1890–1895 (2019)

6. Hessel, M., et al.: Rainbow: combining improvements in deep reinforcement learn-
ing. In: Proceedings of the AAAI Conference on Artificial Intelligence, vol. 32
(2018)

7. Jaramillo, F., Erkoc, M.: Minimizing total weighted tardiness and overtime costs
for single machine preemptive scheduling. Comput. Ind. Eng. 107, 109–119 (2017)

8. Kingma, D.P., Ba, J.: Adam: a method for stochastic optimization. arXiv preprint
arXiv:1412.6980 (2014)
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Abstract. Agile manufacturing is in practice by many companies. In agile manu-
facturing environments, it is important for companies tomake quick response to the
changes in the environments. This paper proposes an intelligent decision support
system (DSS) for reactive scheduling to handle disturbances in agile manufactur-
ing environments. The intelligent decision support system integrates a knowledge-
based system for intelligent and multiple criteria decision-making. The intelligent
DSS includes three basic modules, the database module, the model base mod-
ule, and the interface module. The framework of the intelligent DSS is presented.
The objective-oriented data model, the knowledge-based rules, and rule induction
are designed. The reactive scheduling algorithm is developed. Radio frequency
identification and knowledge acquisition tools are applied by the intelligent DSS.
The intelligent DSS can be implemented by applying contemporary information
technology and can provide an approach to make reactive production schedul-
ing decisions quickly to handle disturbances for manufacturing firms to obtain
competitive advantage and agility.

Keywords: Reactive scheduling · Multi-criteria decision making · Decision
support system · Inductive learning · Knowledge-based System · Agile
manufacturing

1 Introduction

Agile manufacturing provides a new way for new challenges and wants companies to
react quickly to customer demands andmarket changes [1]. In manufacturing and supply
chain environments, disturbances may occur, such as a machine failure, job priority
changes, unavailable materials, and so forth [2, 3]. Therefore, companies have to react
quickly to environment changes to obtain competitive advantage and agility.

This paper considers a production scheduling problem with disturbances in agile
manufacturing environments. The shop floor contains multiple resources to produce
orders. The suitability and availability of the resources are not guaranteed. Disturbances
occur in the shop floor and reactive scheduling is applied. An intelligentDSS is proposed.
The approach applies the technology of database and knowledge base.
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Researchers have studied reactive scheduling. For example, Du and Chiou [2] pro-
posed a reactive scheduling architecture based on objective-oriented database technol-
ogy. They applied version management of an object-oriented database, demonstrated the
different types strategies for reactive scheduling, and considered two types of unexpected
events.

Sauer [4] studied vertical data integration that used data from a shop floor. The
vertical data integration was made for scheduling decisions on higher levels so as to
support reactive scheduling in supply chains.

Paprocka and Skołud [3] proposed a hybrid multi-objective immune algorithm for
predictive and reactive scheduling. Their approach applied heuristics to minimize the
impact of disrupted operations on scheduling. Their approach considered and predicted
time of failure and used maintenance work into a schedule.

2 Intelligent DSS for Reactive Scheduling

Agile manufacturing is in practice by many companies. Information technology is sug-
gested for agile manufacturing practices to obtain competitive advantage and agility
[5].

The decision support system (DSS) is part of information technology/information
system and mainly contains a database management system, a model base system, and
a user interface system [6]. An decision support system can support decision-making in
many situations such as production planning, inventory control, and so forth [6].

The knowledge-based system (KBS) has been employed in computer-based decision-
making. Two primary approaches utilizing KBSs are the use of KBSs directly as a type
of DSSs and the integration of KBSs with conventional DSSs [7].

In this paper, an intelligent decision support system is proposed for reactive schedul-
ing in agile manufacturing environments. The intelligent DSS integrates a knowledge-
based system to make intelligent decisions. Customers and the shop floor are in the
Internet environments. The intelligent DSS includes mainly three modules, the database
module, the model base module, and the interface module.

The architecture of the intelligent DSS is illustrated in Fig. 1. RFID technology is
the significant advance in managing dynamic systems, which contains the components
of tags attached to the objects to be identified [8]. Tools in the DSS includes knowledge
acquisition tools, RFID tag identification tools, FRID information processing tools, and
other tools. Services include web servers, DNS servers, ONS servers, database servers,
and other servers.

3 Components in Intelligent DSS

3.1 Object-Oriented Data Model

Object-oriented database technology has been applied in reactive scheduling [2]. An
object-oriented data model is developed for the database model of the intelligent DSS.
Figure 2 shows the object-oriented data model. In the figure, primary and foreign keys
of an entity are expressed by underlines and stars, respectively. A crow’s foot is used to
express one to many relationships. Optional and mandatory relationships are expressed
by circles and bars, respectively [9].
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Fig. 1. Architecture of the intelligent DSS.

3.2 Reactive Rules

The rule base, fact base, and inference engine are designed for the model management
module. Researchers have considered disturbances in shop floor such as machine break-
downs, lack of materials, and so forth [2, 3]. The disturbances considered are newly
added machines, machine breakdowns, and rushed orders. Knowledge-based rules are
developed to handle disturbances.

The production scheduling problem is a multiple criteria decision-making (MCDM)
problem. A additive utility function is applied [10]. Notation used to describe the rules
is listed in Table 1. The rules developed in the rule base include the following.

Rule 1. If m = {no} → s = {no};
Rule 2. If tn ≥ 4 and m = {new} → s = {new};
Rule 3. If fo ≥ 90% and m = {new} → s = {new};
Rule 4. If tn ≥ 4 → s = {no};
Rule 5. If fo ≥ 90% → s = {no};
Rule 6. If tn < 4 and fo < 90% → s = {new};
Rule 7. If d = {added} → r = {1};
Rule 8. If d = {broken} → r = {0};
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Fig. 2. Object-oriented data model.

Rule 9. If d = {rushed} → o = {1};
Rule 10. If c = {user} → obtain a1 and a2 from a user;
Rule 11. If a1 �= 0 and a2 �= 0 → U = a1u1(x1) + a2u2(x2);
Rule 12. If a1 �= 0 and a2 = 0 → U = a1u1(x1);
Rule 13. If a1 = 0 and a2 �= 0 → U = a2u2(x2).
The system status andmanager can be one parameter in the set of ‘no’ and ‘new’. The

‘no’ means not to change the current schedule. The ‘new’ means to change the current
schedule to a new schedule. For example, if fo ≥ 90% and m = {new} in Rule 3. The
rule gives the status of the shop floor with the total orders finished are larger than 90%
and themanager decides to change to a new schedule. This rule results in the formulation
of a new schedule by the system when the status occurs. When a disturbance occurs, the
status of the shop floor is monitored and checked. The DSS can apply the rules to result
in appropriate decisions.

3.3 Rule Induction

Rule induction is conducted in handling disturbances in the inference engine. Inductive
learning ability is designed. Themechanismof rule induction is illustrated in Fig. 3. First,
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Table 1. Notation for rules.

Symbol Description

d Disturbance type, d ∈ {added , broken, rushed}
tn Total disturbances

fo Total orders finished

s System status, s ∈ {no, new}
m Manage r,m ∈ {no, new}
o Order, o ∈ {0, 1}
r Resource, r ∈ {0, 1}
c Weight choice, c ∈ {user, system}
U Additive utility function

u1(x1) Utility function 1

u2(x2) Utility function 2

a1 Weight for u1(x1)

a2 Weight for u2(x2)

the fact base and the rule base are formed. The next step is the reasoning recurrence of
resolving facts to obtain sub-facts,matching facts to obtain candidate rules, andmatching
rules to obtain candidate facts. If there are disturbances in the shop floor, the fact base
is automatically updated. After the reasoning recurrence is accomplished, the rule base
is automatically updated.

4 Reactive Scheduling Algorithm

The production scheduling problem is an MCDM problem. The additive utility function
is applied to the problem as stated before. The objective of the problem is described in
the following. Symbols used are provided in Table 1.

Min U = a1u1(x1) + a2u2(x2)

0 ≤ a1 ≤ 1, 0 ≤ a2 ≤ 1, a1 + a2 = 1.
(1)

The reactive scheduling algorithm is developed. Resources are used to perform a
group of tasks which belong to manufacturing orders having their processing routings,
processing times, and due dates. Symbols used in the algorithm are described in Table
2. The pseudo code of the algorithm is presented in the following.
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Fig. 3. Mechanism of rule induction.

Table 2. Symbol for algorithm.

Symbol Description

i’ Resource type

I’ Total resource types

k Operation

K Total operations

j Order

i Resource

∅ Empty set

tm Temporary storage

tr Temporary storage
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Reactive Scheduling Algorithm’ ← 1; ← 1; 
while < do← orders of operation ; 

while ’ < do← orders ∈ and to be assigned to resource type ’; 
while ≠ ∅ doorders ∈ and having minimal by Equation (1);resource having the same type of ’ and having the earliest
available time;
assign  j to i;
remove  j from ;
remove  j from ;
end ’ = ’ + 1;end

The algorithm is to make new schedules immediately and continuously according
to current situations of the shop floor. The information such as disturbance occurring
times and other relevant data can be obtained through a monitoring system. The DSS
processes these information and other information to analyze the status of the shop
floor. The monitoring system can utilize information technology such as RFID that is
the significant advance in managing dynamic systems as described before.

In the intelligentDSS, the algorithm, the knowledge-based rules, the inference engine
work together to make intelligent decisions for handling disturbances. The reactive rules
are applied by the DSS to make decisions on if a new schedule needs to be developed or
not. The rules are updated after disturbances occur. Once the DSS makes a decision of
formulating a new schedule, this reactive algorithm is applied to make a new schedule.

5 Conclusion

This paper proposes an intelligent DSS for reactive scheduling to handle disturbances
in agile manufacturing environments. The proposed approach applies information tech-
nology, which is different from many traditional production scheduling approaches.
The objective-oriented data model, the knowledge-based rules, and the rule induction
mechanism are designed. The reactive scheduling algorithm is developed.

In agile manufacturing environments, it is important for manufacturing firms to react
quickly in the changing environments for agility. The intelligentDSScanbe implemented
by applying contemporary information technology. It could provide an approach for
reactive scheduling to handle disturbances for manufacturing firms to obtain competitive
advantage and agility.
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Abstract. Industry has taken a big leap forward by placing a human in the center
of interest by turning the working areas into a collaborative environment between
operators and robots. In this environment, human behavior is a major uncertainty
factor that can affect operator’s safety and execution status. Furthermore, the
creation of a digital twin including the whole workstation area, the operators and
the procedures that take part in there, is a way to design and integrate collaborative
systems using a virtual space. This paper aims to overview the current state of the
technological trends in human detection, human task monitoring and digital twin
integration. Also, the design of the upcoming solution of a case study from the
automotive industry will be represented.

Keywords: Human-robot collaboration · Human task monitoring · Digital twin ·
Robot behavior

1 Introduction

In the existing assembly systems, the ability to offer more variants per model and intro-
duce new models faster is limited by the current technologies and equipment of mass
production processes, which are incapable of supporting product diversity [1]. One of
the most promising approaches over the last years is to increase the sensitivity of the
production system to internal and external changes. Several paradigms such as flexible
[2], reconfigurable [3], lean [4], holonic [5], self organizing [6] assembly systems have
been realized in the last decades to meet these requirements.

In the last years, hybrid production systems [7], that combines flexibility and recon-
figurability, enabling the collaboration between humans and robots is gaining increasing
interest by the research community and the industrial world [8]. The desired result from
creating human-robot collaborative environments is to utilize in their full extent the
skills of human operators such ass intelligence and cognitive capabilities supporting
them through robot’s strength and dexterity. The main concept is that in a shared work-
place, several tasks are assigned to operators and robots following a production order.
Those tasks’ instructions must be followed strictly. There are numerous issues though,
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that need to be addressed to create a completely human-friendly working environment
in the manufacture [9].

The major factor that is mainly unpredictable in such a collaborative environment,
is human behavior, which can cause changes or issues in both production execution and
safety. To ensure the prevention of issues in the production line, human detection, and
task prevision are crucial. Last decades there is extended research on human modeling
and monitoring [10]. In terms of monitoring the execution of human tasks, Andrianakos
et al. [11] proposed a solution for monitoring the execution of human tasks. This solution
is based on object detection and hand detection using in parallel machine learning tech-
niques. Another way to achieve human modeling was proposed by M. Urgo et al. [12]
combining a human pose estimation with a statistical model for operator’s task identifi-
cation. In [13] researchers suggested a solution based on the Dynamic Time Wrapping
(DTW) algorithm, which is based on the measurement of similarity between two tempo-
ral sequences. Similar approach, we can see in [14]. In this work a product assembly task
has been modeled as a sequence of human motions and the human motion prediction
problem is solved by Hidden Markov Model (HMM).

In parallel with human task monitoring, robot behavior may need to be adapted to
its current state. Considering many cases in which something can change the predefined
robots’ trajectory, it is clear that the adaptation is crucial for both human safety and task
execution [15]. This need for adaptation leads to the creation of a virtual representation
of the system that can monitor the behavior of the involved resources [16]. The use of
the Digital Twin (DT) concept has gained a lot of attention given the advantages that
it may offer towards more autonomous and intelligent systems [17]. This technology
has promising results and seems to be compulsory component in smart manufacturing
systems [18].

As previously stated, the current level of technology allows for a rather advanced
model of Human Robot Collaboration (HRC). Different ways of human detection and
task monitoring have been developed in recent years, which in conjunction with Digital
Twins could lead to a flexible, reconfigurable, and safe production system. This paper
presents a framework that includes the design of the abovementioned components for
enabling the synergy between humans and robots in flexible manufacturing systems. The
desirable solutionwill be deployed in an assembly use case from the automotive industry.
The paper is organized as follows: Sect. 2 describes the main approach and the design
of the framework; in Sect. 3, the way that the whole framework will be implemented is
analyzed; Sect. 4 presents the automotive case study in which this work will be deployed
and finally Sect. 5 reports the conclusion and the future work.

2 Approach

Following the aforementioned challenges in the creation of a collaborative and at the
same time safe workplace, a framework will be presented in the current work that aims to
include theworkers in the control loop of the productionwith robots. Figure 1 presents the
conceptual architecture of the proposed framework. The whole procedure is represented
as a loop that starts and ends with the human worker.

The two modules that extract information from the worker are the Human Body
Detection (HBD) and Human Task Prediction (HTP). These are capturing the data from
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different types of sensors, such as 3D vision sensors 2D laser scanners and wearable
IMUs. The output data from those two modules alongside with the robot state, become
inputs in the DT module which is responsible for informing Assembly Execution Con-
troller and also Human side interfaces. More specifically, Human side interfaces are
informed from the DT about human’s and robot’s current task and give feedback to
the human. The loop ends when the operator is notified about errors in the assembly,
execution status of the whole procedure, and warnings regarding human safety.

Fig. 1. Worker in the loop of Human-Robot collaborative assembly

2.1 Human Body Detection

The detection of human existence is a mandatory component in a H-R collaborative
assembly system for ensuring the safety of the operator. Aiming beyond the standard
means of safety detection that causes emergency stops on robots when the worker is
near, advanced information is needed alongsidewith direct interfacewith robot trajectory
execution. Robot follows a predefined trajectory in order to execute its task. By detecting
the accurate position of the operator, it must be ready to adjust the trajectory to avoid
the operator and ensure human’s safety. Beyond safety of operator, replan of robot’s
trajectory can lead to amore efficient production, since the stoppage time of emergency is
eliminated. HBD provides more detailed information regarding the human body posture
and position on the workspace. 2D and 3D data are fused for providing the position of
the whole human body.

2.2 Human Task Prediction

In the actual assembly line, operators and robots follow a predefined order of tasks.
While the tasks that are executed by robots can be monitored, human processes cannot
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be fully tracked. Operators have several degrees of freedom which means that the way
a task is executed, defers from person to person. In addition to this, an operator can
make additional moves such as touch his head or adjust his uniform. This is a deviation
from the predefined order of actions which should not be considered an error. This
component aims to predict human intention and task status taking into consideration
the different ways a task can be executed and also the minor deviations that may occur
during execution. In order to be able to deal with the uncertainties and the noise in the
measurements HTP module consists of probabilistic models.

Through this procedure, useful information is retrieved for enhancing the collabora-
tion of the worker. Such information could be that operator completes a task so the robot
could continue the procedure or that operator needs the assistance of a robot for com-
pleting a task. This “communication” between human and robot currently established
through buttons that directly informs the system about the worker’s status. HTP provides
indirect communication, and it is not imposing on the operators a strict workflow.

2.3 Digital Twin

ADT is considered as a bridge between the real and digitalworld. To effectively represent
the whole workstation area this module must interact directly with the real world. More
specifically, the DT will take as input information about the workstation area layout, the
resources (robot operations, robot state), and the different parts (consumables, assem-
bly parts, fixtures) that exist in the real world. The proposed DT is hardware agnostic
and could integrate seamlessly multiple robots and sensors. Furthermore, the real-time
awareness of the workstation is achieved with the use of different sensors. As shown
in Fig. 1, sensor data needs to be captured and fitted in order to provide information
for keeping up to date with the digital models. Apart from retrieving data, DT provides
feedback to the operators through User Interfaces. The operator is informed about the
execution status, robot’s tasks, warnings, and errors that may occur in the assembly.

3 Implementation

As described in Sect. 2, the whole framework consists of three modules that need to
be implemented, HBD, HTP, and DT. The implementation is based on ROS [19] prin-
ciples. Each of the included modules is implemented as ROS nodes which exchange
information by using the ROS interfaces (topics, services, actions). The initial setup of
the collaborative workplace consists of a stationary 3D camera placed in front of the
operator, to have good visual coverage of the human, and four IMU sensors attached on
the operator’s hands.

HBD requires the use of a 3D data in order to detect the operator’s position. Skeleton
tracking is a complicated aspect that is solved with the use of OpenPose [20] which is a
real-time software that detects multi-person human body-parts key points such as hands,
legs, core, and head which are provided in a quite accurate approach. Since OpenPose
provides only 2D detection, the use of an algorithm that synchronizes these body parts
with a Point Cloud (PCL) is used to extract the 3D location of these points Fig. 2 presents
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Fig. 2. a) Pointcloud data combined with skeleton information b) detected skeleton points.

the extracted result first using only the OpenPose and then the combination of OpenPose
with Pointcloud.

The HBD provides information about 25 human body key points. Focusing on tasks
that are performed with hands the HTP module extracts the positions of human wrists
from points 5 (right hand) and 8 (left hand). Additionally, the operator is equipped with
two IMUs on his wrists. These sensors smooth the detected body parts coming from the
HBD and most usefully augment these parts’ 3D position with orientation information
in the form of quaternions.

The HTP module apart from the data that is captured from the human, uses semantic
information from the workplace. The workstation is divided into several schematic areas
which are labelled according to heuristic knowledge on use case. Examples of such areas
could be “kitting” areas, “assembly table” “machines’ fixtures” etc. The combination
of the abovementioned extracted information is fed into a probabilistic Hidden Markov
Model (HMM) that achieves human task monitoring. The use of this model requires
state modelling. An example of this modelling for a “Pick-n-Place” task presented in
Table 1.

In Fig. 3 it is provided to the left the simulation environment of observation “O1” and
its DT on the right. Simulation environment is built in GAZEBOphysics simulation [21].
By combining the output data fromHBD,HTD, and the robot state, DT is responsible for
informing operator about the current state of the assembly. More specific ROS services
and actions are sent to the operator as actions or goals in order to inform him about
the assigned task or warnings. DT also provides interfaces for robot integration and
connection with external software that will monitor the production system. These will
be detailed described on future publications.
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Table 1. Observation table of HMM for a Pick-n-Place task

Observation Description

s Initial state

O1 Grab cylinder

O2 Pick cylinder

O3 Place cylinder

t End of “pick and place”

Fig. 3. DT representation alongside with the simulation environment

4 Automotive Case Study

The proposed framework will be implemented in an automotive mechanical plant at the
production line of the electric motors. This use case is focusing on the assembly of the
inverter with the e-motor. The e-motors are transferred in the specific workstation on a
conveyor and inverters are stored on a kitting area inside the workstation. The inverter
needs to be placed on the e-motor and screwedwith eight screws. A robot and an operator
is allocated on this workstation for carrying the assembly tasks. The main goal of this
implementation is seamless human-robot collaborate, the dynamic allocation of tasks to
each resource for maximizing the production efficiency always ensuring the operator’s
safety.

For the initial testing of our developments a simple pick and place scenario has been
deployed. This scenario includes a block with twelve holes that travels on the conveyor
and a kitting area with cylinders that should be placed inside the holes. Both human
worker and robot is suitable to pick and place these cylinders. Robot is aware of the
execution progress of the operator’s task and the human existence. By monitoring the
status execution of the human tasks, the robot will be informed about the failure or the
completion and it will proceed to its task.

In case the operator misses a task, robot will be informed, and it will execute the
task instead of interrupting the whole process. From the other side operator is aware
of robot’s status and could intervene in case of a failure. The information about next



Worker in the Loop 281

task will be extracted from the DT. To test the whole design described above, an initial
scenario has been deployed in GAZEBO simulation as shown the Fig. 4.

Fig. 4. Automotive case study workstation simulation

5 Conclusion

The latest trends inmanufacturing, pose the need to createmore human friendly assembly
by embracing theHuman-Robot collaboration.Reorganization of tasks can lead to amore
efficient assembly basically because of the elimination of stoppage time in case of errors.
The development and the continuous research on this topic can lead to a more efficient
and autonomous assembly. It is also important to mention that those developments can
affect the line performance. Driven by this need, an initial description of framework
that will improve the H-R collaboration was presented in the previous sections. By the
development of this framework, the issues that may occur can be detected and resolved
in real time, to prevent adjustment and reschedule of the production plan or the process.

As future plans, we intend to create a testbed in the laboratory for the actual imple-
mentation of the design that was described above. Numerous of tests will be executed
in order to validate the whole use case on the testbed and also on the actual factory
premises.
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Abstract. Increased flexibility and improved resilience in production and manu-
facturing processes are goals that are becoming more and more important in the
context of Industry 4.0 and from the experience of the Covid-19 pandemic. At the
same time, efficient operation of production must be guaranteed to achieve eco-
nomic as well as ecological objectives. Intelligent assistance systems follow the
idea to support stakeholders of production systems in their decisions and can thus
be useful applications for helping to master the various challenges and to meet
these goals. In this paper, we describe functional components of these decision
support systems: data provision and data extraction, knowledge base, simulation
models, model execution and analytics, and application and user interaction. We
show the underlying technologies and illustrate why these assistant systems are
valuable for several stakeholders.

Keywords: Decision support · Digital Twin · Shop floor management ·
Simulation

1 Introduction

Theoptimal operationof automatedproduction systems in the process andmanufacturing
industry is an ongoing challenge. With the continuous advancements of Industry 4.0,
there are more andmore opportunities for a more customized and flexible manufacturing
of products. Simultaneously, this leads to ever smaller batch sizes and more diverse
products with shorter order times and more significant changes in order quantity. In
addition to considering quality, time, and cost targets against this backdrop, the flexibility
and resilience of the manufacturing processes on the shop floor are therefore inevitably
becoming more relevant. Accordingly, the challenges get much more complex with the
possibilities of Industry 4.0 and must be solved. Some of these challenges on the shop
floor include:
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• Virtual sensor: Analyze the behavior and monitor states where no sensor is available.
• Forecasting: Predict future behavior, detect undesirable trends, and prevent them.
• Optimizing of the plant operation: Apply optimization methods to improve plant
performance.

• Replay of situations: Analyze situations reversely based on recorded values, e.g., for
root cause analysis.

• Offline reconfiguration planning based on the current plant state evaluation for reduced
downtime.

In this context, our vision of a Digital Twin can solve such problems and covers the entire
lifecycle of production systems and products. However, since such solutions have not
yet been sufficiently researched and therefore represent future work, in this paper, we
focus on the path to our vision and identify essential functional components for decision
support on the shop floor.

2 The Vision of Digital Twin in Production

While so far data-based approaches and artificial intelligence (AI) methods dominate
in operation phase, simulation is currently primarily used in design and engineering.
A simulation model represents the planned real system and calculates its properties or
validates its behavior. With the advancement of simulation technology and the available
computing power, these simulationmodels becomemore detailed and covermore aspects
of the system under development. They thus represent a Digital Twin of the planned
system,which leads to an extended understanding of the termDigital Twin [1]. The vision
of the Digital Twin refers to a virtual representation and a description of a component,
product, system, infrastructure, or process by a set of well-aligned, descriptive, and
executable models. It is a semantically linked collection of all relevant digital artifacts,
including design and engineering data, operational data, and behavioral descriptions.
It exists and evolves along the whole life cycle. Digital Twins integrate the currently
available and commonly required information and knowledge and is synchronized with
the real twin if it exists.

With the understanding of the seamless reuse of simulation models over all phases
of system development and their use for virtual commissioning, simulation models will
be applied more and more in the operation and service phases in the future [2]. The
combined use of rigorous models from simulation - mainly physics-based models in the
manufacturing domain - andAImethods that process operational data will facilitate new,
more powerful applications. The decision support for the shop floor and its architecture
concept shown in this paper are a step towards this ambitious goal.

3 Related Work

The term Digital Twin has been used for several years now. It is still understood very
differently, depending on the perspective and its application, but it is always considered
a technological approach with potential, as can be seen in [3–5]. One explanation for the
different definitions lies in the large variety of physical elements that the Digital Twin
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can be linked to. It represents the current status of the real system and can be e.g. used
for diagnoses [6] but also in applications to improve the performance of manufacturing
systems [7]. Hence, different architectures and frameworks for the implementation of
Digital Twins and Digital Twin based applications exist. [8] indicates a Digital Twin to
consist of three main building blocks: the physical space, the information processing
layer, and the virtual space. The information processing contains essential points with
data storage, data processing, and data mapping. In [9], a Digital Twin architecture
for a manufacturing cell is presented that consists of six layers. These layers are the
physical devices, the local controllers, the local data repositories, the IOT gateway,
cloud-based information repositories, and emulation and simulation. OPC UA is used
as the communication standard over almost all components. In general, these two works
only deal to a small extentwith the applications and the functionality and logic thatmakes
the implementation of the application possible, but rather deal with the infrastructure
required to implement a Digital Twin. Our work starts at this point and focuses on the
functionality and components needed to create applications, more precisely decision
support systems, based on the Digital Twin.

[10] presents a survey on decision support systems inmanufacturing. The authors dis-
cuss simulation-based decision support systems in manufacturing as well as approaches
integrating simulation and AI methods. On that basis, a theoretical framework for deci-
sion support system development, mainly consisting of a simulation model, a database,
an AI component, and a user interface, is presented. [11] discusses digital twin-based
machine learning applications in more detail, presenting a framework for implement-
ing them in general. The framework consists of a layer-based architecture for Cyber
Physical Systems and Digital Twin, where the Digital Twin mainly serves the purpose
of providing data for machine learning algorithms. These works have identified critical
components and already address the challenge of linking artificial intelligence method-
ologies with the model-based approaches of a decision support system. Nevertheless,
the approaches miss technologies for integrating production data from heterogeneous
sources in knowledge-based models, as well as the flexibility in task completion through
hybrid methodologies of AI and simulation. We see the classification in the overall
system, including the knowledge representation as improvement to the pure mapping
between physical data and virtual operation.

4 Functional Components for Simulation-Based Assistance

4.1 Overview

Decision Support Systems (DSS), in general, are interactive computer-based systems,
which utilize data, models, knowledge, and communication technologies to support
people who are required to solve complex problems [10, 12]. In our understanding, a
decision support system for the shop floor specifies this definition. It bears the integration
and connection of heterogeneous production data, simulation models, and AI models,
as well as the utilization of reusable and flexible components to address the growing
challenges. In this work, we have identified these functional components to build upon to
implement decision support systems: data provision and data extraction, knowledge base,
simulationmodels, model execution and analytics, and applications and user interaction.



Decision Support on the Shop Floor Using Digital Twins 287

Figure 1 gives an overview of the building blocks and shows a high-level architecture of
the Digital Twin that arises from these. In the following paragraphs, we want to discuss
these building blocks’ functionalities, how they interact and highlight their requirements.

Fig. 1. Building blocks of decision support for the shop floor. (extended from [1])

4.2 Data Provision and Data Extraction from Heterogeneous IT-Systems

For Industry 4.0 technologies, usually a large amount of data is permanently collected
by various sensors, connected machines, systems, and digital models. Due to the evo-
lutionary development of most factories – i.e., new machines and new technologies are
permanently integrated into the legacy systems or existing structures of the production
system – the data landscape in production systems is very heterogeneous and comes
from very different sources, such as MES, ERP, SCADA, machine data and is provided
in different structured and unstructured formats e.g., XML, JSON, CSV.

Decision support systems need this data to provide the user with analytical com-
ponents to make decisions in different situations. However, to feed these analytical
components at all, this data must first be extracted from the mentioned systems. For
this purpose, already several data-extraction, data-mining [13] and data-cleansing tech-
niques and tools exist that need to be adapted to the production system domain [14, 15].
Nevertheless, data connectors for the different data sources have to be implemented.
This is usually a tool or system-specific, or even factory-specific task and often has to be
set up and configured anew in each project. To reduce the factory-specific configuration
effort, two things need to be simplified:

1. Connectors to existing big data providers in factories such as ERP, MES, etc., based
on data communication standards such as OPC-UA or REST, need to be set up.

2. Mapping between the often proprietary data models of existing IT systems and stan-
dardized data models needs to be simplified (auto mappers, style sheets, appropriate
UI support, data analytics…).
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4.3 Knowledge Base – Data Integration in Semantic Models

It is desirable to relate the just mentioned data and the respective data generators to create
a knowledge base, the second building block, to enable and empower analytical com-
ponents such as machine learning algorithms, simulations, and optimization algorithms.
At the same time, this can help to make data extraction more reusable and partially
automated [14] and therefore also automate the decision-support algorithms which is
quite challenging to implement.

The knowledge base should represent the knowledge in the production line and at
the same time be a virtual representation of the production line itself, thus forming an
ontology of the production domain. Optimally, each instance within the production, be
it a machine, a product, a process, a material, or a worker, can be mapped and related
to each other. A more recent technology used for this purpose are knowledge graphs.
However, it is not easy to build such large knowledge graphs, especially because of
the extreme distribution of individual data [16, 17]. The knowledge graphs must have
certain aspects to serve the decision support systems on the shop floor. As described in
[18], the use of different layers and applications in decision support requires reusable,
standardized, flexible, and extensible means for data exchange between them. This is
an essential prerequisite for ensuring that decision support solutions do not have to be
rebuilt entirely for each factory but that certain parts can be reused across projects -
i.e., following a library or framework approach. In addition, the knowledge graphs must
provide structures for two core aspects in particular:

1. Simulation knowledge, which leads to the linkage of simulation components and by
that enables the automatic model generation of simulation models.

2. Production knowledge, which brings a deeper understanding of the data and the
connections between them.

4.4 Multi-level Simulation Models

As described above, a knowledge base gives meaning to the data and allows the data to
be connected to AI and simulation models. The simulation models, our third functional
component, form the basis for the analytic algorithms and represent the current state
of production at different levels. That means that depending on the task for decision
support, there are different modeling options and levels of details used, e.g., within one
production unit or for the entire production stage. In the context of factory simulation,
the twomain simulation types arematerial flow simulation and 3D kinematic simulation.
In material flow simulation, the logistics inside a production system are modeled e.g.,
to analyze the dimensioning of the factory and the planning of the production with
respect to efficiency, utilization, and in-time delivery, also considering failure situations.
3D-kinematic simulation is used to analyze the interaction within the production cell
between machines, like robots, humans, and the product. It is mainly used during the
detailed design and commissioning phase [19]. Regardless of the type of simulation, the
setup of these models usually requires a huge effort for both the data acquisition as well
as the model generation itself [20].
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4.5 Model Execution and Analytics for Monitoring, Planning and Scheduling

To deliver value to different stakeholders on the shop floor, the models described above
need to be executed, and further analytics need to be added. Besides simulation and
optimization, AI is increasingly coming to the fore. The target is to give decision support
in a descriptive, predictive, and prescriptive manner.

Descriptive Analytics. Data from the current or a previous situation are fed into the sim-
ulation model, which is then executed. The simulated plant behavior is further analyzed
or evaluated with respect to relevant Key Performance Indicators (KPI), e.g., machine
utilization, lead times, blockages, bottlenecks, in-time delivery.

Predictive Analytics. Data for upcoming production scenarios are fed into the simu-
lation model, which is then executed. Different alternatives for operational decisions,
e.g., production order sequencing and worker assignments, should be examined with
respect to the KPIs mentioned above. A systematic experiment management can make
use of machine learning approaches reinforcing the most relevant and promising deci-
sion alternatives. Uncertainties and risks should be taken into account by also executing
particular stochastic deviation and failure scenarios.

Prescriptive Analytics. To evaluate upcoming decisions in a systematic way to end
up with the best decisions is part of the field of optimization. Production planning and
scheduling tasks often lead toNP-hard optimization problems [21]. Therefore, analytical
solvers are applicable only in small-size scenarios. For larger problems, meta-heuristics
like genetic algorithms, ant algorithms, or neighborhood search are often used instead
[22]. It may be a promising approach using machine learning to acquire fast but realistic
surrogate models. Any decisions based on heuristics or abstract surrogate models should
be further validated by a detailed simulation to end up with a feasible solution (Fig. 2).

Fig. 2. Hybrid approach for production planning and scheduling

To summarize, the described analytics all require access to field data to synchronize
the simulationmodelswith the current situation in the physicalworld.Hybrid approaches
of analytical and data-driven methods can help to manage complexity, but of course,
require a lot of data and face challenges in adapting to scenarios not foreseen by previous
data.
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4.6 User-Specific Application and Interaction

In our last building block, the data calculated by the analytical components is prepared
and provided to the various stakeholders. The data must be prepared differently depend-
ing on the current situation of the stakeholders in the production. For example, in the case
of short-term machine failures, a machine operator needs quick solutions that are under-
standable. Virtual voice assistants and mobile devices are ideally suited for this purpose.
The implementation of the assistant on a personal mobile device answers individual
questions and problems so that each person is optimally supported in his or her own
work processes. By contrast, planners of larger production sections, for example, may
need more information about the problem at hand and the associated solution. For these
stakeholders with in-depth technical knowledge, a desktop application withmany details
to browse through and interact with may be the more appropriate application. Therefore,
a solution for the application layer should provide certain flexibility and choices for
different representations and information of the data coming from the analytical part
within the respective application to serve the different stakeholders depending on their
task at hand, their level of knowledge and their authorization.

5 Conclusion

This paper has presented the idea of an operator assistance system for manufacturing
and process industries and its main components, namely the data provision and data
extraction, the knowledge base, multi-level simulation models, model execution and
analytics, and application and user interaction. The functionality of each component and
the connection points between them were outlined. Furthermore, the connection to our
vision of the Digital Twin as a tool for decision support of the future was shown, where
our future work will be dedicated to the implementation. From a scientific point of view,
two topics are in the foreground:

1. The conception and implementation of an integrated knowledge base for simulation
and production knowledge.

2. Approaches for hybrid models of AI and simulation for decision support on the shop
floor.

Furthermore,wewill investigate onhow to implementmore natural interactionmech-
anisms between production stakeholders and decision support systems. The evaluation
of this concept and the individual components within the decision support system is per-
formed using a scheduling problem within a manufacturing environment. The specific
tasks concern the validation and optimization of manufacturing schedules, as well as
support for make or buy decisions regarding individual parts.
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Abstract. Manufacturing networks - global production networks and interna-
tional manufacturing networks - are exposed to an increase in uncertainty, which
can cause disturbances. To cope with these disturbances, scholars presented dif-
ferent concepts, such as robustness, resilience, responsiveness, flexibility, change-
ability, adaptability, and agility. However, these terms are not clearly and concisely
defined and lack a common understanding. With this study, we intend to address
this issue and contribute to a better understanding and differentiation. We develop
a taxonomy with descriptive dimensions and characteristics for the different resis-
tance concepts for manufacturing networks, which will provide a tool to better
understand the differences and commonalities between them. It is a vital first step
that creates a common ground for further investigations. Practitioners can use
the taxonomy to build a sound understanding and improve their manufacturing
network.

Keywords: Manufacturing network resilience · Robustness · Taxonomy

1 Introduction

Globalization has significantly changed the economic landscape formanufacturing com-
panies over the last decades [1]. Increasing competition and opportunities led companies
to create greater value by exploiting advantages, such as lower cost resources or access
to new markets [2]. In consequence, companies of any size now operate as global pro-
duction networks (GPNs) [1], which can be considered “one of the most critical forms
of organization in the manufacturing sector” [1]. Intra-firm GPNs even account for one
third of the global trade [1].

However, the growth of manufacturing networks (MNs) due to the challenge to
create greater value increases their complexity and susceptibility to risk [3]. Such risks
result from the current competitive and rapidly changing environment. Scholars in the
field of operations management (OM) and supply chain management (SCM) called for,
proposed, and investigated different concepts to deal with these uncertainties [4–6].
These concepts are, among others, the following: resilience, robustness, responsiveness,
flexibility, agility, changeability, and adaptability.

However, they are often used interchangeable and not clearly distinguishable [5, 7].
Nevertheless, for research progress in any field, the establishment of a clear definition
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is a necessary first step [5]. Some authors already enhanced the understanding of some
concepts by developing clearer and more distinguishable definitions. Nevertheless, to
the best of our knowledge, there is yet no comprehensive approach, i.e. a taxonomy, to
classify a larger number of the respective terms based on their constituent factors.

Taxonomies support researchers and practitioners in comprehending and analyzing
complex issues by providing a structure and organization of a knowledge base for a
certain research field [8, 9]. Therefore, we hypothesize that a taxonomy for resistance
concepts for MNs will help to clarify and distinguish different concepts. The research
question for this study is therefore as follows:

RQ: What are key dimensions and characteristics of concepts that describe a form
of resistance in manufacturing networks?

We answer this research question by following the well-used and structured method
from [9]. The development of a taxonomy intends to identify common characteristics
of resistance concepts and make them distinguishable. Hence, the paper is organized as
follows: After the introduction, we discuss the related literature on MNs and different
concepts that describe a form of resistance in MNs. Second, we introduce our research
methodology. Third, we present the final taxonomy. Lastly, we discuss the theoretical
and practical implications of this paper, as well as its limitations and possible future
research.

2 Research Background

The MN theory originates from the OM field [10]. Historically, researchers categorize
MNs as internal networks that are wholly owned by a single company. A MN can be
defined as “a factory network with matrix connections, where each node (i.e. factory)
affects the other nodes and cannot be managed in isolation” [10]. Due to the takeoff of
globalization in the 1980s and 1990s, companies established more factories internation-
ally and research on this topic increased [10]. Different subdomains emerged under the
umbrella of MN research, i.e. GPNs and international manufacturing networks (IMNs).
All nodes within an IMN are owned by a single company, whereas a GPN includes nodes
owned by other companies.

Although such networks are beneficial in some areas, they increase the susceptibility
to risks [3]. Risks are ever present in daily operations of companies worldwide [11] and
can have different appearances:A distinction can bemade between internal (e.g.machine
failure) and external risks (e.g. environmental disaster). Additionally, change events can
have the manifestation as disastrous, disruptive, or small. Hereinafter, we use the neutral
term change events to describe any type of risks.

To cope with such change events, scholars introduced different terms and concepts
[4–6]. These concepts are, among others, the following: resilience, robustness, respon-
siveness, flexibility, agility, changeability, and adaptability. However, the concepts to
characterize a form of resistance are not defined in a clear and concise way, which is
also well-acknowledged. This problem does not only exist in the specific field of MN,
but in OM and SCM as well (e.g. see [4, 5]).

An example of a vague definition can be found for robustness: “robustness describes
the stability against varying conditions” [7, 12]. It is often associated with a stable
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performance despite the impacts of change events [7, 12–14]. Some scholars classify
robustness as a concept very close to resilience [7]. Conflicting views on both concepts
exist. [7] categorize resilience and agility as robustness characteristics. In contrast, [15]
state that resilience has robustness properties. Some scholars argue that resilience is the
ability to resist even greater change events than robustness.

Additional controversies can be found for the terms flexibility and responsiveness.
[16] defines flexibility as part of responsiveness,whereas [17] categorizes responsiveness
as part of flexibility.While flexibility is amature concept, responsiveness is still lagging a
clear conceptualization [4]. Based on a literature review, [4] conceptualizes flexibility as
the “ability of a system to change status within an existing configuration.” Accordingly,
[4] defines responsiveness as the “propensity for purposeful and timely behavior change
in the presence of stimulating stimuli.”

Another example of such a controversy is the subsumption of flexibility as part of
agility (see [17–19]), whereas [20] categorizes agility as part of flexibility. [4] defines
agility as the “ability of the system to rapidly reconfigure.” Furthermore, agility is seen
by [1] as a concept on network level to establish changeability.

Changeability as a concept is often referred to as “actions to adjust flexibility limits”
[21]. The concept incorporates flexibility and rapidity and can be categorized as “a part
of adaptability” [22]. According to [22] and [16] adaptability describes the ability of a
system to change due to change events.

So far, scholars limited their research to the detailed definition of one concept (e.g.
see [4]) or the distinction between a small number of specific concepts (e.g. see [5]).

3 Research Approach

3.1 Taxonomy Development Process

We have adopted the approach developed by [9] for the development of our taxonomy.
The method provides a rigor process and has been used in high-ranking journal articles
and conference proceedings [8]. It consists of three stages: first, meta-characteristics
and ending conditions are defined. Meta-characteristics depend on the purpose of the
taxonomy. Objective and subjective ending conditions are provided by [9]. During the
second stage, dimensions and characteristics of the taxonomy are developed: empirical-
to-conceptual (E2C) and conceptual-to-empirical (C2E). During the E2C approach the
researcher identifies subsets of objects and common characteristics. The C2E approach
guides the researcher to develop dimensions and characteristics based on their own
notions. The last stage compares the taxonomy to the ending conditions.

3.2 Taxonomy Development

Meta-characteristic:Our contribution aims to provide a sound basis for future research
and discussion by enabling the classification of a resistance concept based on its con-
stituent factors. The meta-characteristics are “key-characteristics of concepts for MNs
to withstand internal and external change events.”

Ending Conditions: For our taxonomy, we use the objective and subjective ending
conditions from [9], as they provide a sound approach to evaluate the taxonomy.
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First Iteration (E2C): To get a comprehensive overview of the concepts to describe
resistance in MNs, we conducted an exhaustive systematic literature review. Literature
reviews provide a vital and qualified mean [23] to summarize and progress the current
state of knowledge in a certain field [24]. We chose the methodology from [25] because
of its recipe alike process, which covers all important phases of a literature review.

To ensure a certain quality, the results were limited to peer-reviewed articles in
scientific journals or conference proceedings [24]. The search was conducted using the
threemajor databases Emerald, EBSCOhost and ScienceDirect and yielded 1369 results.
After the removal of duplicates and the screening of titles and abstracts for relevance,
the number of articles was reduced to 64. A forward and backward search identified 46
articles. 28 relevant articles remained after a full text analysis.

First, we clustered the articles according to their contributions to different concepts
(see Table 1). For the taxonomy development, we initially focused on the six concepts
that were mentioned most often: flexibility, robustness, changeability, resilience, agility,
and responsiveness. At this point we were able to identify a pattern: The definitions
and descriptions often follow a systems perspective. They describe a form of input – a
change event – which is mitigated by some form of capabilities of the network, in order
to reach a desired system state. This is in consensus with the findings of [38]. We thus
defined the meta-dimensions as input, capabilities, and output/objectives.

Second Iteration (E2C): We used a coding book (MS Excel) to extract and evaluate
the information in more detail. We identified the constituent factors severity of change,
anticipation of change, pace of reaction, range of reaction and system state.

Third Iteration (C2E): The extensive knowledge and experience of the researchers led
to the development of the categories area of reaction and measurement level.

Fourth Iteration (E2C): We applied definitions from related research areas, i.e. OM
and SCM, since not all ending conditions were fulfilled after the third iteration. This step
was necessary due to two factors: 1) The literature on different concepts is rather scarce
and different understandings are not sufficiently discussed. 2) Concepts and definitions
are discussed in more detail in OM and SCM (e.g. flexibility [5]). The OM area is suited
for this application as it can be considered superordinate to MN research. Depending on
the understanding of MNs (i.e. intra-firm networks or inter-firm networks), SCM can be
considered a part of those [10]. We used review articles to ensure the rigorousness of
the results.

Fifth Iteration (E2C): Adding new dimensions in the fourth iteration required a fifth
iteration [9]. We tested the taxonomy, using all existing definitions and description of
concepts and found no dimensions or characteristics to add.

EndingConditions:After the fifth iteration, the taxonomy fulfilled all ending conditions
proposed by [9]: 1) All articles from the literature review and additions from OM and
SCM literature have been examined. 2) We did not split or merge objects in the last
iteration. 3) Each characteristic of each dimension was classified with at least one object.
4)Wedid not add anynewdimensions or characteristics in the last iteration. 5)Neither did
we merge or split dimensions or characteristics. 6) There are no dimension duplications
and each dimension is unique. 7) Similar, no characteristic duplications exist within
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one dimension. 8) Each combination of characteristics is unique; however, the various
definitionsmaybe broadly similar. 9) The taxonomy includes no unnecessary dimensions
or characteristics and the number of dimensions falls into the proposed number of nine.
10) The existing dimensions and characteristics allow to differentiate every object. 11)
It is comprehensive because all objects can be classified (see also iteration five). 12) The
taxonomy can easily be extended by adding new dimensions or characteristics. 13) The
taxonomy provides valuable and non-redundant information for the characterization of
resistance concepts in MNs.

4 A Taxonomy to Describe Concepts for MN Resistance

The taxonomy consists of three meta-dimensions, eight dimensions with twenty-three
characteristics (see Table 2). The column on the far-right provides additional information
on whether a characteristic of a dimension is exclusive (E) or non-exclusive (N). We
opted for a morphological box to visualize the taxonomy. This allows us to illustrate the
set of relationships contained in a complex problem in an intuitive way.

4.1 Meta-dimension: Input

The first meta-dimension, input, considers the dimensions and characteristics of change
events, which influence the MN. We identified the two dimensions severity of change
and anticipation of change as constituent features.

The dimension severity of changedescribes possible impacts of an internal or external
event that a MN must be able to withstand. [1] describe that robustness has to mitigate
“disruptive internal and external changes.” [7] characterize resilience as the ability of a
system to “tolerate disturbances.” They establish a dependency between the nature of
change events and the appropriatemitigation actions. [3] describe resilience as the “speed
of reaction to disruptions.” Hence, resilience is the ability to react to high severity events,
which is indicated by the term “disruptions.” The severity of change is characterized
for agility as well. [7] state that “agility enables for adoption to bigger disturbances.”
Flexibility, however, is seen as the ability to deal with small changes [18]. Based on
those definitions and descriptions, we derived the characteristics of low, medium, and
high. The characteristics are non-exclusive, as a concept can be constructed to handle
different severities.

The dimension anticipation of change refers to a second category of characteristics to
describe change events. It differentiates between foreseeable and unforeseeable change
events, which is based on the following definitions: [1] and [35] describe resilience as a
concept reacting to unforeseeable events. Similar, [6] (flexibility), [19] (changeability),
[22] (changeability) and [17] (agility) use this dimension to describe change events.
[16] characterizes a responsive system as able to react to “predictable and unpredictable
changes.” Therefore, we termed the dimension non-exclusive. Although there are differ-
ent categorizations to characterize change events (see [3] and [7]), the chosen dimension
is in conformance with all analyzed definitions.
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Table 2. Taxonomy formanufacturing network resistance concepts visualized as amorphological
box

Meta-dimension Dimension Characteristics E/N

Input Severity of
change

Low Medium High N

Anticipation
of change

Foreseeable Unforeseeable N

Capabilities Pace of
reaction

Rapid Purposeful E

Range of
reaction

Persist Adapt Transform E

Level of
reaction

Micro Meso Macro N

Area of
reaction

Strategy Configuration Coordination N

Output/
Objective

System state Stability/
Equilibrium

Bounce-back New
optimum

Not
applicable

N

Measurement
level

Operational Tactical Strategic N

4.2 Meta-dimension: Capabilities

The second meta-dimension, capabilities, contains five dimensions. It describes how, to
what degree, and where the MN reacts to change events.

The first dimension, pace of reaction, indicates the speed at which a certain concept
reacts to the impact of change events. A majority of the concepts are characterized as
rapid or fast (i.e. [3, 7] – resilience, [15] – responsiveness, [17, 29] – flexibility, [22]
– changeability, [7, 17] – agility). [16] adds that a responsive system should make a
“balanced response.” As a result, we differentiate between the characteristics rapid and
purposeful. Rapid expresses the absolute need for a quick reaction of the system. On
the contrary, purposeful expresses the need for a system to react in an acceptable time
period to reach its objectives. The dimension is exclusive.

The dimension range of reaction describes to what extent the capabilities of the
system can be altered in case of change events. The capabilities can persist, describing a
reactionwithout significantly changing the capabilities. [28] describe agility as a concept
that functions “without changing the network structure itself.” However, the capabilities
can also adapt, which describes the readjustment of capabilities within predefined lim-
its. See for example the definitions from [18] and [22], where flexibility corridors and
enablers of change can be adapted. Transform refers to the adjustment of capabilities
without predefined limits. [28], for example, state that “transformability is the tactical
ability to adapt, i.e. the ability of an entire factory structure (physical, organizational,
etc.) to switch to another product family.” The dimension is exclusive.

The level of reaction refers to the production level where a reaction of the system’s
capabilities will occur. Flexibility can for example occur on the “micro level (single
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resources of a system) or macro level (whole system)” [30]. Related to MNs, the char-
acteristics ranging from micro to macro level can be put into comparison with the range
from workstation level to network level perspective. For a more precise classification,
we added a meso level, describing e.g. flexibility on plant level [27, 29]. Since reactions
can occur on several levels, the dimension is non-exclusive.

The dimension area of reaction allows to classify the reaction into an area of a MN.
We grouped the areas following [2]: strategy, configuration, coordination. A classifica-
tion into one or more areas can be found in the works of several authors, such as [1, 7, 16,
26, 29, 36]. [1], for example, locate the adaptation of capabilities into the configuration
area, whereas [7] locate it to the entire network; however, with a focus on coordination.
Hence, the dimension is non-exclusive.

4.3 Meta-dimension: Output/Objective

The third meta-dimension is output/objective. It allows for the characterization of the
output from a reaction of the capabilities to change events.

The outcome, which results from the application of a certain concept is described
by the dimension system state. Some authors detailed a post-disruption system state in
their definitions, i.e. [1, 5, 7, 11, 12, 15, 18]. According to [7, 12] robustness describes
“the stability against different varying conditions.” [1] however, applied the stability
paradigm to resilience. [7] understands resilience more extensively and names three
system states depending on the severity of the change event: stable performance, fast
regain of the initial performance, and adaptation of a new optimal state. This leads to the
characteristics stability/equilibrium, bounce-back, and new optimum. Several authors did
not specify an outcome or used a vague description, such as [39] (“achieve its goals in the
presence of disturbances”) or [15] (“dampen the effects of demand changes”). Although
we advise to define a system state, we included the characteristic not applicable to
account for definitions without one. The dimension is non-exclusive, following [7].

Themeasurement level classifies the aggregation level of theKPIs,where the achieve-
ment ratio of the concept is measured. We developed the following characteristics: oper-
ational [28], tactical [17], and strategic [7, 13, 17, 28, 32, 33]. An example for strategic
KPIs are the site roles, which determine the level of robustness [32, 33]. Flexibility can
be measured on all levels. The dimension is thus non-exclusive.

5 Conclusion

We developed a taxonomy for MN resistance concepts, following the method from [9].
It consists of eight dimensions and twenty-three characteristics. Our work allows for a
deeper and more transparent understanding of individual concepts, hence contributing
to scientific progress in the field of MNs. It enables to clearly differentiate between
various concepts. The results of this research can be the basis for the development of
sound methods and processes for the increase of resistance in MNs. Managerial con-
tributions of this study are the usage as an instrument to analyze and describe concepts.
It can support practitioners by facilitating a better understanding and differentiation as
a basis for the shift towards more resistance in MNs.



A Taxonomy for Resistance Concepts in Manufacturing Networks 301

The limitations of our research are the number of publications in the field of MNs.
To account for this deficiency, we included publications from OM and SCM. The data
collection itself is open to interpretation, meaning that other researchers might derive
other dimensions and characteristics depending on personal preferences. Furthermore,
our taxonomy is a time-bound snapshot that needs to be updated to remain relevant. This
is important due to the evolving nature of research on resistance in MNs.

Future research avenues are the development of archetypical patterns for differ-
ent terms to establish a sound and distinguishable understanding. Second, dimensions
and characteristics to describe solutions that might dissolve or prevent a performance
decrease due to a change event could be added.
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Abstract. The Industry 4.0 smart factories allow both optimization and
integration of internal processes, utilizing the predictability of failure ele-
ments/components in a manufacturing process to prevent reprovals at the end
of the process for quality control. The Supervised Machine Learning (ML) meth-
ods could be useful to detect anomalies and gain even more value throughout the
entire supply chain. TheML approaches face barriers since it demands a changing
in the production plant mindset to a more digital production and in the organiza-
tion’s structure for a more advanced data security. The paper aims to propose a
smart inconsistency and fail prediction system for manufacturing systems of an
automakers supplier assembly process based on the applications ofML techniques.
The data provided for the training showed significant deviations and non-linearity
allied to only 5 attributes as input variables, which is considered a small num-
ber of features for similar problems in the literature. The trained model was then
applied to the assembly line with unobserved data of new products, with its result
compared with similar previous productions. The results of the tests showed that
the proposed stacking model lessens the possibility of rework in the next stages
of assembly and creates a more precise process control for the supervisor. The
implementation’s results pointed out the potential of the stacking model proposed
to be a useful tool in the context of Industry 4.0 since the reductions mean greater
availability of production time and lower costs with quality control.

Keywords: Industry 4.0 ·Machine learning · Quality control · Failure
prediction · Smart manufacturing · Automaker supplier

1 Introduction

Nowadays, the increased use of traceability and connectivity technologies by the auto-
motive industry and its suppliers has made it possible to collect and study manufacturing
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data focusing on process control and its optimization. There is a collective need from
global industries to digitize products and processes in the context of the fourth industrial
revolution, thus guaranteeing product quality and digital excellence [1]. The heart of
Industry 4.0 is the rise of smart factories, which includes smart networking between
industry units, processes, and operations. It focuses on flexibility and interoperability of
processes, integrating the customer’s and supplier’s information and requirements with
the adoption of new business models [2].

requirements with the adoption of new business models [2].
Implementing the new paradigm of Industry 4.0 follows three characteristics: i) The

horizontal integration across the entire value network; ii) End-to-end engineering across
the entire product lifecycle management, and iii) Vertical integration and networked
manufacturing systems [3]. The vertical integration and networked manufacturing sys-
tems allow both optimization and integration of internal processes, which leads to a
higher understanding of the whole manufacturing process and quality control of the
product features.

For quality control, the predictability of failure elements/components in a manu-
facturing process can help prevent reprovals at the end of the process, and thus ensur-
ing higher quality for the end-user. In this way, AI techniques come to assist the pro-
cess of failure prediction to make the whole process more robust and less subjective.
It integrates technologies/machinery, workers, and information, creating an agile and
responsive process, and process control systems [4, 5].

The paper aims to propose a smart inconsistency and fail prediction system for
manufacturing systems based on the applications of ML techniques. The validation of
the system is in a real environment of assembly of parts for the automotive sector to carry
out the control quality, generating a powerful tool for the production line’ supervisors.

2 Related Works

Over recent years, industries and research centers have made significant efforts and
progress into implementing smart manufacturing and smart industries techniques in the
Industry 4.0 era. According to [6–9], in the last decade, the manufacturing industries
are having more demand for customized products without losing quality and production
indicator and remaining competitive. The companies need to analyze and remodel their
processes in this new context of production.

Industries experience a complex manufacturing environment based on multicriteria
decisions, and the forecast for manufacturing processes influence the quality and effi-
ciency indicators significantly [10, 11]. Machine Learning core technologies work well
with the complexes problems generated inside de industry and can be applied to reduce
fixed costs, rework indicators, and improve key production indicators and speed [12].

The use of artificial intelligence and machine learning in the quality control of com-
panies is becoming increasingly frequent. In the production floor, one of the most chal-
lenging problem for quality and process control is the product measurement variabil-
ity in processes like assembly and machining and can occur in industries such as the
automotive, since it can be influenced by various factors [13, 14]. According to [15],
Machine Learning applications can help Lean Manufacturing lines to have more qual-
ity and efficiency, especially in the automotive supplier industry, where the connectivity
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frommachines and production lines data is vital for efficient production. The application
of machine learning models can be facilitated by a smart manufacturing environment
since they refer to the new paradigm of production where manufacturing machines are
fully connected, monitored, and controlled via smart systems, improving productivity,
sustainability and reducing costs [16–18].

Finally, adapting machine learning concepts to a domain of knowledge within a
real industrial process can present several challenges. One of the challenges is that ML
applications cannot impact machine cycle times, and often must be optimized to not
significantly impact process times. In addition, the processing power of machines on the
production line is generally limited to the production processes themselves, requiring
the design of shared processing in the cloud to achieve robust ML model training and
satisfactory results [19]. Therefore, the quality control in real time in automotive supplier
processes byMLmodels are still very limited to the complexity and training time required
by the chosen models, being often simplified to obtain results that do not negatively
impact other production indicators.

3 Problem Statement

This case study was carried out between two workstations located in an assembly line of
an Automaker’s Supplier Plant, and all names of variables and parts were adapted due
to the Company’s data security policies. The assembly process focused in this paper is
shown in Fig. 1.

In this assembly process, the first station (Fig. 1 - station “A”) receives two cylin-
drical parts (Fig. 1 - Detail “C1” and “C2”) from previous machining processes and
measures the internal height of the first part (Fig. 1 – dimension “X”) and the external
height from the second part (“Y” of Fig. 1). With these both measures, it calculates a
compensational washer (Fig. 1 - Detail “W”) using a Setup variable from the configu-
ration of the product, and an Operator adjusts to adequate the manufacturing assembly
into product requirements. The Setup Variable comes from customers’ requirements,
and the Operators adjustment is a readjustment to deal with deviations and inaccuracies,
whether they are from previous machining processes or for general deviations from the
assembly line.

From this, the assembled part is processed by operations “B” and “C” and performs
a quality check at station “D”. In this station (Fig. 1 - Station “D”), a remeasurement
process, more accurate, checks whether the product complies with the specifications and
whether the assembly at station “A” was correct (Fig. 1 - Detail “Q”) and generates the
Target Value in this study.

All variables are collected through sensors, which generate a text file at stations “A”
(input) and “D” (target) containing all the information collected by the machines of each
part. Every new part that passes through the stations then generates a text file being
identified by a unique code of the part and that contains its variables which is transferred
to a backup server to carry out quality and traceability analyses.
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Fig. 1. Diagram of the automaker’s supplier assembly process.

4 Conceptual Proposal

The proposed solution is to use a machine learning architecture for quality control that
reads the text file generated by the machine before being sent to the backup server, since
the creation of this file is instantaneous and presents all the available variables, and then
makes prediction and an automatic adjustment at station “A” piece-by-piece based in
historic production data. For the training of the ML models and analysis of variable
behavior, it was used the historical data stored on the backup server of the production
line, in which there is the text files with the individual data of all the parts that were
processed in the last 3 years. This process can be seen in Fig. 2.

Five ML models were chosen for the architecture: i) K-Nearest Neighbor (KNN),
ii) Random Forest (RF), iii) Gradient Boosting Machine (GBM), iv) Light GBM and
v) XGBOOST. These ML models are classified into 3 groups of learning: association,
interaction, and ensemble learning. These ML methods were chosen for their effec-
tiveness in other similar case studies in the literature [20, 21] and for their simplified
implementation on an assembly line since they are white-box methods, and it is possible
to understand the importance of the variables.

The research focus is on the application of a machine learning model architecture
and on overcoming the challenges faced in real-time implementation on a production
line, where there are several factors to be considered. Therefore, models already used
widely in the literature andwith easy access to programming libraries were chosen, since
this research does not propose a comparison of performance between individual models,
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being used a range of different algorithms for better overall performance. Finally, several
algorithms like those proposedwere discarded due to the difficulty of implementing them
on computers within the production line, where access to information and programming
libraries is restricted by secrecy and security.

Fig. 2. Data flow diagram

After choosing the models to be used, a Staking structure of the machine learning
models was designed, where KNN, RF, GBM and light GBM would be used as primary
estimators since they present different types of learning methods between themselves
and can gain knowledge in a different and optimized way, and XGBOOST as a meta-
estimator. The XGBOOST model was chosen as a meta-estimator for its performance
in similar benchmarks problems [22, 23] and the full use of available hardware.

The models were trained using the six variables (variable “X”, “Y”, “Z”, “Setup vari-
able”, “OperatorAdjustment” and “Remeasurement-TargetValue”),mentioned in Fig. 1.
All estimators were trained with historical production data of 120.000 product database
and the grid-search of the hyperparameter was done for the tuning and optimization of
each single model.

5 Results

The conceptual proposal provided the necessary knowledge for the functional test on the
assembly line. The models used hyperparameters with the best result of the grid-search,
and all attributes for better accuracy. The functional test was carried out on the assembly
line during regular operation, indicating the adjustment of the washer in real-time by the
created stacking model.

Moreover, to test the flexibility and robustness of the proposed model, tests were
carried out on 10 different configurations of products with 7400 test parts supplied to
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different customers. Each consumer company requires different product configurations,
such as different levels of quality, product requirements and geometries with different
characteristics.

The rework indicators collected at station Dwere compared using the machine learn-
ing architecture proposed with productions of the same configuration of product without
its use (normal production), and thus analyzed whether it was possible to reduce rework.
It was not possible to evaluate the usage of the proposed model for the same parts since
after the assembly processes at station A and subsequent B and C, the assembled part
can no longer be disassembled, making it impossible to compare the production with the
proposed architecture and the normal production of the same parts. The results obtained
in the tests are shown in Table 1, considering that the different configurations mean
distinct product specification.

Table 1. Test results of the assembly line.

Product configuration Amount tested Rework reduction

Configuration 1 508 0.54%

Configuration 2 726 2.79%

Configuration 3 209 4.65%

Configuration 4 150 2.60%

Configuration 5 719 5.28%

Configuration 6 258 6.03%

Configuration 7 96 8.57%

Configuration 8 584 -2.12%

Configuration 9 2139 1.20%

Configuration 10 1992 1.90%

Total 7381 3.14%

Table 1 shows that the use of the proposed staking model had a positive result in
reducing rework in 9 configurations of products, and only 1 had a negative outcome.
The only negative result was motivated by the developed architecture not being able to
adapt to configuration 8 and thus accurately predict new parts in real time, in addition
to reasons of temperature variation and dirt that can influence the system outcome.

In general, there was a 3.14% reduction in rework that represents a direct decrease
in quality control costs and a more stable assembly line. Thus, the tests indicate that the
proposed stacking model lessens the possibility of rework and creates a more precise
process control for the supervisor.
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6 Conclusion

In this article, we proposed and analyzed the process and results of implementing a
machine learning stacking model on an automotive parts assembly line. The data pro-
vided for the training showed significant deviations and non-linearity allied to only 5
attributes as input variables, which is considered a small number of features for similar
problems in the literature. An extensive grid search was performed with cross-validation
to obtain the best hyperparameters for the problem and training the proposed model with
a dataset of 2 months of production data.

The trained model was then applied to the assembly line with unobserved data and
new products, and its result compared with similar previous productions. Around 7400
parts were tested, obtaining an average rework reduction of 3.14%.

The proposed model is highly robust and can be used in several similar problems,
in which an adjustment is made, and a quality control is carried out based on this
adjustment. The idea is that the quality control should measure the target value of all
parts, and thus createmachine learningmodels to understand the relationship between the
input variables (until the part is adjusted) and the quality control variable. The proposed
model was tested for mechanical adjustments made with washers, but it is possible to
be used for mechanical adjustments of different types, and thus be used in almost any
assembly process in the automotive industry as well as various processes.

The next steps for this research are to increase the robustness of the proposed model
and increase its accuracy with different and newer machine learning models. Besides
that, the proposed model must be tested on production and assembly lines of different
products with other characteristics to test its flexibility and robustness with different
problems.
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Abstract. This paper explores the role that Artificial Intelligence (AI)
can play in building resilient project schedules. Based on a literature
review and brainstorming sessions, we introduce a conceptual framework
that details how AI-enabled predictive and prescriptive analytics can be
leveraged to improve project schedule resilience. The latter specifies the
potential of AI to make use of historical and real-time data to better
contain the effect of disruptions on project schedules.

Keywords: Project schedule · Artificial intelligence · Uncertainty ·
Resilience

1 Introduction

Project management with its various knowledge areas according to the Project
Management Body of Knowledge (PMBoK) represents a growing subject in dif-
ferent disciplines in research. Attending effectiveness in managing project and
especially in building schedules remains a challenge [1]. Change is part of a
project process. Living with change, and having the ability to adapt project
schedules quickly to disruptive unforeseen events is part of project manage-
ment capabilities. This has been treated in literature under resilience for project
management. Project risk management and dealing with uncertainties in project
schedules has represented an important field in engineering oriented project man-
agement literature. Recent trends in literature defend the fact that facilitating
change is more effective than attempting to prevent it [2]. For a project organi-
zation, building the ability to respond to unpredictable events is more important
than trusting the ability to plan for disaster. In the same time, we witness the
relevant diffusion of industry 4.0 driven technologies in organizations, through
integrating information and communication technologies within organizations
[3]. These technologies enable autonomous and dynamic processes through the
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joint deployment of big data and Artificial Intelligence (AI). Similarly, historical
data stemming from past projects and real-time data on current projects can be
extracted to fuel AI models and timely derive scheduling decisions. In particu-
lar, such models will be used to intelligently anticipate and quickly respond to
different disruptions.

Existing research has tended to focus on optimizing project scheduling prob-
lems for a proactive strategy. This raises many questions about whether AI
and available data should be used to build resilient project schedules through
both proactive and reactive strategies. In this preliminary work, we follow an
exploratory approach to understand how AI techniques can be leveraged to bring
resilience to project schedules. First, we conducted a literature review in order
to identify the existent knowledge related to our research question. Based on a
critical analysis of the literature, we conducted three brainstorming sessions over
which we develop a conceptual framework that indicates how AI can be used in
this field.

The paper is decomposed into seven sections. Sections 2 and 3 give a brief
overview of existing literature on uncertainty and resilience in project manage-
ment, and especially project scheduling. Section 4 investigates the existing AI
techniques and analytics. Section 5 presents the notable works on AI in project
scheduling. In Sect. 6, we expose the proposed conceptual framework for resilient
project scheduling. Finally, Sect. 7 provides directions for future research at the
confluence of resilience, project scheduling and AI.

2 Project Scheduling Under Uncertainty

Uncertainties in projects can be triggered by internal or external factors. The
internal factors are those directly related to the project and can be organiza-
tional, related to the project’s scope, or available resources. External factors
are rather related to the market, technology, sociopolitical, environmental, and
logistics [4].

A growing body of literature has investigated project scheduling problem
under uncertainty of activity duration, resource usage and availability [4].
In the recent literature reviews presented in [4,5], one can see that project
scheduling problems are classified into the following main categories: “Basic
Project Scheduling Problem (PSP), Resource-Constrained Project Scheduling
Problem (RCPSP), Resource-Constrained Project Scheduling Problem with mul-
tiple objectives (Multi-Objective RCPSP), Multi-Mode Resource-Constrained
Project Scheduling Problem (MRCPSP), Time/Cost Trade-off Problem (TCTP)
and Resource - Constrained Multiple Project Scheduling Problem (RCMPSP)”.
To overcome uncertainty, proactive and reactive strategies are widely adopted.
For more details on the specific features of these problem categories, the related
modeling approaches and solution procedures, readers can refer to [4,5].
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3 Resilience

To understand resilience, it’s important to differentiate it from other notions
and concepts that are closely related to it as reliability, robustness and agility.
For this purpose, some of the notable definitions of these concepts are presented
in Table 1. For more definitions, the interested readers can refer to [6–9]. In this
research, we consider that resilience brings the broadest sens of dealing with
disruptions whether they are internal or external to the system. As such, its
attainment relies on flexibility, robustness, reliability and agility. An in-depth
analysis of the literature in order to identify a common definition of resilience
allows us to identify three interrelated notions: system, disturbance and equilib-
rium [10–13].

Table 1. Definition of some resilience related notions

Notion Definition

Agility “an iterative approach to delivering a project throughout its life
cycle, based on the maximization of simplicity and quality and with
flexibility focusing on the continual readiness to embrace change.”
[2]

Robustness “the ability of a system or product to perform its intended function,
with the presence of noise factors, in a consistent manner.” [14]

Reliability “a key performance indicator of any industrial production system, is
the probability that a system will be able to perform its function
without failing for a specific time period under certain operating
conditions.” [15]

Resilience “the capacity of social, economic and environmental systems to cope
with a hazardous event or trend or disturbance, responding or
reorganizing in ways that maintain their essential function, identity
and structure while also maintaining the capacity for adaptation,
learning and transformation.” [16]

Resilience represents the capacity of the system to find an equilibrium after
undergoing a disruption. The resilience can be measured through specific indi-
cators in terms of: time needed to regain the equilibrium for the system, amount
or cost of damages caused by the disturbances, and it could be the magnitude
of disturbance that can be absorbed before the system changes its structure by
changing the variables and processes that control behavior [10].

Despite the progress of literature, project resilience in particular remains a
concept for which in-depth bibliographical references remain limited [11]. Based
on an empirical study on major infrastructure projects, this concept was first
introduced in [12] and defined as: “(i) the project system’s ability to restore
capacity and continuously adapt to changes and (ii) to fulfill its objectives in
order to continue to function at its fullest possible extent, in spite of threatening
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critical events.” In [13], project resilience is defined as the capacity of the project
system to be aware of its surroundings and vulnerabilities, and to adapt in order
to recover from disruptive events and achieve its objectives. According to [17],
resilience in project can be defined through four criteria: (i) have enough free
slacks, (ii) free slacks are distributed evenly in the schedule, (iii) have enough
interval between the finish time of an activity and the start time(s) of its suc-
cessor(s); and (iv) intervals are distributed evenly in the schedule. In this vein,
Yeganeh and Zegordi [14] incorporate resiliency criteria based on activity float
in building project schedule under uncertainty.

4 AI Techniques and Analytics

Different definitions of AI can be found in the literature. In [18], the authors
define AI as a system’s ability to accurately interpret external data, learn from
the data, and use what it learns to complete specific goals and tasks.

Table 2. Summary of papers using AI in project scheduling.

Ref. PM proc.
group

Uncertain parameter(s) Type of
analytics

AI techniques

[19] P Duration Prescriptive RL

[20] P/E/M&C Effort Prescriptive QL

Arrival of tasks

Employee availability

[21] P Tasks’ dates Prescriptive GA, Parallel Schedule

Duration Generation Schemes

[22] P/E Uncertainty at early Prescriptive Mining approach

planning stages Case-based reasoning

[23] P Duration Predictive ANN

[24] P Duration Predictive Nearest Neighbour

[25] M&C Duration Predictive SVM

[26] P Effort and duration Predictive ML

[27] P/M&C Duration Predictive ANN

[28] P Product development projects Predictive ANN, Fuzzy neural system

[29] E/C Projects delay risk Predictive ML

In the sequel of the availability of massive amounts of data generated by the
Internet and the breakthrough advancement in computing over the last years, the
popularity of AI has soared. The main techniques of AI are pattern recognition
(PR), machine learning (ML), deep learning (DL), and reinforcement learning
(RL), where many of them are related. Among the methods and algorithms
that are used in these techniques, one can list artificial neural networks (ANN),
support vector machines (SVM), Q-learning (QL), decision trees, fuzzy logic,
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evolutionary algorithms such as Genetic Algorithm (GA) and so on. Let us
briefly introduce the above-mentioned AI techniques. For more details about
these AI techniques, we refer the readers to [30–32] and related works.

Analytics can be defined as the use of data stemming from different sources
and quantitative analysis to gain insights and drive informed decisions. As such,
it is clear that advances in AI techniques will take analytics one step forward by
improving its capabilities. Analytics includes three main stages characterized by
different levels of difficulty, value, and intelligence [33]: (i) descriptive analytics,
answering the questions “What has happened?”, “Why did it happen?”, but also
“What is happening now?” (mainly in a streaming context); (ii) predictive ana-
lytics, answering the questions “What will happen?” and “Why will it happen?”
in the future, and (ii) prescriptive analytics, answering the questions “What
should I do?” and “Why should I do it?”. However, as noted in [34], prescriptive
analytics, which is aimed at making quicker, better, and optimized data-driven
decisions, is still less mature than descriptive and predictive analytics, and as
such, it is increasingly attracting the attention of researchers. AI techniques are
particularly prominent in advancing predictive and prescriptive analytics.

5 AI in Project Management and Scheduling

Very recently, some surveys have been conducted in order to investigate the
use of AI in project management [35–38]. The initial applications were mainly
concerned with project information, project tasks, critical path method, and
program evaluation and review technique where noticeably most of them are
related to project scheduling [39]. For instance, in [39] the authors stated that
AI could be used to analyze large datasets to find patterns, trends, and problems
that need attention, based on knowledge from previous projects. AI techniques
could also be leveraged to monitor how the project is going and make changes
to future activities if needed. As such, AI can be particularly useful in project
scheduling, costing and risk management and can be deployed in both project
planning and control, which is in harmony with the findings of the recent surveys
presented in [37,38]. Furthermore, AI can be used to assess the strengths of
employees and leverage that to improve projects and support management and
also to assist in the day-to-day tracking of projects to identify anomalies and
outliers. Robotic Process Automation (RPA) is another prevalent application of
AI in projects [40]. RPA can indeed be deployed to help project managers in
their day-to-day work by freeing them from repetitive, high-volume tasks, like
merging data from different systems to generate reports and project documents.

Table 2 reports some of the most relevant papers that use AI techniques and
methods in project scheduling under uncertainty. Following the PMBoK, the sec-
ond column of the table (PM proc. group) indicates for each paper the involved
project management process group, namely planning (P), Executing (E), Mon-
itoring and Controlling (M&C). The third, fourth and fifth columns provide for
each paper (Ref.) the considered type of uncertainty, analytics and AI tech-
niques, respectively. AI techniques are used either to develop project schedules
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and hence support decision making [19–22] or to predict more accurately the
inputs of project scheduling, such as activity duration [23], or some project per-
formances such as the project duration and cost [24–28] or delay risks [29]. Most
of the works that include AI-enabled prescriptive analytics are using AI tech-
niques along with optimization techniques to develop “better” project schedules.
It is worth noting here that some meta-heuristics such as GA and modeling tech-
niques such fuzzy logic, are often considered as AI techniques. For purpose of
illustration, only [21] has been cited here. Markedly, the works devoted to the
construction of project scheduling under uncertainty combining ML, DL and
RL with optimization techniques are rather scant, even though the latter are
often aimed at incorporating uncertainty. Only a few papers try to develop a
resilient project schedule [14,17] but they do not use AI techniques. Using these
techniques to build a resilient project schedule is hence very promising.

6 Conceptual Framework

Given the importance of adopting systemic approach in building resilient project
schedule, the proposed conceptual framework (see Fig. 1) is based on three fun-
damental process groups in project management: Planning - Executing and Mon-
itoring & Controlling. In the following, we detail the conceptual framework from
the general vision of how AI can be useful to project scheduling according to
project process groups; to the specific aspects focused on how available data can
allow this.

Fig. 1. Framework for building AI-enabled resilient project scheduling

First, in planning, we call for a proactive approach to build a resilient base-
line schedule. During execution, the project schedule will be updated following
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a reactive scheduling approach whenever recommended by available data and
predictions. Monitoring and controlling will ensure the continual transmission
of available data related to the project progress. Relying on academic and pro-
fessional referential literature, we select five fundamental elements of project
scheduling: (1) activities, (2) precedence relationships, (3) resources, (4) activity
durations, and (5) project performances (see Fig. 1). AI-enabled analytics can
play an important role in predicting these elements at the planning and then
during project execution. For example, artificial neural network, fuzzy neural
system, support vector machine or genetic algorithm combined with K-nearest
neighbor can be used to predict the real duration of a project or to tackle the
uncertainties at different levels of planning [37].

Concerning data, we distinguish three main categories: (i) Historical data
from past similar projects, this represents what comes from the knowledge sys-
tem existing in the company allowing gathering data from all previous project
experiences; (ii) external real time events allowing to consider in real time the
events that may impact significantly the project schedule, this can be also under-
stood as disruptions; (iii) and the project related real time data that includes all
data coming from monitoring and controlling and from other sources that would
impact the project schedule system.

We consider the importance of including resilience criteria since the devel-
opment of the baseline project schedule. This resilience is based on historical
data and emphasizes the learning from previous projects using AI techniques.
During execution, resilience pertains to the ability of the scheduling system to
react and adapt quickly to disruptions. From this perspective, the prediction
of project schedule resilience will indicate in a timely manner if rescheduling is
needed. Obviously, this depends on the ability of the current schedule to absorb
disruptions, i.e. its robustness. The involved decisions in proactive and reactive
scheduling will be facilitated by AI-enabled prescriptive analytics.

7 Discussion and Conclusions

Markedly, the application of AI to project scheduling relies on the availability
of large historical datasets and project information. AI-enabled predictive and
prescriptive analytics can be jointly used in this case to generate more accurate
predictions and support decisions related to scheduling.

We built upon the gap identified in literature related to the scarcity of works
studying resilience in project schedules. We define a conceptual framework to
emphasize the value AI techniques can contribute to build better resilient project
schedules. This represents a first step in a large exploratory approach we aim to
create in the field.

This preliminary work will lay the ground for a more ambitious research that
aims at the development and the adoption of intelligent project scheduling tools
combining AI and optimization techniques. These tools should help project man-
agers in building resilient schedules through better anticipation of disruptions
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and rapid adaptation. Our methodology will consider the importance of bridg-
ing the gap between project management community and AI and Operations
Research specialists.

References
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Fédérale de Lausanne, Switzerland, Lausanne (2011)

13. Rahi, K.: Project resilience: a conceptual framework. Int. J. Inf. Syst. Project
Manage. 7(1), 69–83 (2019)

14. Yeganeh, F.T., Zegordi, S.H.: A multi-objective optimization approach to project
scheduling with resiliency criteria under uncertain activity duration. Ann. Oper.
Res. 285(1), 161–196 (2020)

15. Lee, S.H.: Reliability evaluation of a flow network. IEEE Trans. Reliab. R–29(1),
24–26 (1980)



Role of Artificial Intelligence in Resilient Project Scheduling 319

16. Goubran, S., Masson, T., Caycedo, M.: Evolutions in sustainability and sustain-
able real estate. In: Walker, T., Krosinsky, C., Hasan, L.N., Kibsey, S.D. (eds.)
Sustainable Real Estate. PSSBIAFE, pp. 11–31. Springer, Cham (2019). https://
doi.org/10.1007/978-3-319-94565-1 3

17. Xiong, J., Chen, Y., Zhou, Z.: Resilience analysis for project scheduling with renew-
able resource constraint and uncertain activity durations. J. Ind. Manage. Optim.
12(2), 719 (2016)

18. Kaplan, A., Haenlein, M.: Siri, Siri, in my hand: who’s the fairest in the land?
on the interpretations, illustrations, and implications of artificial intelligence. Bus.
Horiz. 62(1), 15–25 (2019)

19. Sallam, K.M., Chakrabortty, R.K., Ryan, M.J.: A reinforcement learning based
multi-method approach for stochastic resource constrained project scheduling
problems. Expert Systems with Applications 169, 114479 (2021)

20. Shen, X.N., Minku, L.L., Marturi, N., Guo, Y.N., Han, Y.: A Q-learning-based
memetic algorithm for multi-objective dynamic software project scheduling. Inf.
Sci. 428, 1–29 (2018)
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Abstract. With the Industry 4.0 revolution currently underway, manufacturing
companies are massively adopting new technologies to achieve the virtualization
of their shop floor and the collaboration of their information systems. This pro-
cess often leads to the construction of a real-time, collaborative, and intelligent
virtual factory of their physical factory (so-called digital twin). The application of
digital twins and frontier technologies in production planning still facesmany chal-
lenges. But the research is still limited about how these frontier technologies can
be applied to enhance production planning. This paper introduces how to enhance
material resource planning (MRP) with digital twins and other frontier technolo-
gies, and presents a framework for the integration of MRP software with digital
twin technologies. Indeed, the data collected from the shop floor can improve
the accuracy of the optimization models used in the MRP software. First, several
MRP parameters are unknown when planning, and some of these parameters may
be accurately forecasted from the data with machine learning. Nevertheless, the
forecast will never be perfect, and the variability of some parameters may have a
critical impact on the resulting plan. Therefore, the optimization approach must
properly account for these uncertainties, and some methods must allow building
probability distribution from the data. Second, as the optimization models inMRP
are based on aggregated data, the resulting plans are usually not implementable
in practice. The capacity constraints may be acquired by communication with an
accurate simulation of the execution of the plan on the shop floor.

Keywords: Digital twin · Industry 4.0 · Material resource planning ·
Metaheuristics · Machining learning · Uncertainty

1 Introduction

The current supply chain is characterized by high complexity, high flexibility, mass
customization, dynamic conditions, and volatile markets [1]. The rapid industrial envi-
ronmental changes motivate an evolutionary and integrative perspective for supply chain
management in Industry 4.0 [2]. In recent years, due to the rapid development of net-
work technology, the technologies in the era of Industry 4.0 have developed rapidly,
including the digital twin (DT), internet of things (IoT), cyber-physical systems (CPS),
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big data (BDA) and analytics, artificial intelligence (AI), cloud manufacturing (CMg)
[3, 4]. Because smart manufacturing is the core of the Industry 4.0 concept, production
planning would be crucial for the supply chain management of Industry 4.0 activities
[5]. In production planning, the goal of material requirement planning (MRP) software
is to decide the quantities to produce and purchase over a given planning horizon. In this
context, companies must enhance MRP software to respond to dynamic and diversified
market changes. Existing research mainly focuses on the technological framework and
how to achieve the technology of Industry 4.0. However, the research is still limited about
how these frontier technologies can be applied to enhance MRP software. Therefore, in
this work, we present a methodology for the integration of MRP software with digital
twin technologies. The resulting tools enhance MRP software with machine learning
to forecast MRP parameters, stochastic optimization to properly account for parame-
ter uncertainty, and automatic constraints learning by communication with a detailed
simulation.

The remainder of the paper is organized as follows. Section 2 provides a brief litera-
ture review for the production planning in the Industry 4.0 era. Section 3 introduces the
optimization models used in MRP, and Sect. 4 presents the digital twin-driven method-
ology for MRP. Finally, the paper ends with the conclusion and some future research
directions in Sect. 5.

2 A State of the Art

In this section, we discuss the application and research status of the main technolo-
gies of Industry 4.0 used in MRP software, including the internet of things, big
data and analytics/artificial intelligence, digital twin/cyber-physical systems, and cloud
manufacturing.

The internet of things is the crucial basis for realizing cloud manufacturing, digital
twin, and big data analysis [9]. The core functions of IoT for MRP include the digital-
ization of resources and information sharing from different software. Indeed, intelligent
devices, such as sensors and radio frequency identification (RFID), embedded in prod-
ucts and resources allow real-time data collection and monitoring. With these intelligent
devices, the MRP software can know the status of each resource (e.g., machine status,
inventory levels, etc.) in real-time [2, 10]. Besides, IoT facilitates the integration of
information systems, such as enterprise resource planning (ERP) systems and manu-
facturing execution system (MES), to realize information sharing and collaboration [7].
Most of the research on IoT focuses on real-time collection, and application in schedul-
ing [8]. Besides, most researchers consider a macroscopic view on IoT (e.g., the whole
supply chain), and little work focuses on the application of IoT for the MRP in detail
[11]. Therefore, there are still various problems that need to be studied and solved. For
example, how to integrate information systems to achieve data-driven and dynamic plan-
ning, achieve distributed and collaborative planning for different workshops to support
decision-making, and minimize the complexity of MRP systems.

MRP software is often used in an uncertain environment. That is, many parameters
are not knownwhen planning [6]. Therefore, big data and analytics/artificial intelligence
are often used to forecast the parameters required for production planning [1]. Based
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on the massive data collected by IoT, BDA/AI tools can help MRP systems to predict
the uncertain input parameters, such as the demand and capacity [12, 13]. In this way,
we can improve the accuracy and performance of forecasting. Furthermore, we can
realize precise representation for the workshop and get more practicable and adaptable
planning [14, 15]. Existing research mainly focuses on demand forecasting, and only
considers single uncertainty. The use of machine learning to predict the values of the
parameters is not straightforward, since there exists a wide variety of predictive analytic
approaches. The selection of the most appropriate approach depends on the context,
usage, and volume of data [16, 17]. Therefore, one research trend is to propose a general
big data prediction method for MRP software.

The digital twin/cyber-physical systems can provide decision-making support,
dynamic production planning, and real-time visualization by building the virtual dupli-
cate for the physical system [18, 19]. Based on the digital twin model, we can achieve
automatic optimization, prediction, and re-planning for MRP [21], and extending MRP
with real-time calculations, early reports, traceability, and visibility [20]. In this con-
text, one challenge forMRP under the CPS environment is that enterprises must improve
their adaptability, automation, and efficiency to deal with large-scale problems and more
complex systems. Besides, because digital twins emphasize the integration and collab-
oration between systems, the implementation of cloud manufacturing (CMg) in MRP is
also a critical process for constructing cyber-physical systems.

In summary, existing research mainly focuses on the technological framework and
how to achieve the technology of Industry 4.0. However, the research is still limited about
how these frontier technologies can be applied to upgrade the systems for production
planning in detail. We summarize main challenges of frontier technologies in production
planning as follows.

1) The relationships inside physical systems, the relationships inside virtual systems,
and the relationships between physical systems and virtual systems, are complex to
integrate.

2) The massive data creates new opportunities and challenges to make an effective
production plan with frontier technologies.

3) How to use frontier technologies to provide the dynamic and automatic support of
production planning for the managers is also an important challenge.

4) To address these challenges, we propose a vision and a methodology to enhance
material resource planning with digital twins and other frontier technologies,

3 Optimization Model for MRP

The problem solved by MRP software is a multi-echelon multi-item capacitated lot-
sizing problem (MMCLP). TheMMCLP is to decidewhen to produce aswell as the sizes
of the production lots to minimize the expected total cost (including inventory holding
costs, fixed setup costs, unit production costs, extra capacity cost). These decisions
are made based on the demand, the bill of material, the production capacity, and the
lead time. We introduce below the optimization model used in current MRP software.
Several models exist in the literature, and we provide a generic enough model that would
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fit in most of the manufacturing industries. In particular, we consider the flexible bill of
material (BOM), which leads to the flexibility and reactivity required in the Industry 4.0
era.

The demand Dit for item i can be represented with a parameter or a probability
distribution. We assume that all customer demand is for end items only. If there exists a
demand for components, we can create a dummy end-item corresponding to components
reserved for shipping.

The multi-echelon flexible bill of materials gives the production structure of each
item in the set I of items. We denote I the set of all items, Ie the set of end items, and
Ic the set of components, where I = Ie ∪ Ic. Each item i can be acquired by alternative
operations, and each operation o produces aoi units of item i, it consumes boi units of
component i, and consumes kor units of resource r. Modelling operations leads to a very
generic lot-sizing model that can include alternative production routing and make or
purchase decisions (Begnaud et al. 2009).

The requirement plan must account for the production capacity. Each resource r in
the set of resources R has a given capacityCr . In each period t, the capacity of resource r
can be expended, and each unit of extra capacity costs or . The component i produced in
period t is available in period t + Li, where Li denotes the lead time of item i. This lead
time may correspond to the time between the placement of an order to a supplier and
its delivery, or to the number of periods between an order is released to the scheduler,
and the period where the item is produced. The inventory Iit will generate costs, and the
backlog level Bit in period T corresponds to a lost sale. Besides, we defineM as the big
number.

The objective of the MMCLP is to determine the suggested production plan, includ-
ing when to produce, howmany items to produce, when to buy materials, and howmany
items to buy, and the amount of extra capacity required.We define the following decision
variables:

Yot If a batch of operation o is performed in period t, and this is represented by a
binary decision variable.

Qot The quantity of operation o to perform in period t.
wrt The amount wrt of extra capacity required for resource r in period t.
The objective function is the expected total cost, and it includes inventory holding

costs hi, setup costs so, production costs vo, backlog costs bi, and the extra capacity
cost or . The MMCLP can be formulated as the following mixed-integer linear program
(MILP).

min
∑

t∈T

∑

i∈Ie
(hiIit + biBit) +

∑

t∈T

∑

o∈Ic
(soYot + voQot) +

∑

t∈T

∑

r∈R
orwrt (1)

Subject to:

Iit−1 − Bit−1 + aoiQot−Li − Iit + Bit = Dit i ∈ Ie, o ∈ Ic, t ∈ T (2)

Iit−1 + aoiQot−Li −
∑

o∈Ic
boiQot − Iit = 0 i, o ∈ Ic, t ∈ T (3)

Qot − MYot ≤ 0 o ∈ Ic, t ∈ T (4)
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∑

o∈Ic
kor • Qot ≤ Cr + wrt o ∈ Ic, t ∈ T (5)

Yot = {0, 1} (6)

Iit ≥ 0 (7)

Bit ≥ 0 (8)

Qot ≥ 0 (9)

The objective function (1) is the expected total cost. Constraints (2) and (3) ensure the
balance of flow for all items in each period.Constraints (4) set the production quantities to
zero in periods without operations. Constraints (5) enforce limits on production capacity.

Based on this distribution, the tool will generate a set of scenarios with Monte Carlo
or Quasi Monte Carlo methods. For instance, uncertain demands can be represented
by the set � of demand scenarios, where each scenario ω ∈ � represent a possible
realization of the demands over the planning horizon, and it has a probability pω.

4 The Digital Twin-Driven Material Resource Planning

In this section, we propose a digital twin-driven MRP software, before describing its
main elements, including the machine learning based uncertainty forecasting, and the
fix-and-optimize algorithm for two-stage stochastic optimization.

4.1 The Digital Twin-Driven Integration Scheme

Figure 1 shows the digital twin-driven integration scheme for the MRP software, which
describes how the physical system communicates with the virtual systems, and how to
integrate the production planning with the simulator and the scheduler.

The domain model, one of the core components in the digital twin, is the bridge
between the physical system and the visual systems. This domain model integrates data
from heterogeneous sources (MES, ERP, IoT devices), and it provides the user with a
rich data structure to understand this data. This data is then accessible to the simulation,
the production planner, and the scheduler.

The simulationmodels help the user validate a production plan by providing a precise
execution of the plan at a detailed level (with eachmachine, employee, transport between
machines, etc.). The simulation gives a clear understanding of the performance of a
production plan, since it can compute various KPIs relevant to the user. The simulation
is also a valuable tool to enrich the optimization model. As explained in Sect. 4.3, the
simulation can learn the capacity constraint from various simulation runs.

The production planner will provide the size of the production batches to the sched-
uler as well as a targeted production period. In the scheduler, the release date corresponds
to the start of the period, and the due date corresponds to the end of the period. The due
date in the scheduler is a soft due date, to ensure adherence to the production schedule,
whereas the customer due date might be penalized strongly or even considered as hard
deadlines.
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Fig. 1. The digital twin-driven integration scheme

4.2 Machine Learning Based Uncertainty Forecasting

The machine learning based uncertainty forecasting creates a Bayesian network using
the data from the domain model or simulation model. The user will select the parameter
to learn and the possible explanatory parameter. The Bayesian network is built from the
relations in the domain model, and we learn the conditional probability with pair copula.
The major sources of uncertainties in material resource planning include the demand,
the production and delivery lead time, the process duration, and the production capacity.
For instance, the capacity uncertainty can be inferred from the machine breakdown
represented by the mean time between failures, and the mean failure duration.

To forecast the distribution of uncertain parameters, the input data for machine
learning has two sources. For uncertain demand, the input data is from historical data,
including the customer order and production plans implemented in the past. For uncertain
lead time and production capacity, the input data can be generated by the simulation
model.

4.3 Predictive Analytics of Capacity Constraints

Tactical planning tools, such as MRP and APS (advanced planning and scheduling),
decide the production amount over a long planning horizon (several months). In this
context, the planning decisions are not based on a detailed model of the shop floor.
The main reasons are that the resulting optimization problem would not be solvable,
and it would lead to nervousness that aggregated data is more reliable than detailed
one (e.g., determining the demand for the car is easier than for each specific car model).
Consequently, we aggregate items, resources, and periods. The granularity of production
planning is a day or a week. The items and resources are aggregated into families.
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Typically, a resource family is a group of resources (a work cell). This aggregation
may lead to errors [23]. For instance, the resource consumption is computed for each
resource group, but planning approaches allocate specific resources to each operation.
More precisely, the capacity constraint is a linear function described as follows:

∑
(o∈O)

Qotkor ≤ Crt + wrt (10)

where kor is an estimate of the processing time of an operation of family o on a
resource of family r. In practice, the process duration may vary depending on the precise
operation to perform, and on the specific resource that performs the operation. Besides,
the production schedule may include idle time, and not all resources in a resource family
can perform all operations.

Consequently, a production planmay not respect the production capacity once imple-
mented in practice or the simulation. Some authors propose a rich model that inte-
grates planning and scheduling [24], but the resulting model can only solve small scale
instances. We aim to learn the capacity constraints in the mathematical model through
machine learning based on the output of the simulation. The tool can run a simulation
model to get the capacity consumption associated with given production quantities.

4.4 Fix-and-Optimize Algorithm for Two-Stage Stochastic Optimization

Mathematical optimization is the most appropriate tool for planning. The lot-sizing
models have attracted a lot of work from the operation research community. Researchers
propose several reformulations, cuts, and solution algorithms such as Lagrangian Relax-
ation, cutting planes. However, solving the complex lot-sizing problemunder uncertainty
is hard, especially in the dynamic decision framework, where the production setups
are updated as the information unfolds. The existing works are limited to small-scale
instances in a simple environment [25]. To solve large instances, with multi-echelon
BOM in a long-term planning horizon, improved heuristic algorithms must be provided.
For instance, Thevenin et al. [22] showed that the two-stage approximation provides a
good heuristic to the static-dynamic decision framework when the demand is uncertain.
However, more research is needed to solve lot-sizing problems in a long-term planning
horizon, and the use of the fix-and-optimize approach may be a possible research direc-
tion. Besides, more research should focus on developing methods to handle the dynamic
decision framework. Based on the two-stage approximation proposed by Thevenin et al.
[22], more works required to do are listed as follows.

1) Evaluate the quality of this heuristic for other types of uncertainties (lead
time/capacity/process duration/demand).

2) Extend the tool to a more generic lot-sizing model (with flexible BOM/possibility
to add extra capacity).

3) Evaluate the quality of this heuristic for the dynamic type of uncertainties.
4) Improve the approach to solving large scale instances of the problem.
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5 Conclusion and Perspectives

In this paper, we propose a digital twin-driven methodology for material resource plan-
ning software. The paper focuses on how to achieve the integration between the MRP
system and other systems under the CPS environment. We also describe how to design
a digital twin-based MRP system to solve planning problems in a dynamic and uncer-
tain environment. First, the distribution of uncertainties can be predicted using machine
learning. Then, with the distribution of uncertainties and basic data as the input of pro-
duction planning, the generic mathematical model can represent the physical system
precisely. Third, the fix-and-optimize algorithm can obtain the results for the MMCLP.
Based on this, MRP systems can provide practicable and adaptable production plans and
re-plans efficiently for large-scale planning problems.

For future research perspectives, we will conduct and implement the proposed
method in a real factory. A comprehensive framework, which includes not only the
production planning for MRP, but also a detailed description of the production schedul-
ing and the connection protocols between them will be provided. Moreover, we are
looking forward to improving the heuristic algorithm and machine learning method for
the MMCLP. Finally, an interesting work direction is to study how to maximize effi-
ciency and minimize the complexity of the MRP system when we integrate it with other
systems under the CPS environment in Industry 4.0.
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Abstract. Digital Twins in smart manufacturing must be highly adapt-
able for different challenges, environments, and system states. In prac-
tice, there is a need for enabling the configuration of Digital Twins by
domain experts. Low-code approaches seem to be a meaningful solution
for configuration purposes but often lack extension options. We propose
a model-driven low-code approach for the configuration and reconfigura-
tion of Digital Twins using language plugins. This approach uses model-
driven software engineering and software language engineering methods
to derive a configurable digital twin implementation. Moreover, we dis-
cuss some remaining challenges such as interoperability, language mod-
ularity, evolution, integration of assistive services, collaborative develop-
ment, and web-based debugging.
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engineering · Software language engineering

1 Motivation

Digital Twins provide means to monitor and control Cyber-Physical Systems
(CPSs) in various domains, such as smart manufacturing [29], biology [19], or
autonomous driving [8]. They serve different purposes, such as analysis [23],
control [31], or behavior prediction [21]. They promise tremendous potential to
reduce cost and time and improve our understanding of the twinned systems.

Where human operators and their expertise are involved, such Digital Twins
must provide access to data about the CPS in human-readable form via Graph-
ical User Interfaces (GUIs), also called Digital Twin cockpits [10], allow for
interaction and provide situational support via assistive services [22,30]. Cyber-
Physical Production Systems (CPPSs) are long-living complex systems that
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operate in different environments and experience vastly different usage histo-
ries. Consequently, Digital Twins in production must be highly adaptable for
different challenges, environments, and system states. Thus, they have to allow
for configuration at the commissioning of the Digital Twin and throughout their
lifetime. This configuration needs to be carried out by domain experts, which
typically lack formal software engineering training.

Fig. 1. Digital Twin architecture model

Low-code platforms [7,27] seem to be a promising way to enable domain
experts to create, configure, and operate complex systems for a specific purpose
in a particular domain. The combination of Model-Driven Software Engineer-
ing (MDSE) and low-code approaches have a high potential to facilitate the
fast configuration, instantiation, and operation of Digital Twins. We envision a
model-driven low-code approach for configuring Digital Twins and discuss chal-
lenges for future Low-Code Development Platforms (LCDP) that is based on
our experience in MDSE for Digital Twins [3,10,20] and enterprise information
systems [1,13] as well as in Software Language Engineering (SLE) [6,17]. In the
following, we present preliminaries in Sect. 2, before we discuss our vision in
Sect. 3, and discuss further future challenges in Sect. 4.

2 Background

Our vision rests on the model-driven architecture of Digital Twins and its inte-
gration with the MontiGem generator framework for Enterprise Information Sys-
tems as a visualization interface.
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2.1 Digital Twins

Digital Twins are software systems comprising data, models, and services to inter-
act with a CPPS for a specific purpose [3,10,20]. We devised a model-driven
architecture of self-adaptive Digital Twins [4] that integrates various application-
specific models to tailor the Digital Twin to specific challenges leveraging the Mon-
tiArc [5] architecture description language. The architecture (Fig. 1) realizes the
MAPE-K loop [2] of self-adaptive systems through components that query a data
lake (component DataProcessor), analyze resulting data (Evaluator), plan next
actions (Reasoner), and execute these (Executor). To this end, it operates in
the context of (1) a class diagram domain model and digital shadow [28] models,
(2) leverages application-specific event models to trigger (re)actions of the Digi-
tal Twin, (3) uses various models (e.g., Statecharts, case-based reasoning models,
design of experiment models) to prescribe the behavior of CPPS and Digital Twin,
and (4) connection models to communicate commands to the CPPS. In the fol-
lowing, we will leverage this architecture to integrate further (low-code) modeling
languages towards truly domain-specific modeling of Digital Twins.

Fig. 2. Generating Digital Twin cockpits with MontiGem

2.2 MontiGem

Within [10], we have shown how to use the generator framework MontiGem [1] to
create interactive Digital Twin cockpits. Figure 2 presents the main generation
process. MontiGem can handle models in different Domain-Specific Languages
(DSLs) as input. Required is only the domain model represented using Class
Diagrams (CDs) [13]. Optional models include data models (views on the data
structure), GUI models representing the graphical interfaces, tagging models
for the addition of rights and roles, and Object Constraint Language (OCL) to
define restrictions on the data model and data input validation in the GUI.
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Fig. 3. A model-driven toolchain for the creation of LCDPs and Digital Twins

The generation result is an interactive Digital Twin cockpit, which can be
integrated into a Digital Twin architecture, as shown in [10]. The Digital Twin
cockpit and further components of the Digital Twin, such as reasoning or exe-
cution services, could be connected directly via the backend or by sharing data
in a shared data storage. The proposed generation process allows for extensions
and continuous re-generation in agile engineering processes. The generated code
can be extended by hand-written classes, which use the extension functionality
of object-oriented programming languages [16]. This method ensures that the
additions remain during re-generation.

3 Model-Driven Synthesis of Digital Twin LCDPs

We envision combining our model-driven Digital Twin architecture with the
MontiGem code generation framework to enable the pervasive model-driven
development of low-code platforms for the creation, configuration, and opera-
tion of Digital Twins in production, as illustrated in Fig. 3.
MDSE of a LCDP for Digital Twins

Development of a LCDP for Digital Twins begins with selecting supported mod-
eling languages through reasoning language plugins and communication language
plugins. Each plugin comprises:

– A 4D DSL component [6] that encapsulates realizations of abstract and con-
crete syntax, well-formedness rules, and semantics in form of MontiCore [16]
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grammars, Java context conditions, and FreeMarker-based code generators
behind explicit interfaces of provided and required extensions.

– An interpreter for models of the component’s DSL (reasoning language plug-
ins) or a communicator translating reasoner input to communication objects
for, e.g., MQTT, OPC UA, or ROS (communication language plugins) as a
(possibly hierarchically composed) MontiArc component model.

– An event producer creating Digital Twin event models from models of selected
DSLs to invoke the interpreter of the Digital Twins to be created.

– A web-based editor and a web-based viewer for models of these DSLs that is
compatible with the (graphical) language server protocol [26].

Given the models required for generating a MontiGem application and the
language plugins and a model-to-model (M2M) transformation, the data model
used as input for the MontiGem generator is extended with classes to capture the
Abstract Syntax Tree (AST) of the available language plugins’ DSLs. Afterward,
the MontiGem generators process the MontiGem input models, the extended
data model and the language plugins, generates a MontiGem application, inte-
grates the editors into its user interface, creates databases for operation data
and for models, and persists metadata about the available DSLs.

Model-Driven Creation of Digital Twins
With the low-code development platform in place, users can create Digital Twins
conforming to our reference architecture using the available DSLs through a
configuration assistant that employs information about these DSLs and their
available models, e.g., initially devised for other Digital Twins. To this end,
they select (1) evaluation DSLs, e.g., goal languages or BPMN for assistive
services, (2) reasoning DSLs, e.g., case-based reasoning [25] or PDDL [32], and
(3) communication DSLs, e.g., for connection to CPPS via OPC UA [24] and
(4) assign an ID and further configuration information, e.g., additional event
models.

Based on the selection of DSLs, another M2M transformation integrates
the interpreter components and communicator components of the correspond-
ing language plugins into the reasoner and the executor of the Digital Twin’s
MontiArc architecture, respectively. Another M2M transformation produces new
event models for the Digital Twins to react on model updates invoked by the
connected MontiGem LCDP. The Digital Twin generator then takes the result-
ing extended Digital Twin architecture model, the handcrafted and generated
event models, and its data models as input to produce executable Digital Twin
instances. To this effect, it leverages the event producer components provided
by the language plugins to derive events from the reasoning models that invoke
their corresponding reasoner accordingly.

As the MontiGem LCDP and the Digital Twins operate on the same
databases, the Digital Twin writes operation data, and the LCDP writes model
changes, additional communication infrastructure is not necessary. In contrast,
the CPPS is connected using a model of a communication language plugin.
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4 Outlook

Our vision of a model-driven low-code approach for configuring Digital Twins
facilitates researchers and practitioners in manufacturing in creating LCDPs
integrated with Digital Twins and domain-specific modeling languages for the
particular production challenges at hand. Extending, evolving, maintaining, and
using the envisioned method in practices is subject to further challenges out of
which selected are outlined below.

LCDP and Digital Twin Interoperability. Research and industry have produced
various platforms (e.g., Microsoft Azure, Amazon Greengrass, or Siemens Mind-
Sphere) and modeling techniques (e.g., Eclipse Ditto, Hono, and Vorto, Microsoft
Digital Twin Description Language) to model Digital Twins. These platforms
are walled gardens that lock the users to a specific vendor without systematic
means for interoperability. As production needs to integrate systems and solu-
tions from various OEMs and suppliers, interoperability of Digital Twins and
their platforms is essential. The LCDP in Fig. 3 allows to specify communication
DSLs for different communication standards and generates needed application
interfaces. Approaches such as [20] already showed how to generate such inter-
faces from models.

Modeling Language Modularity and Evolution. To support addressing evolving
challenges with a LCDP for Digital Twins, the employed modeling languages
and language infrastructure must allow for modularity within the language. This
includes the combination of building blocks and the establishment of language
hierarchies [18], which, for instance, is important if Digital Twins for different
application areas in smart manufacturing request different depths of, e.g., event
or reasoning models.

Integration of Assistive Services. Where production is not fully automated,
including human operators in the loop is crucial. To mitigate the increasing
amount and detail of production information, Digital Twins should assist oper-
ators in making the best possible decisions [22]. Consequently, functionalities
such as analyzing a current action, identifying next actions and suggesting their
execution [15] should be integrated into the toolchain. By now, there is still
research missing, e.g., on which modeling languages could be incorporated into
these processes, what aspects have to be modeled to provide meaningful, auto-
mated support, or to provide variety in supporting devices.

Collaborative Development. Digital Twins of production systems will address
multiple concerns of the twinned system and its, e.g., strategic, context. Conse-
quently, multiple stakeholders, such as shop-floor experts and managers, might
interact with the Digital Twin collaboratively. Textual modeling techniques gen-
erally support this. Within the last years, a variety of collaborative modeling
tools evolved as browser- or cloud-based solutions [11,12,14]. However, within
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the application domains of Digital Twins, areas such as support for graphi-
cal modeling, identifying and resolving modeling conflicts, as well as consider-
ing roles, rights, and corresponding views for successful collaborative intra- and
inter-organizational modeling remain to be investigated.

Web-Based Debugging. For experimentation, configuration, and (virtual) com-
missioning, it is crucial to predict the Digital Twin’s behavior on the twinned
system. To this end, being able to debug, trace, and replay the Digital Twin’s
behavior is necessary. While there are various means to provide debugging, etc..,
for modeling languages (e.g., GEMOC Studio [9]), none of these provide generic
or generative web-based interfaces.

5 Conclusion

The model-driven software engineering of low-code development platforms for
Digital Twins in production promises powerful means to create and operate
highly-specific platforms together with integrated Digital Twins for a more effi-
cient configuration and operation of production systems. Our approach to com-
bining MDSE and SLE to engineering such platforms signposts a possible real-
ization of this vision.
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Abstract. The current digital transformation in production systems
has positioned model-driven engineering (MDE) as a promising devel-
opment solution to leverage models as first-class entities and support
complex systems’ development through dedicated abstractions. Models
are specified through domain-specific languages and consumed by ded-
icated model management services, which implement automation and
analysis services. Achieving complex model-driven tasks that involve sev-
eral model management services and multiple model repositories can be
a difficult and error-prone task. For instance, modelers have to iden-
tify the proper atomic operations among available services, connect to
remote model repositories, and figure out their composition to satisfy
the final goal. Different composition proposals have been introduced in
MDE even though a satisfactory solution is still missing. In this paper, we
propose a low-code development environment to support citizen develop-
ers to plan, organize, specify and execute model-management workflows
underpinning the development of complex systems. Thus, developers are
relieved from managing low-level details, e.g., related to the discovery,
orchestration, and integration of the needed model management services.

Keywords: Production system development · Low-code development
platform · Domain specific language · Cloud-based model repository ·
Workflow engine

1 Introduction

Production systems are highly interwoven systems that span through different
engineering fields such as mechanical, electrical, network, software engineering,
and control systems [21]. Such a synergistic integration introduce additional
complexities due to the management of cross-disciplinary methods and the inte-
gration of heterogeneous artifacts together with their supporting tools. Model-
Driven Engineering (MDE) is a software discipline that leverages the adoption
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of models to support the understanding and the engineering of large, complex,
and interdisciplinary systems, such as production systems while minimizing their
complexity through the systematic adoption of abstractions [3]. Models are speci-
fied through graphical or textual domain-specific languages, and dedicated model
management services consume them, e.g., to perform early analysis or automat-
ically generate target software artifacts [2].

To foster reusability of modeling artifacts, and to support collaboration
among modelers and developers [8], over the last decade, several model repos-
itories have been proposed by the MDE community [2]. Thus, specific system
models, and developed model management tools are made available in some
of the existing repositories to promote their reuse during the development of
new systems. However, in such contexts, model-based development of complex
software systems requires the definition of different processes, consisting of the
coordinated composition of different tools and the usage of various languages.
Thus, developers must discover from available repositories the needed modeling
tools and related model management services and work on their composition to
develop the wanted system. The current main challenges that make the compo-
sition of model management operations a strenuous activity are the following:

– Current composition tools mainly deal with locally available resources;
– Composition mechanisms like ANT tasks are specific for the particular ecosys-

tem at hand (e.g., Epsilon1);
– The development of complex engineering processes require technical expertise

that citizen developers (i.e., domain experts with limited programming skills)
might not necessarily have, though deemed to be aware of involved services.

In this paper, we propose the adoption of a low-code development platform
(LCDP) to develop complex model management processes. LCDPs provide intu-
itive visual environments to citizen developers to build fully operational applica-
tions, which do not require a strong programming background [14]. The consid-
ered context is characterized by atomic model management operations provided
as services by (potentially) different providers. The envisioned LCDP supports
the discovery and the orchestration of the services needed to develop the wanted
composed process. The objective is to develop an event-driven approach based
on trigger-action programming as done by LCDPs like IFTTT and Zapier among
popular services [20]. In such platforms, users can connect various independent
services, organize and customize them in a specific flow to achieve their goal
[13]. Similarly to such services, the proposed platform will support high-level
abstraction and automation to compose model management services provided
by different repositories. The current work is under development, and its code
repository is publicly available online.2

The paper is organized as follows: Sect. 2 presents the background and moti-
vation of this work. Section 3 presents the proposed approach. The related work

1 https://www.eclipse.org/epsilon/doc/workflow/.
2 https://github.com/Indamutsa/model-management-services.git.

https://www.eclipse.org/epsilon/doc/workflow/
https://github.com/Indamutsa/model-management-services.git
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is discussed in Sect. 4, whereas Sect. 5 concludes the paper and describe prospec-
tive work.

2 Background and Motivation

The digital transformation undergoing traditional production systems heavily
impacts product types’ variability, and customization possibilities during their
life cycles [19,22]. Significant efforts and investments are required to imple-
ment and maintain complex production systems, limiting their acquisition by
small and medium-sized enterprises (SMEs) [21]. Such systems’ complexity is
amplified when relying on the use of code-centric approaches that have proven
daunting due to the arduous effort involved in programming, customization, and
integration of complex heterogeneous systems coming from different engineering
domains and processes [5].

This complexity sparked the need for flexible approaches that adapt to sys-
tems behaviour regarding the ever-changing requirements, structural transfor-
mations, and unexpected conditions [19]. To develop production systems and
cyber-physical systems in general, MDE promotes the adoption of models as
machine-readable and processable abstractions specified employing dedicated
languages such as System Modeling Language (SysML).3 Dedicated tools are
employed to support development and analysis tasks, to integrate engineer-
ing processes and stakeholders’ perspectives, and they also foster information
exchange during different engineering process [3].

To simplify the development of complex systems, trigger-action program-
ming paradigms can be employed to facilitate automation and abstraction. Such
a paradigm is employed, for instance, in the Internet of Things (IoT) domain to
develop applications in smart home management, agriculture, e-health, indus-
trial automation, and robotics [15]. Systems like IFTTT, and Zapier are exam-
ples of LCDPs that facilitate business automation processes by giving users the
means to specify processes [13]. In particular, they permit the creation of new
services known as recipes out of custom chaining of services based on conditional
statements [20]. For instance, a user can like a particular post on Facebook and
automatically archive it on a corresponding storage in the cloud [11].

In [4] authors propose the Modeling as a Service (MaaS) initiative as an app-
roach to deploy and execute model-driven services over the Internet. In such a
direction, over the last years, several model repositories have been proposed to
promote the reuse of modeling artifacts and to enable their remote execution on
demand as services. For instance, in [2] authors propose MDEForge as a plat-
form to enable the remote application of different services like model validation,
transformation, and analytics. The composition of model management services
is under the complete responsibility of developers that, e.g., have to define the
programmatic orchestration of the services of interest and the ways data have
to be produced and consumed.

3 https://sysml.org/.

https://sysml.org/
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By relying on the concepts and tools previously mentioned in a model-driven
engineering setting, we aim at developing complex model management composed
operations by specifying custom workflows. We leverage trigger-action paradigm
so that based on particular events (e.g., when you upload your model on a given
repository), corresponding actions will be executed. For instance, some analytics
are performed on the uploaded model depending on some condition. Then, if the
performed analytics produce higher values than a certain threshold, some model
transformations are executed, and the produced models are saved to enable the
application of additional manipulations.

3 Proposed Low-Code Development Environment

In this section we describe the proposed low-code development environment. The
front-end of the proposed platform is presented in Sect. 3.1. The core services of
the platform are presented in Sect. 3.2 and its related limitations are mentioned
in Sect. 3.3

3.1 Environment Front-End

Figure 1 shows a mock-up of the proposed environment providing users with
the ability to create and automate workflows on cloud-based repositories using
graphical environments with drag and drop capabilities, and custom scripting
by the use of a domain specific language as referred to in Fig. 3. The custom
scripting is enabled by an editor where the user can programmatically express
complex expressions of the workflow. The services and extensions on the reposi-
tories are organized in decoupled and distributed microservices to emphasize the
separation of concerns and foster individual service maintainability, scalability,
and extensibility [16].

According to the explanatory workflow shown in Fig. 1, the citizen developer
might want to upload a Performance Model Interchange Format (PIMF) model
[10] and generate a corresponding SySML model out of it. Then, she can validate
the model, calculate dedicated metrics, extract some metadata, and once done,
merge the obtained information into another SySML model. The obtained model
can be stored in the repository, and the user can be notified together with the
complete execution logs. The services used in the above scenario are remotely
accessed as services through APIs, and the storage systems are distributed ser-
vices consisting of several network nodes.

Developing and execute model management workflows like the one shown
in Fig. 1 without proper support can be time and resource consuming, labori-
ous, hard to maintain and error-prone. The proposed approach aims at enabling
citizen developers to create and automate workflows based on selected model
management services using a graphical environment with drag and drop capa-
bilities. The proposed environment is based on the metamodel shown in Fig. 2.
According to the shown metamodel fragment, workflows consists of nodes, which
are an abstract representation of activities referred to as actions and decisions.
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Fig. 1. Example mock-up of graphical task workflow environment

Several events can trigger activities, and the node can receive different types of
inputs, such as modeling artefacts and variables. Events of interest and their
sources are defined as seen in Fig. 1, and they result from different providers
that trigger specific actions as instructed. Nodes represent decoupled, and inde-
pendent microservices orchestrated when the specified workflow is executed.

3.2 Core Services

Figure 3 shows a logical view of the system and the corresponding stakeholders,
notably two prominent actors involved, i.e., citizen developers and software engi-
neers. The former can specify task workflows through the provided environment,
whereas the latter can extend the repository services by adding new functionali-
ties. The typical user (citizen developer) can access the repository, select services
to automate, configure triggers and actions, and authorize task workflows. Inter-
estingly, advanced support is provided to recommend modeling elements while
editing workflows, and analyse, test, and deploy models by means of a dedicated
DevOps support. Such support is provided by the workflow definition and anal-
ysis component. The service integration component ensures seamless integration
of external and internal services. Once the modeled workflow is ready, the incom-
ing model (task workflow) encoded in format such as xml/json, is transformed
and executed by the engine. Mining and analysis services are performed before
the model is persisted with the help of MDEForge [2]. Hence a backup is per-
formed to facilitate data and service recovery, and rollbacks in case program
execution encounters an impediment.

The user has control over the use of her task workflow, configuration, and
termination. The developer can do whatever the user can do, but also, she can
register services, establish connectors, and define triggers and actions related to
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Fig. 2. Fragment of the proposed workflow metamodel

the added service. The task workflow expressed as models are managed by an
engine and persisted as models by MDEForge, a cloud-based model repository,
[2] to ensure their management and reusability. The engine has dedicated compo-
nents that ensure the security, privacy integrity of services and data from several
data sources. The engine benefits from inherent services from MDEForge such
as recommendation system, quality assurance, service integrator, data mining
and analytics as seen in Fig. 3.

Fig. 3. Logical view describing the backend and frontend aspects of the system
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Service orchestration is enabled by Kubernetes technology4, which comes
bundled with out-of-box benefits such as auto-scalability and extensibility to
handle a flux of users, support continuous integration and load balance container-
ized workloads and services [7,17]. By managing distributed and containerized
services, we define the utilization and boundaries of resources, reduce hardware
costs, deploy resilient, loose coupled, self-healing, elastic distributed services [7].
In addition, we benefit from service discovery, load-balancing, storage orches-
tration by mounting the volume of your choice on-the-fly from several providers
and technologies, and importantly enable automatic bin packaging while ensur-
ing automated rollout and rollbacks to a given state [17].

3.3 Limitations

The first and foremost challenge that trigger-action programming solutions have
faced are security and privacy concerns as suggested by previous research [18],
especially when independent services are involved [1]. Existing approaches have
limited facilities supporting the reusability of already created task workflows to
avoid replication and adequately manage the collections of modeled workflows
[18]. The proposed approach aims at addressing such issues even though debug-
ging facilities are not supported yet. Moreover, while developing task workflows,
it is crucial to avoid ambiguity in terminologies that hamper efficiency creation
and the use of task workflows [18]. The proposed approach does not provide yet
any mechanism to check the terminology used for naming workflows tasks.

4 Related Work

Berardinelli et al. [3] identified relevant challenges that hinder the adoption of
model-driven approaches for cyber-physical production systems engineering and
discussed issues related to integrating several modelling tools. An automated
engineering toolchain has been proposed to perform early design and validation.
Vogel-Heuser et al. [19] presented an approach to support the model-driven engi-
neering of manufacturing systems. The SysML-AT language (SysML for automa-
tion) has been proposed to specify both functional and non-functional hardware
components’ requirements.

Chen et al. [6] presented an approach for automatic translation of natural
language descriptions into executable If-Then programs. The system helps users
to synthesize If-Then programs by proactively predicting triggers and actions
related to their descriptions using neural networks. Dzulqornain et al. [9] also
developed a real-time monitoring and controlling smart aquaculture system
based on IFTTT and cloud integration. The system facilitates interoperabil-
ity and integration of sensors, system controllers, client data visualizations, and
system monitors.

Quirk et al. [12] presented an approach to map natural language descriptions
with If-Then patterns to executable programs. They use semantic parser-learners
4 https://kubernetes.io.

https://kubernetes.io
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that utilize already defined recipe descriptions to train semantic parsers that
automatically map these descriptions to executable programs.

Differently from such related work, we presented a low-code environment to
specify and execute workflows of model management tasks in this paper. The
approach is agnostic from the languages used to specify the models that are
transformed and later analyzed.

5 Conclusion

This paper proposed a novel approach to support the development of complex
model management operations. In particular, a low-code development platform is
presented by resembling the functionalities offered by currently available LCDPs
like IFTTT and Zapier. Such platforms permit the development of complex pro-
cesses by integrating and executing different services. The proposed approach
proposes the adoption of a microservice-based architecture to integrate and exe-
cute model management services, which are orchestrated on the cloud according
to specifications given by the user by means of a BPMN-like modeling language.

The proposed approach aims to overcome current challenges faced by tradi-
tional modelling environments that heavily rely on locally downloaded resources.
Such environments are limited in their scalability and extensibility and their
services exhibit high coupling with the local environment. The complete imple-
mentation of the proposed low-code development environment is ongoing and its
application on real scenarios, validation, and testing remain as future work.
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Abstract. Cyber-Physical Systems (CPS) are complex physical systems interact-
ing with a considerable number of distributed computing elements for monitoring,
control and management. They are currently becoming larger as Cyber-Physical
Systems of Systems (CPSoS), since many industrial companies are transition-
ing their complex systems of systems to software-intensive solutions in different
domains such as production or manufacturing. Following the development and
dissemination of DevOps approaches in the Software Engineering world, we pro-
pose the Twin-Driven Engineering (TDE) paradigm as a way to upgrade the role
of Digital Twins (DT) to become a central point in all the engineering activi-
ties on the CPSoS, from design to decommissioning. Since CPSoS can be highly
heterogeneous, we rather target the support for producing and maintaining a sin-
gle integrated virtual representation of the CPSoS (i.e. a System of Twins) on
which it is possible to perform global reasoning, analysis and verification. How-
ever, such a new paradigm comes with several open research challenges. We pro-
vide an overview of the state-of-the-art in key areas related to TDE. We identify
under-investigated problems in related work and outline corresponding research
directions.

Keywords: Twin-driven engineering · Cyber-physical systems · Systems of
systems · State-of-the-Art · Research directions

1 Introduction and Motivation

Cyber-Physical Systems (CPS) are complex physical systems interacting with a large
number of distributed computing elements for monitoring, control and management.
Cyber-Physical Systems of Systems (CPSoS) further leverage connectivity to achieve
complex tasks by “an integration of a finite number of constituent systems which are
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independent and operable, and which are networked together for a period of time to
achieve a certain higher goal” [15]. In this context, Digital Twins (DTs), i.e. virtual
real-time representations of physical systems, are particularly relevant for monitoring
and making diagnostics/prognostics on the constituent CPSs. For example, virtual rep-
resentation has been already used for virtual commissioning of manufacturing systems
[21]. However, the real-time connection of digital twins with the physical systemwhile it
is in use enables further usages, like seamless tracking of the system operation and more
realistic evaluation of any system improvements.More generally, in current practices and
different domains, the development and maintenance of a CPSoS is performed through
the interaction of multidisciplinary actors with specific competences and assigned to dif-
ferent phases. To capture, communicate and validate their ideas with other stakeholders,
engineers of each CPSoS constituent system build models of their respective systems.
However, the traditional paradigm “requirements - model-based design - verification -
deployment - operation - decommissioning” does not provide sufficient guarantees to
the dependability of a CPSoS. Indeed, miscommunication and delays in propagating
changes are a primary cause of faults for CPSoS. In Software Engineering, the DevOps
approach is widely used to address similar problems by providing practices, techniques
and tools for integrating the software development and operation phases. Interestingly,
the application of DevOps approaches has been recently studied in the context of CPSs
[8, 26]. We advocate that DevOps practices may have a strongly beneficial impact on
the dependability of CPSoSs.

In this paper we propose to go further and to create a new engineering
paradigm, Twin-Driven Engineering (TDE), with the aim of upgrading the role of DTs as
a central point of all the engineering activities on the CPSoS. Since CPSoS heterogeneity
is inevitable, our proposition is to help in producing and maintaining a single integrated
virtual representation of the CPSoS on which it is possible to perform global reasoning,
analysis and verification. Such representation of the CPSoS will orchestrate the DTs
of the constituent systems: We call it a System of Twins (SoT). Such an approach can
radically change the way CPSoS are produced and maintained. A SoT can precede the
design of a constituent system and drive its actual development, or act as a specifica-
tion and automated oracle for continuous engineering. The industrial deployment of this
approach depends on the cost effectiveness of the SoT production and maintenance.

While inexpensive and easily interfaced sensors are available today, engineering aDT
is still an expensive activitywhose costs are impacted by their dependability requirements
that span from certifying the conformance of the DT with the CPS, to robustness and
runtime problems. Moreover, the required competences in Machine Learning (ML), e.g.
for inferringDT non-measurable properties, are not generally available in the ecosystem.
Finally, providing a global view (even abstract) of the full CPSoS may introduce new
scalability requirements on the underlying infrastructure.

Hence, there is the need for research methods, techniques and tools to minimize
the cost of the DT production at all levels of a multi-layered CPSoS. In this paper, we
define TDE and provide an overview of the state-of-the-art in key related areas. We also
introduce corresponding research directions we believe to be worth investigating.
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Paper Organization. Section 2 introduces the TDE paradigm. Section 3 presents the
current state-of-the-art related to key challenges associated with the realization of TDE.
Finally, Sect. 4 concludes the paper.

2 Twin-Driven Engineering

TDE can be defined as the software & system engineering paradigm that consists in
creating, maintaining and leveraging a dependable twin of a given complex system and
its environment, in order to better support and manage this system throughout its whole
life cycle. As a consequence, in order to build the twin of a CPSoS, a corresponding SoT
actually has to be specified and handled.

In this context, TDE first requires the users to describe the CPSoS including i) the
structure of the system of systems, ii) the interaction of the constituent systems and iii)
the structure and behavior of the environment. Information on each constituent system is
also needed, without delving into full implementation details at that level.We refer to this
general information as Abstract Models, i.e. single sources of truth on their constituent
systems as shown in Fig. 1. To be able to specify these Abstract Models, the user needs a
modeling language. Each domain in CPSs has its own set of commonly used description
languages and models, referring to different physical, engineering and technological
backgrounds. Models may have different fidelity, different types of parameterization,
or different philosophical approaches. Some academic literature and related work have
tried to propose very general languages for describing any CPS (cf. Sect. 3). However,
the technical and organizational heterogeneity of CPSoS strongly reduces the realistic
chances of acceptance of such efforts.

Fig. 1. An overview of the twin-driven engineering paradigm, showing the central role of the Dig-
ital Twins (DTs) that compose the System of Twins (SoT) to be synchronized with the underlying
System of Systems (SoS).



354 M. Tisi et al.

As a solution, we propose to consider a specific DT for each constituent system.
The composition of all these DTs will result in the target SoT that can then be used as
the main interface between the underlying CPSoS and the involved engineers. To make
TDE possible, the SoT has to be kept constantly synchronized with the related CPSoS.
Thus, each DT has to be individually synchronized with its underlying system. At this
stage, we envision the use of ML techniques to ensure such a regular synchronization.
Moreover, each DT is also in charge of keeping its corresponding Abstract Model up to
date. Solutions already exist to simplify the creation of DTs (cf. Sect. 3). However, they
generally rely on stakeholders committing to a single technology, e.g. a specific language,
development tool, runtime infrastructure, or dependability definition. This is unrealistic
if we consider the growing organizational and technical complexity of CPSoS. Thus,
the key idea coming along with TDE is to propose a corresponding meta-environment
for building specific DTs tailored for each CPSoS. By using such a platform, engineers
operating at different levels of the CPSoS hierarchy can create solutions to produce an
integrated view of their component systems for global reasoning. As mentioned before,
TDE does not aim at replacing existing tools and techniques for modeling individual
components of CPSoS. The objective is rather to build on top of them, e.g. by using
them as targets of code generation and directly integrating their executable artifacts.

3 Advancing the State-of-The-Art of Twin-Driven Engineering

3.1 Definition of Domain-Specific Systems of Twins

Current metamodeling languages (e.g. MOF [25], Ecore [7]) were devised for static
data modeling. However, describing SoTs and coupling them with design models of
CPSs requires i) accounting for dynamic data and ii) the availability of CPS metamod-
eling primitives to describe quantity units, time models, probability and uncertainty.
Thus, using current metamodeling frameworks would require extra effort, because CPS-
specific concepts need to be explicitly modeled. Instead, a native support would reduce
the effort needed to build domain-specific CPS languages tools. These primitives need to
be properly integrated with languages for model manipulation or constraints (e.g. OCL).
As a consequence, TDE requires pushing forward the state-of-the-art on metamodeling
technologies for engineering SoTs.

Uncertainty and quantity units have already been introduced in UML/OCL [23].
Later, someUML/OCL types were also extended with uncertainty [3].While TDE could
leverage on those works, these are not realized in standard metamodeling frameworks
and so not available for building practical DSLs. Ecore has been recently extended with
temporal capabilities [12]: Updates of temporal elements in a model are persisted and it
is possible to issue temporal queries, or to retrieve elements in previous model versions.
These ideas can be used as a basis to extend with proper time primitives like explicit
clock-times or intervals. More sophisticated notions of time have been added to OCL
[17], enabling quantification of events and over time. These works can be extended with
stream types for modeling live data, to check the runtime behavior of SoT.

Many works have been proposed on specification-based monitoring of CPS [2],
most of them based on variations of temporal logic. Hence, there is a frequent need
to tweak existing logic formalisms and create supporting tools, which is a very costly
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activity. TDE aims at providing means to define DSLs for runtime monitoring, and the
support for the automated creation ofmonitors. TDEwill also provide support for linking
design-time models (e.g. in Modelica), and TD models by means of bidirectional (bx)
domain-specific transformation languages [9]. Bx will enable iterative design processes,
while our vision is to provide a framework for engineering bx languages targeting specific
CPS design platforms like Modelica. Many works exist on bx transformation languages
[14]. However, we are not aware of frameworks for engineering domain-specific bx
transformation languages. Additionally, the use of model view techniques could also be
considered [5] as they have already demonstrated their relevance and applicability in the
context of the federation of large-scale design time and runtime models [6].

Research Directions. TDE takes a step beyond the state-of-the-art frameworks for
defining SoT by providing advanced metamodeling capabilities, and bidirectional (BX)
connection with design CPS models, for a holistic support of the CPS life cycle. Stan-
dard metamodeling frameworks have to be extended with CPS notions (quantities, time,
uncertainty) as well as types for dynamic and streaming data (enabling e.g., connection
with predictivemodels). Standard constraint languages also have to be extended to enable
expressing time-aware constraints. Such constraints can natively use CPS concepts and
be used as a basis to develop monitoring languages for dependability properties. Finally,
domain-specific BX transformation languages have to be specified to facilitate the cre-
ation of bridges between SoT and CPS design models. Such languages also have to
support the checking of CPS correctness properties, involving the bx preservation of
source and target integrity constraints.

3.2 Domain-Specific 3D Interfaces for Systems of Twins

Arguably, a domain-specific language for SoTs is of little value if it is not supported
by robust and usable editors through which developers can create and edit models con-
forming to the language. In the field of 2D graphical editor development, frameworks
such as MetaEdit +, GMF, Graphiti and Sirius have drastically reduced the effort and
expertise required to develop and maintain diagram-based editors for domain-specific
languages [18]. Conversely, there is virtually no support for developing domain-specific
3D editors, except for some early prototypes that are no longer maintained [28]. 2D
graphical editors may be sufficient for some classes of domain-specific SoTs languages.
However, when physical objects are modelled, a 3D editor can provide a more natu-
ral and intuitive representation that better communicates to other engineers, and also
to non-technical stakeholders. Developing such a 3D editor for a SoT DSL involves a
significant upfront investment and requires specialized skills that would be prohibitive
for most development teams. As discussed above, this used to be the case for 2D editors
as well until tools such asMetaEdit+ and GMF provided reusable facilities that allowed
engineers to concentrate only on the essential complexity of the editor (e.g. define how
abstract syntax concepts should be mapped to shapes/connections).

Research Directions. TDE requires a set of notations for specifying the 3D graphical
syntax of SoT domain-specific languages at a high level of abstraction, and automated
facilities for realizing fully-functional 3D editors for related models. It also requires
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exploring virtual reality (VR) technologies through which users can be able to navi-
gate and interact with such 3D models, as well as protocols for capturing the struc-
tural/behavioral properties of the language in a platform-independent way. A main
objective is to facilitate concrete implementations on different platforms, similarly
to Microsoft’s Language Server Protocol (LSP) for textual languages and GLSP for
graphical languages.

3.3 Dependable Connection and Composition in Systems of Twins

Solutions to simplify the development of DTs like ADT, Eclipse Ditto, or Seebo define
or generate an API for the DT on a specific platform (e.g. Azure IoT), with a specific
software architectural style (e.g. REST on Swagger) and/or with an organization that
is agnostic of the CPSoS behavior. A mechanism is needed to generate, for any given
platform, protocol and style, an efficient interface for the DT.

An important dependability issue, which has not yet been addressed in production
systems such as ADT, is related to the way the CPSoS are connected to the DT [20].
CPSoS are not managed by actors such as Microsoft, they belong to third party players
and are connected to the cloud platform through the internet backbone (generally WAN
links operated by another actor). Hence, it is critical to consider the CPSoS, the DT
and the infrastructure overall. Similarly, to the studies that have been conducted for
smart-grid applications, it is critical to identify the requirements of each DT and the
possible limitations of the infrastructure in order to ensure a DT can collect the metrics
it needs to maintain the DT up-to-date. Going further, strategies to cope with network
disconnections should be defined à priori.

Monitoring CPSoS requires fast and low-overhead model analysis and transforma-
tion techniques, to ensure that corrective decisions are timely and achieved with accept-
able use of resources (CPU, memory, bandwidth and energy). While such techniques
are not yet available for CPS, relevant advances have been made for software systems
through the development of incremental techniques for the efficient analysis of func-
tional requirements expressed in OCL [10] and of non-functional requirements speci-
fied in probabilistic temporal logics [16]. However, because of the high throughput of
incoming data, a dependable continuous monitoring of DT models requires techniques
that exceed the typical domain of incremental computation, to enter the area of streaming
computation.

Research Directions. A DT solution should come with the right mecha-
nism/components [24] to deal with all infrastructure specifics (throughput, latency and
resilience of the network) so that we can formally validate whether the DT can be cor-
rectly maintained in time. Those mechanisms can include compression, caching and
resynchronization mechanisms according to the CPSoS specifics, the DT expectations
and the infrastructure. By leveraging previous works on software programming models
[11] andmiddleware for IoT [27], TDE can rely on aDSL that enablesDevOps to express
the infrastructure topology, its specific requirements in terms of connectivity between
each CPSoS and the SoT. A list of components in charge of dealing with interconnec-
tivity issues and network specifics (latency/throughput) can be defined and then used
to derive a DSL allowing to express those constraints. The ultimate goal would be to
automatically generate, configure and finally deploy those components.
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3.4 Twin-Driven Engineering for DevOps on CPSoS

Managing CPS development is a complex task because different kinds of artifacts (from
physical to software systems) need to be homogeneously integrated. In this context,
DTs come to the rescue by playing the role of bridges between the physical and digital
worlds. They allow identifying problems even before they occur, or enabling analysis
and simulations to enhance system dependability. However, in CPSoSs, a multitude of
heterogeneous DTs must be managed and properly interconnected. Moreover, the same
physical object can have differentDTs providing different abstractions and only exposing
the characteristics appropriate for the considered life cycle phase. To enable TDE, two
main ingredients are needed: 1)Adedicated repository able to store andmanage reusable
DT models and 2) a DevOps infrastructure supporting the SoT continuous engineering
and integration.

Concerning (1) we outline research challenges for achieving a comprehensive solu-
tion to the problem of properly managing the persistence of models and the discovery
of any kind of modeling artefact and tool for enabling their reuse and refinement. CDO
is a pure Java model repository (relying on common database backends) for models
that can also serve as a persistence and distribution framework for model-based appli-
cations. EMFStore [19] is a model version control system implementing the typical
operations proposed by SVN/CVS/Git for text-based artefacts. GME - Generic Model-
ingEnvironment [22] is a set of tools supporting the creation of domain specificmodeling
languages and code generation environments, based on MS repository technologies to
store the developed models. ModelBus [13] consists of a central bus-like communica-
tion infrastructure, a number of core services (versioning, check-out, merging) and a set
of additional management tools. MDEForge [1] is an extensible Web-based modeling
platform fostering community-basedmodeling repositories and proposing remotemodel
management tools as software-as-a-service.

Concerning (2) several tools support the continuous integration and deployment of
software systems (e.g., Jenkins, Travis, and GitLab CI/CD). “Continuous Integration”
was first used by Grady Booch [4] to describe an effective, iterative way of building
software. Essentially, every commit immediately triggers automated tests and building
tasks to quickly detect errors and constantly have a stable build of the system being devel-
oped. In complex CPSoS, the existence of large numbers of decentralized sub-systems
represents an additional element of complexity. Finally, CPSoS are also characterized
by human-in-the-loop aspects related to the collaboration of humans with the software
and hardware systems being employed.

Research Directions. TDE requires to develop software components, available as
software-as-a-service, to support the persistence and the reuse of DTmodels: Tools from
different vendors (e.g., Matlab Simulink, LabVIEW, Modelica) could store and retrieve
models from a common repository.Moreover, a dedicated support has to be implemented
to manage the relationships between heterogeneous artefacts, including advanced query
mechanisms. TDE also comes with novel methods and tools for supporting SoT devel-
opment and operations. Dependability models and processes have to be investigated to
guarantee reliability during the complete life cycle of CPSoS, from requirements capture
to design, test, operation and decommissioning. It can be explored how existing DevOps
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infrastructures can be extended to support the continuous engineering and continuous
integration of SoTs.

4 Conclusion

In this paper, we proposed a first definition of the TDE paradigm for CPSoS. We gave
an overview of the state-of-the-art in key related areas, and proposed corresponding
research directions we think to be worth investigating. We believe cost-effective TDE
to be a major milestone for dependable software engineering for production systems.
Thus, this paper also aims at fostering discussion and collaboration around this topic
between the software engineering and production systems communities.
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Abstract. Today, due to intense global competition, manufacturing systems need
to be highly responsive and adaptive to fulfill market demand fluctuations and
personalized production. Reconfigurable manufacturing system (RMS) is one of
the main paradigms which has been introduced to overcome the dynamic nature
of today’s industry. In addition, RMSs are also a basis to develop new generation
of sustainable production systems. This paper addresses the problem of designing
a scalable manufacturing line for a part family considering both cost- and energy-
effectiveness criteria. Hence, a bi-objective mathematical programming model is
proposed. The main decision is to configuration and/or reconfiguration of produc-
tion line by adding a set of new machines from a list of candidate reconfigurable
machine tools (RMTs) and/or transforming them among the stages to fulfill antic-
ipated demands in the periods of a time horizon. A numerical example is solved
to illustrate the validation of the model. CPLEX is utilized to implement an aug-
mented epsilon constraint method to extract Pareto front. The results show that
different strategies in configuration the production line have significant impact on
cost- and energy-effectiveness criteria.

Keywords: Reconfigurable manufacturing systems · Flexibility · Factories of
the future · Energy consumption optimization

1 Introduction

Nowadays, despite fierce competition, limited opportunities, and frequent changes in
products demand, it is necessary to have a manufacturing system that can quickly adjust
its functionality and production capacity within a part family. Hence, RMSs have been
introduced to build a “live” factory which can cost effectively and quickly respond to
the customer requirements [1]. In addition to the cost effectiveness and the ability to
easily change production capacity (scalability) of a manufacturing system, the energy
efficiency, because of ecological, economic and political reasons, is also an impor-
tant criterion for industrial enterprises. Designing scalable manufacturing lines which
simultaneously consider the cost and energy effectiveness are the challenging and yet
interesting problem which motivated us in this paper.
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An RMS is a dynamic manufacturing system which its functionality and production
capacity can be easily adapted to satisfy changeable requirements. In order to achieve
these capabilities, RMTs with modular and adjustable structures are often used as part of
RMSs [2]. AnRMT can be used as a group ofmachines that changing of its configuration
lead to different functionalities or production rates.AnRMTusually compose ofmodules
which can be assembled and disassembled to achieve different configurations of the
machine. Development of RMTs can prevent the implementation of multiple machines
that share many common and costly modules while being rarely used at the same time
[3]. Recently, a comprehensive literature review dedicated toRMTs have been conducted
by Gadalla and Xue [4].

To design a scalable manufacturing system, the concept of reconfigurability can be
utilized in both system and machine levels. In the system level, configuration of RMSs
can include many diverse aspects. Abdi and Labib [5] presented some strategic issues
during RMS design. Moreover, the level of responsiveness and scalability for a pro-
duction system can also be affected by the reconfigurability of its machines. Therefore,
selecting appropriate machines to launch a manufacturing system is an attractive subject
of study. Moghaddam et al. [6] did one of the first attempts to adjust the capacity of a
manufacturing system by transforming one RMT configuration to another. They devel-
oped a mathematical model for a case of single product flow line (SPFL). Their research
proved that transforming of RMTs can be considered as a significant factor to tackle
the problem of RMS capacity scalability. Thereafter, Moghaddam et al. [7] extended
their model to be utilized for a part family. However, they implemented their proposed
model to minimize the total cost of the manufacturing system while in the RMS design
literature usually there are also other objectives which can be considered to improve the
performance of the system, e.g. energy consumption, throughput, flexibility, etc.

On each configuration because of utilizing various modules/tools, an RMT can oper-
ate with special characteristics, e.g. reliability and rate of energy consumption. Ashraf
and Hasan [8] developed a multi-objective model to select an appropriate configura-
tion for a reconfigurable manufacturing line. They considered four objective function
including cost, reconfigurability, operation capability, and reliability. Touzout et al. [9]
investigated the problem of process planning in an RMS considering sustainability. They
proposed a tri-objective model which considered minimizing the energy consumption as
a criterion in addition to the traditional two criteria, cost and completion time. He et al.
[10] studied an energy-responsive optimization method for machine tool selection and
operation sequencing in a shop floor. However, these papers didn’t consider the effect of
energy consumption in the designing phase of an RMS. This is while, the environmental
impact of utilizing a machine tool is significant that can be reduced if it has already been
considered during system designing phase. It is worth noting that the global manufac-
turing industry sector is responsible for 31% of primary energy consumption and 36%
of CO2 emissions [10]. Hence, reducing the energy consumed by machine tool systems
can significantly effect on sustainability. Motivated by these facts, the emphasis of this
research is on the development of a bi-objective mathematical model to design a scalable
manufacturing flow line for a part family considering cost and energy consumption.

The rest of the paper is organized as follows: The problem description and model
formulation are presented in Sect. 2. In Sect. 3, a simple test case to evaluate the proposed
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method is demonstrated, and the related computational results are presented. Finally, the
conclusion and areas for future research are presented in Sect. 4.

2 Problem Description and Model Formulation

2.1 Problem Definition

Theproblemconsists of the configuration of a flexiblemanufacturingflow line to produce
several products of a special part family. The demands have already been anticipated
for each period of time t ∈ T . The flow line contains a set of stages s ∈ S in which a
special operation can be processed. The schematic layout of shop floor is presented in
Fig. 1. The main decision is to determine configuration of production line by selecting
a set of machines from a list of candidate RMTs to fulfill the predicted demands. At
the beginning of each period of time, the production capacity of each stage should be
met by adding some new RMTs, changing the configuration of some prior RMTs in the
stage, or transforming some prior RMTs from the other stages to the considered stage.
Each RMT i ∈ I has a set ofJi configurations. One or more operations can be processed
in each configuration j ∈ J i with a special rate of production and energy consumption.
Hence, designing of the production flow line will be guided by two objectives including
the minimization of the total system cost and the minimization of the system energy
consumption.

Fig. 1. Schematic layout of reconfigurable manufacturing flow line (revised from [11])

2.2 Model Formulation

Here, the sets and indices, the parameters, and the decision variables to formulate the
problem are described. Thereafter, the mathematical formulation is presented.

Parameters
Dst Demand rate of the operation related to s th stage in time period t
Pijs Production rate of machine configuration ij to perform the operation of stage s
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αijs Binary parameter. If the operation of s th stage can be processed by machine
configuration ij , then αijs = 1 ; otherwise, αijs = 0
Ci Purchasing cost of the machine i
C

′
ijs Operation cost of machine configuration ij to perform the operation of stage s

Eijs Energy consumption of machine configuration ij to perform the operation of stage s
Aijj′ Number of added auxiliary modules to the i th machine for transforming

configuration j to j
′

Rijj′ Number of removed auxiliary modules from the i th machine for transforming

configuration j to j
′

CA,CR Cost of adding/removing an auxiliary module to/from an RMT

Decision Variables
X t
ijs Number of newmachines configuration ijwhich are added to stage s at the beginning

of period t
Zt
ijs Total number of existing machines configuration ij in s th stage at period t

Y t
ijsj′ s′ Number of machines configuration ij in the s th stage at period (t − 1) which are

added to stage s
′
at the beginning of time period t with configuration j

′

Mathematical Formulation

Minz1 =
∑

t∈T

∑

s∈S

∑

i∈I

∑

j∈Ji

CijX
t
ijs +

∑

t∈T

∑

s∈S

∑

i∈I

∑

j∈Ji

C
′
ijsZ

t
ijs

+
∑

t∈T

∑

i∈I

∑

j∈Ji

∑

j′∈Ji

∑

s∈S

∑

s′∈S

(
CA × Aijj′ + CR × Rijj′

)
.Y t

ijsj′s′ (1)

Minz2 =
∑

t∈T

∑

s∈S

∑

i∈I

∑

j∈Ji

EijsZ
t
ijs (2)

Zt
ijs = X t

ijs ∀i ∈ I , j ∈ Ji, s, t = 1

s. t.
(3)

Zt
ijs =Zt−1

ijs + X t
ijs +

∑

j′∈Ji

∑

s′ ∈ S
s′ �= s

Y t
ij′s′js +

∑

j′ ∈ Ji

j′ �= j

Y t
ij′sjs −

∑

j′∈Ji

∑

s′ ∈ S
s′ �= s

Y t
ijsj′ s′

−
∑

j′ ∈ Ji

j′ �= j

Y t
ijsj′ s ∀i ∈ I , j ∈ Ji, s ∈ S, t > 1 (4)

∑

j′∈Ji

∑

s′∈S
Y t
ijsj′ s′ ≤ Zt−1

ijs ∀i ∈ I , j ∈ Ji, s ∈ S, t > 1 (5)

∑

i∈I

∑

j∈Ji

PijsZ
t
ijs ≥ Dst ∀s ∈ S, t ∈ T (6)

X t
ijs ≤ M × αijs ∀i ∈ I , j ∈ Ji, s ∈ S, t ∈ T (7)



Developing a Bi-objective Model to Configure a Scalable Manufacturing 367

Y t
ijsj′ s′ ≤ M × αijs ∀i ∈ I , j, j′ ∈ Ji, s, s

′ ∈ S, t ∈ T (8)

Y t
ijsj′s′ ≤ M × αij′s′ ∀i ∈ I , j, j′ ∈ Ji, s, s

′ ∈ S, t ∈ T (9)

X t
ijs,Z

t
ijs ∈ Z

+ ∀i ∈ I , j ∈ Ji, s ∈ S, t ∈ T (10)

Y t
ijsj′s′ ∈ Z

+ ∀i ∈ I , j, j′ ∈ Ji, s, s
′ ∈ S, t ∈ T (11)

The model has two objective function. The first objective in Eq. (1) minimizes
the total cost. The second objective in Eq. (2) minimizes the energy consumption of
production line. Equation (3) ensures that the total number of existing machines at the
end of the first period should be exactly equal to the new machines. For each period of
time t > 1, Eq. (4) guarantees that the total number of machines in the current period
(t) should be balanced with the prior period (t − 1).

Equation (5) ensures that the number of machines which could be reconfigured in
each stage at the time period t should at most be equal with the total number of existing
machines at the time period (t− 1). Equation (6) indicates that the production rate of
existingmachines in each stage should bemore than demand rate at the period. Constraint
sets (7), (8) and (9) guarantee that no machine assigns to unauthorized state. Constraint
sets (10) and (11) define the decision variables.

3 Numerical Example

To validate the proposed model, the following example is illustrated. This example is
based on the data presented in Table 1. Moreover, it is assumed that the cost of adding
an auxiliary module to an RMT is 50, and the cost of removing an auxiliary module is
25 [7].

Table 1. Machine configurations and their production rates, energy consumptions, costs, basic
and auxiliary modules used in the instance problem (summarized and revised from [12]).

Machine Conf. Operation (stage)

1 2 3 Basic
modules(

Pijs,Eijs,C
′
ijs

)
Cost
Ci

Auxiliary modules

1 1 (15, 4,
90)

- - 1000 {1, 5} {12, 13, 15, 20, 21}

2 1 – (14, 5,
100)

- 1300 {2, 4, 8} {11, 13, 16, 22, 24}

2 – – (20, 7,
150)

{13, 19, 24}

(continued)
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Table 1. (continued)

Machine Conf. Operation (stage)

1 2 3 Basic
modules(

Pijs,Eijs,C
′
ijs

)
Cost
Ci

Auxiliary modules

3 (20, 6,
150)

– – {11, 13, 15, 18, 24}

3 1 – – (10, 5,
70)

1400 {3, 5, 7} {11, 12, 14, 16, 18}

2 – (30, 9,
190)

(35, 9,
220)

{12, 13, 14, 16, 18}

4 1 – (25, 5,
140)

(30, 6,
200)

1200 {4, 9} {11, 15, 18, 20, 21}

5 1 – (16, 7,
120)

– 1500 {3, 6, 10} {20, 22}

2 (20, 8,
140)

– (24, 9,
160)

{16, 17, 19, 20, 25}

3 – (20, 8,
130)

– {20, 22, 24}

Fig. 2. The process plan and anticipated demand rates of each part in each production period

A simple hypothetical part family containing three different partswith special process
plans and anticipated demand rates during each production period is shown in Fig. 2.
Based on these data, the required production capacity at each stage in each production
period can be extracted as shown in Table 2. For example, the required demand rate in
the second stage at the first period can be calculated as: D2,1 = 15 + 20 = 35.

Table 2. Required production capacity at each stage in each production period (Dst).

t = 1 t = 2 t = 3 t = 4

S = 1 47 53 68 76

S = 2 35 37 45 53

S = 3 27 31 43 48
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In order to solve the bi-objectivemathematicalmodel and generate the Pareto optimal
solutions, we utilize augmented epsilon-constraint method. The model is implemented
in GAMS 24.1.3 and solved using the solver CPLEX on a computer with a 2.8 GHz
Intel CPU and with 4 GB of installed memory. The solver could solve the problem less
than 1 s. Figure 3 shows the obtained Pareto front for the instance problem.

Fig. 3. The obtained Pareto front for the instance problem

In the following, two extreme points β1 : (Z1 = 15855,Z2 = 161) and β2 :
(Z1 = 14470,Z2 = 165) of the Pareto front are selected to be illustrated. Actually, β1
has the best amount of energy consumption, and β2 has the best amount of system
cost among the other points of Pareto front. The machine configurations selected in the
points β1 and β2 are presented in Fig. 4 and Fig. 5, respectively. At the beginning of each
period, the transformed/reconfigured RMTs are shown by yellow boxes while the newly
purchased RMTs are shown by blue boxes. A significant observation in the illustrated
points is the impact of reconfiguration ability of the RMTs on setting the capacity of
the production line. For example, in the point β2 which is a cost-effective solution, the
production line starts with seven RMTs at the first period, and it adjusts the capacity
by reconfiguration actions to fulfill the required demands. On the other hand, in the
point β1 which is an energy-effective solution, the production line starts with six RMTs
that consume lower amount of energy, then it adjusts the capacity by reconfiguration
actions and purchasing new RMTs. However, these are four different strategies that can
be considered in the process of decision making.
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Fig. 4. The machine configurations selected in the non-dominated point β1

Fig. 5. The machine configurations selected in the non-dominated point β2

4 Conclusions

In this research, a new mathematical programming model was presented to design a
capacity scalable manufacturing line considering cost- and energy-effectiveness crite-
ria. In addition, a numerical example based on a case from the literature was solved to
illustrate the validation of the model and to help for better understanding the concepts.
Results show that different strategies in implementing the production line can be consid-
ered regarding to the level of cost- and energy-effectiveness criteria, and the presented
model can help managers to make appropriate decisions in this area.
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For future works, developing some effective algorithms are proposed to solve the
real-world size problems in an acceptable computational time. Moreover, some other
aspects such as limitation in adding new machines and considering the situation of
utilizing common/limited modules to perform the reconfiguration actions are proposed.
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Abstract. This work presents an Order Acceptance Scheduling (OAS)
problem with the introduction of energy consumption limits at each
period of the planning horizon. The objective is to maximize total profit
of accepted orders while considering energy usage over time, in accor-
dance with imposed deadlines. A time-indexed formulation is presented
to tackle the investigated problem.

Keywords: Order acceptance scheduling · Energy consumption ·
Time-indexed

1 Introduction

Resource depletion has become a major concern these past decades for both
economic and environmental reasons. Standards, taxes and limits on resource
use, are ones of many tools implemented by authorities to curb the current
trend. Although, as stated in [11], new business opportunities are opened by
these challenges and structural changes are required in the supply chain in the
context of sustainability. This lead industrials to reconsider their rate of produc-
tion at the operational level. During production, many levers can be taken into
account, such as machine speed, shutdown mechanisms, among others. Monitor-
ing energy consumption and costs, or carbon emissions during the production
processes are useful indicators to mitigate impacts on the environment and to
make substantial savings. Meanwhile, accepting or rejecting orders occurs in a
plethora of manufacturing sectors when a company is limited by its facilities,
client deadlines or in general by resources availability. Optimizing the produc-
tion schedule is therefore essential to make a good balance between available
production capacity and sales volume.

In this vein, this paper focuses on a capacity-constrained system by address-
ing an Order Acceptance Scheduling (OAS) problem with periodic energy con-
sumption limits with the objective to maximize total profit. Section 2 presents a
short literature review on resource-efficiency and energy-efficiency in scheduling
problems with a focus on OAS problems. Section 3 gives a description of the
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proposed problem. Section 4 provides the solving approach and Sect. 5 gives the
preliminary results on a small benchmark. The final section features conclusions
and perspectives to this work.

2 Related Literature

Resource-efficiency and more globally resource management appeared at early
stage of scheduling problem researches [1]. The characterization of resources in
terms of availability and divisibility allow to cover a broad range of situations.
Time-dependent resources, i.e. when the amount of resources varies over time,
is for instance studied for an open shop and a parallel machine system in [13].

Resource management typically occurs during a project with dependent
activities such as construction engineering, or manufacturing. In order to carry
out a project at a lower cost while satisfying timing, labor, material, or equipment
constraints, the Resource-Constrained Project Scheduling problem (RCPSP) [2]
(and its variants) addresses this problem particularly well. On another side,
financial scheduling problem insists on other interesting aspects of resources,
in particular when they are assimilated to a stock (e.g. wages, raw materials)
that can be replenished at different time of the horizon. Most of the studies on
this topic provide solid complexity analysis and approximation schemes [6,7].
Gafarov et al. [3] proved the NP-hardness of the single machine problem with
non-renewable resources with the objective to minimize the makespan. They
provide the optimal sequence to a particular polynomial case of the problem
with the objective to minimize total tardiness. When it comes to energy, usu-
ally, efficiency is conceptualized by incorporating a specific criteria within the
objective [4]. Therefore, total energy cost or consumption is minimized in numer-
ous works including single machine and more complex systems. However, few
researches address energy-efficiency by introducing dedicated constraints that
differ from conventional resource constraints. For parallel machines, [10], min-
imized makespan with interval limits on energy consumption. They used two
exact solving approaches, which are Branch and Bound and Benders decom-
position, and a Tabu search to tackle this problem. In the meantime, Liao
et al. [9] minimized both weighted completion times and weighted tardiness
on a single machine with interval limits on energy consumption. They proposed
an evolutionary algorithm for this multi-objective problem.

Introducing resource constraints is no exception in OAS, since it can be
expected that limited resources force manufacturers to reconsider how much
they can produce, avoiding losses as much as possible. For instance, [5] are the
first to consider an OAS on a single machine with resource-constraints, rejecting
orders if they cannot be completed within a predetermined time-window. The
work of Kong et al. [8] presents an order acceptance scheduling problem with a
global budget on energy use in a parallel machines system.

To the best of our knowledge, the OAS problem on a single machine with
periodic resource consumption limits has not yet been tackled. This problem
is interesting and appears when a resource consumed by production (such as
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energy) cannot be stored and is different from a period to an other. This typically
appears in period of high energy consumption.

3 Problem Description

This paper investigates an Order Acceptance scheduling problem on a single
non-preemptive machine with energy consumption limits at each period. The
objective is to maximize total profit while satisfying periodic energy consumption
limits. This problem is NP-hard since the OAS problem on a single machine,
maximizing the total profit is NP-hard in its basic form [12].

As in [13], in this problem, the resource is renewable, that is, a energy unit
available at time t shall be consumed at time t but can not be saved for later.
The availability of the resource at time t + 1 does not depend on the amount
consumed at or before time t, unlike financial scheduling problem. Energy is thus
available in time-dependent quantities, i.e. their availability changes over time.
Each order is defined by its processing time pj , its deadline d̄j , its unitary power
consumption ej (kW) and its revenue fj .

The following assumptions are formulated:

– The energy consumed by an order remains constant during the totality of its
production.

– Preemption is not allowed.
– The manufacturer earns the totality of the revenue of an order j if it can be

scheduled completely before its deadline.

The horizon is split into unitary slots t = 1, . . . , T each characterized by an
energy limit Et. The length of the horizon T is defined by the maximum of the
deadlines.

For illustration purpose, let’s take an example of n = 5 orders where p =
[8, 3, 4, 4, 3], d̄ = [25, 16, 9, 21, 9], e = [3.5, 4, 3.5, 3.5, 2] and f = [15, 10, 10, 5, 10].
Assume that orders 2 and 4 are rejected.

In Fig. 1, the bar chart represents the amount of available energy Et at each
period t = 1, . . . , T . The sequence is represented by a Gantt diagram below. An
order j is represented by two components : its energy consumption ej in height
and its processing time pj in width.

4 Solving Approach

A time-indexed On/Off formulation is used to model the proposed problem. In
this formulation, the binary decision variables xjt = 1 refer to the production
of a unit of order j at time t (or not xjt = 0). Moreover, the binary decision
variables aj equals 1 if the order j is accepted, 0 otherwise. The problem is
formulated as a Mixed Integer Linear Program as follows.
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Fig. 1. An example with n = 5 orders.

maximize
n∑

j=1

ajfj (1)

subject to
n∑

j=1

xjt ≤ 1 t = 1, . . . , T (2)

d̄j∑

t=1

xjt = pjaj j = 1, . . . , n (3)

t−pj∑

t′=1

xjt′ +
d̄j∑

t′=t+pj

xjt′ ≤ pj(1 − xjt) j = 1, . . . , n, t = pj + 1, . . . , d̄j (4)

n∑

j=1

ejxjt ≤ Et t = 1, . . . , T (5)

T∑

t=d̄j+1

xjt = 0 j = 1, . . . , n (6)

The objective (1) is the maximization of the sum of the revenue of the
accepted orders. Constraints (2) ensure that the machine can either produce
or do nothing. Constraints (3) state that an accepted order must be processed
pj time units within its time-window rj , . . . , d̄j . Constraints (4) guarantee non-
preemption by forcing the continuity of the decision variables xjt. If at time
period t order j is produced (xjt = 1), the constraints exclude production pj
units before and after t, i.e. in periods 1, . . . , t−pj and t+pj , . . . , d̄j . Constraints
(5) are the periodic energy consumption limits, imposing that a unit of produc-
tion of an order at time t does not exceeds Et, the available energy at time t.
Constraints (6) prevent any order j to be produced after its deadline d̄j .
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5 Preliminary Results

The tested instances have been randomly generated with diverse number of
orders n = 10, 15, 25, 50, 100, 5 for each value of n. Processing times and revenues
are generated from the uniform distribution pj , fj ∼ U(1, 20). The unitary power
consumption is computed as follows: ej ∼ U(1, fj)× 1

2 . The values of the deadlines
are determined by d̄j = U(pj , pT ) with pT =

∑n
j=1 pj . The energy consumption

limits over time are randomly generated with Et ∼ U(1, 10) for all t = 1, . . . , T .
The value of the energy consumption limits are the same across the benchmark.
The tests have been performed on a PC with Intel i5 2 GHz CPU processor and
4 GB RAM. The provided model is written in the IBM CPLEX Solver v12.9.
Solving time is limited to 3600 s.

Table 1. Computational results.

n cpu gap % acc

10 0.03 0 0.22

15 0.07 0 0.24

25 0.55 0 0.28

50 675 0 0.38

100 3600 53 0.32

Table 1 presents the results obtained by the solver. Each line represents 5
instances with varying number of orders. The average solving time (in seconds)
and the average gap (CPLEX relative Gap in %) is reported for each batch
of instances. Finally, the average proportion of accepted orders is indicated (in
%). The model performs well for small to medium instance size with less than
a second to optimally solve the instances. As can be seen, from n = 50, the
average cpu time sharply increases. With n = 100 orders, the model cannot find
some feasible solutions (3/5 are feasibles) with poor solution quality.

6 Conclusion and Perspectives

In this paper, the OAS problem on a single machine with periodic energy con-
sumption limits is studied. A time-indexed model with O(nT ) constraints and
O(nT ) decision variables is used to solve this problem. Since the objective is
the maximization of total profit with time-dependent resource constraints, the
time-indexed model is a purposeful choice as it exploits to its benefit the time
dependency of the investigated problem. A comparison between the proposed
time-indexed model and a classical formulation using completion times shall be
done. The development of dedicated exact methods is planned in the future work
due to solver limitations. A special focus will be made on finding dedicated cuts,
bounds and properties of the problem. Moreover, the formalisation of diverse
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type of constraints that make sense in the context of energy-efficient scheduling
must be performed. Global, cumulative and rolling-window constraints must be
studied with a careful examination of mathematical properties and a complexity
analysis for each of the problem variants. Preliminaries results will be presented
on this occasion.
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Abstract. This work addresses the energy-efficient job shop scheduling
problem and transport resources with speed scalable machines and vehi-
cles which is a recent extension of the classical job shop problem. In the
environment under consideration, the speed with which machines pro-
cess production operations and the speed with which vehicles transport
jobs are also to be decided. Therefore, the scheduler can control both
the completion times and the total energy consumption. We propose a
mixed-integer linear programming model that can be efficiently solved
to optimality for small-sized problem instances.

Keywords: Job shop scheduling problem · Transport resources ·
Energy efficient · Mixed integer linear programming model · Speed
scalable machines

1 Introduction

Energy-efficient scheduling methods have been increasingly attracting the atten-
tion of academia and practitioners. Energy-efficient scheduling attempts to lower
energy consumption while providing the same service level. The two main strate-
gies in energy-efficient scheduling are to switch off resources while in idle mode
[9] and to control the resources working speed (speed scalable) [5]. While the
former strategy has to balance energy savings from shutting down resources and
energy requirements to start and warm them up, the latter has to balance energy
consumption and productivity (i.e., production rate, makespan, tardiness, ear-
liness, etc.). In addition, by reducing the working speed of some resources one
may reduce resources idle time as well as energy consumption without impacting
productivity.

In the classic job shop scheduling problem (JSP), the jobs are processed
on a set of machines following a known order. It is commonly assumed that
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jobs are available at the machine processing their first operation and that a job
is available to be processed on a machine as soon as the previous operations
have been completed, i.e., no job transport is required between machines or the
transport times are negligible. However, the transport of jobs between machines
is an important process that cannot be ignored, since job processing and job
transportation are interdependent and influence each other. The recognition of
such interdependencies lead to the job shop scheduling problem with transport
resources (JSPT), in which the machine scheduling, the transport allocation,
and the vehicle scheduling are determined simultaneously. For a recent review
of the JSPT works see [6] and the references therein.

The energy-efficient JSP (EEJSP) has recently become the center of atten-
tion of the JSP community; for instance, [12] proposes a Mixed Integer Linear
Programming (MILP) that minimizes the energy consumption (both direct and
indirect) for the JSP and proposes a solution method based on a gene expression
programming-based rule mining integrated with an unsupervised learning pro-
cess for the dispatching rules evaluation while [4] proposes a bi-objective MILP
for the EEJSP that minimizes the makespan and the energy consumption and
an enhanced estimation of distribution algorithm to solve the problem efficiently.
Although it takes into account the energy required to process production oper-
ations, to keep machines running while idle, and to transport jobs, it considers
that there are an unlimited number of vehicles available to transport the jobs.

The literature on speed scalable machine scheduling includes the single
machine scheduling problem [2,3] and the EEJSP [1,11]. In [2] two mathemat-
ical models are proposed for the speed scalable and multi-states single-machine
scheduling and. The complexity of the energy-efficient scheduling of a multi-state
single machine is studied in [3] under two scenarios, namely: constant energy
price and increasing energy price; and both have been proved to be polynomial.
In addition, when considering time-of-use energy prices, the problem has been
proved polynomial for a fixed job sequence and NP-hard otherwise. regarding
the EEJSP, [11] considers speed scalable machine spindle and proposes a multi-
objective MILP model that minimizes the makespan, energy consumption, and
process noise. Solutions are obtained by an efficient multi-objective genetic algo-
rithm. More recently, [1] considers the EEJSP with speed scalable and deterio-
rating machines in which the actual processing time of an operation depends on
the selected processing speed and on the permutation of operations that have
been previously processed on the machine. The machines are repaired occasion-
ally to restore their processing capabilities. To model the problem a bi-objective
MILP that minimizes the makespan and energy consumption (by production
operations and maintenance activities) is proposed. Solutions are obtained by a
multi-population multi-objective memetic algorithm.

Scheduling vehicles with adjustable speed includes determining the speed
of the vehicles on the route segments which has already been studied, but in
other contexts, e.g., for automated guided vehicles scheduling in manufacturing
systems [10] and quay crane and vehicles scheduling in container terminals [7].
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In this work, we consider energy-efficient JSPT with speed scalable machines
and speed scalable vehicles that provide additional flexibility, which in turn
allows further energy reductions while providing the same level of service. In
addition, this is a new problem since the JSPT literature has only considered
machines and vehicles that, respectively, process and move jobs at a constant
speed.

Therefore, the contributions of our work are twofold: i) we consider a chal-
lenging problem that has never been addressed before, the energy-efficient job
shop scheduling problem and transport resources (EEJSPT) with speed scalable
machines and with speed scalable vehicles which, in addition, is relevant to the
industry and ii) we develop a bi-objective MILP model that can be solved to
optimality for small-sized problem instances.

In the following sections we provide a brief description of the problem in
Sect. 2, propose the mathematical formulation of the problem in Sect. 3, report
and discuss the computational experiments in Sect. 4.

2 Problem Definition

This section provides a detailed description of the EEJSPT, which requires
solving simultaneously five interdependent combinatorial optimization problems,
namely: scheduling the production operations on each machine (machine schedul-
ing), determining the machine processing speed of each production operation
(machine speed assignment), assigning each transport task to a vehicle (trans-
port assignment), scheduling the transport tasks on each vehicle (vehicle schedul-
ing), and determining the vehicle travelling speed of each transport task (vehicle
speed assignment).

The production system includes a set of independent jobs and a set of
machines. Each job consists of a set of ordered operations each of which to be
processed uninterrupted on a given machine. Each machine can only process one
operation at a time and each job can only be processed on one machine at a time.
The machines can process each operation at one of several possible processing
speeds with a known energy consumption that depends on the processing time
and on the processing speed [11] (the higher the processing speed, the higher
the energy consumption). In addition, it is assumed that idle machines are in a
“stand-by” mode and have a negligible energy consumption. Furthermore, there
are no machine setup times and thus, whenever an operation is completed the
machine can start processing the next operation immediately.

Each job enters the production system through the load/unload (LU) area
and needs to be transported, by a vehicle, to the machine processing its first
operation, between the machines processing consecutive operations, and then
from the machine processing its last operation back to the LU. Once a job
reaches a machine it is either processed immediately, if the machine is idle, or
it waits for the machine in the machine input buffer; either way the vehicle can
promptly pursue its next assignment. Vehicles have to wait for a job if they reach
the machine processing it before the operation being processed is completed.
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The transport system comprises a set of identical vehicles that can carry one
job at a time and are initially parked at the LU area. The vehicles transport
the jobs between machines and also between machines and the LU area (and
vice-versa). Since any vehicle can perform any transport task, vehicles may need
to do an empty travel, from their current location (dwell point) to the location
where the job of the next assignment needs to be picked up at, before performing
the assigned task.

It is assumed that the transport tasks are nonpreemptive and can be per-
formed at different average speed levels. The vehicle’s energy consumption per
time unit depends not only on the average speed of the vehicle, but also on its
load, i.e., empty travels have lower energy consumption than loaded ones. The
travel time and energy consumed between any two locations at each speed level
are known, since the layout is known and the transport tasks are nonpreemptive.
As is the case for machines, it is assumed that idle vehicles are in “stand-by”
mode and have negligible energy consumption.

Among all possible solutions for this problem, we are interested in those that
minimize both the makespan (completion time of the last production operation)
and the total energy consumption (by machines and vehicles).

3 MILP Formulation

The EEJSPT problem considers a set J of jobs, each of which with nj ordered
production operations to be processed on a set I of machines. Let all the produc-
tion operations be a member of set O = {o1, o2, . . . , oN}, where N =

∑
j∈J nj

is the total number of operations. Then, 1 to n1 represent the production oper-
ations of the first job (o1 to on1), n1 + 1 to n1 + n2 represent the production
operations of the second job (o(n1+1) to o(n1+n2)), and so on. Each production
operation, say ol, can be processed at any one of the speed levels in set Pl, on the
pre-specified machine ml ∈ I. The operation previous to operation ol is denoted
by μl, either a dummy operation o0, if ol is the first operation of the job, or o(l−1)

otherwise. (Note that mo0 is by default the LU area.) Clearly, the job needs to
be transported from machine mµl

to machine ml, before processing can start on
ml. Therefore, a transport task tl is associated with production operation ol and
it is performed by one of the A identical available vehicles, which can travel at
any one of the speed levels in set V.

Since each job consists of a set of ordered operations, each requiring a trans-
port task, it is clear that an operation/task can only be started once its predeces-
sor has been completed and its successor can only be started after its completion.
Therefore, we can define a list F of pairs of operations/tasks (k, l) such that ol/tl
is a predecessor of ok/tk. (Note that (k, k) ∈ F .) For example, if job 1 has at
least two ordered production operations, then the list has at least the following
pairs (1, 1), (2, 1) and (2, 2) ∈ F .

Let us first define the parameters and decision variables and then provide
the MILP model and its description.
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Parameters
πp
l : Processing time of operation ol, l ∈ O at speed level p ∈ Pl,

epl : Energy consumption of machine ml when processing at speed level p ∈ Pl,
τv
kl: Vehicle empty travel time from mk to mµl

for performing tl at speed level
v ∈ V immediately after completing tk, k, l ∈ O;

τv
0l: Vehicle empty travel time from LU area to mµl

, performing tl, l ∈ O at
speed level v ∈ V as the first task of an AGV;

θvl : Vehicle loaded travel time from mµl
to ml, l ∈ O at speed level v ∈ V;

εv: Vehicle energy consumption per time unit travelling empty at speed level
v ∈ V;

εv: Vehicle energy consumption per time unit travelling loaded at speed level
v ∈ V;

Decision Variables
wp

kl: Binary variable taking the value 1 if ol, l ∈ O is processed at speed level
p ∈ Pl immediately after ok, k ∈ O in the same machine, and 0 otherwise;

fp
lml

: Binary variable taking the value 1 if ol, l ∈ O is processed at speed level
p ∈ Pl as the first operation in machine ml ∈ I;

tlml
: Binary “dummy” variable taking the value 1 if ol, l ∈ O is the last operation

processed in machine ml ∈ I, and 0 otherwise,
xv
kl: Binary variable taking the value 1 if tl, l ∈ O is done at speed level v ∈ V

immediately after tk, k ∈ O by the same vehicle, and 0 otherwise,
yv
l : Binary variable taking the value 1 if tl, l ∈ O at speed level v ∈ V is the first

task of a vehicle, and 0 otherwise,
zl: Binary “dummy” variable taking the value 1 if tl, l ∈ O is the last task of a

vehicle, and 0 otherwise,
cl: Production completion time of ol, l ∈ O, (c0 by default is 0),
rl: Arrival time of the vehicle at the machine processing ol, l ∈ O,
Cmax: Makespan of the production operations,
E: Total energy consumption in production operations and transport tasks.

Minimize: {Cmax, E} (1)
Subject to:

Cmax ≥ cl, ∀l ∈ O, (2)

E =
∑

k,l∈O:

(k,l)/∈F

∑

p∈Pl

(epl w
p
kl) +

∑

l∈O

∑

p∈Pl

(
epl f

p
lml

)

+
∑

l∈O

∑

v∈V
yv
l (εvθvl + εvτv

0l) +
∑

k,l∈O:

(k,l)/∈F

∑

v∈V
xv
kl (ε

vθvl + εvτv
kl) , (3)

∑

p∈Pl

fp
lml

+
∑

k∈O:
(k,l)/∈F

∑

p∈Pl

wp
kl = 1, ∀l ∈ O, (4)
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∑

k∈O:
(l,k)/∈F

∑

p∈Pl

wp
lk + tlml

= 1, ∀l ∈ O, (5)

∑

l∈O

∑

p∈Pl

fp
lml

= 1 ∀m ∈ I, (6)

∑

l∈O
tlml

= 1 ∀m ∈ I, (7)

∑

l∈O
zl =

∑

l∈O

∑

v∈V
yv
l ≤ A, (8)

∑

v∈V
yv
l +

∑

k∈O:
(k,l)/∈F

∑

v∈V
xv
kl = 1, ∀l ∈ O, (9)

∑

k∈O:
(l,k)/∈F

∑

v∈V
xv
lk + zl = 1, ∀l ∈ O, (10)

cl − rl −
∑

k∈O:
(k,l)/∈F

∑

p∈Pl

wp
klπ

p
l −

∑

p∈Pl

fp
lml

πp
l ≥ 0, ∀l ∈ O, (11)

cl − ck −
∑

p∈Pl

wp
klπ

p
l ≥ M

⎛

⎝
∑

p∈Pl

wp
kl − 1

⎞

⎠ , ∀k, l ∈ O : (k, l) /∈ F , (12)

rl − cµl
−

∑

k∈O:
(k,l)/∈F

∑

v∈V
xv
klθ

v
l −

∑

v∈V
yv
l θvl ≥ 0, ∀l ∈ O, (13)

rl − rk −
∑

v∈V
xv
kl (τ

v
kl + θvl ) ≥ M

(
∑

v∈V
xv
kl − 1

)

, ∀k, l ∈ O : (k, l) /∈ F , (14)

rl −
∑

v∈V
yv
l (τv

0l + θvl ) ≥ 0, ∀l ∈ O, (15)
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Cmax, E , cl, rl ≥ 0, ∀l ∈ O, (16)

wp
kl, f

p
lml

, tlml
, xv

kl, y
v
l , zl ∈ {0, 1}, ∀k, l ∈ O : (k, l) /∈ F , p ∈ Pl, v ∈ V. (17)

The objective is to minimize the makespan and the total energy consumption
as in Eq. (1) and their values are given by expressions (2) and (3), respectively.
Constraints (4) and (5) impose that each operation should be immediately fol-
lowed and immediately preceded by exactly one other operation on the same
machine. Constraints (8) ensure that the number of first and last tasks is the
same and does not exceed the number of available vehicles. Constraints (9) and
(10) require each transport task to be immediately followed and immediately
preceded by exactly one other transport task, respectively.

Each operation can be completed once i) the job arrives at the machine and its
processing time (at the chosen speed level) has elapsed (as in constraint 11) and
ii) the previous operation on the same machine is completed, in addition to its
own processing time (as in constraint 12), where M is a sufficiently large positive
integer. Similarly, a job can only arrive at a machine after its previous operation
has been completed and the job has been transported (see constraint (13)). In
addition, if a vehicle has transported some other job to have an operation, say
k ∈ O, processed immediately before the current one, then it needs to (i) deliver
such job to machine mk, (ii) travel empty from machine mk to the job previous
operation or the LU area if it is the job first operation, and (iii) deliver it to
the corresponding machine, which is enforced by constraints (14). Clearly, if
this is the first transport task of a vehicle, then it can be started immediately,
see constraints (15). Finally, constraints (16) and (17) define the nature of the
variables.

4 Results and Discussion

For evaluation purposes, we use a data set designed in [11] for EEJSP (with
speed scalable machines) and adapt them for EEJSPT by adding layout data
(randomly generated) and a fleet of two to six identical speed scalable vehicles.
The instances are designated as Yin01 and Yin02 and have four and 10 jobs
with 12 and 40 operations to be processed at two to three average speed levels
in five and six machines, respectively. The speeds and energy consumption are
borrowed from [8]. We consider three different vehicle speeds, namely: 0.9, 1.2,
and 1.5 m/s (m/s). The corresponding energy consumption is 63, 75, and 86 W
per second when traveling empty and 74, 90, and 108 W/s when traveling loaded.
(We assume the same weight of 48 kg for all the jobs.) The full data set can
be downloaded from https://fastmanufacturingproject.wordpress.com/problem-
instances/.

The MILP model was implemented in Python R© 3.7 and solved using Gurobi R©

9.0. All computational experiments were carried out on a 3.20 GHz Intel R©

Core
TM

i7-8700 PC with 24 GB RAM.

https://fastmanufacturingproject.wordpress.com/problem-instances/
https://fastmanufacturingproject.wordpress.com/problem-instances/
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The bi-objective model was solved using a “lexicographic” methodology [7]
which allows for finding two extreme best solutions of the problem. Table 1
reports instance characteristics (J-number of jobs, N -number of operations and
tasks, M -number of machines, and A-number of vehicles), and TT a coefficient
used to change the magnitude of travel times. We also report the minimum
makespan (C∗

max) and the associated energy consumption (E), the minimum
energy consumption (E∗) and the associated makespan (Cmax) under three dif-
ferent scenarios in which (i) all machines and vehicles operate always at the
lowest speed (LS), (ii) all machines and vehicles operate always at the highest
speed (HS), and (iii) operating speed levels are chosen for each operation and
for each task among the three speed levels considered (3S). Finally, the GAP
values for the objective values under 3S scenario are computed. For instance,
GAP E∗ =

E∗
(3S)−E∗

(LS)

E∗
(LS)

× 100, where E∗
(3S) and E∗

(LS) are the minimum energy con-

sumption under 3S and LS scenarios, respectively.
The results show that under the 3S scenario the E∗ can be decreased in

comparison to the one obtained in scenario LS, on average, by about 7%. It
is interesting to notice that decreasing E∗ not only does not imply additional
time, but also, in most cases, allows for its reduction (on average, by about
17.5%). Regarding the C∗

max, under the 3S scenario we can obtain the same
values as those obtained under the HS scenario while significantly decreasing the
energy consumption (on average by 9% and by up to 25%). Therefore, unlike
the common belief that minimum energy consumption can only be achieved at
the expense of a longer makespan, we show that speed management can be used
not only to decrease the energy consumption but also to decrease it without
sacrificing the makespan.

Considering zero travel times, the extreme solutions found under the 3S sce-
nario match those found in [11] for EEJSP problem instances which in turn
validates our MILP model and its implementation. Moreover, considering dou-
bled travel times increases the problem complexity. Accordingly, the MILP model
was not able to solve Yin02 to optimality. Nevertheless, it can solve it if there
are two more vehicles.

Table 1. Results for small-sized problem instances under three different scenarios.

Instances LS HS 3S GAPs

Name J-N-M-A TT E∗ Cmax C∗
max E E∗ Cmax C∗

max E E∗ Cmax C∗
max E

Yin01 4-12-5-2 0 4.89 35.0 22.0 6.79 4.82 35.0 22.0 5.81 –1.43 0.00 0.00 –14.43

4-12-5-2 1 4.94 58.9 24.8 6.84 4.86 42.4 24.8 6.21 –1.62 –28.01 0.00 –9.21

4-12-5-2 2 4.99 72.0 39.6 6.89 4.91 58.7 39.6 5.17 –1.60 –18.47 0.00 –24.96

Yin02 10-40-6-4 0 20.22 61.0 40.0 19.39 17.73 56.0 39.0 19.39 –12.31 –8.20 –2.50 0.00

10-40-6-4 1 20.42 74.3 44.4 19.57 17.90 56.6 44.4 18.87 –12.33 –23.88 0.00 –3.55

10-40-6-6 2 20.59 85.0 50.1 19.75 18.05 62.7 50.1 19.31 –12.33 –26.28 0.00 –2.22

Mean –6.94 –17.47 –0.42 –9.06

The EEJSPT addressed in this paper is harder than most scheduling prob-
lems, since it involves not only scheduling production operations and transport
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tasks but also the determination of processing and transport speed levels for
each operation and each task, respectively. The numerical analysis shows that
the use of speed scalable resources can decrease the energy consumption and/or
makespan at almost no extra operational cost.
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12. Zhang, L., Li, Z., Królczyk, G., Wu, D., Tang, Q.: Mathematical modeling and
multi-attribute rule mining for energy efficient job-shop scheduling. J. Cleaner
Prod. 241, 118289 (2019)

https://doi.org/10.1007/978-3-030-00473-6_4
https://doi.org/10.1007/s10898-018-0681-7
https://doi.org/10.1007/s00170-020-05796-8
https://doi.org/10.1007/s00170-020-05796-8


Designing Bioenergy Supply Chains Under
Social Constraints

Sobhan Razm1, Nadjib Brahimi2(B), Alexandre Dolgui1, and Ramzi Hammami2

1 IMT Atlantique, LS2N - UMR CNRS 6004, La Chantrerie, 4, rue Alfred Kastler - B.P. 20722,
44307 Nantes Cedex 3, France

{sobhan.razm,alexandre.dolgui}@imt-atlantique.fr
2 Rennes School of Business, Rennes, France

{nadjib.brahimi,ramzi.hammami}@rennes-sb.com

Abstract. The use of renewable energy, as a clean alternative to fossil fuel, has
become very attractive. It has environmental advantages and leads to regional
development. This study proposes an optimization model for the design of
bioenergy supply chains under social concerns. The social concerns involve the
unemployment rate and the vulnerability to changes during an economic crisis.

The areas that are mostly exposed to these social issues are chosen as initial
potential locations for installing the biorefineries. Installing a biorefinery can gen-
erate jobs for the people of these areas. This leads to the sustainable development
in the areas. The applicability of the developed model is shown through a case
study. The results demonstrate that the proposed approach leads to the generation
of a large number of job positions which has an important impact on the social
development of these regions.

Keywords: Sustainable development · Biofuel production · Bioenergy supply
chains · Biomass · Optimization · Social concerns

1 Introduction

The design and management of bioenergy supply chains have gotten attention in the
recent years [1]. However, the cost of the bioenergy supply chain (SC) network is one of
the most significant obstacles in developing bioenergy supply chains [2]. For example,
one of the major costs is incurred in the collection and transportation of biomass to the
biorefineries. Collecting, processing, and transporting biomass feedstocks from supply
sites to the biorefineries have also environmental and social impacts [3].

The location of the biorefinery is a critical issue [4] in terms of reducing these costs
[5] as well as GHG emissions (e.g. because of less transportation). The location of the
biorefinery is also important, since it can generate new jobs and lead to sustainable
development in a given region [6]. As a result, it is important to incorporate the concepts
of sustainability into the design and planning of the bioenergy supply chain networks.
Consequently, this study is seeking to answer the following questions:
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1. How to design and manage the bioenergy supply chains that transform biomass into
biofuel and bioenergy?

2. How to determine the purchased biomass quantities, the output quantities of bioen-
ergy and biofuel, and the inventory decisions in order to minimize the supply chain
costs while considering social constraints?

Consequently, the contributions of this paper are as follows: 1) Developing a math-
ematical model for designing and managing the bio-refineries. 2) Incorporating the
social concerns into the network design of the bioenergy supply chain. 3) Applying the
developed model to a case study.

The remainder of the paper is organized as follows. The literature review is presented
in Sect. 2. The definition of the problem is presented in Sect. 3. The model formulation
is presented in Sect. 4. The results are described in Sect. 5. Finally, the conclusion and
some suggestions to extend the study are presented in Sect. 6.

2 Literature Review

In recent years, modeling and optimization of the bioenergy supply chains have attracted
the researchers. For example, some studies focused on the geographical dispersion to
find biomass sources and supply capacities [7]. Some studies were more focused on the
locations of bio-refinery and production capacities [8]. A group of studies considered the
whole network (more integrated). They used different types of biomass (the agricultural
and forest residues) to generate biofuel in the design of bioenergy supply chains [9, 10].

In terms of sustainability, a MILP model was proposed by [11] to design the bioen-
ergy supply chain network. They used switchgrass as biomass feedstock. Three objec-
tives (economic, environmental, and social objectives) were considered to optimize the
following decisions: i) determining the amount of collected biomass, ii) determining
the maximum capacity in the biomass collecting centers, iii) determining the locations
of power plants and the capacities. The augmented ε-constraint and TOPSIS approach
were used as a hybrid method to generated Pareto-optimal solutions for decision mak-
ers. However, their study focused only on generating electricity (power plant), and the
generated jobs were not jobs with high impacts on the area. They did not pay attention
very well to the important social concerns such as high unemployment rate, and high
vulnerability to changes in the markets in an economic crisis.

Designing a biofuel supply chain could generate jobs for the local residents (in the
territory), as well as protect the environment [12]. Nevertheless, in the literature, most of
the researchers focused only on economic aspects, and less attention has been made to
sustainability, especially the social aspects of the bioenergy supply chains. This is a gap
in the bioenergy SC literature that needs to get more attention. In addition, in the real
world, generating the jobs in a territory where has a very low unemployment rate could
not be considered a very efficient design of the bioenergy SC (in terms of sustainable
development). Generating the jobs which are not close (not relevant) to the skills of the
local people, who may lose their jobs in the economic crisis, could not make a high
social impact on the territory.

These are the factors which motivate this paper versus the state of the art. The out-
comes of the bioenergy SC literature review are shown in Table 1. As shown in Table 1,
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there is an essential research gap in the literature to optimal design and planning of the
bioenergy supply chains under social sustainability constraints such as high unemploy-
ment rate, and high vulnerability to changes in the markets in an economic crisis. This
study tries to fill this research gap.

Table 1. The bioenergy SC literature vs. this study.
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3 Problem Definition

The bioenergy supply chain network gets started with supplying rawmaterials (biomass)
for the biorefineries and will end with the customers (markets). As shown in Fig. 1,
biomass r ∈ R is collected from the supply site s ∈ S. The biomass can be sent and
processed by biorefinery at location b ∈ B using technology a ∈ A. The biomass is
converted to bioenergy e ∈ E to sell in location b ∈ B, or is converted to biofuel f ∈ F
to sell in market c ∈ C.

The biomass feedstocks are forest residues and agricultural residues. Bioenergy
refers to heat and electricity. Biofuel refers to bio-oil and pellet. These conversions
of biomass can be done by different processes such as thermochemical, chemical, and
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biochemical. The generated biofuel is sent to different markets. The generated bioenergy
is either used in the bio-refinery or sold to local heat grids/systems.

3.1 Social Sustainability

Iran’s Ministry of Economic Affairs and Finance proposed an index of agricultural and
forest vulnerability based on the research done by Isfahan University of Technology’s
college of agricultural engineering. The index is used to resist against changes in the
agricultural and forest commodity markets that is V = D× (100− ξ). In this equation,
D is the agricultural and forest dependency index. It is a part of employment revenue
in the area that is obtained from the agricultural and forest parts. ξ is diversity index. It
shows the economic diversity in the area. ξ takes value in (0,100). ξ = 0 means that the
society (the area) is completely dependent on a part. ξ = 100 means that the society is
equally dependent on each of the defined parts. After normalizing, V (The agricultural
and Forest vulnerability Index) is obtained in (0,100) for each area. V = 100 means the
area is highly vulnerable to changes in the markets (e.g., in an economic crisis). For
example, the values of V for 23 territories are shown in Table 2. These values can be
obtained from the statistics office of each country.

Table 2. The values of V for each territory.

Concentrating on the high unemployment rate in the areas with high vulnerability
could generate social impact. Consequently, when a job with a higher employment
rate is generated in a territory with a higher vulnerability (job with a high impact),
it can generate more social profit. Given the ruined jobs of the aboriginal people of
the biorefinery’s territory (caused by an economic crisis), various job categories are
generated in the biorefineries that are close to the skills of the aboriginal people. For
instance, the farmers who have lost their jobs can be employed in combustion stations.
The individuals who have worked in the corporations relating to oil can be employed
in the pyrolysis technology stations. According to the Iranian statistics office, a lot of
farmers have lost their jobs in the last economic crisis, so their unemployment rate is
high (equal to 11.23%). These farmers could be employed in the combustion stations.
As a result, the social profit is generated by the social impact of the job generation.

The jobs generated for local people by installing the biorefinery could be defined into
threemain categories depending on the average unemployment rate ,(wג) consultingwith
Renewable Energy and Energy Efficiency Organization. Table 3 shows these categories.

The unemployment rates can be determined by the statistics office of each country.
Therefore, in another study, the values of the unemployment rate may change. The social
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Table 3. Jobs categories generated by installing the bio-refineries.

impact (�w,b) of the generated job in the category w in the territory b is calculated by
�w,b = wג × Vb. Then, the territories with high vulnerability and high unemployment
rates are chosen as candidate locations for the biorefineries (see Fig. 2), in order to
maximize the social impact. The vulnerability rate and unemployment rate for each
territory can be obtained from the statistics office of each country.

Fig. 1. General framework of the supply chain
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Fig. 2. Initial suggested locations for installing the bio-refineries

4 Model Formulation

The objective of the proposed model is to minimize the total costs of the supply chain.
The decisions determined by this model are as follows: 1) determining the amount of
the purchased and transported biomass to the bio-refineries, 2) selecting the biomass
suppliers, 3) selecting the optimal locations of the bio-refineries, 4) determining the
capacity and type of the technologies considered in each bio-refinery, 5) determining the
amount of the assigned biomass to the technologies, 6) determine the amount of biofuel
and bioenergy to sell to customers.

Because of page limitation imposed by the conference,we opt for a verbal description
of the proposed model. The detailed mathematical formulation is available from the
authors upon request. It consists of a Mixed Integer Linear Programming formulation
that can be described as follows:

5 Results and Discussion

The proposed model was coded in GAMS 24 and solved using the CPLEX solver. Using
the case study, the model was implemented with an Intel Core i3, 2.13 GHz processor
with 4 GB of RAM. The results are presented in the following.
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5.1 Bioenergy Supply Chain Structure

In this part, the optimal design obtained by the model is presented. The optimal locations
of the biorefineries are presented in Fig. 3 that minimize the total cost of the bioenergy
supply chain. The total cost of the bioenergy SC that was obtained from the model
is equal to 637.5M$. Figure 3 also shows the area of the customers and the amount of
satisfied demand during the planning horizon. The satisfied biofuel demand is illustrated
by yellow colors (pale to dark), and the satisfied pellet demand is shown by green colors
(pale to dark). Table 5 shows the different types and capacities of the technologies that
are optimally installed in the biorefineries.

Fig. 3. Optimal structure of the bioenergy supply chain.

5.2 The Social Impacts of the Bioenergy Supply Chain

This part investigates the effect of the bioenergy network on the territories (the society),
where bio-refineries are installed. Therefore, first, the social profit (Sw,b) of the generated
job w (the work hours) in territory b is defined as follows:

Sw,b = �w,b × Tw,b,Tw,b = (H + J) (1)

Where�w,b is the social impact of the installed biorefinery that was defined in Sect. 3.1.
H is the number of work hours (hourly work) within the job category w required to
operate technology a. In other words, H is corresponding to the work hours that are
required to converting the biomass to bioenergy and biofuel (hours/tonne of biomass).
J is the number of work hours (salaried work) within job class w required to operate
technology a (hours/year).J is corresponding to the work hours that are required to keep-
ing the bio-refinery open during the year (e.g., administrative staff). These work hours
(Hourly-wage work and salaried work) can change by changing the type of technology
and its capacity. Table 4 shows the assumptions of these work hours. They come from
reports made by [21] and also from consulting with the Renewable Energy and Energy
EfficiencyOrganization. In addition, work hours that are required for pyrolysis and pellet
technologies come from different studies [22, 23].
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Table 4. Work hours (per year) required to each technology.

Next, given the optimal design of the bioenergy supply chain obtained in Sect. 5.1,
the social profit of the bioenergy SC can be calculated using Eq. (1) and Table 5. If the
social impact (�w,b) in (1) is substituted by value 1, the number of jobs is obtained.
As shown in Table 5, the optimal design obtained from the model causes social profit
(up to 48.84) by generating 262 jobs. These jobs have a high impact on the society,
because they are generated in the territories with two features: i) high vulnerability in
an economic crisis, and ii) high unemployment rate.

Table 5. Optimal design and social profit of the bioenergy supply chain
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6 Conclusion

In this paper, a model was proposed to design bioenergy supply chains under social
consideration. Unemployment rate and vulnerability to changes during an economic
crisis were considered as social concerns. The areas that are mostly exposed to these
social issues were chosen as initial potential locations for installing the bio-refineries.
The applicability of the developed model was shown through a case study. The results
demonstrated that the proposed approach leads to the generation of a large number of
job positions which has an important impact on the social development of these regions.
In the future studies, first, initial capacities can be considered, or instead of using old
technologies, the new technologies can be considered in the model in order to increase
the production yield (efficiency). Second, it would be interesting to consider product
recycling inside the biorefinery after generating the products. Finally, carbon pricing
policies or decisions corresponding to the carbon trading can be added to the model.
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Abstract. This article studies a single-machine scheduling problem
involving coupled-tasks and hard due dates. A genetic algorithm based on
the Non-dominated Sorting Genetic Algorithm (NSGA) II model is pro-
posed to carry out a bi-objective optimization of both holding cost and
setup-related waste generation. Results show that the multi-objective
genetic algorithm outperforms the previous approaches regarding both
computation time and objective functions, showing that a reduction of
setups of 36% is possible at the expense of an 11% increase in inventory
with acceptable computation times. It also highlights the importance of
multi-objective optimization for decision-making in case of conflicting
objective functions.

Keywords: Multi-objective scheduling · Genetic algorithm · Waste
prevention

1 Introduction

Reducing the environmental impact of industrial production is currently a press-
ing challenge. At the operational level, new machining techniques and bet-
ter operations scheduling improve environmental performance, although these
largely focus on the energy consumption aspect [8]. Alternatively, recent work
has appeared on the reduction of material waste rather than energy consumption
and CO2 emissions, enabling better resource usage and lower waste generation
through adequate scheduling [11]. Limiting waste generation is complementary
with recycling and reuse approaches.

Such a case was studied in Le Hesran et al. [10], through the optimization of
both inventory levels and setup-induced waste in the painting line of a hubcap
manufacturing plant. Only one painting line is available, making it a single-
machine scheduling problem. A passage into the painting line is referred to as
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an operation, while the set of operations required for completion of an order
is called a job. Different options exist for a hubcap going through the paint-
ing line. If it is unicolor, it is painted once and can go directly to the finished
product inventory to await shipping. If it is bicolor, it receives its first coat-
ing and is sent to dry in the intermediary inventory for a minimum period L,
then receives its second coating and is sent to the finished product inventory.
Shipping must occur before a given due date, since the Make-To-Order setting
allows no lateness. This particular problem is called a coupled-tasks schedul-
ing problem [17] and has been proven to be NP-Hard [14]. Blazewicz et al. [3]
provide a survey of research on coupled-tasks scheduling problems, as well as a
list of important results for the most common variants and subproblems. The
computation times being too large in real-life situations, metaheuristics such as
PSO and SA [13], tabu-search [4,12], as well as various heuristics [1,5] have been
used to solve coupled-tasks scheduling problems. Genetic algorithms have also
been extensively used to solve scheduling problems, including problems involving
reentrance characteristics which are similar to the coupled-tasks problems.

The objective is to optimize the daily schedule to minimize both the quantity
held in inventory and the environmental impact of the paint sludge generated in
the painting line when the color changes, represented by the number of setups. To
deal with these two conflicting objectives, Le Hesran et al. [10] propose the use
of a Genetic Algorithm with a weighted-sum method to obtain a Pareto front of
alternative solutions. Results show that this algorithm has difficulty obtaining
the entirety of the Pareto front : drastic improvements are possible regarding
both the objective functions optimization and computing time required.

To this end, the contribution of this paper is a new multi-objective GA based
on the NSGA-II framework [6] to solve the single machine couple-tasks schedul-
ing problem described above. Its structure and mechanisms are described in
Sect. 2, and numerical experiments are carried out in Sect. 3 followed by conclu-
sions and perspectives for future work.

2 Multi-objective GA Based on NSGA-II

Figure 1 shows the global structure of the proposed multi-objective GA based
on NSGA-II.

2.1 Chromosome Representation

A chromosome represents a sequence of operations, its size being equal to the
number of jobs times the maximum number of operations per job. Since not all
jobs have the same number of operations, dummy operations with processing
time zero are added to keep the chromosome size constant. A gene’s position
corresponds to the job it belongs to and its order within this job. The value of
a gene represents its rank in the global operations sequence. Figure 2 shows an
example solution on a Gantt chart, with i the job and j the operation. As an
example, operation 1 of job 9 is processed first, while operation 2 of job 1 is
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Fig. 1. NSGA-II structure representation

processed sixth, and operation 2 of job 8 is a dummy operation. Table 1 shows
the corresponding chromosome, Seq giving the operations sequence.

Ranks are obtained using the fast non-dominated sorting algorithm [7] for
all candidate solutions. In this strategy, the Pareto dominance relationship is
used to assign each solution a rank based on a domination counter. All solutions
are compared, and all the non-dominated ones are assigned rank 1. They are
then removed from the current population, and the process is repeated with an
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Fig. 2. Gantt chart of a schedule with ten jobs

Table 1. Associated chromosome sequence

i 1 2 3 4 5 6 7 8 9 10

j 1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2

Seq 4 6 13 17 8 11 12 14 2 9 5 7 15 18 10 20 1 3 16 19

incremented rank number, until all solutions have been assigned a rank. This
provides a set of Pareto fronts F , where all solutions of front Fk dominate the
solutions of front Fk+1.

In order to avoid the clustering of solutions, a crowding-distance comparison
method is used. This crowding distance I[i] of a solution i is based on the
neighboring points surrounding it, according to the different objectives. It is
calculated as: I[i] =

∑

o∈O
= zo

i+1−zo
i−1

zo
max−zo

min
where O is the set of objectives, zo

i+1

and zo
i−1 the objective value of both neighboring solutions for the oth objective,

and zo
max and zo

min the maximum and minimum values for objective o ∈ O.
A crowded comparison operator is then used to discriminate between different
solutions with the following logic: if a solution is ranked lower than another, it
is preferred to its counterpart. If two solutions have the same rank, the one with
the biggest crowding distance is preferred.

2.2 Initialization

Based on the instance data, a single initial solution is created. An algorithm sorts
the jobs by increasing due date. The operations of jobs with the lowest due dates
are scheduled first, and operations of other jobs can be introduced whenever the
job with the lowest due date is in the drying inventory. Once the initial solution
is created, two mutation operators are applied in order to generate a sufficient
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number of new offspring. Any unfeasible solution generated (where tasks exceed
their due dates) is immediately discarded and another one created to replace it.
These constitute the initial population introduced into the GA.

2.3 Iterations

A pair of chromosomes is selected, and has a probability p1 of being subjected
to the insertion operator, that picks a random gene and inserts it somewhere
else in the chromosome. It means that any given pair of chromosome can be
subjected to either zero, one or two mutations. It is then subjected to the swap
operator [16] (the swap picks two random genes within the chromosome and
exchanges them; each chromosome is mutated independently) with a probability
p2. The resulting chromosomes then have a probability p3 of being subjected to
a standard two-point crossover [16] (as parents), followed by a probability p4 of
being subjected to the Linear Order Crossover (LOX) [15]. The standard two-
point crossover chooses two random genes in the first parent and swaps them with
the corresponding genes of the second parent. The LOX operator also chooses
two random genes as crossover points: the partial sequence contained between
them is transmitted to the offspring, the rest being filled with the missing genes
from the other parent starting from the beginning of the chromosome. This
operator has the merit of keeping a part of the first parent intact, as well as the
relative order from the second one, which is important in a problem where due
dates severely constrain the ordering possibilities.

If those new chromosomes are feasible, they are kept in the offspring gen-
eration, and a counter called Nbf is incremented. If more offspring need to be
generated to complete the population, the iteration counter NbIterations is
incremented and a new pair of parents is selected and submitted to the opera-
tors. If the iteration counter reaches Iteration number before a new population
has been created, the algorithm stops and the best current solutions are returned.

Once a number of offspring equal to the population size have been accepted,
both the parent and offspring populations are combined and the Pareto-rankings
determined. The population replacement strategy is applied, the new population
is created, and the iteration counter is reset. This process goes on until the
number of generations reaches threshold and the algorithm stops.

3 Numerical Experiments and Results

The algorithm is coded in C++; all experiments are carried out using an Intel
i5 6200 2.3 GHz processor with 8 GB of RAM.

3.1 Instances and GA Parameters Definition

The proposed NSGA-II algorithm is used on the instances provided by [10]. 80-
20, 50-50 and 20-80 configurations are considered: the X-Y configuration consists
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of X% of jobs with one operation and Y% of jobs with two operations. Exper-
iments are run on instances of each configuration with n = 10 jobs and 80-20
instances with n = 30 jobs. Instances of 10 jobs allow us to compare optimal
results from the exact approach with those of the GA, while 30 jobs instances
are closer to industrial size instances of around 100 jobs.

Table 2 details the chosen values of the GA parameters, obtained through a
Taguchi experimental design.

3.2 Interpretation of the Pareto Front

The Pareto front [2] provides the decision-maker with alternative solutions that
represent the variety of possible results. Its size is limited by the maximum
number of possible color changes. Although every Pareto point is an optimal
solution, all of them might not be suited to a practical use; thus, four key points
are extracted for each instance.

Two extreme points (zmin
inventory, z

0
setup) and (z0

inventory, z
min
setup), represent the

cases where the decision-maker wishes to minimize one objective in priority. The
ideal point (zmin

inventory, z
min
setup) is defined using the two optimum values of these

points, i.e. the minimum quantity of inventory and minimum number of setups
achievable. The coordinates of each point zit are normalized using the formula
znormal = zit−zmin

z0−zmin for both zinventory and zsetup. This norm provides new values
between 0 and 1 to compare values of different nature and order of magnitude
(inventory, number of setups).

Using these normalized values, the euclidean distance of each point to the
ideal point is calculated. The solution located at the minimal distance from
the ideal point (zmin

inventory, z
min
setup) is chosen as the trade-off point ztrade-off, which

represents the best compromise in terms of number of setups reduction versus
increase in inventory.

zpercent is the point with the highest difference between setup percentage
reduction and inventory percentage increase. This point aims at providing an
attractive option for decision-makers that wish to improve their environmental
impact without affecting their inventory costs negatively. An example of Pareto
front with its important points is shown in Fig. 3.

3.3 Results

Table 3 shows that the multi-objective GA reaches the optimal solution a major-
ity of the time for both the zmin

inventory and zpercent points, with average gaps not
exceeding 3.3%. While the average gap appears to be slightly higher for the
NSGA-II algorithm than for the weighted-sum one, optimal solutions are reached
more often.
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Fig. 3. Example of a Pareto front

Table 2. GA parameter value

30-job

instances

100-job

instances

Population size 30 100

Swap rate 0.8 0.8

Insertion rate 0.5 0.8

Crossover rate 0.3 0.3

LOX rate 0.1 0.05

Threshold 1000 2500

Iteration number 1000 2500

The complete results for ztrade-off and zpercent are shown in Tables 4 and 5
respectively. The multi-objective GA provides accurate results and manages to
cover the majority of the Pareto front. As an example, for the 20-80 configuration
an average Pareto front size of 4.6 is observed versus 5.6 for the MILP results.
As a comparison, the weighted-sum GA by Le Hesran et al. [10] obtained an
average size of 3.85 for the Pareto front of the same configuration.

In addition to a larger number of Pareto points obtained, results from the
multi-objective GA are better than those from the weighted sum GA, obtaining
a lower number of setups for the trade-off points and a lower inventory for the
percent points on all configurations except for the 80-20 one.

Table 6 shows a direct comparison of the ztrade-off and zpercent points obtained
using the MILP (solved with CPLEX) and weighted sum GA from Le Hesran
et al. [10], and our new multi-objective GA on the 30-job instances, most of
which cannot be proved optimal by the MILP model within its time limit of
1800 s. The MILP results dominate both the weighted-sum and multi-objective
GAs. However, their computation requires upwards to half an hour per point,
which is not suited for practical applications on large instances. On the other
hand, the multi-objective GA largely outperforms the MILP and is better than
the weighted-sum GA regarding computation time.

Table 3. Comparison on key points (10-job instances)

Weighted sum GA [10] NSGA-II: zinventory
min NSGA-II: zpercent

n Config. Average
gap (%)

Nb opt/
nb total

Average
gap (%)

Nb opt/
nb total

Average
gap (%)

Nb opt/
nb total

10 80-20 1,0% 27/30 3,0% 27/30 3,3% 28/30

10 50-50 1,8% 24/30 1,0% 25/30 1,0% 25/30

10 20-80 1,0% 20/30 2,0% 21/30 1,2% 21/30
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Table 4. Characteristics of the ztrade-off point (standard deviation in parenthesis)

Weighted sum GA [10] NSGA-II

n Config. ztrade-off
setup ztrade-off

inventory CPU (s) Pareto
size

ztrade-off
setup ztrade-off

inventory CPU (s) Pareto
size

10 80-20 3.1 3056 0.45 (1.2) 3.34 3.1 3084 14.1 (14.1) 2.97

10 50-50 3.8 5560 215 (539) 4.55 4.1 4584 12.0 (8.7) 3.75

10 20-80 4.4 7150 638 (737) 5.60 5.0 6374 13.1 (9.2) 4.57

30 80-20 8.9 16764 1714 (384) 9.01 9.1 21461 65.7 (79.1) 6.55

Table 5. Characteristics of the zpercent point (standard deviation in parenthesis)

Weighted sum GA [10] NSGA-II

n Config. zpercent
setup zpercent

inventory CPU (s) Pareto
size

zpercent
setup zpercent

inventory CPU (s) Pareto
size

10 80-20 3.9 2215 0.10 (0.67) 3.34 3.8 2350 14.1 (141.1) 2.97

10 50-50 4.3 4385 118 (371) 4.55 4.2 3997 12.0 (8.7) 3.75

10 20-80 5.4 5852 595 (762) 5.60 5.4 6000 13.1 (9.2) 4.57

30 80-20 11.0 13179 1680 (392) 9.05 13 14497 65.7 (79.1) 6.55

Results from the multi-objective GA are closer to the MILP ones than those
of the weighted-sum GA, providing a lower average number of setups for the
ztrade-off point, and lower average inventory for the zpercent one. Since ztrade-off

tends to be located on the left of the Pareto front (meaning a lower number
of setups) and zpercent on the right (meaning a lesser inventory), results from
the multi-objective GA are closer to those of the MILP than those from the
weighted-sum GA.

Table 6. Points of interest for 30-job instances and 80-20 configuration

Solving method zsetup zinventory Setup %

reduc.

Inventory %

inc.

CPU time (s) Pareto

size

ztrade-off MILP 8.9 16764 38.5 (16.1) 54.8 (73.2) 1714.0 (384) 9.05

Weighted-sum 11.5 18518 22.4 (16.0) 25.5 (35.6) 95.0 (55.5) 5.35

Multi-obj 9.1 21461 34.2 (15.0) 62.5 (39.4) 65.7 (79.1) 6.55

zpercent MILP 11.0 13179 25.9 (13.7) 12.3 (8.9) 1680.0 (392.0) 9.05

Weighted-sum 12.8 16537 15.2 (17.1) 5.9 (9.3) 88.4 (58.0) 5.35

Multi-obj 13.0 14497 9.6 (12.2) 4.4 (7.3) 65.7 (79.1) 6.55

In order to simulate a real life situation and show its performance on bigger
instances, the proposed multi-objective GA is solved on 10 instances of 100 jobs
(the size of a daily schedule) with the 80-20 configuration. Results for the ztradeoff

and zpercent point are available in Table 7. The genetic algorithm is more effi-
cient on large instances, which are those which are important for manufacturers.
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Table 7. Points of interest for 100-job instances and 80-20 configuration

n Config. zsetup zinventory Setup %
reduc.

Inventory % inc. CPU
time (s)

ztrade-off 100 80-20 34.2 253920 41.1 (8.5) 149.2 (98.2) 5718

zpercent 100 80-20 51.6 135431 11.1 (9.6) 4.3 (3.87) 5718

Alternative daily schedules can be obtained in one hour and a half on average,
which is an acceptable time-frame for a practical use. While percentages seem
lower in both waste reduction and inventory increase, they still remain significant
with such large quantities. The possible improvements are largely dependent on
the instance, and can vary greatly as shown by the high standard deviations.
The provided schedules are very efficient for some particular instances.

4 Conclusion

This paper tackles the issue of a single-machine scheduling problem with coupled-
tasks, aiming at reducing waste generation due to setups and costs induced by
inventory under the constraint of due dates. It proposes a new multi-objective
genetic algorithm based on the NSGA-II structure. The new algorithm is more
efficient in mapping the Pareto front than a GA using weighted sums. Thanks to
evolutionary mechanisms designed for obtaining multiple alternative solutions,
this algorithm obtain solutions that are both more optimized and more evenly
spread out in the solutions space, improving the solutions provided to decision-
makers. Computation times are also improved, as the multi-objective GA is able
to map a Pareto front in a single run, as opposed to the weighted-sum one
requiring multiple runs, and a larger number of Pareto points is obtained.

Alternative solutions can thus be obtained rapidly, providing the decision-
makers with different options depending on their priorities and current situation.
The zpercent point in particular is shown to be useful for decision-makers. These
improved results highlight the potential of such waste-reducing schedules for
both economic and environmental objectives.

Several perspectives can be considered for this study. Calculating lower
bounds would help to assess the performance of the GA for large instances.
The model could be extended to other types of workshops (e.g. multi-machines
environments) or product types (e.g. multiple colors and coatings) as studied in
Gould and Colwill [9]. From an environmental perspective, assessing the environ-
mental impact of paint sludge production, and the potential benefits of reducing
waste production could also motivate practitioners to implement such schedules.
Indeed, if the actual cost of waste management was assessed, alternative sched-
ules reducing waste generation could prove to be overall economically beneficial
to companies.
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Abstract. This paper deals with the assembly line balancing issue. The consid-
ered objective is to minimize the weighted sum of products’ cycle times. The
originality of this objective is that it is the generalization of the cycle time mini-
mization used in single-model lines (SALBP) to the multi-model case (MALBP).
An optimization algorithm made of a heuristic and a tabu-search method is pre-
sented and evaluated through an experimental study carried out on several and
various randomly generated instances for both the single and multi-product cases.
The returned solutions are compared to optimal solutions given by a mathemat-
ical model from the literature and to a proposed lower bound inspired from the
classical SALBP bound. The results show that the algorithm is high performing
as the average relative gap between them is quite low for both problems.

Keywords: Line balancing · Optimization · Tabu search. SALBP · MALBP

1 Introduction

Since their first use in 1913 as part of the Ford automotive manufacturing process,
assembly lines have spread all over the world. They are now one of the main forms
of industrial production, as they significantly reduce the manufacturing time, increasing
thus the productivity. They also reduce the neededworkforce and therefore the production
costs.

The performance of an assembly line depends on various factors. Finding a good
balancing of the workload over the line’s stations is one of the most important. Several
line-balancing problems have been dealt with in the literature. A review on the issue
can be found in [18]. Assembly line balancing problems can first be classified according
to the number of models (types of product) that the line can produce: we distinguish
between single-model assembly line balancing problems (SALBP), where a unique type
of product is produced, and the mixed/multi-model assembly line balancing problems
(MALBP) where the outcomes are products of different types. Line balancing problems
can also be classified according to the type of the line (serial line, line with parallel
workstations…) and the durations of the operations (deterministic or stochastic).

© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
A. Dolgui et al. (Eds.): APMS 2021, IFIP AICT 630, pp. 409–415, 2021.
https://doi.org/10.1007/978-3-030-85874-2_43

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85874-2_43&domain=pdf
https://doi.org/10.1007/978-3-030-85874-2_43


410 M. A. Abdeljaouad and N. Klement

Different objective functions and constraints have been considered by researchers.
The most known objective functions for single-model lines are the minimization of the
number of workstations for a given cycle time (type SALBP-1) and the minimization
of the cycle time (type SALBP-2) for a given number of workstations [17]. Of course,
this list is not exhaustive. In MALB problems, the objectives are more sophisticated.
To name a few, we can mention the reduction of the assembly cost [20], the labor cost
[22], the line idle time [16] or the smoothness index [15]. As for the other operational
research problems, the methods used for the balancing of assembly lines can be exact or
approximate. Exact methods range frommathematical programming [6, 9] to branch and
bound [12, 14], among others. However, as line balancing problems are usually NP-hard,
exact methods cannot solve big-sized instances in a reasonable time. The alternative is
therefore to use heuristic methods, which can quickly find satisfying solutions. Various
kind of heuristics have been proposed for SALBP and MALBP [7, 11, 21]. Most of the
time, the heuristic methods are combined with a metaheuristic that allows to visit more
solutions and thus to improve the quality of the heuristic’s one [8]. Different kind of
metaheuristics have been used; we can mention simulated annealing [4, 13], tabu search
[3, 19], genetic algorithms [2, 5] or ant colony optimization [1].

In this paper,wedealwith a line balancing problemwhere the objective is tominimize
the weighted sum of products’ cycle times (i.e. the weighted sum of the maximum
time each type of product spends on a workstation), where the weight of each product
represents its ratio among all the demanded quantity. This objective, introduced by [22]
as part of a multi-objective MALB optimization problem, can be applied for both the
MALBP and the SALBP (where it will be equivalent to the minimization of cycle time,
i.e. the maximum of the sum of task times assigned to each workstation). Therefore, we
will treat both cases in thiswork, and provide an optimization algorithm thatwill be tested
on single and multi-models instances. The rest of the constraints of the problems are the
following: n operations have to be assigned tom serial workstations. Each operation can
be assigned to any workstation but the precedence constraints should be respected: an
operation i cannot be assigned to a station k1 if one of its predecessors j is assigned to a
workstation k2 such that index k1 < k2. We consider that the durations of the operations
are deterministic. Apart from the workstations, all the other resources needed for the
processing of the operations (such as workers or tools) are assumed available. This issue
is NP-hard [10].

The rest of the paper is structured as follows: In Sect. 2, an optimization algorithm,
based on a heuristic and a tabu-search metaheuristic is presented. In Sect. 3, we carry
out an experimental study to assess the performance of our algorithm and we conclude
the paper in Sect. 4 with our remark and perspectives.

2 Tabu Search Algorithm

The proposed solving method is made of a heuristic and a metaheuristic. The heuristic
leads to an initial feasible solution and is based on the computation of a lower bound.
This bound is inspired from the classical bound of SALBP-2 given in Eq. (1), with J
being the number of product types, m the number of workstations, nj the number of
operations required by product type j and pi the processing time of operation i. The
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latter is calculated for each product model and the lower bound for our problem is thus
equal to the weighted sum of these cycle time bounds, as specified in Eq. (2), where wj

is the demand proportion for product model j.

LBj = max

(
maxi=1,...nj (pi),

nj∑
i=1

pi
m

)
∀j = 1, . . . J (1)

Lower bound =
J∑

j=1

wjLBj(2) (2)

The heuristic starts by sorting the operations on the basis of their precedence constraints.
It puts them into groups as follows: group 1 contains the operations that do not have a
predecessor, group 2 contains the operations whose predecessors are in group 1, group
3 contains the operations whose predecessors are in groups 1 and 2, and so on. The
operations within each group are then sorted in the decreasing order of the number of
their successors and, in case of a tie, in the decreasing order of the sumof their successors’
processing times.

The heuristic then browses the operations group by group, in that order, and assigns
them to the workstations, starting by station k = 1. At each iteration i, it selects the
first non-assigned operation o from the group and assigns it to a workstation, according
to the rule given below, with Sjk being the sum of the operations’ processing times of
product type j that are already assigned to station k at iteration i:

– If assigning operation o to station k reduce the gap between the value
∑J

j=1 wjSjk and
the Lower bound, or if k = m, then assign o to station k.

– Otherwise: k ← k + 1

The solution returned by the heuristic is then used as input for a tabu search algorithm
that tries to improve it. The latter’s main steps are given in Algorithm 1.
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The idea behind choosing a tabu search method is to create a solution neighborhood
structure for each product type: At each iteration and for each product type, the tabu
search algorithm selects the workstation on which the selected type has its longest
processing time and moves one of its operations to another station, by respecting the
precedence constraints. The new obtained solutions are then compared and the best one
is kept. The moved operation is added to a tabu list during a certain number of iterations,
to prevent the algorithm from being stuck in the same movements’ loop.

A neighborhood structure based on the different product types seems useful since
the considered objective directly depends on the cycle time of each model. This structure
can ease the search process of efficient and high-quality solutions. To the best of our
knowledge, this kind of neighborhood was never used before for multi-model balancing
optimization. The algorithm repeats this process and stops after a certain number of
consecutive iterations without improving the solution.

3 Experimental Study

Although there are many benchmark instances from line balancing literature, only few
of them are made for MALB problems. Moreover, to the best of our knowledge, there
is no comparative study dealing with the same objective function. Therefore, we choose
to test the proposed algorithm on several randomly generated instances, where the dura-
tions, the precedence constraints and the repartition of the operations over the product
types are generated given some probability parameters. We generated two families of
instances: small-sized and big-sized. For the small-sized ones, we compared the algo-
rithm’s solutions to optimal solutions, obtainedwith amathematical model inspired from
the formulation presented in [22]. These small-sized instances are made of {10, 20, 50}
operations, {3, 5, 6} workstations and {1, 3, 5} product types. The big-sized ones are
made of {100, 200} operations, {6, 10, 15, 20} workstations and {1, 3, 5} product types.
For these latter instances, the returned solutions are compared to the lower bound, since
the optimal solving of these instances with the mathematical model cannot be done in
a reasonable time. For each size, 5 instances are tested, for a total of 225 tests. The
durations of the operations are generated with a uniform distribution in [1, 99]. The
precedence relationship between the operations and the repartition of the operations
over the different product types are generated based on data from a real life assembly
line manufacturing pneumatic cylinders.

All the instances were quickly solved by our algorithm. Those with 200 opera-
tions and multiple products required between 1 and 3 min to be solved, while the other
instances took only a few seconds. As it is expected from an approximate approach,
the proposed method thus shows its ability to solve rather quickly big-sized instances
of this NP-hard problem, for which the mathematical solving may take hours. Table
1 and Table 2 display the results obtained for the small-sized and big-sized instances,
respectively. In Table 1, the ‘GLB’ column gives the average relative gap between the
lower bound calculated in Eq. (2) and the optimal solutions, while the ‘GSol’ column
gives the average relative gap between the algorithm’s solutions and the optimal ones. In
Table 2, the ‘Products’ columns display the average relative gap between the obtained
solutions and the lower bound.
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As we can see from Table 1, our algorithm is high performing for both the single
and multiple products instances, with a 0.99% overall average relative gap to the optimal
solutions. This is confirmed by a 42.2% rate of optimal solutions among those returned
by the algorithm. Table 1 also shows that the algorithm’s solutions are closer to the
optimal ones than the lower bound, whose average relative gap is higher (about 6.3%).
This gap between the bound and the optimal solutions helps to explain the behavior
of our algorithm for the big-sized instances: Indeed, even if the average relative gap
between the algorithm’s solutions and the lower bound is a bit higher in Table 2, this
may be due to the gap between the bound itself and the optimal solutions. The results of
our algorithm are therefore also promising for the big-sized instances.

Table 1. Results for the small-sized instances.

Operations Stations Products

1 3 5

GLB GSol GLB GSol GLB GSol

10 3 2.26 0.76 12.47 0 16.07 0

5 12.89 0 13.33 0.29 7.5 0.19

6 7.24 1.89 8.28 0 0.21 0

20 3 1 0 5.29 0.16 8.93 0.26

5 3.58 0.62 9.47 1.43 13.99 1.4

6 2.77 1.94 11.36 1.8 13.93 2.74

50 3 0 0.07 0.77 0.9 1.88 0.74

5 0 0.53 2.12 2.44 3.63 2.4

6 0 0.84 2.51 2.4 8.98 3.2

Average 3.3% 0.73% 7.28% 1.04% 8.34% 1.21%

Table 2. Results for the big-sized instances

Operations Stations Products

1 3 5

100 6 0.78 4.34 5.04

10 1.5 7.46 9.64

15 2.81 12.42 15.01

200 6 0.17 2.22 2.87

10 0.56 4.43 6.26

20 1.29 10.44 12.81

Average 1.18% 6.88% 8.6%
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4 Conclusion

In this paper, an optimization algorithm based on a tabu search procedure is presented
to solve a line-balancing problem. The objective is to minimize a weighted sum of the
product cycle times, where the weights represent the demand-ratio for each product.
The algorithm is tested on both single-model and multi-model problems and the results
obtained show that the outcomes are very satisfying in both cases, with a close average
relative gap to the optimal solutions and to the lower bound.

The next step of this work is to test the algorithm for other objective functions for the
multi-model line-balancing problems. As a perspective, the balancing obtained for these
different objective functions can also be compared through a simulation for example, in
order to analyze their impact on the production, considering various constraints. Future
work also includes the experimentations of other heuristics to provide the initial solutions
for the tabu search algorithm and testing themethod on a real assembly line. A case-study
line producing several models of pneumatic cylinders has already been linked with this
project.
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Abstract. Manufacturing scheduling has a crucial role in a company’s perfor-
mance. It’s a hard optimization problem and due to the latestmanufacturing trends,
it is becoming evenmore complex. Metaheuristics are promising methods to solve
those real-world problems.The latest distributed/parallel computing advancesmay
support the increase of computational power needed to get efficient schedules a
suitable time period. In the last years, the Industrial Internet has also known some
advances as the emergence of the Edge computing paradigm that increased the
computational processing power near the factory floor. This work presents strate-
gies to implement a distributed metaheuristic for manufacturing scheduling on
the Edge. Under the scheduling problem context, the physical platform and the
programming environment are examined. Based on an evolutionary metaheuristic
(genetic algorithm), a model is developed, following strategies that take advan-
tage of the Edge layer of the Industrial Internet. The generic algorithm steps are
described for future deployment and validation.

Keywords: Manufacturing · Scheduling · Industrial Internet · Edge computing ·
Metaheuristics · Distributed Genetic Algorithm

1 Introduction

Manufacturing scheduling is the efficient allocation of jobs (orders) over machines
(resources) in a manufacturing facility [1]. It has a fundamental role in an organisa-
tion’s performance. Due to increased competition and technological advances in recent
years, the scheduling paradigm in the manufacturing industry has undergone a strong
evolution [2]. These already NP-hard optimization problems [3] had become even more
complex with more restrictions and constraints. Exact optimization methods are only
useful for solving problem instances of reduced size. Heuristics and metaheuristics are
promisingmethods since they can get efficient schedules at suitable time period, even for
large realistic problem instances [4]. Yet, to solve real-world problems, those approaches
require high computing power. The use of parallel algorithms may make good use of
the most recent high-performance computing advances and help to accelerate the reso-
lutions of these problems. Most of the works present in the literature already propose
good algorithms running on scientific grids or in high-end server systems [5].
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For manufacturing, the infrastructure which connects people, data, and machines, is
known as Industrial Internet [6]. In the beginning, this structure was mainly cloud-based
and included the software scheduling applications [7]. A cloud-based structure implies
transferring sensitive information outside the factory. Besides safety issues, the costs of
using the cloudbecomeaburdendue to the increase in data traffic causedby the expansion
of the Internet of Things (IoT). Data-driven approaches help to improve production but
they come with a cost. The Edge Computing concept emerged to reduce this bandwidth
issue, the latency of some tasks and improve security; by using a hardware infrastructure
with processing capabilities closer to the area where it is needed. This structure creates
a new paradigm of Industrial Internet, which maintains a connection to the cloud, to
which is added a network layer of heterogeneous devices.

It seems important that these developments in the industry are followed by the
academy. Approaches for solving scheduling problems should be able to take advantage
of the Edge computing potential. In this paper, we propose a conceptual model to design
a distributed model for manufacturing scheduling on the Edge. The base of this model is
a metaheuristic - a Genetic algorithm (GA). Due to its natural parallelism, Evolutionary
Algorithms (EA) are good candidates for distributed systems. Also, there is an extensive
body of literature that uses these algorithms for scheduling problems [8], with sequential
and parallel implementations; and GA on heterogeneous architectures [9, 10]. The sci-
entific contribution of this paper lies in the alignment between the solution approaches
for the scheduling problem and the computational resources present where it needs to be
solved. A future implementation of the model, have the potential of good performance
by harvesting the computation power available on the Industrial Internet Edge.

2 Model Development

A good distributed metaheuristic must have the ability to speed up the search, improve
the quality of the obtained solutions and solve large-scale problems [11]. To deal with
a diverse and challenging problem as scheduling, robustness is a key requirement. The
design of our model was driven by those goals and our focus on the distributed model
strategies.

The development of this model was based on the general framework presented by
Gong et al. [12] for EA. Our design approach inverts its steps and the considered dimen-
sions will be enhanced with the distributed GA (dGA) taxonomy proposed by Harada
and Alba [10]. Figure 1 outlines the design phases. It begins with the problem and the
physical platform description. The programming environment will consider the software
andAPI. Those beginning steps will conduct the design of the distributedmodel, looking
for promising parallelism strategies. Lastly, the algorithm steps are presented.

Fig. 1. Approached steps in the model development
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2.1 The Problem

According to Pinedo [4], scheduling is a decision-making process that deals with the
allocation of resources (e.g. human, machine, money) to tasks in a specific sequence and
over given periods. In a manufacturing facility, it is known as manufacturing scheduling
[1]. Several possiblemachine environments originate several variations of the scheduling
problem. Due to its versatility and applications in the newest manufacturing paradigms
[13, 14], we choose the Flexible Job Shop Scheduling Problem (FJSP) as an illustrative
problem. We may define it as a set of jobs, each one requiring several operations. Each
operation of a given job has a processing step in a machine chosen from a set of available
machines. To solve the problem, we must go through two decision levels, assigning
operations to machines and sequencing their process on those machines. This must
be done in such a way that one or more objective functions are optimized. Classical
objectives include the minimization of the completion time of the last job, minimize
tardiness or a combination of both.

This scheduling problem may be extended with the introduction of additional con-
straints; like release dates, sequence-dependent setup times, break-downs or transporta-
tion times between machines. Besides machines, other limited resources may also be
considered in the manufacturing schedule; like vehicles, machine tools or robots.

This is an operational level problem and it must be solved on a regular basis (hourly,
daily or weekly) or event-driven, like the arrival of new orders, the change of priorities
in the jobs to be carried out or malfunctioning of a machine [15].

2.2 Physical Platform

The physical platform is the hardware platform that supports the Industrial Internet.
This concept of the Industrial Internet comes from the deep integration of industrial
systems and the new generation of Internet based IT systems. It connects people, data
and machines and it provides important infrastructure for manufacturing [6].

The first generation of the Industrial Internet was mainly an industrial platform in the
Software as a Service model with several enterprise information systems (e.g. Enterprise
Resource Planning, Manufacturing Execution System, Supply Chain Management) to
support the operation of manufacturing systems. These systems are developed using a
cloud computing architecture [7]. The connectivity provided by the IoT increased the
real-time processing needs and it brought a great weight on the network traffic. Also,
manufacturing industry applications might require responses in quite a short time and
some might raise concerns about privacy issues. To mitigate some of these problems, a
new computing model emerge: Edge Computing [16]. This paradigm refers to resources
and equipment’s along the path between data sources and cloud data centres, espe-
cially in the proximity of terminal devices with capabilities of computation, storage,
communication and application around data sources to supply different services, within
the requirements of agile connection, real-time service, data optimization, application
intelligence and security protection [16].

In the Edge layer of the Industrial Internet, the computing power of equipment
may vary by several orders of magnitude. This layer mainly contains edge gateways
and is responsible for collecting data from other layers by wired networks (Fieldbus,
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Industrial Ethernet, Industrial Optical Fibber, among others) or wireless networks (Wi-
Fi, Bluetooth, RFID, NB-IoT, LoRa, 5G, to name just a few), caching the collected
data and offering an heterogeneous computing environment. The most widely used
processing units on the edge devices are general computing processing units (CPU),
graphics processing units (GPU), and FPGA. They range from Ultra-Low Power micro
controller architectures, with limited memory, to multi-core or many-core processors
[17]. Single-board computers with ARMprocessors, like raspberry pi or NVIDIA Jetson
nano (GPU enhanced) are examples of this hardware platform [18]. Some already been
tested to run GAs [9].

Our physical platform is formed by a set of heterogeneous computing devices,
connected by high-speed networking infrastructure, in a grid configuration.

2.3 Programming Environment

Several programming languages, libraries, and application programming interface (API)
can be chosen to deploy the algorithm. In the case of a distributed system, our choice
must consider the programming of the processor and the communication proces.

Due to the heterogeneity and characteristics of the hardware, we need a portable
programming language, not avid for resources. C++ can be looked like an adequate
language, because it compiles in virtually every platform and operating environment,
and support a set of multithreading libraries and API. OpenMP may be adapted for
shared-memorymultiprocessing.Also,OpenCLandCUDA, supported byC++, provides
general-purpose computing on GPUs.

Its one-sided communication concept is a prominent advantage, providing efficient
asynchronous communication. In a heterogeneous hardware network, like the one found
in the Edge layer of the Industrial Internet, we must expect different execution times.
The implementation of an asynchronous model looks like a good strategy to deal with
that. MPI may support it.

2.4 Distributed Model

GAs have a vast body of literature related to scheduling [8] and, due to that, is the base
to our metaheuristic. It’s a population-based metaheuristics that uses a set of solutions to
concurrently sample different regions of the solution space. The search evolves to new
solutions by recombining elements from different solutions in the population.

Attending to our hardware network, we choose an island spatially distributed model
where the global population is divided into several populations, each of which is pro-
cessed by one single processor (network node). Reflecting the physical system hetero-
geneity, each subpopulation adopts a size andparameters adjusted to their node resources.
According to Goldberg [19], a GA with a small population of three individuals is suffi-
cient to converge, so even small nodes may contribute to the search. These cooperative
multi-search methods make up the bulk of the successful parallel meta-heuristics [20].

The communication between the subpopulations will have a star scheme, illustrated
in Fig. 2. This scheme takes advantage of the one-side communication concept of MPI
and supports two important features of themodel: asynchronism and adaptablemigration
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strategy. The central node allows memory-based cooperation [20] by creating a data
structure available for all nodes, to read and write, see Fig. 3. Like a pool model, this
scheme allows the nodes to interact asynchronously through the pool, preventing idle
time from the faster nodes. The data structure stores an elite set of the best solutions and
supports an easily adaptable migration strategy. Along the run, the best solutions are
known to all the nodes and that may lead to improve all the subpopulations search space.
Also, this shared memory will have context information, essential for the orchestration
of the nodes. This allows to control the nodes runtime or update their local algorithm
parameters.

Fig. 2. Star communication scheme

This model has a large scalability potential, being limited only by the central node
memory size. Regarding the fault-tolerance aspect, only the central node is crucial. If
one of the other is decoupled from the network the search won’t be jeopardised.

Our design focuses on a coarse-grained model but we consider that locally, in the
nodes, the parallelism is also explored.Multi-core processorswith share-memory collab-
orate in a faster population improvement. Those local implementations are tight linked
with the node processor and are out of our scope. Meanwhile, the distributed model is
robust to support that each node runs its tailor-made algorithm. As long as they use a
similar solution encoding.

Fig. 3. Memory-based cooperation scheme.
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2.5 Algorithm

Following the previous model, this section presents the implementation details of the
metaheuristic.

The canonical GA starts with a predefined size of population solutions that is com-
posed of a certain number of individuals. Every individual solution has a chromosome
representation that encode a solution to the optimization problem. The algorithm evolves
to new population solutions through a set of sequential operations over the individuals
of the previous generation: selection, cross-over and mutation. Although the solution
encoding and the parameter related to the GA operators are very important for the
algorithm performance, they won’t be detailed on this implementation.

Figure 4 shows a schematic of the dGA. The solid line shows how the process flows
and the dashed lines how the data flow. It starts at the machine that got the problem
instance, hosts the shared data structure and controls the stop criterion - node 0. This
node creates the data structure and populates with a random set of solutions and a bit
flag that will control the additionally, add a bit flag to control the end of the algorithm.
A second step uses one of the MPI collective routines, broadcast, to distribuite the data
instance to the available nodes in the network. This data is also copied to the node 0
local memory.

Fig. 4. The Distributed Genetic Algorithm.

The nodes with multi-core processing share the next tasks among the available cores.
Each node randomly creates an initial subpopulation, with size conditioned by their
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computational resources. This subpopulation is evaluated and start undergoing through
the loop of the GA operators (selection, crossover, mutation and evaluation) until it
reaches the stop criterion. This local stop criterion may be the number of generations
or the number of generations without solution improvement. At this point, it happens
the migration process. The node access the global memory window, write their best
solutions and retrieve other solutions to mix with their population. Also, it reads the bit
flag. If the bit flag has changed the local algorithm stops, otherwise, it restarts the GA
operators loop.

Node 0, follows the same routines but because it orchestrates the algorithm, it has an
extra task. After eachmigration step, it checks a global termination criterion. Thismay be
the execution time, the total number of interactions with the global memory window or
the number of iterations without improving the global best solution. Once that criterion
is reached, node 0 changes the bit flag so the other nodes finish their execution. Node 0
returns the best solution and stop the algorithm execution.

3 Final Remarks and Future Works

This work presents a distributed model of a metaheuristic to solve problems of manu-
facturing scheduling. The algorithm has been developed to take advantage of the latest
innovations in the Industrial Internet Edge hardware.

Based on a GA, it tries to take advantage of a high-performance communication API
to implement a memory-based cooperation strategy. It deals with the Industrial Internet
heterogeneity, allowing the processors to run loosely-coupled asynchrony. Besides, it
provides great fault-tolerance. The potential of dealing with a tailor-made algorithm
on each processor suggests great performance for the model. However, this is only the
conceptual model, empirical studies will be needed to prove the efficiency of the model.

For future work, we propose to design and study of parallel metaheuristics for the
edge nodes and fine-tune them to solve FJS scheduling problems. At a later stage, we
intend to deploy them on an industrial network and validate the proposed model.
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Abstract. This work considers the production scheduling of the weav-
ing process in a real-life textile industry, where a set of jobs - linked to
the production of a fabric type and accompanied by a quantity - arrive
over time and have to be processed (woven) by a set of parallel unre-
lated machines (looms) with respect to their strict deadlines (delivery
dates), under the goal of makespan minimization. A number of critical
job and machine properties demonstrate the challenging nature of weav-
ing scheduling, i.e., a) job splitting: each order’s quantity is allowed to
be split and processed on multiple machines simultaneously, b) sequence-
dependent setup times: the setup time between any two orders j and k is
different than setup time between jobs k and j on the same machine and
c) setup resource constraints: the number of setups that can be performed
simultaneously on different machines is restricted due to a limited num-
ber of setup workers. We propose a MILP formulation that captures the
entire weaving process. To handle large real instances, while also speed-
ing up an exact solver on smaller ones, we propose two heuristics that
perform job-splitting and assignment of jobs to machines either greedily
or by using a relaxed version of our MILP model, respectively. We evalu-
ate the impact of our approach on real datasets under user-imposed time
limits and resources (machines, workers) availability.

Keywords: Textile · Weaving scheduling · Integer programming ·
Heuristics

1 Introduction

Increasing productivity while reducing production costs has been essential in
modern textile plants in terms of business sustainability. Scheduling algorithms
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[3] offer a viable and effective tool to improve productivity, by optimally allo-
cating the available resources. A typical scheduling problem in textile considers
a set of articles/orders to be woven by a set of looms with respect to their deliv-
ery dates. Each order is linked to the production of a specific fabric type and
is accompanied by a positive quantity, while the looms are unrelated, meaning
that each loom operates on different speeds for different orders. The aim is to
find a schedule with the minimum makespan, i.e., the time that the last executed
order is finished.

Two properties that make weaving scheduling a challenging problem are job
splitting (a job can be split in different machines) and sequence-dependent setup
times (per pairs of jobs and per machine). In practice, the latter is justified by
the fact that different fabric types require different warp chains for processing,
thus imposing machine setup times (to replace the warp chain) from a few hours
to a few days [14]. Both properties have been studied extensively under abstract
models of various machine environments and optimisation criteria [1,4,8–10,13]
and tackled through exact methods, approximation algorithms and metaheuris-
tics. The weaving scheduling problem has also been well-studied and admits
exact polynomial time algorithms for special cases where setup times are inde-
pendent and job splitting is relaxed to preemption [14], as well as MILP models
and efficient metaheuristics for the general case [5,6,11,15].

Our work is focused on the weaving scheduling of PIACENZA, a textile enter-
prise in north Italy that manufactures woolen fabrics for luxury clothing brands.
Its production environment is a parallel weaving environment composed of mul-
tiple type of looms, operating at different speeds. Weaving scheduling in PIA-
CENZA adopts all the above-described job and machine properties, plus setup
resource constraints. Specifically, the number of setups that can be performed
simultaneously on different machines is restricted due to a limited number of
setup workers and daily setup time is also bounded. We should note that the
seminal work of [14] signifies the addition of setup resource constraints to the
standard weaving scheduling as a severe challenge.

According to our knowledge, the most relevant previous work appears in
[8,9]. In [8], the authors proposed near optimal heuristics for a simplified model
with identical machines, job splitting, multiple setup resources and fixed (inde-
pendent) setup times per job, under the makespan minimisation objective.
[9] proposes a Benders Decomposition approach and heuristics for the general
case of unrelated machines, sequence-dependent setup times and multiple setup
resources, again under the makespan minimisation objective. However, none of
these works combine all the complex properties needed for PIACENZA’s case.
Interestingly, [8] referred to a case combining job-splitting, sequence-dependent
setup times, unrelated machines and setup resource constraints as an open
research direction.

Our Contribution. In Sect. 2 we propose a formal definition of our scheduling
problem, address its computational complexity and propose a mixed integer
linear programming (MILP) formulation that captures the elaborate structure
of the weaving process. To handle large real instances, we propose in Sect. 3 two
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combinatorial heuristics that differ on the way they perform job splitting and
assignment to machines. We experiment with several weekly instances on both
MILP (using a standard solver) and heuristics to establish the computational
efficiency of our approach in Sect. 4. As we note, although typically the trade-
off between delivery dates, available machines and setup resources allows the
scheduler to deliver each job on time, due to the COVID-19 pandemic a large
number of jobs arrive late on the weaving department, while others become more
tight in terms of deadline. To improve resource management while avoiding a
further increase of tardy jobs, we propose in Sect. 5 a strategy that dedicates an
appropriate number of machines to samples (i.e., jobs with small quantity and
tight deadlines) while allocating the rest to regular jobs (i.e., jobs with large
quantity and loose deadlines).

2 Mathematical Modeling

To present our mixed integer linear program (MILP), we employ the notation
of Tables 1 and 2.

Table 1. Model parameters

Model parameters

J The set of jobs (orders)

M The set of machines (looms)

sm The fixed speed (in strokes/min) of machine m ∈ M

qi The quantity (in meters) of job i ∈ J

ui The number of strokes/meter for the fabric type of job i

pi,m The processing time of i ∈ J on m ∈ M , pi,m = qi · ui/sm

Si,j,m The setup time of j ∈ J succeeding job i ∈ J on m ∈ M

S̄i The setup time of jobs processed first on each machine (1 h)

Li A lower limit on the quantity of part of job i ∈ J allocated to any machine (50 m)

di The deadline of job i ∈ J , i.e., a strict delivery date for i

Tmax An upper bound on the makespan of an optimal schedule, e.g.,
Tmax =

∑

i∈J

max
m∈M

(pi,m +max
j∈J

Si,j,m)

T A set of equal-length intervals [τi−1, τi), 1 ≤ i ≤ T , where τ0 = 0 and τT = Tmax

li,j,m The number of intervals needed to setup job j after job i on machine m

lτ The length of every interval t ∈ T (2 h, which is the least common multiple over
all setup times)

D A partition of T into subsets of consecutive time intervals q with total length
equal to a working day

uq The allowed setup time per working day q ∈ D (50 h)

R A setup resource constraint to indicate that, at each time interval, at most R
machines can be set up in parallel
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(MILP) : Cmax

s.t. :
∑

i,j∈J,i�=j

Xi,j,m,t ≤ 1, ∀t ∈ T , m ∈ M (1)

∑

i∈J

X
′
i,m,t ≤ 1, ∀t ∈ T , m ∈ M (2)

∑

t∈T
Xi,j,m,t ≤ 1, ∀i, j ∈ J, i �= j, m ∈ M (3)

∑

j∈J,t∈T
X0,j,m,t ≤ 1, ∀m ∈ M (4)

∑

m∈M

Qi,m = qi, ∀i ∈ J (5)

Li · Yi,m ≤ Qi,m ≤ qi · Yi,m, ∀i ∈ J, m ∈ M (6)
Yi,m =

∑

t∈T ,j∈J,j �=i

Xi,j,m,t, ∀i ∈ J, m ∈ M (7)

Yj,m =
∑

t∈T ,i∈J,i�=j

Xi,j,m,t, ∀j ∈ J, m ∈ M (8)

∑

t∈T
Xi,j,m,t +

∑

t∈T
Xj,i,m,t ≤ 1 ∀i, j ∈ J, i, j �= 0, i �= j, m ∈ M (9)

∑

i,j∈J,i�=j,t∈T
Xi,j,m,t =

∑

i∈J

Yi,m − 1, ∀m ∈ M (10)

Xi,j,m,t +
∑

i
′ ∈J,i

′ �=i,

t
′ ∈T ,t

′ ≤t

X
j,i

′
,m,t

′ ≤ 1, ∀i ∈ J, j ∈ J, i �= j, m ∈ M, t ∈ T (11)

Xi,j,m,t · li,j,m ≤
t+li,j,m−1∑

t′=t

X
′
j,m,t′

∀i, j ∈ J, i �= j, m ∈ M, t ∈ T \ {T − r|1 ≤ r ≤ li,j,m} (12)
∑

t∈T
X

′
j,m,t ≤

∑

i∈J,i�=j,t∈T
li,j,m · Xi,j,m,t, ∀j ∈ J, m ∈ M (13)

∑

i∈J,m∈M

X
′
i,m,t ≤ R ∀t ∈ T (14)

∑

i∈J,m∈M,t∈q

lτ · X
′
i,m,t ≤ uq ∀q ∈ D (15)

Cj,m − Ci,m + V (1 −
∑

t∈T
Xi,j,m,t) ≥ Qj,m ·

uj

sm

+ Si,j,m ·
∑

t∈T
Xi,j,m,t,

∀i, j ∈ J, j �= i, m ∈ M (16)
Cj,m ≥

∑

i∈J,i�=j,t∈T

Xi,j,m,t(τt−1 + Si,j,m) + Qj,m ·
uj

sm

, ∀j ∈ J, m ∈ M (17)

S̄i · Yi,m + Qi,m ·
ui

sm

≤ Ci,m ≤ Cmax ∀i ∈ J, m ∈ M (18)
∑

j∈J,t∈T ,t>� R
M

�
X0,j,m,t = 0 ∀m ∈ M (19)

Yi,m, X
′
i,m,t, Xi,j,m,t ∈ {0, 1}, Ci,m, Qi,m ∈ R

+
, ∀i, j ∈ J, m ∈ M, t ∈ T (20)
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The overall goal is to minimise the makespan of the schedule, denoted as
Cmax. Since setup times are strictly positive, it is easy to prove that each machine
processes at most one part of each split job. We refer to the above problem as the
Weaving Scheduling problem, which is NP-hard even if machines are identical,
job setup times are fixed (and independent) and R = 1 [7].

Table 2. Decision variables

Variables

Xi,j,m,t 1 if j ∈ J is the successor of i ∈ J on machine m ∈ M , which is
set up right after i at time t ∈ T and there are no other jobs
processed between them on m, 0 otherwise

X ′
i,m,t 1 if i ∈ J is under setup on machine m ∈ M at t ∈ T , 0

otherwise
Yi,m 1 if i ∈ J is assigned on machine m ∈ M , 0 otherwise
Qi,m ∈ R

+ The quantity of job i ∈ J to be processed by m ∈ M

Ci,m ∈ R
+ The completion time of the part of job i ∈ J processed on

m ∈ M

Cmax ∈ R
+ The makespan of the schedule

(MILP) is partly inspired by formulations on special cases [8,13], extending
them to capture the elaborate structure of Weaving Scheduling. More specifi-
cally, Constraints (1)–(4), (7)–(11), (19), are used to ensure the feasibility of job
assignment, respecting that each machine processes at most one single part of
each split job. Constraints (5)–(6) allow for job splitting wrt to the quantity lim-
its. Constraints (12), (13), (16) ensure that the setup of each job part precedes
its execution on the corresponding machine and calculate its completion time.
Constraints (14), (15) are setup resource constraints, and Constraints (17), (18)
provide tight lower bounds.

3 Combinatorial Heuristics

Using an exact commercial solver (Gurobi 9.1) on (MILP), we can solve many
daily instances (i.e., ones with orders arriving at the same date) in a few minutes
either optimally or by a small gap. Hence (MILP) could be used to support short-
term goals like scheduling jobs in a daily manner. However, to fully support the
business needs of a weaving enterprise, including mid and long-term goals, it is
important to efficiently tackle larger real instances. In this direction, we propose
two combinatorial heuristics, GH1 and GH2, which differ in the way they handle
job splitting and assignment of each part of a job to a machine, while handling
the sequence-dependent setup times and setup resources in the same way. Table 3
summarizes the notation used in the present and the following sections.
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Table 3. Algorithms and experiment parameters and abbreviations

Notation

GH1 The first greedy heuristic
max assgn Upper limit on job assignments in each iteration of GH1
GH2 The second greedy heuristic
LPT Longest Processing Time first rule used in GH2
λ A positive constant chosen on the assignment step of GH2
ldm The load of m ∈ M on the assignment step of GH2
aTSP The Asymmetric Traveling Salesman Problem
LB A lower bound derived by the solution of the MILP in GH1
% Gap The percentage gap of GH1 or GH2 wrt LB: {GH1,GH2}−LB

LB · 100
Tardiness For each job j in a schedule it is equal to {maxm∈M Cj,m − dj , 0}
Tardy job A job j ∈ J with positive tardiness, i.e., maxm∈M Cj,m > dj

GH1, performs an iterative exact splitting and assignment of jobs (parts) to
machines using a MILP formulation (which is a subproblem of Weaving Schedul-
ing where setup resource constraints are not taken into account) that minimises
makespan subject to Constraints (5), (6) (to ensure that quantity limits are sat-
isfied), (21) that calculates a lower bound on the time needed to process the
assigned part of each job on each machine and (22) that limits the number of
possible job assignments to max assgn. GH1 starts by setting the maximum
possible value of max assgn = |J | × |M | and after each iteration decreases it
by 1, in order to exploit all possible exact solutions (of increased or decreased
job splitting potential) choosing the best among them. It terminates when the
number of jobs exceeds the possible assignments i.e., max assgn = |J | − 1, as
there is no possibility to assign all jobs.

∑

i∈J

(Qi,m
ui

sm
+ Yi,m · min

j∈J
Si,j,m) ≤ Cmax ∀m ∈ M (21)

∑

i∈J

∑

m∈M

Yi,m ≤ max assgn ∀m ∈ M (22)

On the other hand, GH2 performs a greedy job splitting dividing job quan-
tities into parts based on the lower bound Li: For each job i with qi ≥ 2Li we
create α = � qi

Li
� job parts of quantity equal to qi

α . Then, the job parts are ordered
according to the LPT rule, in order to prevent the resulted schedule from unbal-
anced machine loads (i.e., when a job with large processing time is scheduled
last). Then assignment process is similar to the one proposed in [2] for makespan
minimisation on unrelated processors: For the LPT order of job parts, it assigns
each part i to the machine k = arg minm∈M{λldm+Sj,i,m+Qi,m

ui
sm − λldm}, where

j is the last job executed on m before i.
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Both GH1 and GH2 are then following the next two stages. Stage A:
For each machine, the assigned job parts are scheduled optimally by reducing
the problem to aTSP, where nodes correspond to jobs’ parts and the distance
between nodes to sequence-dependent setup time plus processing time of the
corresponding job part; the exact approach of [12] is proved quite efficient for
our instances. Stage B: For each machine in decreasing order of load and each
available group of workers, we compute the earliest time that a job part can start
its setup, respecting the order of job parts from Stage A. Note that, in Stage
B, by starting from the most loaded machine, we significantly reduce the effect
of idle intervals between consecutive job executions on the final makespan. More-
over, in the case of GH2, we do not violate the assumption that each machine
processes at most one single part of each split job, as the setup time between
parts of the same job is equal to zero, and thus in the aTSP solution they will
be consequently ordered.

Summarising, GH1 performs an exhaustive job splitting and assignment sup-
ported by an exact solver, while GH2 computes a fast greedy assignment of all
possible job parts to machines.

4 Computational Experiments

The experiments are performed on 27 weekly instances, from 01/2020–07/2020.
The number of jobs per instance ranges from 7–69, the available groups of work-
ers and number of machines per week are R = 3 and 12 respectively, while setup
times receive values from the set {2 h, 4 h, 6 h}. The experiments ran on a 64-bit
Windows PC (Intel i5, 2.5 GHz CPU speed, 8 GB RAM) using Python 3.7.2 for
GH1, GH2 and GUROBI 9.1 (Python API for (MILP) and MILP of GH1).

We tested (MILP) on the above dataset, with a 2-h limit, on 4, 6, 8 and 10
machines and it was able to solve optimally one weekly instance (7 orders) on
10 and 8 machines in 10 s and 25 s respectively, while the other two instances
were solved with Gaps 8.62% after 262 s for 6 machines and 5.14% after 1735 s
for 4 machines. The difficulty of (MILP) to deal with job splitting property lies
on the fact that the time horizon (thus, the number of time intervals and the
number of variables) increases exponentially as the quantity of the job increases.
Interestingly, the above results refer to the solution of Gurobi when using as
upper bound the best among GH1 and GH2 solutions (normalizing processing
times and setup times as multiples of lτ ), otherwise we could only handle some
daily instances. So we proceed by applying GH1 and GH2 to solve our weekly
instances. To better evaluate the performance of GH1 and GH2 we divide our
dataset into five subsets of increasing number of jobs, each consisting of 5–
6 weekly instances and we test each subset for different number of available
machines (4,6,8,10,12).
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Table 4. Results over all weekly instances on 4, 6, 8, 10 and 12 machines

# Orders % Gaps of GH1 Mean

gap (%)

Mean

t(s)

% Gaps of GH2 Mean

Gap (%)

Mean

t(s)4 6 8 10 12 4 6 8 10 12

[7, 26] 3.2 4.92 6.99 10.45 10.39 7.19 38.7 13.03 22.46 30.21 38.43 42.15 29.25 3.9

[35, 40] 2.2 3.21 4.2 5.67 5.99 4.25 34.9 11.07 16.94 22.91 36.8 29.82 23.51 25.3

[43, 45] 2.14 2.77 4.17 5.59 7.05 4.34 38.6 10.87 14.88 23.78 35.5 38.63 24.73 8.7

[46.51] 1.97 2.86 3.7 4.82 6.09 3.89 33.8 11.16 15.95 23.02 33.86 30.72 22.94 6.5

[57, 69] 1.76 2.54 3.37 4.39 5.62 3.54 36.1 12.98 17.96 22.7 31.22 24.05 21.78 15.9

Mean gap 2.28 3.3 4.55 6.29 7.1 4.71 – 11.84 17.75 24.68 35.23 33.32 24.57 –

Mean t(s) 6.3 35.4 33.5 46.5 59.8 – 35 26.9 7 5.3 4 14.6 – 11.6

As we show in Table 4, GH1 outperforms GH2, achieving results of 4.2 times
smaller gap, but being 3 times slower on average, over different numbers of
available machines. Notably, GH1 achieves almost optimal solutions of Gap less
than 7.1% (4.7% on average) for all instances, in less than a minute (35 s on
average). Note that instances with a few orders on many machines seem to
demonstrate larger Gaps, compared to smaller number of machines mainly due
to the total setup time constraint and the limited number of groups of workers.
Additionally, running times may seem inconsistent regarding the size of the
instances, but this is justified due to the small number of instances of each
subset. As a result, instances that are time-consuming within a subset have a
huge impact on the average running time.

5 Enhancements

It is important to note that, due to the COVID-19 situation, 22.13% of orders
were tardy. Even though the solutions in Sect. 4 achieve small gaps, they cause
a significant increase on the number of tardy jobs which therefore rise to 27.4%
of the total orders (an increase of 24% compared to the ones initially tardy).

Moreover, observing that small jobs (unsplittable with qi < 100 m) have
tight deadlines, while larger ones have looser, it appeared reasonable to dedicate
a set of machines to small jobs and the rest to the large ones. To this direction,
we perform a comparison of GH1 and GH2 on small and large jobs separately,
to decide which is the best choice in every case. We divide each weekly instance
to small and large jobs and, as before, we divide our dataset into subsets of
increasing number of (either small or large) jobs. Subsets with small jobs consist
of 4–6 weekly instances each, while subsets of large jobs of 5–7; note that on
the latter we have excluded two instances, since they included only 1 and 2 jobs
respectively. The size of small job instances ranges from 6 to 41, while for large
from 5 to 34.
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Table 5. Results on small (left) and large (right) job instances for 4, 6, 8, 10 machines

# Orders
% Gaps of GH1 % Gaps of GH2

4 6 8 10 4 6 8 10
[6, 12] 3.78 8.53 5.36 4.37 27.11 26.67 20.13 15.36
[14, 22] 6.64 9.55 16.69 19.84 22.66 41.52 44.42 52.07
[25, 29] 8.26 20.53 48.24 58.43 16.35 32.03 55.16 68.08
[30.31] 6.69 25.8 60.75 77.98 26.49 53.8 64.05 102.75
[33, 41] 6.41 16.33 45.5 65.08 15.13 23.86 51.83 56.02

Mean Gap 6.54 16.35 36.6 46.94 20.95 35.56 48.49 60.45
Mean t(s) 9 2.7 5.7 30.6 1.1 1.5 2 2.4

# Orders
% Gaps on GH1 % Gaps on GH2

4 6 8 10 4 6 8 10
[5, 12] 2.96 4.23 6.04 7.82 17.45 38.01 30.82 64.14
[13, 16] 1.66 2.46 3.4 4.71 10.14 20.66 24.61 46.55
[18, 19] 1.58 2.29 3.46 4.19 8.88 13.43 21.61 29.36
[20.34] 1.02 1.53 2.27 3.21 7.89 14.34 19.7 25.27

Mean Gap 1.78 2.59 3.73 4.93 11.01 21.61 24.12 41.38
Mean t(s) 9.9 358.1 208.6 300.1 125.8 51.7 13.8 11.5

We tested (MILP) on small jobs, using a simplified version (where in con-
straints (16)–(18) we substituted Qi,m · ui

sm
by Yi,m ·pi,m while Constraints (5)–(6)

were removed) on 4, 6, 8 and 10 machines, for 8 out of 27 weekly instances (from
6 to 18 orders). Notably the exact solver was able to solve optimally 20 instances
in 98.03 s on average, 10 instances were solved with mean Gap 7.36% and for 2
it was not able to obtain a solution under 1-h limit. However, since the solutions
obtained were of similar Gap with the ones of GH1, we do not present them in
more detail. Table 5 presents the comparison between GH1 and GH2 on small
and large job instances, respectively. GH1 achieves solutions of better quality,
with 26.6% and 4.8% Gap for small and large jobs respectively, however GH2 is
much faster (4 times on large and almost 6 times on small jobs). Interestingly,
for small jobs the difference on their gap is significantly decreasing (from 410%
on large jobs to 55%). Note that Gap values on small jobs instances are quite
large, but this is due to the strict daily total setup time constraint.

Since GH1 performs better on both small and large job instances, we run it
once to schedule first all small jobs to an appropriate number of machines, and
re-run it consequently to schedule the large jobs on the remaining machines or (if
possible) after the small jobs on their dedicated machines. More precisely, we run
GH1 for each weekly instance, for 12 candidate numbers of dedicated machines
(|M | ∈ {1, 2, . . . , 12}) on small jobs. The aim of this approach is to examine the
effect of dedicated machines on three optimisation criteria: makespan, number
of tardy jobs and total tardiness.

Fig. 1. Best policies to balance makespan, number of tardy jobs and total tardiness,
over weekly instances.
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We consider as baseline the makespan, number of tardy jobs and total tar-
diness over all weekly instances computed by GH1 in Sect. 4 and highlight the
smallest average change on each criterion over the same instances, over all runs
under different number of dedicated machines: For makespan, the smallest aver-
age increase is 1.55%, while for the same instances tardiness and the number
of tardy jobs decrease by 16.68% and 10% respectively. For the number of
tardy jobs, the largest average decrease is 16%, while for the same instances
the makespan increases by 4.07%, and tardiness decreases by 19.1%. For total
tardiness, the largest average decrease is 22.62%, while for the same instances
makespan increases by 6.35% and number of tardy jobs decreases by 12.12%.

Figure 1 presents a proposed policy for weekly instances, in order to achieve
better trade offs between makespan increase and number of tardy jobs, tardiness
decrease. We conclude that dedicating machines on small jobs positively affects
17 our of 27 instances (in Fig. 1), trading a small increase on makespan for
large reductions on the number of tardy jobs and total tardiness. Notably all
improvements occurred when the number of dedicated machines ranges from 2–
7, while in 76% of the instances the range is from 2–4. It is also encouraging that
on 15 of those 17 instances there were various alternative policies that could be
chosen demonstrating also positive effects.

Additional experimentation, on both real and random or modified literature
instances, could yield more insights. Although already competitive within a quite
challenging setting, our optimisation approach could be further strengthened by
examining tighter formulations in a combination with a Benders-like decompo-
sition, to accomplish provably near-optimal solutions on even larger instances.
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Abstract. Assembly lines are the most widely used systems for industrial mass
production. A main objective in such a system is to ensure a workload balancing
among its workstations and optimize it at the operational level. However, this bal-
ancing is affected by various disturbances which induce delays and then generate
additional costs and deteriorate the performance of the assembly line. To remedy
the negative effects of such disturbances, methods allowing real-time rebalancing
are needed. The problem is known as the dynamic rebalancing of assembly lines.
This work proposes a comparative study of three metaheuristics performances in
solving this problem, namely: Iterated Local Search, Genetic Algorithm and Fil-
ters Beam Search-Ant Colony Optimization. The choice of these metaheuristics is
motivated by their reputation for quickly and efficiently solving assembly line bal-
ancing problems. An exact method, whose performance is compared to the three
selected metaheuristics, is also considered. The four approaches are applied to
instances of industrial size and complexity known in the assembly line balancing
literature. This benchmark data set guarantees coverage of almost all cases that an
industrial could encounter. Obtained results showed the metaheuristics efficiency
in solving large instances and that the exact method is recommended for small
ones. Efficiency is measured here in terms of resolution speed (few seconds are
required) and the quality of returned rebalancing solution. A rebalancing solution
is of good quality if its cycle time is less than or equal to the initial line takt time.

Keywords: Assembly · Assembly line · Line balancing · Dynamic rebalancing ·
Reconfiguration · Metaheuristics · Exact method · Disturbance · Uncertainty

1 Introduction

At the operational level, the assembly process can be affected by various disruptions
such as unscheduled shutdowns, breakdowns, repairs, stockouts, etc. These disturbances
cause delays which affect the initial balancing of the line by generating additional costs
and deteriorating its performance. The objective is therefore to remedy the negative
effects of these disturbances by techniques that allow real-time workload rebalancing of
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all workstations. This problem is known as the dynamic rebalancing of assembly lines
[1]. In this article, the seek for a line rebalancing is based on a reassignment of tasks
to workstations to absorb, as possible, the delay induced at a given time. Operators are
therefore assumed to be versatile and can easily adapt to changes in the assembly line.
An industrial case, in the Trane company, which includes such a possibility is described
in [2]. This study finds its application particularly at assembly lines level managed by a
pull system. To synchronize the flows of these lines, it is important that all operate at a
same rate defined by the Takt time (Tt), see Fig. 1 for an illustration. This will ensure
balanced lines that meet customer demand. The takt time is the rate at which it is needed
to complete the production process to meet customer demand, i.e. Tt = net available
work time/customer demand.

Fig. 1. Example of assembly lines dedicated to a family of products.

Real-time rebalancing can only be possible with fast algorithms (a response time of
few seconds). In this article, a rebalancing solution is said to be efficient if it is obtained
quickly (in a few seconds) and that the returned Cycle time (Ct) is less than or equal to
the takt time. Cycle time is the time it takes to complete the production of one unit from
start to finish, i.e. Ct = net available work time/number of units produced. Takt time is
based on customer demand whereas cycle time is work process based [3].

To identify methods that can efficiently solve the problem defined above, a literature
review is carried out. Considered articles are only those dealing with balancing, rebal-
ancing, and dynamic rebalancing of assembly lines. Most studies address the problem of
initial balancing of assembly lines (long-term decision) [4, 5]. A decision that takes place
at the design and implementation phase of the assembly line. A recent trend is to deal
with the rebalancing problem [3, 6–9] to cope with the dimensional changes of the mar-
ket due to seasonality and the life cycle of products for example and structural changes
linked to line reconfiguration and layout (add or remove workstations, etc.). However,
the problem of dynamic rebalancing of assembly lines is rarely studied as such [1, 10].
It is a real-time decision aid whose objective is to remedy the various disturbances that
affect the line. For these three problems, different formalizations based on mathematical
programming are proposed to model them. To solve balancing and rebalancing prob-
lems, a wide variety of exact, heuristic and metaheuristic methods are proposed. But, for
dynamic rebalancing we found mainly two approaches: ILS (Iterated Local Search) [1]
and Communicating Automata approaches that are applied to small instances [11]. To
identify the potential metaheuristics to be selected for our study, an additional work on
the classification of the latter is carried out by analysing the studies in [12–15]. Twomain
classifications exist: the one based on [15]: Local Search Metaheuristics, Constructive
Metaheuristics, Population-based Metaheuristics and Hybrid Metaheuristics; the one
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based on [13]: Single-Solution Metaheuristics (SSM) and Population Metaheuristics
(PM). In addition, in this latter classification, in each category we distinguish between
essentially constructive metaheuristics (Primarily Constructive, PC) and evolutionary
metaheuristics (Improvement Metaheuristics, IM). The combination of these two clas-
sifications made it possible to establish the classification of metaheuristics represented
in Fig. 3.

2 Problem Modeling and Solution Approaches

The studied system is assembly lines. An assembly line is made up of workstations
arranged sequentially. The workload of each workstation is defined as the sum of the
operating times of the tasks assigned to it. An assembly line is perfectly balanced if the
workloads of all stations are the same and equal to cycle time. It is said to be balanced if
the differences inworkloads between the stations are as close as possible. If moreover the
cycle time is less than or equal to the takt time, then such a line will satisfy the customer
demand (see Fig. 2, top).A line is affectedwhen disturbing elements occur at a timeT0. In
this case, the assembly line is partitioned into two parts: a fixed one containing completed
tasks and a dynamic one containing the unrealized tasks that require dynamic balancing
(Fig. 2, bottom). The objective is to find a dynamic reassignment of non-performed
tasks to the corresponding workstations that allows balancing of the remaining work,
respecting the precedence constraints among tasks and, as possible, absorbs the induced
delay (i.e. ensure as possible the cycle time value to be less than or equal to the takt
time). The mathematical program LPDR models the problem described above [1].

Fig. 2. Illustration of balanced and disturbed line concepts.

minmax
j∈J ∗

⎧
⎨

⎩
Stj =

∑

i∈I∗∪Aj0
(ti + �ti)xij

⎫
⎬

⎭
(LPDR)

Subject to:xij0 = 1,∀i ∈ Aj0\I∗ (1)

xij = 0,∀i ∈ Aj0\I∗,∀j ∈ J ∗\{j0} (2)
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∑

j∈J ∗
xij = 1,∀i ∈ I∗ (3)

∑

j∈J ∗
jxi′ j ≤

∑

j∈J ∗
jxij,∀i ∈ I∗,∀i′ ∈ Pi (4)

xij ∈ {0, 1},∀i ∈ I∗ ∪ Aj0 ,∀j ∈ J ∗ (5)

where, n: number of tasks, n ∈ N
∗; m: number of workstations, m ∈ N

∗; I : set of all
tasks, I = {1, 2, . . . , n}; J : set of all workstations, J = {1, 2, . . . ,m}; i: a single task,
i ∈ I ; j: a single workstation, j ∈ J ; I∗: set of tasks which need to be re-assigned for
rebalancing, I∗ ⊆ I . Note that task impacted by the disturbance at time T0 (denoted i0)
is an element of I∗; J ∗: set of workstations where tasks in I∗ can be reassigned, J ∗ ⊆ J ;
j0 denotes the workstation which is impacted by the disturbance at time T0 (j0 ∈ J ∗);
(Aj)j∈J : initial assignment of tasks to workstations J (before the disturbance at time T0

occurs); (Aj)j∈J forms a partition of I ; (Pi)i∈I : sets of all predecessors of tasks I ; Tt:
takt time, Tt > 0; Ct: cycle time, Ct > 0; ti: processing time of a task i ∈ I , ti > 0; �ti:
delay of a task i ∈ I , �ti ≥ 0; xij: decision variable, xij = 1 if task i ∈ I is assigned to
workstation j ∈ J , xij = 0 otherwise.

Fig. 3. Classification of metaheuristics and selection of used ones.
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To solve the LPDR problem, our choice is based on three metaheuristics, namely:
Iterated Local Search (ILS), Genetic Algorithm (GA) and Filters Beam Search-Ant
Colony Optimization (FBS-ACO), see Fig. 3. The choice of these metaheuristics is
based on an analysis of the literature on balancing and rebalancing of assembly lines.
This analysis focused on metaheuristics whose effectiveness meets the criteria of speed
and quality of cycle time minimization. The exact algorithm selected here is the default
CPLEX Mixed Integer Programming (MIP) optimizer (based on branch & cut) [16].
No constructive metaheuristics are selected because of their penalizing computational
time which increases significantly by increasing the number of tasks [17]. ILS is chosen
based on its performance reported in [1]. GA is chosen among the population algorithms
because it is the most widely used and has proven its efficiency and speed in solving
problems of balancing and rebalancing [6, 17]. Finally, for hybrid metaheuristics, FBS-
ACO is chosen thanks to its verification of the two previous criteria. Indeed, FBS-ACO
is an improved version of the ACO algorithm from which it inherited the efficiency, and
the FBS filters have allowed a significant improvement in computation time [8]. Brief
pseudocodes of the three metaheuristics are given hereafter. ILS consists in applying a
local search to a unique solution and a disturbance mechanism in several iterations, see
[1]; in GA, an individual in the population represents a solution. This algorithm consists
of building populations by improving their individuals from one generation to another
using mutation, crossover and selection, see [18, 19]; FBS-ACO consists of using the
characteristics of ant colony algorithm to build a solution respecting the defined number
ofworkstations. In addition, the application of local and global evaluations of FBSmakes
it possible to select at each stage the next destination of an ant to build a feasible solution
[18].
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3 Numerical Experiments and Performance Comparison

The exact method (default CPLEXMIP optimizer), ILS, GA and FBS-ACOmetaheuris-
tics are implemented in Linux using C++ on a PC of 8Go RAM and 2.30 GHz CPU.
Data set of 28 benchmark instances known in the assembly line balancing literature
are used, see https://assembly-line-balancing.de/. Size and complexity of such instances
guarantees coverage of almost all situations that an industrial could encounter. In addi-
tion, to cover most situations of line disturbances, we defined a design of experiments
based on three main criteria, as follows: a disturbance can occur at the beginning or
middle of the line; a disturbance can be low, average or high; task processing times can
be high, average (original values) or low. Values of delays and task processing times are
generated after analysis of total initial balancing idle time, number of tasks, number of
workstations and initial cycle time. To generate an initial balancing for each instance, we
have used SALOME [20]. So, each approach has to solve 28×2×3×3 = 504 different
instances. To simplify the understanding and analysis of the obtained results, we defined
three categories of the 504 instances: category 1 composed of instances whose tasks
number doesn’t exceed 50 (252 instances); in category 2 tasks number is greater than
50 but doesn’t exceed 100 (198 instances); in category 3 tasks number exceeds 100 (54
instances). Resolution time of the exact method is limited to one hour.

The performance of each method is measured using the number of returned efficient
solutions (takt-time respected and speed of resolution). Note that a solution is inefficient
if the returned cycle time is not less than or equal to the takt time or if the resolution
time is large (case of the exact method in particular). Analysis of the results consists in

https://assembly-line-balancing.de/
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finding the number of solved instances (efficient solutions) by each metaheuristic and
identifying their characteristics. Instances for which a metaheuristic has not found an
efficient solution doesn’t mean that really an efficient solution doesn’t exist unless, the
exact method has failed to solve it efficiently. The results have shown that for some
instances the delay can be absorbed immediately, without doing any effort. This is the
case when the cycle time of the line considering the delay is less than or equal to the takt
time. It was the case for 73 instances (47 of categoty 1 and 26 of category 2). For the
remaining 431 instances, the delay can’t be absorbed initially, hence an efficient solution
could be found using one of the four solution approaches.

For exact method, analysis is based on instances of category 1 since it is the only one
where all instances (205) are solved efficiently. Delay was not absorbed for 79 instances
and was absorbed for the remaining 126 instances. Most of the cases where delay is
absorbed are characterised with low or average task times, see Table 1- exact method;
123 instances are solved in an average time of 0.56 s each.

Table 1. Characteristics of solved instances and solution methods performances.

ILS solved 93 instances out of 431, see characteristics in Table 1- ILS. GA solved 84,
Table 1- GA and FBS-ACO solved 176 instances, Table 1- FBS-ACO. To summarize,
GA is efficient when the number of tasks and workstations are low. ILS is efficient for
small to medium sized instances and FBS-ACO is efficient when the delay occurs at
the beginning of the line. Exact method is efficient for small sized instances (no more
than 50 tasks). Among all efficiently solved instances only 17 are common to the four
solution approaches. These 17 instances are used to compare performance of ILS, GA
and FBS-ACO to the exact method. The ratio Ct/Tt is used as comparison criteria, see
Fig. 4. It is seen that the three metaheuristics gave solutions very close to the optimal
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ones. FBS-ACO and GA found the optimal solution for 6 of the 17 instances and ILS
found only 2. It is also shown that when the dimension of the assembly line increases, GA
finds solution with good quality. However, for most instances, ILS gives an acceptable
solution but not close to the optimum compared to the other metaheuristics.

Fig. 4. Performance comparison of solution approaches based on Ct/Tt values.

4 Conclusion and Recommendation

In this study, a performance comparison of three metaheuristics (ILS, GA, FBS-ACO)
and exact method for the dynamic line rebalancing problem is conducted. The meta-
heuristics generated satisfactory results compared to the exact method. Obtained results
analysis allowed to identify the most suitable method to apply for each line disturbance
situation. GA are efficient on small instances with an average number of workstations
equal to four. ILS can be used for small to medium size instances. FBS-ACO is more
efficient for assembly lines that have many workstations. Finally, the exact method is
very efficient for small instances (no more than fifty tasks).

As a future research development, we will investigate a fifth solution approach
based on Artificial Intelligence techniques namely Machine Learning although FBS-
ACO already can be seen as an AI approach since it is multi-agent based inspired by the
behavior of real ants.
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Abstract. In the digital economy, information systems have a significant impact
on supply chain management. However, there is a need for further development of
theoretical knowledge andmathematical models, includingmethods for managing
risk in complex supply networks to best serve customer orders. In the supply chain
operations reference (SCOR) model, reliability is assessed by calculating perfect
order parameters. The component/process reliability is calculated as the product of
the weighted averages of the perfect order parameters, and possible combinations
of failure features are not taken into account. This paper presents an approach to
probabilistic estimation of perfect order parameters based on the general theo-
rem on the repetition of experiments, and proposes to use a binomial distribution
to approximate the values obtained. The obtained results make it possible to assess
the efficiency of possible measures (increasing the insurance stock, replacing the
carrier, etc.) to improve the reliability of perfect order fulfilment.

Keywords: Supply chain management · Perfect order fulfilment · Combinations
of failure features

1 Introduction

Considerable attention is now being paid to the study of technologies and concepts such
as artificial intelligence (AI), blockchain, Industry 4.0, big data, and several others [1–
4]. However, there is a need to further develop theoretical knowledge and mathematical
models to assess the impact of information systems on supply chain management [5–7].
This is necessary to achieve the primary goal of the supply chain – customer satisfaction
[8–11]. Recent literature suggests some indicators to evaluate the impacts of uncertainty
on supply chain (SC) execution. Most popular are reliability, robustness, stability and
resilience [12]. In the supply chain operations reference (SCOR) model, reliability is
assessed by calculating perfect order parameters [13–15]. Vishnu et al. [14] note that
the reliability index of each supply chain component/process is calculated as a weighted
average of the reliabilities of supplying the right quantity, the right quality, and at the right
time. A similar approach to assessing the perfect order is found in studies of Bowersox,
Closs, and Cooper [16]; Christopher [17]; Ballou [18]; Cousins et al. [19]; Grant et al.
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[20]; and Heizer and Render [21]. Bowersox, Closs, and Cooper [16] claim that as
many as 20 different logistic service elements may impact a perfect order. Ho et al. [22]
emphasise that there is no research measuring the correlations between risk factors and
the corresponding risk types, or the probability of occurrence of particular risk types
associated with their factors. On the other hand, Walker [23] says that business has
embraced the key performance indicator (KPI) for real-time process decision making.
Unfortunately, KPIs multiply like rabbits, and unless they are properly managed, tend
to be defined within the narrow context of functional silos.

Thus, the literature does not take into account possible combinations of failure fea-
tures, and there is no probabilistic assessment of perfect order parameters. Consequently,
to improve the reliability of perfect order parameter estimation, it is necessary to develop
a new methodology that takes into account the specifics of supply chain operation.

This paper presents an approach to the probabilistic estimation of perfect order
parameters based on the general theorem on the repetition of experiments, and proposes
to use binomial distribution to approximate the obtained values. The obtained results
make it possible to assess the efficiency of possible measures (increasing the insurance
stock, replacing the carrier, etc.) to improve the reliability of perfect order fulfilment.

The paper is organised as follows. The methods for the probabilistic estimation of
perfect order parameters are presented in Sect. 2. Section 3 lists the calculations used
to test the suggested methods in different scenarios. Section 4 provides directions for
future research.

2 Developing Methods for the Probabilistic Estimation of Perfect
Order Parameters

To describe analytically the performance of a perfect order, a probabilistic model is used
[16–21], which allows estimating the failure-free performance of the system in the form
of the dependence.

p0 =
n∏

i=1

pi, (1)

where p0 is the probability of a failure-free order, n is the number of parameters con-
sidered in the perfect order, and pi is the probability of error-free execution of the i-th
operation (the pi probabilities are independent).

In most papers, the calculated dependence (1) includes three or four parameters: p1
is the probability of delivery in-full (quantity); p2 is the probability of delivery in perfect
condition (quality); p3 is the probability of ‘just in time’ (JIT) order performance; p4 is
the probability of error-free documentation.

However, experience with formula (1) has shown that it can lead to significant errors
for the following reasons.

1. Formula (1) corresponds to one of the extreme cases of a combination of failures in
a single order; i.e., it does not reflect the variety of possible options.
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2. The pi parameters are derived from statistical information, and the relationships and
interactions between them are not represented or quantified.

3. Other statistical dependencies, such as the general theoremon the repetition of exper-
iments [24, 25], must be used to estimate the probability p0. The general theorem on
the repetition of experiments describes the case when experiments are carried out
under different conditions, and the probability of an event varies from experiment
to experiment.

Let us consider versions of expert analysis of the occurrence of failures in supply
chains. The essence of the problem of accounting for the number of parameters in a
single order is presented in Table 1 for two extreme cases. The first case reflects the
independence and uncorrelatedness of failure features in each order (of the eight orders,
only orders 7 and 8 are perfect, and the probability of failure-free order formation is
0.250); the second case reflects the maximum possible combination of failure features
in a single order (only orders 4, 5, 6, 7, and 8 are perfect, and the probability of failure-
free order formation is 0.625). On the other hand, according to Bowersox, Closs, and
Cooper [16], Christopher [17], andBallou [18], the values of perfect order parameters are
on-time p1 = 7/8= 0.875, in-full p2 = 6/8= 0.75, and error-free p3 = 5/8= 0.625. Then
formula (1) yields the probability of failure-free order formation p0 = 0.875·0.75·0.625
= 0.41 for both extreme cases.

Table 1. Possible combinations of failure features in a single order.

Case Parameter Order number Number of failures Probability of
failure-free order1 2 3 4 5 6 7 8

1 On-time X 0 0 0 0 0 0 0 1 0.250

In-full 0 X X 0 0 0 0 0 2

Error-free 0 0 0 X X X 0 0 3

2 On-time X 0 0 0 0 0 0 0 1 0.625

In-full X X 0 0 0 0 0 0 2

Error-free X X X 0 0 0 0 0 3

X: failure; 0: failure-free performance

The dependencies of all possible variations of a perfect order estimate can be calcu-
lated based on the general theorem on the repetition of experiments, according to which
the probabilities of failure-free order fulfilment are determined by the formula.

n∏

i=1

(pi + qiz) =
n∑

m=0

Pm,nz
m, (2)

where pi is the probability of no failure in the i-th experiment, qi = 1 − pi; Pm,n is the
probability of no failure in n experiments exactlym times; and z is an arbitrary parameter.
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After expanding Eq. (2), we find the sum of similar terms for each zm, which rep-
resent probabilities P0,n, P1,n,…, Pm,n and are the components of a perfect order with
m simultaneously observed failures for different values of m. For example, Eq. (2) for
calculating the probabilities of a perfect order when n = 3 and the number of failure
features m is between 0 and 3 is written as

n=3∏

i=1

(pi + qiz) = p1p2p3 + (p2p3q1 + p1p3q2 + p1p2q3)z +

+(p3q1q2 + p2q1q3 + p1q2q3)z
2 + q1q2q3z

2

(3)

If n = 3 and m = 0, we obtain P0,3 = p1·p2·p3, i.e., formula (1); if m = 2, then P2,3
= p3·q1·q2 + p2·q1·q3 + p1·q2·q3.

Our research has shown that the probabilities Pm,n can be approximated by discrete
probability distributions, in particular the binomial distribution.

Pm,n = n!
m!(n− m)!q

mpn−m, (4)

where p is the average value of the probability of no failures; q = 1 – p.
The value p is calculated according to the formula

p =
∑n

i=1 pi
n

(5)

Obtaining the values of probabilities Pm,n makes it possible to assess comprehen-
sively the impact of changes in probabilities pi, as well as the efficiency of possible
measures for improving reliability (increasing the insurance stock, replacing the carrier,
etc.). According to Inman and Blumenfeld [10], countermeasures may be available to
mitigate the impact – such as substituting a different part, installing a feature at a later
date, or deleting a feature altogether – but countermeasures carry at least some addi-
tional cost or negative side-effect. While no firm wants to carry inventory, it may be a
cost-effective strategy for reducing supply chain disruption risk.

Clearly, further research needs to consider the use of discrete distribution laws other
than the binomial to approximate the probability (e.g., hypergeometric, Poisson, etc.).

3 Testing

We collected and processed statistical data on supplies for company X, which allowed
us to determine the following values of perfect order parameters: on-time p1 = 0.90,
in-full p2 = 0.80, error-free p3 = 0.85; number of failure features n = 3; simultaneous
occurrence of failures m from 0 to 3.

Table 2 shows the results of calculations of probabilities Pm,3 using formula (3), e.g.,
P0,3 = 0.9·0.8·0.85 = 0.612. The probabilities of occurrence of one or two failures in
an order are, respectively, P1,3 = 0.329 and P2,3 = 0.056.
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To calculate Pm,3 under approximation by binomial distribution, we define the aver-
age value of the probability of no failures as p = 0.85. Then, using formula (4), we find
the probability of the occurrence of, for example, one failure in the order (m = 1):

P1,3 = 3!
1! · 2!0.15 · 0.85

2 = 0.325

The results of the remaining Pm,3 values are shown in Table 2. An analysis of Table
2 shows that there is good consistency between the Pm,3 values calculated by different
methods.

After considering these results, the management of company X decided that it was
necessary to improve delivery efficiency by selecting an alternative route (p1+ = 0.95),
creating an insurance stock (p2+ = 0.85), and implementing e-documentation (p3+ =
0.90). The results of the calculations are shown in Table 2, which indicates that the
probability of forming a perfect order has increased to P0,3 = 0.729, i.e., by 15.5%.

Table 2. The results of calculating the probabilities of a perfect order Pm,3.

Simultaneous
occurrence of failures,
m

Probabilities Pm,3

General theorem on
the repetition of
experiments

Binomial distribution

Before changes in the
supply organisation*

After changes in
supply organisation**

0 0.612 0.614 0.729

1 0.329 0.325 0.243

2 0.056 0.058 0.027

3 0.003 0.003 0.001

*on-time p1 = 0.90, in-full p2 = 0.80, error-free p3 = 0.85; **on-time p1+ = 0.95, in-full p2+ =
0.85, error-free p3+ = 0.90

A closer inspection revealed that in addition to the parameters mentioned above
(p1 = 0.90, p2 = 0.80, p3 = 0.85), three additional perfect order parameters were
present (p4 = 0.99, p5 = 0.97, p6 = 0.95). In order to assess the impact of these
additional parameters on the formation of a perfect order, calculations were carried
out using formulas (2) and (4), the results of which are shown in Table 3. An analysis
of Table 3 shows that there is good consistency between the Pm,n values calculated
by different methods.

The results of calculations of Pm,n show that an increase in the number of parameters
of failure, taken into account in formulas (2) and (4), leads the probability of formation of
the perfect order to decrease from 0.61 (at n= 3) to 0.56 (at n= 6), i.e., by approximately
5%. Thus, even a slight decrease (by 1–2%) in the reliability of operations in supply
chains (delay in transportation, errors in order picking, cargo damage, etc.) can have a
significant impact on the formation of a perfect order.

It follows that the decrease in the probability of perfect order formation is much
greater when the pi values are below 0.8. This issue requires special attention and further
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research, because according to Bowersox, Closs, and Cooper [16], even the best logistics
organisations report only 60 to 70% perfect order performance.

Table 3. The results of calculating the probabilities of a perfect order Pm,n (Pm,4, Pm,5, and
Pm,6).

Simultaneous occurrence of
failures, m

Number of failure features and average value of the probability
of no failures

n = 4; p = 0.885 n = 5; p = 0.902 n = 6; p = 0.910

1* 2** 1* 2** 1* 2**

0 0.60588 0.61344 0.58770 0.59708 0.55831 0.56786

1 0.33183 0.31881 0.34005 0.32149 0.35243 0.33698

2 0.05850 0.06214 0.06500 0.06487 0.07875 0.0833

3 0.00353 0.00538 0.00510 0.00766 0.00809 0.0110

4 0.00003 0.000175 0.00013 0.00045 0.00038 0.00081

5 0.9·10–6 0.9·10–5 0.75·10–5 0.00003

6 0.45·10–7 0.5·10–6

*General theorem on the repetition of experiments; **Binomial distribution

4 Conclusion

In the digital economy, information systems have a significant impact on supply chain
management. However, there is a pressing need for further development of theoretical
knowledge and mathematical models, including methods that enable risk management
for complex supply chains to best serve customer orders. This paper presents an approach
to the probabilistic estimation of perfect order parameters based on the general theorem
on the repetition of experiments, and proposes to use binomial distribution to approx-
imate the obtained values. In future research, three considerations will be important.
The first is to investigate the interdependencies and interactions between the parameters
of the perfect order pi, which must be taken into account in formulas (2) and (4). The
second is to pay attention to different types of reservations for reliable fulfilment of a
perfect order, taking into account the quality values of the supply chain performance.
The third is to carry out a cost analysis of the proposed approaches by taking into account
transport, current and insurance stock costs, costs due to shortages, and various penalties
in the case of an imperfect order.
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Abstract. The on-demand warehousing system is a service that makes
a connection between e-commerce sellers and warehouse providers who
have excess capacity for sharing warehouse spaces. The e-commerce sell-
ers can create a distribution network strategy and manage the vary-
ing demands of customers by utilizing this system. In this study, we
focused on inventory and commitment decisions that impacted the use
of shared warehouses from the standpoint of e-commerce sellers. We pro-
posed a mathematical model, which incorporated inventory and commit-
ment decisions to maximize total profits. A small-scale experiment was
conducted, and the result showed that the commitment decisions could
affect total profits of e-commerce sellers considerably.

Keywords: Shared warehouse · Inventory model · On-demand
warehousing · Commitment decisions

1 Introduction

On-demand warehousing marketplaces, such as FLEXE and Mychango, have
emerged as the new alternative to old warehousing solutions. This service sys-
tem connects warehouse providers who have excess space with e-commerce sell-
ers who need flexible warehouse solutions. Instead of leasing warehouse space,
e-commerce sellers can rent spaces for short durations (e.g., days or months)
through commitments with warehouse providers. From the standpoint of e-
commerce sellers, employing the on-demand warehousing system could be a
low-risk strategy to match unexpected customer demands and prevent the over-
flow of inventory. In addition, e-commerce sellers could secure warehousing and
fulfillment solutions instantly and build a distribution network strategy.

Several studies regarding the on-demand warehousing system and warehouse
capacity sharing have been conducted in the past [1–5]. In particular, Van
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et al. [5] studied for dynamic shipments of inventories that took into account
up-to-date inventory information. To deal with the sequential decision-making
problem, the authors of this study employed the Markov decision process and
obtained the optimal order and shipment decisions for small networks. Feng
et al. [2] studied an integrated inventory model with warehouse capacity sharing
via transshipment. To develop an optimal transshipment policy, they established
nonlinear programming models and genetic algorithms. To the best of our knowl-
edge, our study is a first step toward considering commitment decisions for the
on-demand warehousing system.

Throughout this study, we used the term retailer to refer to e-commerce
sellers and provider to refer to warehouse providers who have excess capacity.
We defined the inventory holding costs as the costs incurred while holding
inventory or stock in a warehouse. These costs included the warehousing costs
incurred, such as labor and utilities. The commitment costs were incurred when
the retailer and provider made a commitment for sharing warehouse space. We
considered a realistic situation in which the retailer could use three types of
warehouses: (i) the retailer’s own warehouse (retailer′s warehouse), (ii) the
warehouse of a provider connected through an on-demand warehouse platform
that offers excess warehouse capacity (provider′s warehouse), and (iii) the ware-
house that charges a higher unit inventory holding cost than the retailer’s and
provider’s warehouses but that is always accessible without any commitment
(emergency warehouse). The retailer is allowed to use the provider’s warehouse
only if a commitment between a retailer and a provider is made for utilizing
the provider’s warehouse. We started this research from following two research
questions:

(1) When the retailer can use all three types of warehouses, how should the
retailer utilize warehouses for holding inventory within the entire planning
horizon?

(2) If there exist two types of commitments (long-term and short-term) for
using the provider’s warehouse, what is the best commitment strategy to
maximize the retailer’s profit?

2 Problem Description and Mathematical Formulation

To develop a mathematical model for inventory and commitment decisions for
an on-demand warehousing system, we defined the following notations of indices,
sets, and parameters:

Indices and sets

T set of periods {1, 2, · · · , T}
I set of items {1, 2, · · · , I}
t index for set of periods T
i index for set of items I
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Parameters

L duration of long-term commitment
S duration of short-term commitment

Cr capacity of retailer’s warehouse
Co

t capacity of provider’s warehouse at period t
si,t supply of item i at period t
di,t demand of items i at period t
ri,t sales revenue per unit per period for items i at period t
hr

i,t inventory holding cost of retailer’s warehouse per unit per period
for item i at period t

ho
i,t inventory holding cost of provider’s warehouse per unit per period

for item i at period t
he

i,t inventory holding cost of emergency warehouse per unit per period
for item i at period t

cl
t commitment cost for total duration of a long-term commitment

at period t
cs
t commitment cost for total duration of a short-term commitment

at period t
tL min {t + L − 1, T}, t ∈ T
tS min {t + S − 1, T}, t ∈ T
t

′
L max {t − L + 1, 1}, t ∈ T

t
′
S max {t − S + 1, 1}, t ∈ T

Decision variables

pt equals 1 if a long-term commitment is made at period t,
0 otherwise

qt equals 1 if a short-term commitment is made at period t,
0 otherwise

at equals 1 if items can be stored at provider’s warehouse due to
the long-term commitment at period t, 0 otherwise

bt equals 1 if items can be stored at provider’s warehouse due to
the short-term commitment at period t, 0 otherwise

ui,t the number of item i held in inventory at retailer’s warehouse
from period t to t + 1

vi,t the number of item i held in inventory at provider’s warehouse
from period t to t + 1

wi,t the number of item i held in inventory at emergency warehouse
from period t to t + 1

xr
i,t flow of item i from external suppliers to retailer’s warehouse

at period t
xo

i,t flow of item i from external suppliers to provider’s warehouse
at period t

xe
i,t flow of item i from external suppliers to emergency warehouse

at period t
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yr
i,t the number of item i delivered to customers from retailer’s

warehouse at period t
yo

i,t the number of item i delivered to customers from provider’s
warehouse at period t

ye
i,t the number of item i delivered to customers from emergency

warehouse at period t

To incorporate the inventory and commitment decision from the perspective
of the retailer, we considered the multi-period and multi-item inventory model
based on the discrete-time planning horizon. We assumed two assumptions to
present our problem. First, transshipment between warehouses is not allowed,
which means that items must be stored at the assigned warehouse until they are
sold to customers. Second, transportation of items is not considered. Therefore,
transportation costs and freight fleets are excluded in this study. We took into
account three types of a retailer’s decisions as follows:

(1) Inventory decisions: When the retailer receives items from external sup-
pliers at period t, the retailer should make a decision of storage location
for ordered items among the retailer’s, provider’s, and emergency ware-
houses. We assumed that the average inventory holding costs of warehouses
within the entire planning horizon were in the following order (from cheap
to expensive): provider’s warehouse (

∑
t∈T ho

i,t/T ) < retailer’s warehouse
(
∑

t∈T hr
i,t/T ) < emergency warehouse (

∑
t∈T he

i,t/T ).
(2) Commitment decisions: Figure 1 illustrates a simple example of commit-

ments for a provider’s warehouse. In this example, we assumed that the
durations of long-term commitments and short-term commitments were four
days and two days, respectively. Since a long-term commitment was made
at period 1, the retailer can use the provider’s warehouse until period 4. To
utilize space continuously, the retailer makes a short-term commitment at
period 5. At last, because the retailer does not need to use the provider’s
warehouse at period 7, commitments are not made, and every item stored
at a provider’s warehouse should be sold (i.e., vi,t = 0;∀i ∈ I). We assumed
that the short-term commitment cost per period (cs

t/S) was more expen-
sive than the long-term commitment cost (cl

t/L). The retailer should make
commitment decisions for a provider’s warehouse considering total inventory
and costs within the entire planning horizon.

(3) Delivery decisions: The retailer sells items to meet demands. Considering
the inventory holding costs and the availability of the provider’s warehouse,
the retailer should decide from which warehouses the items should be sold
to customers.

Based on the notations of the parameters and decision variables, we developed
the total revenue, total inventory holding costs, and total commitment costs
function within the planning horizon as follows:
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Fig. 1. Simple example of long-term and short-term commitments for provider’s ware-
house

Total revenue (TR) =
∑

i∈I

∑

t∈T

[
ri,t(yr

i,t + yo
i,t + ye

i,t)
]

(1)

Total inventory holding costs (THC) =
∑

i∈I

∑

t∈T

[
hr

i,tui,t + ho
i,tvi,t + he

i,twi,t

]

(2)

Total commitment costs (TCC) =
∑

t∈T

[
cl
tpt + ctf

sqt

]
(3)

Every decision variable is defined with integer variables for reflecting the
behavior of commitments and properties of products. Therefore, we developed
the following integer program.

max TR − THC − TCC (4)
s.t. xr

i,t + xo
i,t + xe

i,t = si,t ∀t ∈ T,∀i ∈ I; (5)

yr
i,t + ui,t = ui,t−1 + xr

i,t ∀t ∈ T,∀i ∈ I; (6)

yo
i,t + vi,t = vi,t−1 + xo

i,t ∀t ∈ T,∀i ∈ I; (7)

ye
i,t + wi,t = wi,t−1 + xe

i,t ∀t ∈ T,∀i ∈ I; (8)

yr
i,t + yo

i,t + ye
i,t ≤ di,t ∀t ∈ T,∀i ∈ I; (9)

I∑

i=1

ui,t ≤ Cr ∀t ∈ T; (10)

I∑

i=1

vi,t ≤ Co
t (at + bt) ∀t ∈ T; (11)

tL∑

τ=t

pτ ≤ 1 ∀t ∈ T; (12)

tS∑

τ=t

qτ ≤ 1 ∀t ∈ T; (13)
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t∑

τ=t
′
L

pτ = at ∀t ∈ T; (14)

t∑

τ=t
′
S

qτ = bt ∀t ∈ T; (15)

at + bt ≤ 1 ∀t ∈ T; (16)
pt + qt ≤ 1 ∀t ∈ T; (17)
pt + qt ≤ Co

t ∀t ∈ T; (18)
ui,0, vi,0, wi,0 = 0 ∀i ∈ I; (19)

xr
i,t, x

o
i,t, x

e
i,t, y

r
i,t, y

o
i,t, y

e
i,t, ui,t, vi,t, wi,t ∈ Z

+ ∀t ∈ T,∀i ∈ I; (20)

at, bt, pt, qt ∈ B ∀t ∈ T; (21)

The objective function (4) maximizes the total profits within the entire plan-
ning horizon. Constraint (5) represents the flow of items from external suppliers
to the three types of warehouses. Constraints (6), (7), and (8) are the balance
equations of inventory for a retailer’s, a provider’s, and emergency warehouses,
respectively. Constraint (9) represents that the retailer cannot sell more items
than are demanded. Constraints (10) and (11) show the capacity of a retailer’s
and a provider’s warehouses, respectively. Constraints (12) and (13) represent the
condition that making another commitment is not allowed until the present com-
mitment expires. Constraints (14), (15), and (16) ensure that items are allowed
to be stored at a provider’s warehouse only if a long-term or short-term com-
mitment has been made. Constraint (17) illustrates the condition that only one
commitment should be made among long-term and short-term commitments at
period t. Constraint (18) represents the condition that any commitment cannot
be made when there is no storage space in the provider’s warehouse. Constraint
(19) enforces that initial inventory at every warehouse is zero. Constraint (20)
ensures that decision variables for inventory, xi,t, yi,t, ui,t, vi,t, and wi,t, are non-
negative integer variables. Constraint (21) ensures that decision variables for
commitments, at, bt, pt, and qt, are binary variables.

3 Computational Experiment

We conducted a small-scale experiment to identify the effects of some parameters
on the commitments. We considered three types of modified problem instances
(Type) from a basic instance (Basic). First, we changed the duration of the com-
mitments while maintaining the commitment costs per period (cs

t/S and cl
t/L).

Next, we changed the costs of the commitments per period. At last, we changed
the inventory holding costs of the provider’s warehouse (ho

i,t). Table 1 presents
the information of varying parameters depending on the three types of modified
problem instances. Except for the parameters mentioned in Table 1, the values
of other parameters, such as supply and demand, remained static. Every experi-
ment was implemented in the condition of ten periods and two items. According
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to the above properties of modifications, we implemented seven computational
experiments, and the term Case is utilized to refer to these experiments.

Table 1. Information of varying parameters depending on the problem instances

Parameters Basic Type 1 Type 2 Type 3
Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7

L 3 5 3 3 3 3 3
S 1 1 2 1 1 1 1
cl
t* 18 30 18 24 12 18 18
cs
t* 10 10 20 10 10 10 10
hr

i,t** 10 10 10 10 10 10 10
ho

i,t** 4 4 4 4 4 7 10

he
i,t** 30 30 30 30 30 30 30

* The value is consistent for all period t.
** The value is consistent for all period t and item i.

Fig. 2. Experimental results of commitment decisions

Figure 2 presents the experimental results of commitment decisions, including
the information about the total profits and the periods when the commitments
were made, for every case. Except for Case 2, where the entire period could
have been covered by two long-term commitments, all cases had three long-term
commitments at periods 2, 5, and 8. A short-term commitment was also made
in Case 1, Case 4, and Case 5, whereas the other cases did not have such a
commitment. For Case 3, it cost at least 18 to access the provider’s warehouse,
which was quite expensive. For Case 6 and Case 7, since the inventory holding
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costs were more expensive than in other cases, the retailer chose to use more of
the retailer’s warehouse capacity for the first period.

The results were intuitive, since the profit change followed the changes of
the costs in reverse order. Expanding the duration of a long-term commitment
to five days increased the profit because the provider’s warehouse was acces-
sible within entire periods only with long-term commitments (Case 2). When
the short-term commitment was held for two days, the total cost for the com-
mitments decreased while the retailer lost access to the provider’s warehouse
for one period. Therefore, inventories were held with higher inventory holding
costs, which resulted in a profit decrease (Case 3). The profit decreased/increased
when the cost of a long-term commitment per period increased/decreased (Case
4 and Case 5). When the inventory holding cost for the provider’s warehouse
increased, the profit decreased considerably (Case 6 and Case 7). Because he

i,t

was the most expensive among inventory holding costs of other warehouses, the
products were held in the emergency warehouse when the retailer’s warehouse
and the provider’s warehouse had no capacity. In addition, the products held in
the emergency warehouse were delivered to the customers before the retailer’s
warehouse and the provider’s warehouse for minimizing the inventory holding
costs.

4 Conclusions

We proposed a mathematical formulation for a retailer’s inventory and commit-
ment decisions for an on-demand warehousing system. Based on the proposed
mathematical formulation, we conducted computational experiments to identify
how commitment decisions affected the retailer’s profit and strategy for utilizing
a provider’s warehouse. Resulting from this, we had a clue for the two research
questions. As we might expect and confirm from the experiment, the retailer tries
to fully utilize the provider’s warehouse with the long-term commitments due
to its reasonable cost. The retailer starts to stock its inventory in the provider’s
warehouse first, if available, next moves to its own and the emergency warehouse,
consequently. On the other hand, inventories are removed from the emergency
warehouse first, leading up to the retailer’s and then to the provider’s, with an
opposite order of stocking. In the case of the commitment, the retailer tries to
cover the entire period with the long-term commitments, while the short ones
are used to fill up the blank periods if necessary.

In this study, we assumed that the demands were deterministic. However, for
real-world application, an assumption that the demand is given could be unreal-
istic. Therefore, for further research, we intend to extend our study for dealing
with the condition of uncertain demand through the multistage stochastic pro-
gramming approach or the robust optimization approach.
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Abstract. This paper considers two types of imperfect advance demand infor-
mation. The advance demand information is given each day, and the actual arrival
time is stochastic. In a known demand lead time model, the arrival date of actual
demand, which is called demand lead time, is informed, and it is fixed. In unknown
demand lead time model, the demand information does not include the demand
lead time. In both cases, the actual demandmay not occur with a given probability,
and urgent demand may appear each day, which requires a product in the same
day. The ordering, lost sale, holding and return costs are incurred. In this paper,
these two cases are compared under the same situation except demand lead time
information. To derive the optimal policy on order and return, each of the models
is formulated as a Markov decision process. The optimal ordering policy in each
day is derived, which minimizes the total expected cost over a finite horizon. The
experimental results show that the total expected cost under the optimal policy in
the case of the known lead time is smaller than that in the unknown lead time case,
but the difference becomes small when the holding cost is small or the fraction of
urgent demand is large.

Keywords: Advance demand information · Markov decision process · Imperfect

1 Introduction

To control the inventory system appropriately, the demand information in advance is
important. This is called advance demand information (ADI). Use of ADI leads to
appropriate production and inventory control, and it decreases amounts of products in
inventory and backlogs.

The advance information is desired perfect, which means the information includes
the arrival date of the corresponding actual demand, and it is performed certainly. In
literature, perfect advance demand information is assumed basically (see Gallego and
Özer [1] and Karaesmen [2], Liberopoulos [3] for example). Zhang et al. [4] consider
the effect of sharing information of capacity for a production and demand information
in a supply chain with a manufacturer and a retailer.

On the other hand, the demand may be cancelled by some reasons. For example, the
parts of some products are needed for the downstream manufacturer, but the amount of
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actual demand may decrease, compared with informed advance demand information,
because the demand of final products in the downstream manufacturer is reduced due to
cancel or additional order by customers. In this case, the demand information is called
imperfect.

Recently, imperfect ADI has been included. In some case the amount of demand
informed by ADI may be changed later. Liberopoulos and Koukoumialos [5] discuss
the effect of use of imperfect ADI for a capacitated production and inventory system.
Song and Zipkin [6] consider the use of imperfect ADI in inventory systems. Gao, Xu
and Ball [7] study imperfect ADI in an assembly system, and Bernstein and Decroix [8]
consider a multiproduct system with imperfect ADI in a single period.

In addition, the actual arrival date of demand may be unknown. In Topan et al. [9],
the demand lead time, which is a time interval between ADI and the arrival date of the
corresponding actual demand, is not informed, and some theoretical results of optimal
policies are derived in such amodel. They also assume that urgent demandwhich requires
an item in the sameday as it happensmayoccur, because sudden requirementmayhappen
due to the big demand in the downstream manufacturer.

The certainty of demand lead time is desirable to control inventory.On the other hand,
making the demand lead time information more precise may lead to more additional cost
or less demand because some customers do notwant to decide the lead time in advance. In
this paper, two demand informationmodels with imperfect advance demand information
are considered. In onemodel, the arrival date of the actual demand is informed. In another
model, which is the model of Topan et al. [9], the advance demand information does not
include the demand lead time. In both models, demand information is imperfect, and
the corresponding actual demand may not appear with a given probability. Each model
is formulated as a Markov decision process, and the optimal order and return policy is
derived. The difference of optimal policies is discussed through sensitivity analysis.

The organization of this paper is as follows. In Sect. 2, the model with imperfect
ADI is described. In Sect. 3, each of the models with and without informed demand lead
time is formulated as Markov decision process. Numerical results are shown in Sect. 4,
and we discuss the property of both models. Conclusion is given in Sect. 5.

2 Model Description

2.1 Model

We consider an ordering model of products in a single stage single product inventory
system duringmultiple periods. Products or parts are ordered to the supplier, and finished
products are supplied to the inventory after fixed replenishment lead time. The return of
items is also considered. That is, when the number of items in inventory is very large,
items may be returned to the supplier. Each demand is satisfied by receiving one item
from the inventory.

At the beginning of period t, the demand information happens, whose amount is
denoted by Wt . This value is stochastic and follows qd = P(Wt = d) (d = 0, 1,
. . . , dmax), where dmax is the maximal value which Wt may take. Each of Wt demand
information appears as an actual demand in the period t+τ . The upper and lower bounds
of τ are denoted by τu and τl , respectively, and τ follows the probability distribution
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pτ , τ ∈ {τl , τl+1, . . . , τu}, where p =∑τu
τ=τl

pτ ≤ 1. Thus, with probability 1 − p, the
actual demand does not occur.

In a case that the arrival date of the actual demand is known, which we call the case
of a known demand lead time, demand lead time τ ∈ {τl , τl+1, . . . , τu} is informed with
probability pτ

p for each demand information.
In an unknown demand lead time model, when the demand information arrives in

period t, the probability that the actual demand arrives in period t + τl is pτl . When the
demand information arrives at time t and the actual demand is not found at t + τ − 1,
(τ = τl , . . . , τu − 1), the probability that it appears in period t + τ is pτ

1−∑τ−1
k=τl

pk
.

Thus, when the demand information arrives and the actual demand is not found before
t + τu − 1, the demand appears with probability pτu

1−p+pτu
and it does not appear with

probability 1−p
1−p+pτu

. This unknown demand lead time model is the same as shown in
[9]. The resulting probabilities, with which the actual demand appears in each period
and the actual demand does not appear, coincide with those in the known demand lead
time model.

The number of external urgent order which does not relate with demand information
is denoted by Ds

t ∈ {0, 1, . . . , dsmax}, and it follows the probability ud = P
(
Ds
t = d

)
,

d = 0, 1, . . . , dsmax.
The expected amount of total demandDt is E[Dt] = pE[Wt]+E

[
Ds
t

]
. As following

Topan et al. [9], the sensitivity of demand information is denoted by q = pE[Wt ]
pE[Wt ]+E[Ds

t ]
=

pE[Wt ]
E[Dt ]

.

When the actual demand arrives, if there is no item in inventory, the demand is lost.
The replenishment lead time for each order is fixed as L. In period t, the number of items
which are ordered in period t − L + l and will reach the warehouse in period t + l is
denoted by zl , l ∈ {0, 1, . . . , L}.

The cost incurred in each period is as follows: the ordering cost for each item is c(>0),
the lost sale cost is ce(>0), the holding cost rate for each item in inventory is h(≥0),
and the return cost of items from inventory to the supplier is cr . If cr is negative, when
the item is returned to the supplier, the warehouse receives reward −cr . In addition, it is
assumed that c+ cr ≥ h · L. This implies that the sum of cost for ordering and returning
an item is higher than keeping an item in L periods, which eliminates the possibility that
it is best that an order is made and one item is returned to the supplier at the same time.

The number of items in inventory at the beginning of period t is denoted by xt , and
the number of items returned to the supplier is yt . Here we assume that xt ≥ yt .

The order of events during period t is as follows:

1. The information of advance demand Wt arrives.
2. The state of the system is observed, and the size of replenished items in period t+L,

zL, and the number of returned items yt are determined. The ordering and returning
costs are incurred.

3. Items which are ordered in period t − L arrive at the inventory. Its size is z0.
4. The actual demand and the external urgent demand happen, and each of them is

satisfied by one of items consisting of xt − yt items in inventory and z0, t arriving
items.



Effect of Informed Demand Lead Time Under Imperfect Advance 467

5. Inventory holding costs and lost sale costs are incurred.

In the following, subscript t is sometimes omitted. The planning horizon of ourmodel
is T + 1. At the beginning of period T + 1, advance demand information arrives, and
decision of ordering and returning items is not made in this period, and the remaining
actual demand is satisfied (or lost) by the remaining items in inventory and the items
which have been ordered. The objective is to derive an optimal order and return policy
which minimizes the expected total cost over a planning horizon.

Table 1 shows a list of notations which appear in Sect. 2.

Table 1. Notations.

Model Description 
: the amount of informed demand in period t,

: the distribution of , 
: demand lead time, ,              

,  
 the amount of external urgent demand in period t,  

 : the distribution of ,  ,  
: the total demand in period t,

 , 

: the demand lead time,      
: the amount of arriving items  periods later, 
 an ordering cost,      
: a lost sale cost,     

: a holding cost rate,  
: the return cost rate, 
: the number of items in inventory in the beginning of period t,
: the number of returned items to a supplier in period t,

T: the planning horizon. 
Unknown lead time case 

  : the amount of demand which is informed  periods before, τ
: the realization of ,
: the number of actual demand among   informed demand, τ

Known lead time case 
: the number of orders whose demand will occur  periods later, τ , 
: the realization of , τ , 

: the probability that each demand will arrive  periods later if it actually 
arrives, },

: the number of demand who will occur  periods later among informed demand 
}. 
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2.2 Two Types of Demand Information

We consider two types of demand information as discussed above. Here, we show
additional notations in each model.

(1) Unknown Demand Lead Time
This model is the same as the model of Topan et al. [9], except the termi-
nal cost. In [9], the cost in period T + 1 is set as zero, whereas in this paper
the cost is determined by the remaining demand and items in inventory. Let Aτ

denote the number of demand which is informed τ periods before and the cor-
responding actual demand has not arrived yet (τ ∈ {0, 1, . . . , τu}). Among Aτ

demand, the number of the actual demand in a period is denoted by Rτ . For τ

∈ {τl , . . . , τu}, w hen Aτ = aτ , Rτ follows a binomial distribution with parame-
ters (aτ ,

pτ

1−∑τ−1
k=τl

pk
), which can be proved by the assumption of the demand lead

time. For τ ∈ {0, 1, . . . , τl − 1}, Rτ = 0. Then at the end of each period, the

number of items in inventory becomes
(
x + z0 − y −∑τu

τ=τl
Rτ − Ds

)+
, where

(x)+ = max(x, 0). Let a = (a0, a1, . . . , aτu

)
.

When the value of Aτ is aτ at the beginning of period t (τ = 1, 2, . . . , τu), a0
becomesWt , and after the actual demand arrives, the amount of demand information
whose corresponding actual demand has not arrived is aτ − Rτ for τ = 1, 2, . . . ,
τu. Thus, at the beginning of period t+1, Aτ , t+1 = aτ−1 −Rτ−1 for τ = 1, 2, . . . ,
τu.

(2) Known demand lead time
Let Bτ denote the number of orders whose demand will occur τ periods later. Its
value is denoted by bτ . Since the actual demand for each order happens with prob-
ability p, the amount of demand in this period, denoted by Rb, follows a binomial
distribution with parameters (b0, p).
When the number of demand information arriving in period t isWt , the probability
that each demand will arrive τ periods later if it actually arrives is pdτ = pτ /p for

τ ∈ {τl , τl + 1, . . . , τu}. Thus, the sequence
(
bτl , . . . , bτu

)
, where bτ denotes the

value which is added to the current bτ for τ = τl , . . . ., τu, follows the multinomial
distribution with parameters Wt and

(
pdτ ; τ = τl , . . . , τu

)
.

When b is
(
b0, . . . , bτu

)
before arrivals of ADI in period t, the state b′ =(

b
′
0, . . . , b

′
τu

)
before their arrivals in period t + 1 is as follows:

b
′
τu

= 0, b
′
τ = bτ+1 + bτ+1, τ ∈ {τl − 1, . . . , τu − 1},

b
′
τ = bτ+1, τ ∈ {0, . . . , τl − 2}, (1)

Note that the decision on ordering and returning items ismade after advance demand
information arrives in each period.
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3 Optimal Equations

The problems described above can be formulated as Markov decision processes.

(1) Unknown demand lead time
This is the same as the formulation of Topan et al. [9] except the terminal cost. We
note that the state is given as (a, z), where z = (x, z0, z1, . . . , zL−1) and zτ denotes
the number of demands which will arrive τ times later. The state space is

S =
{
(a, z); a = (a0, a1, . . . , aτu

) ∈ {0, 1, .., dmax}τu+1, z ∈ X × VL
}
,

where X = {0, 1, . . . , L(dmax(τu − τl + 1) + dsmax)} and V = {
0, 1, . . . ,

Ldmax
(
τu − τl + 1

)}
. The action space for state z depends only on x and is given

by Ax = {(zL, y
) : zL ∈ V , y ∈ X , zL · y = 0, y ≤ x

}
, x ∈ X .

The optimal equations are found in [9] for period t = 0, 1, . . . , T . The terminal
cost for state (a, z) in period T + 1 is given by

f̂T+1(a, z) = E

⎡

⎣cr

(

x +
L−1∑

l=0

zl −
τu∑

τ=0

Oτ

)+
+ ce

(
τu∑

τ=0

Oτ −
L−1∑

l=0

zl − x

)+⎤

⎦.

Here Oτ is the number of actual demand among aτ orders and follows a
binomial distribution with

(
aτ , p̂τ

)
, where p̂τ = p for τ ≤ τl and p̂τ =(

pτ + pτ+1 + · · · + pτu

)
/
(
1 − (pτl + pτl+1 + · · · + pτ−1

))
for τl + 1 ≤ τ ≤ τu.

(2) Known demand lead time
The state is shown as (b, z), where b = (

b0, b1, . . . , bτu

)
and z =

(x, z0, z1, . . . , zL−1). The state space is S = Y × Z where

Y =
⎧
⎨

⎩
b = (b0, b1, . . . , bτu

) : b ∈ M τl+1 ×
τu∏

τ=τl+1

Mτ

⎫
⎬

⎭
,

Z =
{
z = (x, z0, z1, . . . , zL−1) : z ∈ X × VL

}
,

Mτ = {0, 1, 2 . . . , dmax(τu − τ + 1)}, τ ∈ {τl , . . . , τu}, and

M = {0, 1, 2, ..., dmax(τu − τl + 1)}.

The action space Ax is the same as the unknown demand lead time case and it is given
by

Ax = {(zL, y) : zL ∈ V , y ∈ X , zL · y = 0, y ≤ x}, x ∈ X .



470 K. Nakade and T. Seino

When the state (b, z) is given in period t, under the optimal policy, the total expected
cost from period t to T + 1, is denoted by f t(b, z). The optimal equations are given by

f t(b, z) = min
(zL, y)∈Ax

{jt(b, z, zL, y)}t = 1, 2, . . . , T , (2)

jt(b, z, zL, y) = czL + cry + N̄ (b0, x + z0 − y)

+ E
[
f̄t+1

((
b̄ + B′

)
,
(
x + z0 − y − Rb − Ds

t

)+, z1, . . . , zL
)]

(3)

where b = (
b1, . . . bτu , 0

)
, and B′ =

(
B

′
0, . . . , B

′
τu

)
, where

(
B

′
0, B

′
1 . . . , B

′
τl−2

)
=

(0, 0, . . . , 0),
(
B

′
τl−1

, . . . , B
′
τu−1

)
follows a multinomial distribution with Wt+1 and

(
pdτ ; τ = τl , . . . , τu

)
, and B

′
τu

= 0. In addition,

N̄ (b0, x + z0 − y) = hE
[(
x + z0 − y − Rb − Ds

t

)+|b0
]

+ ceE
[(
Rb + Ds

t − x − z0 + y
)+|b0

]
. (4)

The terminal cost is given by

f T+1(b, z) = E

⎡

⎣cr

(

x +
L−1∑

l=0

zl − O

)+
+ ce

(

O −
L−1∑

l=0

zl − x

)+⎤

⎦, (5)

where O follow a binomial distribution with parameters (b0 + b1 + . . . + bτu , p).

4 Numerical Experiments

Here we discuss the properties of optimal policies for unknown and known demand lead
time via numerical experiments. The program is coded with C language and compiled
by Intel Compiler 16.0 on the computer with Intel(R) Core (TM) i7-8700 CPU 3.20 GHz
and 32 GB RAM.

Through the experiments T = 10, τl = 1, τu = 3 and L = 1. dmax = 3 and the amount

of demandWt follows the truncated Poisson distribution as P(Wt = k) = e−λ λk

k! , k = 0,

1, . . . , dmax−1 andP(Wt = dmax) = 1−∑dmax−1
k=0 P(Wt = k).P(Ds

t = 0) = 1−λ′, and
P(Ds

t = 1) = λ′. The numbers of states are 28160 and 308000 in the cases of unknown
and known demand lead time, respectively. In the following, we set the expected number
of total actual demand in each period is 1, that is

E[Dt] = pE[Wt] + E
[
Ds
t

] = 1, (6)

and the sensitivity of demand is

q = pE[Wt]

pE[Wt] + E
[
Ds
t

] = pE[Wt]

E[Dt]
= pE[Wt] (7)
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and thus

E[Wt] =
dmax−1∑

k=0

ke−λ λk

k! + dmax

⎛

⎝1 −
dmax−1∑

k=0

e−λ λk

k!

⎞

⎠ = q

p
. (8)

where λ′ = E
[
Ds
t

] = 1 − q. The distribution of τ is p1 = p2 = p3 = p/3. Here, when
p and q are given, we determine λ to satisfying E[Wt] = q

p . For example, when p = q,
λ = 1.0254398, and when p = 0.7 and q = 0.5, E[Wt] = 5/7 and λ = 0.7216941.

Cost parameters are initially set as c = 100, ce = 300, cr = 0 and h = 20. Some
cost parameters are changed to find their sensitivity under optimal policies. The optimal
policies can be calculated by the well-known value iteration method (see Puterman
[10]). For example, in the known lead time case, we first compute f T+1(b, z) for all
states (b, z) by (5), and f t(b, z) is calculated through (2) and (4), from t = T , T − 1,
. . . , 1, sequentially. The pair (zL, y) which minimizes the right hand side of (2) is an
optimal action for the given state (b, z) in period t. In the unknown lead time case, the
policy can be computed similarly.

In the following, initially there are no items in inventory and no demand information.
When the demand information arrives at the beginning of period t = 1, the first decision
on the sizes of order and return is made. Thus, the total expected cost in the unknown
demand lead time case is given by

f̂ =
dmax∑

k=0

qk f̂1(k, 0, 0, 0, 0, 0),

where f̂1(k, 0, 0, 0, 0, 0) is the total expected cost under the optimal policy when the
initial state is (k, 0, 0, 0, 0, 0). In the known demand lead time case it is given as

First, we assume that there is no urgent demand, and all informed demand require
items, that is, p = q = 1.

Table 2 shows the optimal decision in periods 1 to 5 for several states in the unknown
and known demand lead time cases.

We first consider the unknown lead time case. After new ADI arrivals in period 0,
the state becomes (a0, 0, 0, 0, 0, 0), where a0 = 0, 1, 2, 3. As this value increases the
number of the optimal order also increases. In period 2 or later, for state (0, 2, 0, 0, 0, 0)
one new item is ordered, whereas for state (0, 0, 2, 0, 0, 0), two new items are ordered.
Since p = 1, in state (0, 2, 0, 0, 0, 0) two demand arrive in three days with probability
1. Thus, to reduce the holding cost, in this state only one item is ordered. For state (0,
0, 2, 0, 0, 0), two demand arrive in two days with probability one. Thus, to satisfy these
demand, two items must be ordered because an order lead time exists.

Here we discuss the known lead time case. In period 1, the number of orders is the
same as b1 for any possible initial state in (0, b1, b2, b3, 0, 0) after ADI is informed.
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Since order lead time is one, the order is made to satisfy b1 demand in the next period
to reduce holding costs. The similar decision is made until period 9.

Table 2. Optimal decision in periods 1 to 5.

(a) Unknown lead time case 

(0,0,0,0,0,0) (0,0) (0,0,0,1,0,0) (0,0)
(1,0,0,0,0,0) (1,0) (0,2,0,0,0,0) (1,0)
(2,0,0,0,0,0) (2,0) (0,0,2,0,0,0) (2,0)
(3,0,0,0,0,0) (2,0) (0,0,0,2,0,0) (0,0)

(b) Known lead time case

(0,0,0,0,0,0) (0,0) (0,2,0,0,0,0) (2,0)
(0,0,0,1,0,0) (0,0) (0,0,0,3,0,0) (0,0)
(0,0,1,0,0,0) (0,0) (0,1,1,1,0,0) (1,0)
(0,1,0,0,0,0) (1,0) (0,3,0,0,0,0) (3,0)

Table 3. Optimal total costs

(a) Sensitivity of total cost in  

1358.30 1365.62 1372.93 1380.24 
1200.44 1207.61 1214.78 1221.95 

(b) Sensitivity of total cost in 

1214.78 1372.93 1498.96 
1214.78 1214.78 1214.78 

(c) Sensitivity of total cost in  

1322.15 1372.93 1413.69 
1178.91 1214.78 1250.66 

Table 3 shows the total expected costs under optimal policieswhenone cost parameter
varies. In this example, the option of returning items is selected only for few possible
states over a planning horizon, and thus when cr is changed the change of the total
expected cost is small for both known and unknown cases.

As the holding cost increases, the difference of the total optimal expected cost
between these cases is greater. When there is no holding cost, the expected cost in
the known demand lead time case is the same as that in the unknown lead time case. In
fact, in the case of unknown lead time, orders are made to satisfy all possible informed



Effect of Informed Demand Lead Time Under Imperfect Advance 473

demand because keeping items in inventory makes no additional cost. In addition, return
of an item is not optimal for any state in periods 1 to 7.

Here we assume that the informed demand may require no item, or the sudden
demand happens. We compute the optimal polices for all cases combining p = 0.5, 0.7,
0.9, 1.0 with q = 0.5, 0.7, 0.9, 1.0. Note that E

[
Ds
t

] = 1 − q, and the terminal cost
does not include the urgent demand. Table 4 shows the expected total cost under optimal
policy for various p under a given q. In each q, as p is smaller the total cost is greater
because of the missing actual demand against ADI. When q is small, the effect by the
known demand lead time is small. On the other hand, when q is large, the effect of
the demand lead time is large when p is 0.9. When q is small, there are three types of
uncertainty on demand: the variety of demand lead time, possibility of actual demand
and the urgent demand. Since the effect of uncertainty due to the urgent demand is great,
the effect of the demand lead time information is weakened.

Table 4. Optimal total cost under different p and q

5 Conclusion

In this paper, the known demand lead time case is compared with the unknown demand
lead time case under imperfect demand information. They are formulated as Markov
decision processes. Through the numerical experiments, we find that the known demand
lead time makes the lower total expected cost, but the difference is small when the
holding cost is small, or the fraction of urgent demand is large. In the latter cases, the
demand lead time information is not important.
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The extensive experiments and theoretical approach to compare the cases of known
and unknown demand lead time are needed. In addition, when the demand size and
demand lead time is bigger the optimal policy cannot be computed in the normal method
of Markov decision process, and thus the other approximate or heuristic approach will
be necessary to compute the sub-optimal order and return policy. They are left for future
research.
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Abstract. This paper analyses the modifications of plans exchanged
between supply chain actors in a tactical planning rolling horizon process.
A particular focus is on the changes of planned quantities in order to
respond to fluctuating demand or to adapt to internal contingencies of
the organization. They create instability and nervousness in the planning
system. This paper presents a data-driven study to compare the behavior
of planning decision makers in a context of certain and uncertain demand.
We show through simulation and statistical analysis the effect of decision
characteristics of one actor on the system nervousness and the resulting
uncertainty for the other actors.

Keywords: Tactical planning · Rolling horizon · Instability ·
Nervousness

1 Introduction

In the context of a decentralized supply chain, partners use independent MRP
(Manufacturing Resource Planning) or DRP (Distribution Resource Planning)
information systems to manage their cost and service planning. Their plan-
ning contains uncertain information that is naturally subject to changes in a
rolling horizon process. In general, these variations in planned quantities during
rescheduling lead to an undesirable phenomenon called instability or nervous-
ness [1,2], consider MRP system nervousness as “instability in planned orders”.

The instability can generate significant problems such as higher production and
inventory costs [3], inefficient relationships between partners [4], a general loss of
confidence in planning [5,6], and generally a bullwhip effect [7]. To make this com-
plex planning system more stable, many solutions have been identified in the lit-
erature. Based on these techniques, some have proposed the use of safety stocks to
cope with fluctuating sales forecasts, and safety lead times to cope with fluctuating
delivery times [8]. [9] proposed to add an instability cost factor to the mathemat-
ical model which may mean that the solution is less optimal in terms of cost. [10]
suggest improving the information sharing infrastructure between partners. The
c© IFIP International Federation for Information Processing 2021
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adaptation of the planning of each actor thus becomes very complicated, because
the source of nervousness can come from many different types of uncertainties [1].
Some are related to the uncertainties due to sales forecasting, others to the internal
processes, see the following figure, the studies in this context have been suggested
in the work [11] and they were questioned in this study.

In our study, we assess the nervousness associated with the plans received
from partners in a rolling horizon process. Our objective is to study whether
the nervousness is influenced by the choices of planners to develop their own
planning or by demand variability.

This paper is divided into six sections. In Sect. 2, we present the type of supply
chain to be treated in our case and the associated uncertain models for each actor.
In Sect. 3, we present the Parameterized Simulation tool and the experimental
protocol for data transformation in Sect. 4. The results of the experiment are
detailed in Sect. 5. Finally, Sect. 6 is devoted to concluding remarks, including
new directions for the simulation work.

2 Problem Description

The structure of the supply chain considered in this study is illustrated in Fig. 1.
This chain involves three types of independent actors during the planning cycle
and 4 actor decision situations. It starts with the elaboration of the supply
requirement (SR) by the wholesalers in relation to the external requests received.
The central distribution center receives it and issues a production plan (PP) to
the factory. The factory plans production and sends a master production sched-
ule (MPS). The central distribution center responds at the end of each cycle with
a supply plan (SP) to the wholesalers. In rolling horizon planning, at each cycle,
one actor can adjust his planning decisions, based on his own preferences. [12]
considers 4 sources of variability: on demand, on supply, on the operational pro-
cess, on management decisions. For other actors, these adjustments can be inter-
preted as uncertainty on their input information. It questioned the uncertainties
of demand and with those distributed by the different actors. This generally
increases the nervousness in the chain and generates a loss of confidence of the
partners in the received plans. Therefore, an actor is facing a dilemma between

Fig. 1. Variability management in players of the studied supply chain.
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stability of his decisions and adaptation to changes. [13] has given a special
attention in decision-making approaches to adapt to variations in demand, by
defining a robust plan that minimizes the difference between the reference plan
and the re-schedule. [14] proposed a flexible planning model based on different
planning strategies that are proposed to the decision maker (Min, Mean, Max) in
the re-schedule calculation. Several other methods have been defined to mitigate
nervousness. However, how can we face the management variation associated
with the decision maker element?

Such complexity in analyzing the variation of quantities in the rescheduling
process underlines the need to provide assistance to decision makers. The idea is
to help the manager to (i) analyze the historical data of plans sent and received
with the quantification of uncertainties, and (ii) understand his behavior and
that of his partners.

In the present study, we were specifically interested in the planning process
between a wholesaler, a distributor and a factory, while focusing on uncertainties
assessment and the strategies adopted by each one to face the variation of the
demand and/or the hazards.

3 Distributor-to-Wholesaler Model Under Uncertainty

Different forms of interaction between the stakeholders can be identified. These
interactions are distinct by the nature of the objectives that the stakeholders set
for themselves over certain planning horizon periods. We proceed in a similar
way to model the successive 4 types of decisions identified in Fig. 1 and repli-
cated in a rolling horizon process. For readability purposes, only one linear chain
(Wholesaler Distributor Factory) has been treated in our study.

Parameters

H : Planning-horizon length
P : Number of products p ∈ [1, P ] is the product index
K : Planning index (k-th planning step)
F : Number of wholesaler f ∈ [1, F ] is the index of the wholesaler

HF : Length of the frozen horizon (expressed in number of periods
HL : Length of the liquid horizon (expressed in number of periods)

Deterministic data

Dk
p,t : Demand for product p in period t at cycle k

TSk
p,t : Target of product p at the end of period t at cycle k

ωTS
t : Weight assigned to deviation from the target stock in period t

ωPP
t : Weight assigned to deviation from previous plan in period t
ωS
t : Weight assigned to Shortage in period t

Decision variables at cycle k

Ikp,t : Inventory of product p at the end of period t
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SRk
p,t : Scheduled quantity (Supply requirement) of product p for period t

Sk
p,t : Shortage of product p in period t

I
k(+)
p,t : Upper target stock quantity (overstock) for product p in period t

I
k(−)
p,t : Lower target stock quantity (Under-stock) for product p in period t

Q
k(+)
p,t : Quantity added to planned quantity for product p in period t

Q
k(−)
p,t : Quantity reduced to planned quantity for product p in period t

Min
∑

t∈HL−1,p∈P

ωPP
t ∗ (Qk(+)

p,t − Q
k(−)
p,t ) + ωTS

t ∗ (Ik(+)
p,t − I

k(−)
p,t ) + ωS

t ∗ Sk
p,t (1)

s.t.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

SRk
p,t = Dk

p,t + Sk
p,(t−1) + Ikp,t − Ikp,(t−1) − Sk

p,t ∀t ∈ H (2)

I
k(+)
p,t − I

k(−)
p,t = Ikp,t − Sk

p,t − TSk
p,t ∀t ∈ HL (3)

Q
k(+)
p,t − Q

k(−)
p,t = SRk

p,t − SR
(k−1)
p,t ∀t ∈ H − 1 (4)

SRk
p,t =

∑t+Offset
j=t Dk

p,j ∀t ∈ H (5)
SRk

p,t = SR
(k−1)
p,t ∀t ∈ H (6)

SRk
p,t, I

k
p,t, I

k(+)
p,t , I

k(−)
p,t , Q

k(+)
p,t , Q

k(−)
p,t , Sk

p,t ≥ 0 ∈ N ∀t ∈ HF (7)

The objective of the model (1) is to propose a compromise between three
forms of strategies: (S1) stability over cycles of the planning (ωPP

t is high), (S2)
adjusting plans to maintain targeted inventories (ωTS

t is high), (S3) avoiding
shortage (ωS

t is high). In general, (S3) is mandatory but the compromise between
(S1) and (S2) is to be studied. The hypothesis here is that depending on parts of
the planning horizon (from short term to long term) a decision maker can adapt
his strategy and manage his decisions stability. It results a vector of weights
[ωPP

t ,ωTS
t ] that represents his behavior.

The constraints of the model are: (2) The constraint linking the shortages in
finished products to their supply requirements and to the deliveries committed
to the wholesalers (3) The deviation from the target stock (4) The deviation
of the plan from the previous plan (5) Updating the stock level according to
the planned receipts from the factory in period (t + dt) (6) The target stock
coverage time (7) The quantities fixed on the frozen horizon (8) Non-negativity
constraints of the variables.

4 Methodology

The purpose of the simulation is to study the impact of the behavior of supply
chain actors in a rolling horizon planning process. The behavior is linked to the
mix of strategies in different parts of his planning horizons that an actor can
consider: see objective function (1).

In this experimentation, we consider that all the decision makers have the
same strategy during the whole rolling horizon process. It can be: Representing
an assignment of ωt for each period t = 1, ...,H − 1 by a vector ω = (ω1, ...., ωt)
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ωt ∈ {0, 1}: 1 maintain stability in the previous plan, 0 respect the target stock,
Let’s assume the following strategy : ωTS

t = Big value
ωPP
t =[1,1,1,1,1,1,1,0,0,0,0,0,0,1,1,1,1,1,1,1,1,1,1,1,0,0,0,0,0,0,0]

ωTS
t =[0,0,0,0,0,0,0,1,1,1,1,1,1,0,0,0,0,0,0,0,0,0,0,0,1,1,1,1,1,1,1]

Fig. 2. Process of simulation, exploration and quantification of uncertainty (SEQ).

The methodology is based on a simulation of the rolling horizon process and
then an analysis of the instability of the generated plans that can be interpreted
as an uncertainty of the decision.

4.1 Simulation

This rolling horizon planning process replicates 260 planning cycles, over a 30-
week horizon. The demand plans are updated weekly. Two types of demand are
considered:
Case 1: stable demand: is randomly generated using a uniform distribution
within the following interval U(50, 100), two seasonality: one during the summer
period (week 23 to week 36) and the other during the new year (week 51 and
52). In addition, during the 260 planning cycles, the demand does not change.
Case 2: unstable demand: is the same as the stable demand for the initial plan,
and during the following planning cycles changes according to the following
perturbations summarized in Table 1.

Table 1. Perturbations applying to each period.

Period (t) [1 - 2] [3 - 15] [15 - 29] [30]

Random uniformly in range frozen (−10, 10) (−100, 100) (−100, 100)

The tool was developed using the Python 2.6 programming language, and
the models defined above were solved using GLPK LP/MIP Solver v4.45 and
Pyomo, a library available on Python for open-source constrained optimization.
The choice of this simulation is justified, on one hand, by the current absence
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of massive data to analyze the different behaviors of the actors with all its
complexity, and on the other hand, by the power of the simulation to generate
behaviors in a logistics chain.

4.2 Exploration and Quantification

[15–17] measures of standard nervousness (max, mean, percentage and number of
changes) are not horizon dependent. The mathematics of this step was elaborated
in [18]. The idea is to store the series of plans generated in a rolling horizon
process. So that, Euclidean distance matrices between plans can be computed.
Then, an automatic classification method allows producing groups of horizons
with similar degrees of variation. The following two distance matrices can be
considered:

• The D matrix quantifies the absolute difference in cumulative quantities
between two successive plans by the following equation: Di,h = Qi,i+h −
Qi+1,i+h where Q is the cumulative quantity expected in plan i at period
i + h. Over the re-planning cycles, D1,h1 represents the first observation of
difference of the cumulative quantities between two consecutive plans at first
period.

• The L matrix, represents the absolute difference in cumulative quantities
between the planned quantity and the really executed quantity (last planned)
by the following equation: Li,h = Qi,i+h − Qi+h,i+h. Similarly, L1,h1 repre-
sents the first observation of difference between the cumulative quantities of
plan 1 and plan realized, for this period. Finally, the information obtained in
each horizon group is used to estimate the uncertainties of a plan. Different
types of uncertainty estimation methods are possible: Mini max interval, or
interquartile range [18].

5 Analyses and Results Interpretation

5.1 Case 1

While demand is stable, the idea of this study is to visualize the influence of
both strategies mixed by each actor during the planning process. Therefore,
instabilities only result of the actors’strategies.

In each cycle, the actors exchange plans over a rolling 30-week horizon. The
first period of supply plan (SR) corresponds to the reception of really launched
productions in the previous cycle. Now, let’s look at the deviation matrices
(see Fig. 2). For Wholesaler (SR), distribution (PP and SP) and factory (MPS),
according to their distance matrices, we identify three clusters of periods. Two
clusters have stable plans (green rectangles): one shows the frozen short term
periods in which the decision-maker does not change his decisions. The other
stable zone corresponds to the long term horizon in which the decision-maker
tends to smooth out the deviation along the periods. The zone in the middle
(rectangle red) corresponds to the period in which the decision-maker seeks
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to satisfy his local requirement, to respect the objective stock. In that way the
strategy of the decision makers is visible. Moreover, the propagation of variability
over the supply chain decisions (from the supply requirements to the other plans)
can be noticed looking at the deviations between clusters. The brighter the colors,
the more independent are the changes and thus the more variability appears
(Fig. 3).

Fig. 3. Multidimensional visualization of management variability with constant
demand. (Color figure online)

5.2 Case 2

In this section, we visualize also the impact of an unstable external demand
when facing the same decisions strategy. We consider the stable demand during
the [h1-h13] and unstable during the rest of the periods. The demand behavior
is not synchronized with the decisions one. Let’s explore the effects in (Fig. 4).
We applied the same decisions strategy as for the stable demand. In horizon (h8-
h13), a nervousness gradually arrives at the SP decision (throughout SR then PP
then MPS) while demand is stable. It is caused by the adaptation strategy of the
actors. Conversely, by the end of the horizon, while demand changes the decisions
gradually become stable (throughout SR then PP then MPS and finally SP). As
a consequence, the decision makers can impose a behavior that is decorrelated
from the demand behavior: the farther is the decision in the process from the
demand expression, the more decorrelated is the decision.
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Fig. 4. Multidimensional visualization variability management with varying demand.

6 Conclusion

In this paper, we have proposed a simulation approach of a rolling horizon pro-
cess in a supply chain. It takes into account the actor’s preference to transmit
planning instability, on some planning periods. It allows a better understanding
of the decision makers conception of planning. The results of the analysis of
nervousness by the D and L matrix showed that the choice of actor effectively
affects the planning system in terms of nervousness and instability and can be
measured.

In our research work, this tool aims at enriching the information and com-
pleting the existing decision support tools for the partners of the supply chain
in terms of nervousness. However, this work can be spread in two ways. Firstly,
to analyze the data of several wholesaler and several types of products because,
the distributor generally supply their plans under a size of the most important
constraints (e.g.: shipping constraint). Secondly, in analyzing the effects of actors
that do not have the same decision strategies.

We applied the same decision strategy as for the stable demand. In horizon
(h8-h13), a nervousness gradually arrives at the SP decision (throughout SR then
PP then MPS) while demand is stable. It is caused by the adaptation strategy
of the actors. Conversely, by the end of the horizon, while demand changes
the decisions gradually become stable (throughout SR then PP then MPS and
finally SP). As a consequence, the decision makers can impose a behavior that is
decorrelated from the demand behavior: the farther is the decision in the process
from the demand expression, the more decorrelated is the decision.
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l’utilisation d’un plan de référence sur la robustesse de la planification tactique.
Journal Européen des Systèmes Automatisés (JESA), pp. 777–798 (2005)

14. Galasso, F., Thierry, C.: Design of cooperative processes in a customer-supplier
relationship: an approach based on simulation and decision theory. Eng. Appl.
Artif. Intell. 22, 865–881 (2009). https://doi.org/10.1016/j.engappai.2008.10.008

15. Sridharan, V., Berry, W.L., Udayabhanu, V.: Measuring master production sched-
ule. Decision Sci. 19(1), 147–166 (1988)

16. Herrera, C., Belmokhtar-Berraf, S., Thomas, A., Parada, V.: A reactive decision-
making approach to reduce instability in a master production schedule. Int. J.
Prod. Res. 54(8), 2394–2404 (2016)

17. Olof, S., Sahil, A.: Improving Planning Stability: A case study of Planning at
AstraZeneca. Master Thesis 30hp. Production Economics (2020)

18. Khellaf, W., Lamothe, J., Guillaume, R.: Exploration de données de planification
pour la modélisation des incertitudes dues à l’horizon glissant.13ème Conférence
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Abstract. Production ramp-up is a key stage in the product life cycle since it
can determine whether a product’s launch into the market or the increase of pro-
duction capacity succeeds or fails. Ramp-up as a phase of value creation, begins
with the completion of a product’s design and ends with the reach of maximum
production capacity. In today’s world, there is a significant advance in technol-
ogy but simultaneously there is an increasing uncertainty as we have experienced
with the Covid-19 crisis. Within this context, the importance of ramp-up man-
agement become more than ever evident. Whilst some products like face masks
saw their demand increase drastically, some other companies had to shut off their
production or switch to manufacture new products like hand sanitizers. Hence,
it is critical today to have a successful ramp-up management in order to predict
and meet clients’ demand in terms of quality and quantity. This paper aims to
provide a set of guidelines for ramp-up management considering crisis context.
The paper relies on an exploratory research coupling literature analysis and inter-
views among practitioners. The insights drawn from the literature and from the
interviews are expected to provide decision makers with valuable guidance with
regard to ramp-up management.

Keywords: Ramp-up · Agility · Crisis · Strategy · Practices · Guidelines

1 Introduction

The study of ramp-up in production is an issue that has been around for a long time in
manufacturing and service industries. Whether it is the increase in production capac-
ity to meet rising market demand or the introduction of a new product, ramp-up as a
basic concept is still familiar yet challenging to production managers and even to the
company’s support functions. However, the technological advances that the world is
experiencing today, whether in terms of the techniques used or even the business models
of companies, mean that ramp-up today is no longer limited to its classic definition of
increasing production capacity. On the contrary, in the context of a pandemic crisis, for
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example, a good management of ramp-down would be judged by looking at the level
of flexibility of the means of production to produce less, or even to completely disrupt
the activity of the company or the product delivered. Hence, we can but presume that
with the enhancement of Industry 4.0 and the use of technologies it brought about will
significantly improve the ramp-up quality, provided that its conduct is carried on in an
agile way and in the context of a flexible and resilient production system as well as
workforce. Therefore, ramp-up literature started to receive more attention during the
last decade focusing mainly on the conceptualization of the ramp-up phase. This helped
lay foundations for further research to improve ramp-up performance mainly from cost
and time perspectives. Looking into the scientific literature, there is no obvious answer to
agility and resilience challenges. In fact, the current sanitary and climate crises unveiled
the need for extending traditional performance perspective in order to integrate agility
principles and sustainability objectives in ramp-up management. Further on, the sani-
tary crisis put forth the need for quick ramp-up in a variety of sectors, whilst most of
the research development in this field involves only few sectors such as automotive and
microelectronics industry [1].

This paper aims to provide a set of guidelines for ramp-up management considering
crisis context. The paper relies on an exploratory research coupling literature analysis
and interviews among practitioners. The remainder of the paper is organized as follows,
Sect. 2 provides an overview of ramp-upmanagement related concepts. Section 3 reports
on two case studies. Section 4 discusses the results and provides future outlooks. The
paper ends with a brief conclusion in Sect. 5. The insights drawn from the literature and
from the case studies are expected to provide decision makers with valuable guidance
with regard to ramp-up management in crisis context.

2 State of the Art on Ramp-Up Management

2.1 Ramp-Up Phase Overview and Characteristics

The ramp-up phase occurs when a new product is introduced in a company’s portfolio
but also when a new process or a new plant starts up [1]. Terwiesch and Yi [2] add that
during this phase, the production shifts from development on a small laboratory-like
scale into a high-volume-production environment. Hence, the actual aim of production
ramp-up is generally expressed in terms of increasing the volume output from a zero
level to a steady state production with a volume output which has been planned for
[3]. To well place ramp-up phase in a lifecycle of a product (Fig. 1), it is commonly
accepted to define ramp-up as the connecting phase between product development and
series production [4]. From all the previous definitions, we can see that the definition of
ramp-up is strongly connected to the introduction of a new production or production sys-
tem. However, this general definition can find exceptions to it in the automotive industry
for instance. Actually, the specificity of this industry is that the new product introduc-
tion projects (aka ramp-up projects) do not always refer to products which are com-
pletely new. They can actually concern face-lifting or bringing about changes in existing
models [1].

In addition to its temporality feature, the ramp-up phase has some other inherent
features such as low initial level of knowledge about the product and the process, low
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production output, higher cycle time, low production capacity, high demand, high dis-
turbances in process, supply chain or product quality and lack of planning reliability [1,
5]. As a matter of fact, the change management when it comes to the introduction of a
new product or process comes along with an urging necessity of learning and training of
the workforce. It is then no wonder to see that training and learning are among the most
critical factors affecting the production ramp-up both before and after its implementa-
tion. The high disturbance observed in production processes and supply chain justifies
that supplier inclusion, verification and relations are as well amongst the critical com-
ponents of the production ramp-up success [3]. Figure 1 gives a larger insight regarding
the critical factors affecting production ramp-up in the pre- and post-phases.

Fig. 1. Ramp-up phase in product life cycle and critical factors during and before production
ramp-up. Ramp-up is supported by ramp-up strategies and operational frameworks and challenged
by variety and complexity of products and production systems.

2.2 Ramp-Up Strategies

As discussed above, the ramp-up phase has some characteristics which distinguish it
from the mature product phase. In fact, the high uncertainty which defines this phase
[1, 4, 6] makes the probability of occurrence of discrepancies as well as their variety
much higher than for amature product. Hence, themanagement techniques that apply for
mature products do not have a great performance when it comes to production ramp-up
phase. To deal with the peculiarities of ramp-up phase, several strategies can be pursued.
Schuh, Desoi, and Tücks [7], suggest three generic ramp-up strategies depending mainly
on product variety and induced complexity [1, 3]. The objectives of each of the strategies
and the adequate use cases are summarized in Table 1. These strategies provide general
insights into how to proceedwith ramp-up in amulti-variant context. They do not provide
however operational guidance on how to deploy these strategies.

In an early study in the automotive industry, Clark and Fujimoto [8] looked deeper
into the work force policy as well as the operations pattern during ramp-up. They
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described various techniques that were used in final assembly for the ramp-up of new
products. The strategies consist of a mixture of decisions about how to address the
ramp-up with regard to three distinct aspects. These three aspects are ramp-up curve,
operation pattern, and policy of the workforce [1, 3, 6]. These choices result in two pos-
sible ramp-up strategies of the three aspects combined, “step-by-step” and “shut down”.
A “Step-by-step” strategy implies stability and control of operating conditions and work
assignment. “Shut-down” strategy implies low initial complexity both due to material
handling and work force involvement but in the long run task continuity and operation
stability will suffer [8].

Table 1. Ramp-up strategies according to Schuh, Desoi, and Tücks [7]

Ramp-up strategy Aims for Suits

Slow motion Parallel ramp-up of several variants on
a constant and low volume level until
all processes are verified

Highly automated processes

Dedication Ramp-up of all different variants with
accumulative volumes and a gathered
launch of these. Elimination of
problems on an early stage that will
not occur

High product variety and high
logistic capability

Step-by-step Sequential ramp-up of consecutive
variants with high complexity

High technical complexity

In order to assess the efficiency of the ramp-up, several Key Performance Indicators
(KPIs) are considered, which can be categorized into four general classes [1]: cost
related (i.e. investments and manpower used to make up capacity loss), quality related
(e.g. yield), volume related (e.g. capacity utilization) and time related (e.g. cycle time
and time-to-market). While some of the KPIs seem to be significant, there is an issue
regarding time related KPIs. Time-to-volume needs to have the exact same level of
importance as time-to-market because the imbalance between the two can result in
disastrous financial consequences. Furthermore, used KPIs rarely consider the customer
point of view, which may be quite harmful for low-volume industries or customized
goods.

3 Case Studies

In this section, we present two concrete examples for ramp-up management. In order
to check whether research findings apply to real-world industries, we have interviewed
two practitioners from local companies on their ramp-up management but also regard-
ing their sanitary crisis management, environmental crisis engagement and workforce
management. The choice of local companies from two different sectors was with the
aim to have the opportunity to compare on a local level, the ramp-up experience of
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the industrials. It was also an opportunity to understand whether the field of activity
and the company size among other factors are determining in the quality of ramp-up
management and the resilience in the context of a crisis such as the current Covid-19
pandemic.

The interviews were conducted by following an interview guide. The questions of
this guide were inspired from the scientific literature conclusions seen in Sect. 2. These
questions involve current and past ramp-up management practices, ramp-up challenges
for the company, considerations of environmental impact during ramp-up, and Covid-19
crisis impact on operational ramp-up management and on employees and workforce.

3.1 Results from Interview 1 – Cycling Industry

The first interview was conducted with a local start-up (company A) that operates in
the field of manufacturing cargo bikes. During the interview, the company’s direc-
tor was asked questions as per the interview guide. Ramp-up management practices
derived from the interview are structured in a set of guidelines which are summarized in
Table 2.

Generally, the case of company A shows that the crisis does not necessarily have
a negative impact on the activity of all companies. The impact is indeed related to the
activity field and the type of products that the company offers. In this particular case,
the demand for bicycles as a safer alternative in the current sanitary crisis helped boost
the enterprise’s demand and gave the company a great opportunity for growth. Actually,
the decision of ramping up the production in company A was rather inspired by the
increasing demand of bikes as a more hygienic and safer alternative to using shared cars
or public transportation in the context of a worldwide pandemic.

3.2 Results from Interview 2 – Additive Manufacturing

The second interview was conducted with company B which is a local Small/Medium
sized Enterprise (SME) operating in the field of additive manufacturing (AM). During
the interview, an expert from AM department was asked questions as per the interview
guide. Ramp-up management practices derived from the interview are structured in a set
of guidelines, which are summarized in Table 3.

Generally, the interview with company B supports that the activity field and the level
of technology are determining factorswith regard to ramp-upmanagement aswell as to its
response to crisis context. In the field of additivemanufacturing, especially in the phase of
pre-ramp-up, total remote work is possible. Hence, this part of activity of the company
is not heavily affected by the Covid-19 crisis. During the interview, great emphasis
was put on the change management and collaboration between all the stakeholders
within the company as well as the various supply chain actors for a successful ramp-up.
Furthermore, the accuracy between the business plan and the progress of ramp-up is one
aspect that can measure the performance of ramp-up as it goes.
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Table 2. Ramp-up guideline derived from interview 1

Area Recommendation

Collaboration Collaboration among the totality of company departments that are directly or
indirectly affected with ramp-up keeps the motivation and communication running
well among the company staff

Standardization Standardization of the processes is the key for a better learning curve of the
employees which can help realize a faster launch of the product in terms of
time-to-market. Additionally, standardization helps have a more flexible workforce
(since the work to be done does not rely solely on the person in charge of the task
but is rather well-explained so that any other teammate or new staff member can
learn the job fast)

Resilience Resilience towards unfortunate and unexpected events like the current Covid-19
crisis is a key factor when it comes to ramp-up. This can be achieved with a
surge-capacity in anticipation of unexpected demand. Resilience is also better
achieved with having a surge ramp-up team (with the use of temporary workers or
subcontractors)

Supply chain Relationship with supply chain actors is crucial when it comes to ramp-up
decisions. The collaboration with local supply chain actors can be a great way to
overcome shortage in raw materials or difficulties in transportations due to closing
borders as we have seen in the context of the Covid-19 crisis. Localised supply
chain actors are also another step towards a more eco-friendly and sustainable
solution

Business plan Having a solid business plan justifying the ramp-up decision. The first objective of
a company is to generate profit. Consequently, the decision of ramp-up must be
justified with the company’s financial profit projection. Having a solid business
plan helps make sure that the income will outweigh the cost of investment (in
machinery acquisition, recruitment, training…)

Knowledge
management

Relying on individuals’ knowledge rather than establishing standardized processes
is a big obstacle that ramp-up management can face. In the case of company A, this
has proven to be a big burden that brakes the ramp-up progress. Within this
company, the fact that knowledge is dependent on the experience of the staff makes
it very difficult to transmit to new employees. Consequently, this may mean that
departure of the experienced member of staff can alter the whole process of the
company or even stop its activity

Table 3. Ramp-up guideline derived from interview 2

Area Recommendation

Collaboration Collaboration among the totality of actors (design office,
management, sales, logistics and purchasing, infrastructure and
buildings, etc.) that are directly or indirectly affected by ramp-up is
crucial. This means that not only internal stakeholders are
concerned but some external actors take part in the ramp-up
decision and execution as well

(continued)
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Table 3. (continued)

Area Recommendation

Information
system

Information system is a primordial aspect when it comes to
ramp-up management. The collaborative tools make it possible for
different actors to share real time data and for the communication to
run smoothly as well. Additionally, having a solid and up-to-date
information technology within the company makes it easier to
tackle teleworking like in Covid-19 crisis

Resilience Resilience towards unfortunate and unexpected events like the
current Covid-19 crisis is a key factor when it comes to ramp-up.
This can be achieved with a surge-capacity in anticipation of
unexpected demand. Resilience is also better achieved with having
a surge ramp-up team (with the use of temporary workers or
subcontractors). Resilience is also better achieved through training
on change management

Supply chain Similarly to the first interview, it was seen that the collaboration
with local supply chain actors can be a great way to overcome
shortage in raw materials or difficulties in transportations. In some
fields like additive manufacturing, there is a limited number of
suppliers as the processes may completely change from one project
to another. However, one thing to do is to always try and have as
large as possible of a supplier panel in order to be well equipped to
face shortage of raw materials supply but also to have the choice
regarding the cost of sourcing

Anticipating
technical issues

As discussed with company B, the tests and prototypes of series
manufacturing in the pre-ramp-up phase help the industrials make
better projections on their needs of material and human resources. It
is also a mean of anticipating technical issues that can occur on a
big scale by tackling them on a reduced prototype scale

Process flexibility When starting from scratch for the launch of a new product, a new
process is also introduced. However, the discussion with company
B has shown that this process needs to fit into the existing value
chain present in the company (current machinery available) but also
that it should require the least investment when it comes to training
the workforce

Adapting to employees’ needs It is clear that one major aspect of ramp-up management is the
workforce. Consequently, it is natural that the company needs to
prepare its employees for change management or for learning new
skills that will be needed for the ramp-up phase. In the case of
company B, a lesson of the Covid-19 sanitary crisis would be to
consider the employees’ preferences regarding remote work or
in-site presence and try to satisfy them when it is possible

(continued)
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Table 3. (continued)

Area Recommendation

Cost estimate Underestimating the cost of ramp-up entails a highly critical risk.
Before launching the actual ramp-up phase, it seems just as
important during the pre-ramp-up phase to work precisely on the
projections of the business plan in terms of profit but also regarding
the cost plan. This anticipation (over estimation) of the costs of
ramp-up prevents the company from the risk of encountering
additional unexpected costs during the journey of ramp-up in terms
of quality and time. During the interview with company B, the
technical risks that were pointed out are an example of these costs
that need to be anticipated rather than endured

4 Discussion and Perspectives

Shorter product lifecycles and the rising complexity of new products and processes led
to a greater importance of ramp-up management in production. As the degree of product
innovation also rises, there is a rapid rise in the total number of complex production
ramp-ups and coordination of ramp-up activities becomes part of everyday business. The
sanitary crisis unveiled the limitations of current ramp-up practices in the manufacturing
and service industries to ensure agility and resilience. Innovative approaches are then
needed to ensure quick and efficient ramp-up meeting individual and global demands.

The current paper contributed towards this objective by an explorative researchwhich
examined the scientific literature and relied on interviews to report on ramp-up practices
considering the crisis context. The first results (set of guidelines) provided insights into
how to deal with ramp-up management which are useful for decision makers in additive
manufacturing and in cycling industry and beyond.

Further research is ongoing in order to extend the results. For instance, the interviews
that were conducted individually with local industrials have given us a good beginning
in the path of looking for ramp-up management guidelines. However, two companies are
not statistically a concluding sample. Therefore, we have decided to go from a qualitative
approach of personalised interviews to a quantitative approach with a massive survey.
The aim behind the launch of this survey will be to have it answered by practitioners
on a larger scale (both locally and internationally). The results of such survey will give
further insights on how different countries, company sizes, fields of activity and teams’
organisation affect the success or failure of ramp-up management. By the time this
survey will be launched, it will also help have a more mature and fact-based opinion on
the impact of the Covid-19 crisis both on the production management and on ramp-up
management; as well as the strategies that the companies would have developed to tackle
this particular pandemic context.

5 Conclusion

This paper reviews ramp-up management literature spanning ramp-up definitions, man-
agement strategies andKPIs. This supported the preparation and fine-tuning of interview
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questions to gain insights from practitioners. Subsequently a set of best practices were
derived and summarized into specific areas to guide decision makers, particularly in
crisis context. Ultimately, the ongoing research is expected to support a shift in manu-
facturing and service sectors to more agile and resilient production systems and supply
networks.
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Abstract. A stochastic inventory system with multiple products controlled by
a periodic review joint replenishment policy P(s, Si)is considered. This system
places a joint replenishment order to bring the inventory position of each item i to
its order-up-to level Si when the aggregate reorder point of all items drops below s
at each review moment. By imposing service levels on the system, we propose an
algorithm for optimizing the policy to minimize the total cost of the system. The
performance of this algorithm is evaluated by numerical experiments on randomly
generated instances.

Keywords: Inventory management · Joint replenishment · Optimization · Monte
Carlo simulation

1 Introduction

The rapid growth of e-commerce is phenomenal in recent years. Due to the Covid-19
pandemic, more and more customers choose to shop online, Amazon delivered a record
performance in 2020 with annual revenue up 38% to $386 billion. Many e-commerce
organizations such as Amazon andAlibabawant to reduce costs while improving service
levels to customers. Effective inventory management can improve the competitiveness
of these e-commerce companies in the new retail business.

Joint replenishment becomes popular in inventorymanagement because of its advan-
tage of economies of scale. For a systematic review of studies on Joint Replenishment
Problem (JRP), please see [1] and [2]. We study a stochastic JRP (SJRP) with stochas-
tic demand. According to [3], a stochastic inventory system can be controlled by a
continuous review or periodic review joint replenishment policy.

(Q, S) policy and its extensions are typical continuous review policies. Under this
policy, a joint replenishment order is triggered whenever the aggregate demand of all
items since the last order reaches a quantity Q, and all items are ordered up to their
individual order-up-to levels given by the vector S [3]. Optimizing this policy requires
very complex mathematical models, such as Markov chains [4] and renewal theory [5].
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Periodic review policies are another important category of joint replenishment poli-
cies. [6] proposed a (T, S) policy, where S = (Si, i = 1, 2, …, N) and N is the number
of items considered. Under this policy, each item i is ordered to its order-up-to level Si
in each review interval T. Since inventory is usually periodically reviewed in practice,
we consider a periodic review joint replenishment policy in this paper.

In the literature, most researchers considered the shortage costs of an inventory
system when optimizing it. Costs are incurred when customer demand cannot be met
immediately due to out of stock. The shortage costs are mainly reflected in two aspects:
one is the current loss, and the other is the future loss. The current loss is the loss caused
by the lost sales opportunity and the penalty to be paid to customers in case of late
delivery. The future loss is the potential loss of sales opportunity due to the loss of trust
of customers. This potential loss is difficult to be evaluated, so are the shortage costs.
Moreover, inventory managers are more concerned about service levels. For the two
reasons, we consider service level constraints rather than shortage costs in our study.

In this paper, we study a periodic-review joint replenishment inventory system con-
trolled by a P(s, Si) policy with service level constraint for each item. Under this policy,
the inventory status of the system is reviewed at the beginning of each period, if the
aggregate inventory position (the sum of the inventory positions) of all items drops
below the joint reorder point s, a joint replenishment order will be placed to raise the
inventory position of each item i to its order-up-to level Si. We propose an algorithm for
optimizing the policy to minimize the total cost of systems composed of major ordering
costs, minor ordering costs, and inventory holding costs.

To the best of our knowledge, no work in the literature considered the optimization
of such an inventory policy. The contributions of this paper are highlighted as follows:

1. We study the optimization of P(s, Si) policy for a periodic-review joint replenish-
ment inventory system with service level constraints and derive analytically exact
expressions for the cost function and the service levels of the system.

2. We propose an efficient algorithm for optimizing the parameters of theP(s, Si) policy.
3. We conduct extensive numerical experiments to evaluate the efficiency of the

algorithm.

The rest of this paper is organized as follows. Section 2 introduces a periodic review
joint replenishment inventory system controlled by P(s, Si) policy and formulates the
inventory policy optimization of the system.An algorithm for finding optimal parameters
of the policy is presented in Sect. 3. Section 4 reports numerical results of evaluation of
the algorithm on randomly generated instances. The final section concludes this paper
with remarks for future research.

2 Problem Description and Formulation

In this section, we describe the joint replenishment problem studied and establish its
mathematical model.
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2.1 Problem Description

We consider a single stock inventory system with N items that are joint replenished. The
demand of each item in each period is stochastic and follows an independent normal
distribution. This system is controlled by a periodic review P(s, Si) policy, where s is
the joint reorder point s of all items and Si is the order-up-level of item i, i = 1, 2, …, N.

It is assumed that all items have the same replenishment lead time L. Major ordering
costs, minor ordering costs and inventory holding costs are incurred in this system. In
addition, we consider the service level constraint of each item in the system asmentioned
above, that is, the service level of each item must be higher than a prespecified level.
The problem is to optimize the periodic review P(s, Si) policy for this system so that
the total expected cost per period is minimized subject to the service level constraint for
each item.

We first define Q such that:

N∑

i=1

Si − s = Q (1)

P(s, Si) policy is more complex than (Q, S) policy, because under (Q, S) policy, the
aggregate ordering quantity of all items is always Q, whereas under P(s, Si) policy, the
joint order quantity of all items is not fixed and may be larger than Q.

Before presenting the model for optimizing P(s, Si) policy, the indices, parameters,
decision variables, and other related variables are given as follows.

Indices. i: index of item i, i ∈ N , where N is the number of items considered.
t: index of period t. t ∈ T , where T is the number of periods considered.

Parameters. L: replenishment lead time of each item, it is a constant.
A: major ordering cost incurred in each replenishment.
ai: minor ordering cost for item i ordered in each replenishment.
hi: holding cost per unit per period for item i.
αi: target α service level (cycle service level) for item i.
di(t): demand of item i in period t, di(t) ∼ N

(
μi, σ

2
i

)
.

d(t): aggregate demand of all items in period t, d(t)=
N∑
i=1

di(t).

fi(·), Fi(·): p.d.f and c.d.f of the demand of item i in each period.
μi, σi: mean and standard deviation of the demand of item i in each period.

Decision Variables. S: aggregate reorder point.
Si: order-up-to level for item i.

Other Variables. r: the number of periods between two consecutive joint replenish-
ments including the period of the second replenishment, i.e., the second replenishment
occurs after r periods. The number r is a random integer variable, r=1, 2, . . . ,∞.

P(n): the probability of r = n, n = 1, 2, . . . ,∞.
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D(n): aggregate demand of all items in n periods when r = n, D(n) =
n∑

t=1
d(t),

D(n) ∼ N

(
n

N∑
i=1

μi, n
N∑
i=1

σ 2
i

)
, and D(n)=D(n − 1) + d(n).

TC(n): total expected cost of n periods when r = n.
TC: expected total cost per period.

2.2 Problem Formulation

Wefirst analyseP(n). Let S=
N∑
i=1

Si, sinceP(s, Si) is a periodic review ordering policy, the

conditions that trigger a replenishment order after n periods since the last replenishment
can be expressed as: S −D(n) ≤ s and S −D(n − 1) > s, where n is a positive integer.

Since the demands d(1), … d(n) are independent, we have:

D(n) ∼ N

(
n

N∑
i=1

μi, n
N∑
i=1

σ 2
i

)
, D(n−1) ∼ N

(
(n − 1)

N∑
i=1

μi, (n − 1)
N∑
i=1

σ 2
i

)
.

μD(n) = n
N∑
i=1

μi, σD(n) =
√

n
N∑
i=1

σ 2
i .

μD(n−1) = (n − 1)
N∑
i=1

μi, σD(n−1) =
√

(n − 1)
N∑
i=1

σ 2
i .

The two random variablesD(n) andD(n-1) may be correlated. Define the coefficient
of correlation between D(n) and D(n-1) as: ρn = cov(D(n),D(n−1))

σD(n)σD(n−1)
. We can get:

( ) { }

( )
( ) ( ) ( )( )22

( ) ( 1) ( ) ( 1)
2 222

( ) ( 1)( ) ( 1)( ) ( 1)

= ( ) , ( 1)

1 1= exp 2
2 12 1

μ μ μ μ
ρ

σ σσ σρπσ σ ρ

+∞ − −−

− −∞
−−−

≥ − − < −

⎞⎛ ⎤⎡ − − − − ⎟⎜ ⎥⎢− + − ⎟⎜ ⎥⎢− ⎟⎜− ⎦⎣ ⎠⎝
∫ ∫

S s D n D n D n D n
nS s

D n D nD n D nnD n D n n

P n P D n S s D n S s

x y x y
dxdy

(2)

Obviously, the sum of all probabilities P(n) is 1.

∞∑

n=1

P(n) = 1 (3)

We then derive the cost function of the system. The expected total ordering cost of
the system per period is given by:

Co =
∞∑

n=1

Co(n)P(n) =
∞∑

n=1

(
A

n
+

N∑

i=1

ai
n

)
P(n) (4)

where Co(n) is the total ordering cost in case one order is placed every n periods, and
P(n) is the probability of r = n.
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Define the probability density function of one period demand and that of lead time
demand of each item i as:

φi(u) = 1√
2πσi

e
− [u−μi]2

2σ2i (5)

φL
i (u) = 1√

2πσi ×
√
L
e
− [u−μi×L]2

2σ2i ×L (6)

The expected holding cost per period of the system, denoted by Ch, can be written
as Eq. (7):
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(7)

In this equation, Ch(n) is the holding cost per period in case an order is placed every
n periods, and P(n) is the probability of r = n; uLi represents the actual demand of item
i during the lead time of L periods; uij represents the actual demand of item i in period

j during the lead time;
N∑
i=1

n−1∑
j=1

uij < Q and
N∑
i=1

n∑
j=1

uij ≥ Q are two conditions for the

placement of an order every n periods.
From the above analysis, the expected total cost per period, denoted by TC, is given

by the following Eq. (8)
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Next, we formulate the service level for each item in the system. We first define:
LTDi(n): the lead time demand of item i in case one order is placed every n periods.

This lead time includes the replenishment lead time L and the time between two orders.
For example, if the inventory system places an order every two periods, the lead time is
L + 2.

P{LTDi(n) ≤ Si}: the probability that the lead time demand LTDi(n) is less than or
equal to the order-up-to level Si.
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The service level of each item i in case an order is placed every n periods can be
formulated as:
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where 1(Si − uLi −
k∑

j=1
uij) is an indicator function, if Si − uLi −

k∑
j=1

uij ≥ 0, the indicator

takes the value 1, otherwise it takes the value 0. Thus, the service level of each item i
can be written as:

SLi =
∞∑

n=1

SLi(n)P(n) (10)

In summary, the problem of optimizing P(s, Si) policy for a stochastic inventory
system with service level constraints can be formulated as the following nonlinear
programming model NLP:

NLP:
Min TC.
subject to

SLi ≥ αi, i = 1, 2, ...,N (11)

where constraints (11) are the service level constraints of all items.

3 Optimization Algorithm

In this section we present an algorithm for solving the model NLP to obtain the optimal

parameters of theP(s, Si) policy. LetQ =
N∑
i=1

Si−s, where s and Si are decision variables.

If Q is given, we can determine P(n) according to (2). If all P(n) are known, Co can be
calculated from P(n) according to Eq. (4) even if Si and s are not known. From Eq. (7),
Ch(n) is an increasing function of Si ifQ is given. Because of this, to minimize TC under
the service level constraints, Si must take the value such that:

f (Si) = SLi(Si) − αi = 0, i = 1, 2, ...,N (12)

This Si can be obtained by using the bisection method. As soon as Q and Si are

determined, s can be determined by s =
N∑
i=1

Si − Q.
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From the above analysis, we can solve the model NLP by enumerating possible
integer values of Q between 0 and QUB and then search for the optimal value of Si for
each item i by the bisection search, where QUB is an upper bound of Q.

To implement this algorithm, a high-dimensional integral function is required to
calculate TC(n) and SLi(n). In our implementation, we use the Monte Carlo simulation
method to calculate the expected total cost per period TC(n) and service level SLi(n)

when Q =
N∑
i=1

Si − s and Si for each item i are given. This is carried out by simulating

the inventory system under P(s, Si) policy for a large number of periods and calculating
the average total cost per period and the average service level of the system when

s =
N∑
i=1

Si − Q and Si are given.

4 Experimental Results

In this section, we report the results of our numerical experiments for the evaluation
of the proposed algorithm. We generated 20 instances with N = 3, L = 2, A and ai

are set such that A +
N∑
i=1

ai = 0.5ct2
N∑
i=1

hiμi, where ct is a parameter corresponding

to the expected/optimal order cycle time (time between two consecutive orders) of the
inventory system in case of deterministic demand. We take ct = 2 for setting A and ai
= 0.2A for each item i, according to the guidelines of [7]; αi is set to 0.95 for all items.
In addition, hi is randomly generated from [1, 10]; μi is randomly generated from [10,
100]; and the coefficient of variation of the demand of each item i is randomly generated
from [0.10, 0.40]. This algorithm was implemented in C/C + + and tested on a PC with
CPU i7-8650U and 16GB RAM.

We setQUB = 2Q∗
det, whereQ

∗
det is the joint economic order quantity of the inventory

system in case of deterministic demand. Our numerical experiments show that this upper
bound is valid for Q for all the instances tested. The number of periods for calculating
the expected total cost per period and service levels of the system by simulation is set
to 10,000. The computational results of the 20 instances are given in Table 1.

Table 1. Results of the twenty instances.

Instance Q S1 S2 S3 s HC OC TC CPU
Time (s)

1 189 49 274 207 341 837.20 864.75 1701.95 2293.31

2 224 167 355 250 548 1101.78 1018.34 2120.12 3757.40

3 248 288 133 343 516 711.19 686.41 1397.60 3935.49

4 216 84 283 341 492 596.65 482.52 1079.17 3150.84

5 274 426 131 348 631 1496.17 1393.53 2889.70 4140.65

(continued)
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Table 1. (continued)

Instance Q S1 S2 S3 s HC OC TC CPU
Time (s)

6 306 373 208 344 619 1482.18 1063.90 2546.08 3944.94

7 261 265 389 168 561 1061.77 1003.30 2065.07 3781.53

8 275 284 319 296 624 1648.92 1152.68 2801.60 3900.82

9 163 68 222 236 363 307.02 234.82 541.84 2221.65

10 189 118 103 342 374 1355.27 1150.35 2505.62 2457.73

11 277 319 334 268 644 1313.10 1252.25 2565.35 4303.89

12 218 145 241 327 495 805.91 721.21 1527.12 3158.50

13 144 49 177 239 321 736.88 632.57 1369.45 1935.91

14 314 383 211 366 646 1321.25 1134.76 2456.01 4289.79

15 303 358 217 418 690 1773.21 1382.06 3155.27 4302.08

16 165 287 115 136 373 1260.35 1023.74 2284.09 2227.00

17 83 86 93 97 193 409.68 356.00 765.68 1076.06

18 338 415 286 458 821 861.94 653.21 1515.15 5220.07

19 356 411 300 484 839 1860.53 1541.69 3402.22 5406.44

20 304 294 381 366 737 1644.23 1391.27 3035.50 4565.97

Avg 242.35 243.45 238.60 301.70 541.40 1129.26 956.97 2086.23 3503.50

In this table, the 2nd to 6th columns provide the optimal value of Q and the optimal
parameters of P(s, Si) policy obtained by the proposed algorithm, the 7th to 9th columns
present the holding cost, ordering cost and total cost per period of the inventory system,
and the 10th column is the CPU time of the algorithm. From this table, we can see the
computation time of the algorithm is no larger than two hours for all instances. This
is acceptable since the inventory policy optimization is a tactical decision. Note that
the computation time of our algorithm can be largely reduced if it is implemented in a
workstation with multiple CPUs or in a cloud computing platform by applying parallel
computing techniques.

Although we do not explicitly address shortage costs in our inventory optimization
modelNLP,we can implicitly consider shortage costs in themodel by setting the expected
service level of each item according to its shortage cost and holding cost per unit of the
item per unit of time. As we know, in an inventory system with a single item controlled
by an order-up-to level policy, the service level of the system is determined by the unit
shortage cost divided by the sum of the unit shortage cost and the unit holding cost.
This relationship between the service level and the two costs can make our proposed
algorithm applicable in both situations: shortage costs can bewell evaluated and shortage
costs cannot be well evaluated.
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5 Conclusion

In this paper, we have studied a periodic review joint replenishment inventory system
with stochastic demands under service level constraints. After formulating analytically
its costs and service levels, we have established a nonlinear programming model for the
optimization of its P(s, Si) policy and designed an algorithm to calculate the optimal
parameters of the policy. The numerical experiments on randomly generated instances
have demonstrated the efficiency of the algorithm. In the future, wewill extend this study
to multi-echelon distribution systems.
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lukasz.wieczorek.1@edu.p.lodz.pl, przemyslaw.ignaciuk@p.lodz.pl

Abstract. The paper addresses the inventory control problem in logistic networks
with complex, mesh-type topologies. The goods are shipped with non-negligible
lead-time delay and an uncertain, arbitrary demand may be imposed on any node
in the system. Excess demand is lost. Single-item periodic-review distribution
process is governed by the (r, Q) policy. In order to adjust the policy parame-
ters, a continuous genetic algorithm is used. In the optimization procedures, three
objectives – holding and transportation costs reduction and customer satisfaction
maximization – are considered. The paper shows how one can effectively find the
reorder point and order quantity for each node when the policy is implemented in a
distributed mode, as desired in complex systems. Two approaches to the crossover
operation have been compared. The separate operator allows one to obtain more
suitable solutions at the expense of more significant computational effort.

Keywords: Inventory control · (r, Q) policy · Genetic algorithms

1 Introduction

In recent years, globalization and industrial development have influenced logistics sig-
nificantly. Thanks to numerous international agreements, both political and business
ones, supply chains are evolving worldwide. Many of the existing ones are constantly
modified and extended, whereas new ones are established. Current distribution networks
face thus many challenges that influence their performance, e.g., complex topologies,
market uncertainties, or transport disturbances. Supply chainmanagement does not cease
to be a topical issue in the literature. Most of the research related to inventory control,
however, assume system structural limitations. Despite the difficulties in adjusting those
models to more sophisticated real-life systems, it may lead to severe side-effects such
as excessive operational costs and unrealized demand [1].

Owing to the nonlinearities and uncertainties in real-life distribution networks,
closed-form solutions are rarely available. Then, simulation-based optimization may
be used to find a near-optimal solution. The current literature indicates an increasing
interest in the computational intelligence techniques employed in logistics [2]. Among
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those methods, one of the best formally analyzed and finding an increasingly wide range
of applications are genetic algorithms (GAs) [3].

This paper analyzes periodic-review resource distribution systems exhibiting a com-
plex, mesh-type topology. The considered class assumes non-negligible lead-time delays
in replenishment order realization. The external demand, not known a priori and subject
to random variations, may be imposed on any node. The flow of resources is managed
by the (r, Q) inventory policy implemented in a distributed way. The continuous search
domain makes a continuous genetic algorithm (CGA) better suited in the considered
optimization problem than its classical binary form [4]. Until now, there have been just
a few works that applied the GAs to adjust the (r, Q) policy parameters in inventory
management systems. Pasandideh et al. [5] considered a single-supplier single-retailer
system with backorders. Pirayesh and Yazdi [6] investigated a serial supply chain influ-
enced by the fuzzy demand. Then, Mousavi et al. [7] considered multi-supplier multi-
retailer distribution network, but the lateral transshipments between the nodes within the
same layer are not allowed. Ignaciuk and Wieczorek [8] investigated a multi-echelon,
networked logistic system, nevertheless, their model does not take into consideration
transportation costs that results in a tendency to set large order quantities thus excessive
goods relocation costs.

The purpose of this paper is to determine how to adjust the (r, Q) policy param-
eters in logistic systems with complex topologies using CGAs. The optimization pro-
cess involves three objectives that confront operational costs with customer satisfaction.
Moreover, this paper compares two approaches of the crossover operation, i.e., simul-
taneous vs. separate one. The conducted research proves that CGAs indeed succeed in
reaching the optimization objectives in the considered class of networked systems.

2 Network Model

2.1 Interconnection Structure

The considered class of system covers interaction of two groups of actors. The first
group – the controlled nodes – have a limited stock to serve neighboring nodes with
resources and answer external demand that is imposed (by customers) in any period of
time. The second group comprises the external sources with an infinite stock that are
responsible for supplying the network with resources. Let N and M denote the number
of the controlled nodes and the external sources, respectively, and P be their sum.

The interconnection between nodes i and j is characterized by three attributes (αij ,β ij,
γ ij). The first one quantifies the nominal partitioning coefficient (NPC) that designates
the part of the current lot requested by node i that is to be obtained from supplier j. The
second attribute is the lead-time delay (LTD), i.e., the time from placing a replenishment
order by node i at node j to its fulfillment. The last one – γ ij – determines the trans-
portation unitary cost (TUC) along the link i-j, i.e., the cost of transferring a single unit
of resources from node i to j.

There are no restrictions as how the logistic structure is formed except for the typical
assumptions in the discussed class of systems: interconnections are unidirectional, i.e.,
for any two nodes i and j if αij �= 0, then αji = 0; second, there are no isolated nodes, i.e.,



504 Ł. Wieczorek and P. Ignaciuk

without any connections to other nodes. Also, no node can supply itself with resources,
i.e., αii = 0 for any i.

2.2 Node Interactions

The planning horizon comprises T equal-length periods inwhich a preordained sequence
of operations is executed at each controlled node. First, all the resources from the incom-
ing replenishment orders are registered into the on-hand stock. Then, the external demand
is satisfied, if its stock level is sufficient. Otherwise, the unsatisfied part is lost, i.e., back-
ordering is not allowed. Afterwards, the controlled node processes the replenishment
requests from the controlled nodes for which it serves as a supplier. Similarly to the case
of the external demand, the replenishment signals are fulfilled, if possible. Finally, the
node requests replenishments from its suppliers. The on-hand stock level at node i in
any period t = 1, …, T evolves as

xi(t + 1) =
(
xi(t) + oRi (t) − di(t)

)+ − oSi (t) = xi(t) + oRi (t) − si(t) − oSi (t), (1)

where:

• ( f )+ = max( f , 0) is a saturation function,
• xi(t) is the on-hand stock level,
• oRi (t) is the quantity of resources from the incoming shipments received by node i
from its suppliers in period t,

• oSi (t) is the quantity of resources in the outgoing replenishment orders sent by node i
to its neighbors in period t,

• di(t) is the external demand imposed at node i in period t,
• si(t) is the satisfied external demand at node i in period t.

Owing to the loss-sales assumption, the controlled node may not be able to fulfill all
the replenishment requests from the neighboring nodes. Thus, the partitioning coefficient
(PC) should be expressed as a time-varying function αij(t) that satisfies 0 ≤ αij(t) ≤ αij,
where αij(t) = αij reflects the situation of request fulfillment.

Let ui(t) denote the replenishment signals generated by node i to its suppliers in
period t. Then, the quantity of resources in the replenishment orders received by node i
in period t equals

oRi (t) =
∑P

j=1
αji(t − βji)ui(t − βji), (2)

where β ij is the LTD between nodes i and j.
Denoting the highest value of the external demand that may be imposed on node i by

dmax
i , the market demand may be expressed as a bounded, time-varying function of time
that satisfies 0 ≤ di(t) ≤ dmax

i . Moreover, due to the assumed framework, the satisfied
external demand by node i in period t may be described by

si(t) = min
(
xi(t) + oRi (t), di(t)

)
. (3)
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Similarly, the quantity of resources in the outgoing shipments sent by node i

oSi (t) =
∑N

j=1
αij(t)uj(t). (4)

2.3 State-Space Description

For convenience of computer implementation, let us group the model variables into a
matrix-vector form,

x(t + 1) = x(t) +
∑B

k=1
Ak(t − k)u(t − k) − s(t), (5)

where:

• B is the maximum LTD between any two interconnected nodes,
• x(t) is a vector of on-hand stock levels in period t,
• u(t) is a vector of replenishment signals generated by the nodes in period t,
• s(t) is a vector of the satisfied demands in period t,
• Ak(t) is a set of matrices describing the in-transit shipments in period t,

Ak(t) =
⎡
⎢⎣

∑
i:βi1=k αi1(t) · · · ε1N (t)

...
. . .

...

εN1(t) · · · ∑
i:βiN=k αiN (t)

⎤
⎥⎦for k = 1, . . . , B, (6)

in which the main-diagonal entries store the information about the incoming shipments
sent k period earlier. The other entries, reflecting the outgoing shipments between any
two controlled nodes i and j,

εij =
{−αij(t), if βij = k

0, otherwise.
(7)

2.4 Inventory Management Policy

In order to control the flow of resources in the considered system, the (r, Q) inventory
policy is used. It requires two vectors – r and Q – containing the reorder points (RPs)
and the order quantities (OQs), respectively, to be specified for all the controlled nodes.
Accordingly, node i generates a replenishment signal of size Qi, when its inventory
position (the sum of on-hand stock and in-transit orders) falls below ri.

In case of a fixed external demand imposed on the controlled nodes, a closed-form
expression for vectors rref and Qref yielding full customer satisfaction may be obtained
analytically [8, 9]. The vector of reference RPs may be then calculated as

rref =
(
I +

B∑
k=1

kAk

)
A−1dmax, (8)
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where:

• I is an identity matrix of size N x N,
• A is a sum of Ak for k = 1, …, B, where Ak is a set of matrices (6) with the NPCs,
• dmax is the vector of the highest expected values of the market demand.

According to [10], the reference OQs should satisfy the element-wise inequality

Qref · I > A−1 · dmax. (9)

3 Optimization Problem

In order to define an optimization problem, the fitness function evaluating the quality of
the resource distribution should be formulated. Table 1 contains the three metrics that
are taken into consideration, i.e., holding and transportation costs as well as customer
satisfaction. The transportation cost function includes two additional matrices � and
AE(t) storing the TUCs and PCs of the system interconnections, respectively,

� =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 γ12 · · · γ1N

γ21 0 · · · γ2N
...

...
. . .

...

γN1 γN2 · · · 0
...

...
. . .

...

γP1 γP2 · · · γPN

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, AE(t) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 α12(t) · · · α1N (t)
α21(t) 0 · · · α2N (t)

...
...

. . .
...

αN1(t) αN2(t) · · · 0
...

...
. . .

...

αP1 αP2 · · · αPN

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (10)

Table 1. Quality metrics.

Holding cost Transportation cost Customer satisfaction

fHC = ∑T
t=1 x(t) fTC = ∑T

t=1 � ◦ AE(t)u(t) fCS = ∑T
t=1 s(t)

/∑T
t=1 d(t)

Then, denoting the coefficients prioritizing holding cost reduction, transportation
cost reduction, and customer satisfaction maximization by F, G, H, respectively, the
optimization problem under consideration may be described as

max ffitness(fHC , fTC , fCS) =
(
1 − fHC

f max
HC

)F(
1 − fTC

f max
TC

)G

f HCS , (11)

where f max
HC and f max

TC denote the reference holding and transportation costs calculated
for an overestimated safety stock based on (8) and (9).

In order to optimize the performance of the considered class of distribution systems,
the CGAs have been applied. Let a candidate solution consist of a pair of vectors r
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and Q, in which a particular value of the RP and the OQ is a gene in the chromosome.
Furthermore, the pair of vectors rref and Qref establishes the search space boundaries
of the considered optimization problem, i.e., each gene reflecting the RP and the OQ
satisfies ri ∈ [

1, rrefi

]
and Qi ∈ [

1,Qref
i

]
, respectively, for any node i.

As for the implementation of the CGA, the initial population is randomly generated
within the search space boundaries. Then, based on the recommendations relating to the
optimization of the multi-echelon systems governed by the classical base-stock policy,
the four-way tournament selection and the two-point crossover are used [11]. A separate
approach to crossover has also been applied to obtainmore precise solutions, as discussed
in Sect. 4.1. Finally, the performed simulations indicate a mutation probability of 10%
as suitable for the considered class of optimization problems.

4 Numerical Studies

In order to examine the performance of CGAs in adjusting (r, Q) policy parameters
according to the objectives defined in Sect. 3, there have been performed about 106

simulations involving various planning horizons, system topologies, demand patterns,
and optimization priorities. Two scenarios, differing in the scale of logistic structure
considered, have been selected for closer examination. The first scenario involves a six-
node logistic network (N = 4, M = 2), the second – a sixteen-node system (N = 12,
M = 4). The LTDs are established randomly within the range [1, 5], and the planning
horizon equals 100 periods. The external demand has been generated using the Gamma
distribution with shape and scale coefficients equal to 5 and 10, respectively. The CGA
assumes 200 generations of 100-individual populations. In addition, the search procedure
is terminated after a hundred generations with no fitness improvement.

Tables 2 and 3 group the results obtained for the six- and sixteen-node network,
respectively. The prioritized metrics are marked in bold. They show the sensitivity of the
CGA-based optimization in terms of different objectives. The coefficients of prioritized
objectives are set as 10, the others as 1. The first and last rows in each table relate to a
balanced optimization, i.e., not rewarding any quality metric.

4.1 Crossover Operator

Moreover, two different approaches to the crossover operation have been examined. In
some of the foregoing works the crossover operation is executed simultaneously, i.e., the
crossover points are generated once and used for both vectors – containing reorder points
and order quantities [4, 7]. In other works this operation is realized separately, i.e., using
different crossover points for either of the partial vectors [5, 6]. Table 4 presents outcomes
of 104 simulation runs. Each assumes 50 generations of a 10-individual population. The
obtained results indicate that the simultaneous operator leads to a near-optimal solution
in fewer iterations than the separate one. On the other hand, different crossover points
for both vectors widen the spread of potential solutions and may allow finding a more
suitable policy configuration.
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Table 2. Quality metrics for the six-node network.

Fitness
priorities

Quality metrics Optimization results Computational time [seconds]

F G H f HC f TC f CS f fitness Generations

1 1 1 8667 13457 0.62 0.35838 67 182.07

10 1 1 2590 12688 0.57 0.31394 28 134.93

1 10 1 10872 1801 0.18 0.09665 90 201.54

1 1 10 30975 28579 0.96 0.08412 87 199.59

10 10 1 3043 2448 0.17 0.06734 66 177.96

10 1 10 12815 26570 0.91 0.04114 23 143.27

1 10 10 40659 11185 0.59 0.00008 181 195.93

10 10 10 6639 13149 0.61 0.00003 58 166.33

Table 3. Quality metrics for the sixteen-node network.

Fitness priorities Quality metrics Optimization results Computational
time [seconds]F G H f HC f TC f CS f fitness Generations

1 1 1 23933 45601 0.59 0.4036 175 2788.77

10 1 1 18215 43361 0.55 0.32361 159 2860.65

1 10 1 57952 11640 0.25 0.1056 34 2212.79

1 1 10 208659 113666 0.94 0.11191 15 1973.51

10 10 1 30626 13702 0.25 0.07078 109 2676.08

10 1 10 135885 106329 0.92 0.02856 85 2784.69

1 10 10 71465 60797 0.71 0.0002 136 2735.06

10 10 10 59874 48358 0.62 0.00009 84 2777.72

Table 4. Simultaneous vs. separate crossover operator results.

Six-node network Sixteen-node network

Simultaneous Separate Simultaneous Separate

Fitness value average 0.35149 0.35173 0.37504 0.37663

Fitness value median 0.35168 0.35169 0.37463 0.37667

Generations average 23 26 24 27

Generations median 20 26 24 25
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5 Result Discussion and Conclusions

The paper analyzes how to apply CGAs to find (near) optimal values of the (r,Q) policy
parameters in complex, nonlinear logistic systems. The considered procedure permits
one to smoothly balance between three optimization objectives, incorporating different
operational costs and customer satisfaction.

The performance of the CGA-based optimization has been verified through strenu-
ous numerical tests. CGAs succeed in adjusting the (r, Q) inventory control policy in
logistic networks with non-trivial topologies regardless of the system size. Also, simul-
taneous and separate approaches to the crossover operation have been compared. On
the one hand, simultaneous crossover allows one to obtain a near-optimal solution in a
fewer number of generations. On the other hand, the separate crossover enables one to
consider a wider spectrum of potential solutions and thus may arrive at a better configu-
ration. Moreover, the separate approach reduces the probability of generating duplicate
individuals in populations. Thus, the simultaneous crossover operator is recommended
for more complicated systems in which evaluation of the fitness function value requires
a large amount of time.

The considered class of logistic networks, although well-reflecting the complexity
of the current real-life systems, accepts a few extensions. First of all, one may assess
the influence of damage or loss of in-transit orders. Secondly, investigating the impact
of backorders might give new insights on efficient lot-sizing in distributed architectures.
The influence of system parameter variations should also be assessed before concluding
about deployment perspectives.
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Abstract. This work studies the problem of multi-period multi-sourcing
supply planning with stochastic lead-times, quantity-dependent pricing,
and delivery flexibility costs. We present a problem formulation that
takes also into account holding and backlog costs and finite capaci-
ties of suppliers. The objective is to minimize the expected total cost
while respecting suppliers’ capacity constraints and satisfying customer
demand. In this paper, the proposed stochastic integer linear program is
detailed and the first results of experiments are presented and discussed.

Keywords: Supply planning · Multi-sourcing · Stochastic lead-times ·
Digressive pricing · Delivery flexibility

1 Introduction and Literature Review

In order to ensure their competitiveness, while guaranteeing a high service level
to their customers, industrial companies need to optimize not only their pro-
duction processes, but also other related downstream and upstream processes
like replenishment, inventory, and transportation. Therefore, it is necessary to
coordinate material, information and financial flows in an integrated manner to
guarantee a competitive and profitable supply chain (SC) for all stakeholders
[1]. However, because of its interdependent network structure, any incident or
disturbance occurring in one of the elements of the chain can propagate and
amplify, creating more effects which degrade the performance of the whole SC.
In fact, incidents and disturbances are inherent in such a complex systems and
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are due to uncertainty, even the ignorance, of one or more influencing parameters
of the system and the absence of countermeasures to predict and prevent them.

Controlling uncertainty and reducing its effects on Supply Chain perfor-
mance has become, for several decades, a major concern for decision-makers
and research communities in Supply Chain Management (SCM) [2,3]. This con-
cern is reinforced by the recurrent observation of the vulnerability of SC to the
disturbances generated by the uncertainty on some SC parameters [4,5]. Various
sources of uncertainty have been identified and studied through SC risks analysis
and many of them have been formalized and integrated into supply planning and
inventory control models [6].

To reduce the effect of uncertainty in SC, several studies introduced safety
stocks [7]. However, safety stocks are not all the time efficient and advanta-
geous when the uncertainty is on lead times [8–10]. Other approaches based on
stochastic optimization techniques have also been proposed in supply planning
and inventory control [11–13]. The most of these models consider a one-period
supply planning or multi-period supply planning with a constant demand, and
independent and identically distributed lead-times. These models have some lim-
itations from the perspective of optimization and economies of scale because
they ignore and/or neglect the effect of dynamic parameters such as demand
and capacity. However, multi-period supply planning with stochastic lead-times
represents the difficulty to deal with order crossovers and the randomness char-
acterising the quantities received within periods [8]. The problem of crossover is
generally avoided by either ignoring them or building models that dissipate its
effect or prevent it [14–16]. Another common practice to deal with uncertainty
in SCM is multi-sourcing, which has the advantages of working with several
competing suppliers. However, SC managers need to define adequate strategies
to select and manage several suppliers. Concerning suppliers selection, several
attributes are usually used, such as quality, price, delivery performance, etc.
Although no unanimous ranking of the importance of these attributes exists,
delivery performance is always identified as one of the three most important
[17]. Another study in [18] indicates flexibility attribute as the most important
overall, followed by cost and delivery performance.

The first suppliers selection techniques proposed in the literature are mostly
based on mono- or multi-objective functions that are optimised within a static
environment, where the decisions are made for a strategic level horizon. Since few
decades, dynamic supplier selection (DSS) problems have emerged and different
models have been proposed while considering a dynamic environment where one
or several parameters vary over time, such as demand, capacity, prices, etc. The
majority of DSS approaches seek to minimize an average total cost while finding
the order quantities for selected suppliers [19,20]. For the case of stochastic lead-
time with multiple suppliers, [21] developed a mathematical model of a single-item
continuous review (s, Q) inventory policy. As in our model, orders replenishment
can be split among several suppliers. The objective is to optimize the inventory
policy parameters, namely the reorder level and quantity ordered to each supplier,
while minimizing the expected total cost per time unit. [22] proposed a two-phase
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framework for supplier selection and order allocation with different possible trans-
portation alternatives (TAs) per supplier. The proposed optimization model allo-
cates a set of optimal order quantities to the selected suppliers for each time period
in the planning horizon. Recently, [11] propose a mathematical formulation for the
problem of dynamic supplier selection strategy in multi-period supply planning
under stochastic lead-times. The authors propose a stochastic integer non-linear
program (SINLP) aiming to optimize suppliers selection and planned lead-times
while minimising the expected total cost.

The aim of this work is to study the problem of multi-period replenishment
with multiple suppliers under stochastic lead-times and to study the effects of
suppliers capacity limit, digressive pricing policy and delivery flexibility cost.

The structure of the remainder of this paper is as follows. Section 2, contains
the description of the stochastic integer linear programming formulation of the
problem. Then, we report and discuss the first experimental results in Sect. 3.
Finally, principle conclusions from this work and future research directions are
stated in the concluding section.

2 Problem Formulation

We consider the problem of multi-period replenishment planning of a system of
single-product, single-buyer, and multiple-vendors. The demand of each period is
known and can be ordered from one or several suppliers, each having a stochas-
tic discrete lead-time defined by its probability mass function. Each supplier is
also characterised by its capacity limit for each period and its own digressive pric-
ing policy. The latter is applied to the whole quantity ordered over the planning
horizon. We suppose that each period’s not satisfied quantity is back-ordered and
the equivalent backlogging cost is incurred to the buyer. The latter covers also the
inventory holding cost. Note that backlog and inventory quantities are stochastic
because of the randomness of suppliers lead-times and that we have no restrictive
assumptions concerning orders’ crossover nor the structure of the demand over
the planning horizon. We consider the case where each demand can be split into
small batches over different suppliers and/or periods (splitting) and that suppliers
release separately the deliveries of different batches ordered at the same period via
a supplementary cost for each batch (delivery flexibility cost).

For this problem formulation, we use the following notations for input data
and decision variables:

T ordered set of time periods indices of the planning horizon
S ordered set of suppliers indices
Is ordered set of indices of quantity intervals defining supplier s pricing

policy
Dt demand of period t
Cst capacity limit of supplier s at period t

[lsi, usi] lower and upper limits of the i-th quantity interval of supplier s pricing
policy

csi unit selling price of the i-th quantity interval of supplier s pricing policy



514 B. Bettayeb et al.

co
s ordering cost of supplier s

ch unit inventory holding cost per time period
cb unit backlogging cost per time period

[L−
s , L+

s ] range of possible discrete lead-time values of supplier s
Lω

sτt actual lead time, in scenario ω, of the quantity released by supplier s
at period τ to satisfy demand of period t

Fs(.) cumulative distribution function of supplier s lead-time
Qsτt integer decision variable that gives the quantity to be ordered from

supplier s at period τ to satisfy demand of period t
Ksi integer decision variable that gives the total quantity to order from

supplier s within the i-th interval of its pricing policy
Ysi binary decision variable indicating if the total ordered quantity from

supplier s is within the i-th interval of its pricing policy
Zsτt binary decision variable indicating a non-zero quantity is ordered

from supplier s at period τ to satisfy demand t

Before giving the problem formulation as a stochastic integer linear program
(SILP) model integrating the uncertainty of lead-times and the notion of flexi-
bility, let firstly introduce the following definitions.

Definition 1. For all s ∈ S and t, τ, i ∈ T , let Mt be the set of indices of all
ordered quantities Qsτi that can be involved in the calculation of the backlogging
level at period t. It is defined as follows:

Mt = {(s, τ, i) ∈ S×T 2 : t−L+
s +1 ≤ τ ≤ t−L−

s and τ +L−
s ≤ i ≤ τ +L+

s } (1)

Corollary 1. If the planned lead time of each supplier s is between Ls
− and Ls

+,
the cardinality of Mt is equal to

∑
s∈S(Ls

+ − Ls
− + 1) × (Ls

+ − Ls
−).

Definition 2. Let αω
sτi = 1{Lω

sτi ≤ t − τ} : (s, τ, i) ∈ Mt be a boolean variable
that indicates for a given scenario ω if the quantity ordered from supplier s at
period τ to satisfy the demand of period i arrives before period t:

αω
sτi =

{
1 if τ + Lω

sτi ≤ t, with probability Fs(t − τ)
0 if τ + Lω

sτi > t, with probability 1 − Fs(t − τ)
(2)

As αω
sτi is binary for each triplet (s, τ, i), the number of possible scenarios

is equal to |Ωt| = 2|Mt|. A given scenario ω is composed of a set of αω
sτi for all

(s, τ, i) ∈ Mt. This allows to define the set of all possible aggregated scenarios
as follows:

Ωt =
{

(αω
sτi)(s,τ,i)∈Mt

: w ∈ {1, . . . , 2|Mt|}
}

(3)

Each scenario ω ∈ Ωt has the probability of occurrence pw
t defined in Eq. (4)

below:

pω
t =

∏

(s,τ,i)∈Mt

(αω
sτi × Fs(t − τ) + (1 − αω

sτi) × (1 − Fs(t − τ))) ∀ω ∈ Ωt (4)

where αω
sτi ∈ {0, 1} and

∑

ω∈Ωt

pω
t = 1.



Multi-period Multi-sourcing Supply Planning 515

In the proposed model formulation, it is assumed that each demand can be
split into several quantities that are ordered from different suppliers and/or at
different periods. Delivery flexibility is also allowed via an additional cost, i.e.
ordered batches from each supplier at a given period are released separately and
have independent lead-times occurrences. This strategy can be formulated as the
SILP given in Eqs. (5)–(16).

SILP: min
∑

t∈T

∑

ω∈Ω

pω
t .

(
chI+tω + cbI−

tω

)
+

∑

s∈S

(∑

j∈Is

csj .Ksj +
∑

t∈T

∑

τ∈T
co
sZsτt

)
(5)

s.t.

I+tω − I−
tω =

∑

s∈S

t−L+
s∑

τ=1

τ+L+
s∑

i=τ+L−
s

Qsτi

+
∑

(s,τ,i)∈Mt

αω
sτiQsτi −

t∑

τ=1

Dτ ∀t ∈ T ,∀ω ∈ Ωt (6)

Qsτt ≤ Dt ∀s ∈ S,∀t, τ ∈ T (7)
∑

t∈T
Qsτt ≤ Csτ ∀s ∈ S,∀τ ∈ T (8)

∑

s∈S

t−L−
s∑

τ=t−L+
s

Qsτt = Dt ∀t ∈ T (9)

∑

j∈Zs

Ysj ≤ 1 ∀s ∈ S (10)

lsjYsj − Ksj ≤ 0 ∀s ∈ S,∀j ∈ Is (11)
Ksj − usjYsj ≤ 0 ∀s ∈ S,∀j ∈ Is (12)

∑

j∈Is

Ksj −
∑

t∈T

∑

τ∈T
Qsτt = 0 ∀s ∈ S (13)

∑

i∈T
Di.Zsτt − Qsτt ≥ 0 ∀s ∈ S,∀t, τ ∈ T (14)

Ysj , Zsτt ∈ {0, 1} ∀s ∈ S,∀j ∈ Is,∀t, τ ∈ T (15)

I−
tω, I+tω,Ksj , Qsτt ∈ N ∀s ∈ S,∀j ∈ Is,∀t, τ ∈ T (16)

In the SILP model described by Eqs. (5)–(16), we consider all possible aggregated
scenarios (see Definition 2) and minimize the Expected Total Cost (ETC) that
is composed of inventory, backlogging and purchasing costs, while determining
which proportion of a given Dt is ordered from a given supplier s at a given period
τ . Purchasing costs are dependent on the selected suppliers and the number of
orders and related quantities.

Constraints (6) express the inventory level Itω at the end of each period t for
each scenario ω. Constraints (7) mean that each quantity ordered from supplier
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s at period τ to satisfy the demand of period t is less than Dt. Constraints (9)
force the sum of quantity ordered to satisfy the demand of period t to be equal
to Dt. It also guarantees the satisfaction of all demands. Constraints (10) to (13)
allow to select the pricing level to apply by each supplier, dependently on the
total ordered quantities. Constraint (14) ensures that Zsτt is equal to 1 if Qsτt

is non-zero. Constraints (15) and (16) define the domains of decision variables.

3 Numerical Example and Discussion

The SILP model of the problem has been coded in C++ and solved using IBM
ILOG CPLEX solver. The numerical example presented here concerns a test
instance with 10-period planning horizon, 5 non-zero demands (see Table 1), and
3 suppliers. Inventory cost parameters are ch = 10 and cb = 15. Suppliers have
constant capacities, with C1,t = 60, C2,t = 50 and C3,t = 100 for all t = 1, . . . , 10.
Suppliers are characterised by their lead-times probability distributions given in
Table 2a and their pricing policy parameters given in Table 2b. Here, the total
number of scenarios is equal to 1024 (see Corollary 1). The optimal solution of
the numerical example is shown in Table 3, where the three last rows give the
optimal quantities to order from each supplier at each time period. One can
see that, even if the third supplier has the highest price (75) and ordering cost
(1000), it is solicited for three orders (Q3,4,5 = 70,Q3,4,6 = 100 and Q3,8,9 = 80)
which represent 62.5% of the total demand. This proves that the selling price as
well as the ordering cost are not the only levers for choosing a supplier. However,
buying exclusively from a single supplier does not seem to be the best strategy for
lowering prices and protecting against uncertainties. The model that we propose
makes it possible to find a good compromise between the various costs associated
to inventory, purchasing and ordering.

Table 1. Vector of demands

Periods 5 6 7 8 9

Demand 180 100 30 10 80

Table 2. Characteristics and parameters of suppliers

(a) Lead-times probability distributions

s l: lead-time values

1 2 3 4

1 P(Ls = l) 0.24 0.76 - -

2 P(Ls = l) - 0.53 0.16 0.31

3 P(Ls = l) 0.95 0.05 - -

(b) Pricing policies parameters

s Pricing levels Ordering

Level 1 Level 2 Cost

ls1 us1 cs1 ls2 us2 cs2 cos

1 1 20 69 21 500 65 800

2 1 30 67 31 500 65 700

3 1 500 75 - - - 1000
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Table 3. Solution of the numerical example using the ILP−WFNS model.

t 1 2 3 4 5 6 7 8 9 10

Dt - - - - 180 100 30 10 80 -

E(I+t ) - - - - 31.3 14.6 4.8 - - -

E(I−t ) - - - - 8.9 8.9 7.7 - 4.0 -

(Q1t5, . . . , Q1t9) - - - (60, . . .) - - - - - -

(Q2t5, . . . , Q2t9) - - (50, . . .) (. . . , 30, 10, .) - - - - - -

(Q3t5, . . . , Q3t9) - - - (70, 100, . . .) - - - (. . . , 80) - -

ETC*= 74041.5; CPU time = 14.3 s

4 Conclusion

In this preliminary work, we propose a stochastic integer linear program (SILP)
that minimises the expected total cost for the problem of multi-period multi-
sourcing supply planning with stochastic lead-times, quantity-dependent pricing,
and delivery flexibility costs. The results show the effectiveness of using multi-
supplier strategy to cope with uncertainty of lead times. They also prove the
relevance of considering other aspects related to suppliers, such as capacity,
ordering costs and pricing policy. This approach could help decision maker to
optimize its ordering policy. This work will be continued to focus on improving
the model and its resolving approach in order to be able to study large and real-
life sized instances. In fact, the weakness of the current model is its exponentially
increasing number of scenarios with the number of suppliers and their ranges of
lead-times distributions.
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Abstract. A new model of inventory control with returns is considered, when it
is possible for consumers to return (under certain conditions) the products they
have purchased. It proved to be that the optimal inventory control strategy in such
a system turns out to be four-level.
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1 Introduction

A fundamentally new model of inventory control with returns is considered, which
differs from the classical models of the theory of inventory control [1–3]. In this case, it
is assumed that the consumer can not only purchase the goods stored in the warehouse or
in the store, but also return it to the seller (possibly on terms different from the conditions
of purchase). In the sameway, it is assumed that the warehouse itself can not only submit
an order for replenishment, but also return previously received consignments of goods to
the same supplier (and also on different conditions). These models are not so common in
the practice of managing warehouse systems. However, such situations are often typical
for leasing schemes.

A few words about the main motivation for exploring this new inventory control
model. It was due to the analogy identified between this formulation of the inventory
control problem and management problems for one class of queuing systems firstly
described in [4]1. For such queuing systems control strategy consisted of to enable or
disable redundant service channels [5, 6]. Based on this analogy, for a completely applied
class of problems in the theory of controlled queuing systems, real algorithms for optimal
channel switching in queuing systems were constructed.

2 Inventory Control Model with Returns

A multistep model of inventory control is considered during the planning period T =
(0, Nτ), where N is a sufficiently large natural number, of one type of product with

1 In [4] the inventory control model with returns was called “fantasy”.
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backlogging of the outstanding demand (so-called backorders). The demand at each
of the steps of the process is described by a model of independent in the aggregate,
identically distributed random variables {z(n), n = 1, 2, …, N} with the distribution
function F(z). We will also assume that the delivery lag time is equal to 0. In this case,
it is customary to associate the state of the inventory management system not with the
stock on hand, but with a so-called inventory position. An inventory position (with a
delivery time equal to 0) is defined [7] as the stock on hand minus the backordered
demand.

Such a model describes well the systems for managing the stocks of mass con-
sumption products, the demand for which is not (or is not very susceptible) to seasonal
changes. This type of products include staple foods (baked goods, meat, dairy products,
etc.), medicines for chronic diseases, and many, many others.

Unlike the classical multi-step inventory control model, we will assume that the
domain of the demand distribution function at one step F(z) is the entire real axis: – ∞
< z < + ∞. Let also the mathematical expectation of this distribution be positive.
The possibility of negative values of demand will be interpreted as the return by the
consumer of the products purchased at the warehouse. We will also assume that when
the goods are returned to the consumer, the entire amount that he paid when purchasing
it is returned. The warehouse also gets the opportunity to return the goods to its supplier,
paying a fixed amount A2 for this, but the price c2, at which the money is returned by
the supplier, is less than the price of its purchase from the supplier: c2 < c1.

Let the criterion for the optimal functioning of the warehouse be the minimum of
the total average costs during the planning period [0, T ], where T = Nτ , and τ is the
duration of one-step between the moments of making order decisions. Let C∗

n (x) denote
the minimum possible value of average costs for the inventory control system, which
has n steps left until the end of the planning period [0, T ] and which at the beginning
of this interval has an inventory position x. Then we can write the following discrete
dynamic programming equations:

C∗
0 (x) ≡ 0;C∗

n (x) = min
u

{(A1 + c1u) × 1(u) + (A2 + c2u) × 1(−u) + g(x + u) (1)

+α
∞∫

−∞
C∗
n−1(x + u − z)dF(z)}, n = 1, 2, , . . . ,Nσ

where g(y) = h
max{y,0}

∫
−∞

(y − z)dF(z)+ d
+∞∫

max{y,0}
(z − y)dF(z), α is discount coefficient,

0 ≤ α ≤ 1 and 1(u) is the unit jump function (Heaviside function).
Equations (1) can be rewritten as follows

C∗
0 (x) ≡ 0;C∗

n (x) = −c1x + min

⎧
⎪⎨

⎪⎩

A1 + miny>x Gn(y),

min
{
Gn(x), G̃n(x)

}
,

A2 + (c1 + c2)x + miny<x G̃n(y),

n = 1, 2, , . . . ,N .

(2)

where the function Gn(y) is given by the formula
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Gn(y) = c1y + h
max{y,0}

∫
−∞

(y − z)dF(z) + d
+∞∫

max{y,0}
(z − y)dF(z) + α

+∞∫
−∞∗

C∗
n−1(y − z)dF(z), (3)

and the function G̃n(y) by the formula

G̃n(y) = −c2y + h
max{y,0}

∫
−∞

(y − z)dF(z) + d
+∞∫

max{y,0}
(z − y)dF(z) + α

∞∫
−∞

C∗
n−1(y − z)dF(z). (4)

In the framework of the economics of calculating costs, the function min
y>x

Gn(y)

describes the minimum variable part of the costs when making a decision to place an
order (excluding the fixed part A1 and the current inventory position x and including
the case of failure to submit an order when u = 0), and the function min

y<x
G̃n(y) is equal

to variable part of the minimum cost when deciding whether to return the goods to the
supplier (excluding the fixed part A2 and the current inventory position x). Note also that,
due to the form of the functions Gn(y) andG̃n(y), the point Sn of the absolute minimum
of the function G̃n(y) is located to the right of the point Rn of the absolute minimum of
the functionGn(y)2.

In the next Fig. 1 shows the hypothetical form and relative position of the functions
Gn(y) and G̃n(y).

Fig. 1. Type and arrangement of functions Gn(y) i G̃n(y).

2 This statement will be proved in the next section.
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For the functions Gn(y) and G̃n(y) shown in Fig. 1 the optimal rule of inventory
control is given by the formula:

u∗
n(x) =

⎧
⎨

⎩

Rn − x, if x ≤ rn,
0, if rn < x < sn,
x − Sn, if ≥ sn.

. (5)

So, if the functions Gn(y) and G̃n(y) for all values of n have the properties that are
qualitatively characterized in Fig. 1, then the optimal inventory control strategy turns
out to be a four-level (Rn, rn, Sn, sn)-strategy (rn < Rn < Sn < sn). This strategy is
arranged so that:

(1) If the inventory position x at the time of making decisions n steps before the end of
the planning period is less than or equal to rn, then an order is submitted that replenishes
the inventory position in the warehouse to the value Rn.
(2) If the inventory position x at the time ofmaking decisions n steps before the end of the
planning period is greater than or equal to sn, then part of the stock from the warehouse
is returned to the supplier so as to bring the inventory position in the warehouse to the
value Sn.

3 Proof of Optimality of (Rn, rn,Sn, sn)-strategies

A multistep model of inventory control is considered during the planning period T =
(0, Nτ), where N is a sufficiently large natural number, of one type of product with
backlogging of the outstanding demand (so-called backorders). The demand at each
of the steps of the process is described by a model of independent in the aggregate,
identically distributed random variables {z(n), n = 1, 2, …, N} with the distribution
function F(z). We will also assume that the delivery lag time is equal to 0. In this case,
it is customary to associate the state of the inventory management system not with the
stock on hand, but with a so-called inventory position. An inventory position (with a
delivery time equal to 0) is defined [1] as the stock on hand minus the backordered
demand.

We transform Eq. (2) by introducing the auxiliary functionsG(n)
order(y) andG

(n)
return(y).

The functionG(n)
order(y)describes the average cost forn steps before the endof the planning

period at the current inventory position x and when deciding on a positive order size u
(after which the inventory position becomes equal to y= x+ u) and choosing the optimal
inventory control strategy at subsequent (n – 1)th steps without taking into account the
constant component of costs when placing an orderA1 (this is the subscript “order”). The
function G(n)

return(y) describes the average cost for n steps before the end of the planning
period when deciding on a negative order size u (after which the inventory level also
becomes equal to y = x + u) and the choice of the optimal inventory management
strategy at the subsequent (n – 1)th th steps without taking into account the constant
component of costs when placing an order A2 (this is the subscript “return”). Let

G(n)
order(y) = c1y + g(y) + α ∫+∞−∞ C∗

n−1(y − z)dF(z), n1,N , (6)
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G(n)
return(y) = −c2y + g(y) + α ∫+∞−∞ C∗

n−1(y − z)dF(z), n1,N . (7)

Using functions (6)–(7), one can rewrite Eqs. (2) in the following form:

C∗
0 (x) ≡ 0;C∗

n (x) = min

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

−c1x + min

{
A1 + min

u>0
G(n)
order(x + u),

G(n)
order(x),

c2x + min

{
A2 + min

u<0
G(n)
return(x + u),

G(n)
return(x).

n1,N . (8)

Proposition 1. Rn < Sn.

Proof. Due to the fact that c1 > c2 and using formulas (7)–(8), it is easy to show that
the points of absolute minima in y of the functions G(n)

order(y) and G
(n)
return(y) lead to such

values of y denoted by Rn and Sn respectively (see Sect. 2) are ordered in accordance
with the inequality Rn < Sn. Q.E.D.

In order to use the technique of proving the optimality of two-level (S, s) -strategies
proposed in [1, 7] recall the basic notion of the A-convexity, on which this proof was
based.

Definition 1. An everywhere differentiable function f (y) is called A-convex (A ≥ 0) if,
for any a > 0, the next inequality holds

A + f (x + a) − f (x) − f ′(x)a ≥ 0. (9)

It turns out that in order to prove the optimality of (Rn, rn, Sn, sn)-strategies, it is
necessary to introduce a generalization of this concept.

Definition 2. Let there exist a real number a, which has the property that it is to the right
of the point of absolute minimum of the everywhere differentiable function f (x) and for
all real y and z such that the points y and y + z are to the left of the point a, that is belong
to the interval (−∞, a), the next inequality holds

A + f (y + z) − f (y) − f ′(y)z0,A ≥ 0. (10)

Then the function f (x) is called A-convex on the left in the interval (−∞, a].

Definition 3. Let there exist a real number b, which has the property that it is to the left
of the point of absolute minimum of the everywhere differentiable function f (x) and for
all real y and z such that the points y and y + z are to the right of the point b, that is
belong to the interval (b, ∞), the inequality (11) holds then the function f (x) is called
A-convex on the right in the interval [b,∞).

Proposition 2. All functionsC∗
n (x) areA1-convex on the left andA2-convex on the right.

Proof. Using formulas (6)–(7) for the case n = 1, it is easy to show that the functions
G(n)
order(y) andG

(n)
return(y) are convex, that is, 0-convex, and by the characteristic properties
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of the A-convexity construction [1], are A1- i A2- convex, respectively. Hence, as in ([1],
by virtue of formula (8) for the case n = 1, it is established that the function C∗

1 (x) is
simultaneously A1-convex on the left and A2-convex on the right.

Let us state the hypothesis of mathematical induction that for some number n >

1 the functions C∗
n (x) are A1-convex on the left and A2-convex on the right. Further

progress consists in establishing the fact that the G(n+1)
order (y) function is A1-convex and

the G(n+1)
return (y) function is A2-convex. This follows from formulas (6) and (7) and the

scheme of the proof, as in the case n = 1, repeats the scheme of the proof given in [1].
Then it will follow from Eq. (9) and Proposition 1 that the function C∗

n+1(x) will also be
A1-convex on the left and A1-convex on the right. In this case, the role of points a and b
from Definitions 2 and 3 is played by the common point e of intersection of the graphs
of the curves (see Fig. 1). Q.E.D.

As a result, the optimal inventory management strategy will be determined by the
rule established by formula (6). In this case, the parameters rn and sn in formula (6) are
solutions of the following equations (see Fig. 1):

A1 + G(n)
order(Rn) = G(n)

order(rn), for rn < Rn, (11)

A2 + G(n)
return(Sn) = G(n)

return(sn) for sn > Sn. (12)

It is easy to see that the proof of the abovemathematical induction hypothesismethod-
ologically repeats the proof of a similar proposition (for two-level strategies) in the clas-
sical theory of inventory management [1], adjusted for the alternativeness (orders and
returns) of the objective functional.

4 Summary

A fundamentally new model of inventory control with returns is considered. It is proved
that the optimal inventory control strategy according to this model turns out to be a
four-level (R, r, S, s)-strategy. This strategy is an essential generalization of the well-
known two-level (S, s) -strategies. The analogies between the optimization problems of
the inventory control theory and the theory of controlled queuing systems are noted.
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Abstract. The problem consideration of estimating the structure and parameters
of a queuing system, in which at the moments of control, which are separated from
each other by a fixed time step, the optimal switching of the service channels is
carried out. To solve the problem of assessing the structure and parameters of the
model, procedures of expert-classification analysis and structural forecasting are
proposed.
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1 Introduction

The problem of estimating the structure and parameters of the model of optimal control
of the queuing system (QS), described in [1], is considered. The main assumption in
[1] is the hypothesis of a jump-like Markov step-by-step change in the intensity of the
simplest incoming flow. Classical methods of statistical estimation are not quite suitable
for studying the structure (the number of elements in a set and the values of various
intensities of the incoming flow), as well as the probabilities of transition from state
to state. As an alternative, a set of procedures for expert-classification analysis and
structural forecasting is proposed.

2 Queuing System Model

As stated in [1], in the studied QS the number of working service channels can be
changed at the moments of control, which are separated from each other for a fixed
time (the control step). In this case, it is considered that the QS receives the simplest
incoming flow, the intensity of which λ(t) is constant throughout the step, and at the
moments of control it undergoes jump-like Markov changes, taking a finite number k
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of values λi from the discrete set Λ =
{
λi, i ∈ 1, k

}
. The task is to form a strategy for

switching working channels (disconnecting a part of working channels or putting into
operation reserve channels), which minimizes the average costs of the QS for a given
N-step planning period. In this case, as in [1], it is assumed that the matrix of transition
probabilities of the corresponding homogeneousMarkov chain P = ‖pij‖ is given, where
pij is the transition probability (at the time of control) from the intensity λi, i ∈ 1, k, at
the previous step to the intensity λj, j ∈ 1, k , at the next step.

In [1] was shown that solving the problem of choosing the optimal channel switching
strategy is reduced to the following system of dynamic programming equations:

C∗
1 (λi,m) = min

u≥ui
C(1)(λi,m, u), (1)

C∗
n (λi,m) = min

u≥ui

⎧⎨
⎩C(1)(λi,m, u) +

l∑
j=1

pijC
∗
n−1

(
λj, u

)
⎫⎬
⎭, n ∈ 2,N , (2)

where C∗
n (λi,m) is the minimum possible value of the total average costs at the last

n steps of the control process, when the mathematical expectation is taken along the
trajectory of the incoming flow intensity, which makes Markov jumps. The variable u
in Eqs. (1)–(2) is the current (n steps before the end of the planning period) value of the
control decision on the number of switched working channels. It has been proved that
the optimal channel switching strategy, as in the equivalent inventory control problem
with returns [2], is a four-level strategy.

3 The Problem Setting

In the process of practical use of model (1)–(2), it is necessary to estimate the points
of the different incoming flow intensities of the Λ = {λi,}, i ∈ 1, k , (system structure)
and the values of the transition probabilities (system parameters) of the corresponding
homogeneous Markov chain P = ‖pij‖, where pij is the probability of transition (at the
time of control) from the intensity λi, i ∈ 1, k , at the previous step to the intensity λj,
j ∈ 1, k , in the next step.

To solve the problem of assessing the structure of the system and its parameters,
the concept of structural forecasting [3–5] with the involvement of methods of expert-
classification analysis [6, 7] was chosen.

The idea of structural forecasting is that there is a structured (into clusters) set of
dynamically changing objects characterized by a variety of features. This set of objects
is subjected to an automatic classification procedure [6] with the assistance of experts,
i.e. expert-classification analysis [7].

3.1 Observation Data for Controlled QS

Naturally, the results of observations are strongly related to the subject area to which the
corresponding QSs belong. In any case, they represent data on the average intensities
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of incoming flows at each step and various information about specific QS. In this case,
separate time intervals with the results of observations of the sameQS can act as different
objects.

The choosing a set of observations problem solution generates a set of p objects is
formed, each of which is characterized by a set of m parameters and is represented by a
segment of its trajectory in the state space. Let the discrete duration of this time interval
be natural number L. This set of trajectory segments will be called a training sample.
The behavior of this set of objects (trajectory segments) at discrete moments of time is
studied. Them-dimensional parameter spaceX is introduced into consideration, inwhich

the jth object at time n is represented by the point xj(n) =
{
x(1)
j (n), x(2)

j (n), . . . , x(m)
j (n)

}
.

An ordered set of points xj(n) is a known part of the trajectory that characterizes the
dynamics of the jth object.

3.2 Formation of the Initial Cluster Structure

To identify the cluster structure of the considered set of objects, a complex automatic
classification algorithm is used [8]. The complex algorithm includesm-local optimization
algorithms of a given criterion, selection of informative parameters, selection of an initial
partition, selection of the number of clusters and filling in missing observations [9].

Inmodeling and in applications, as a criterion, we used the functional J of the average
proximity of points in clusters, defined through the potential function [10]:

K(x, y) = 1/
(
1 + R(m)(x, y)

)
, (3)

where R(m)(x, y) is the chosen metric in space X and α and m are tunable parameters of
the algorithm. The average proximity of points in a cluster is defined as:.

K
(
Ai,Aj

) = 2

pi(1 − pi)

pi∑
i=1

∑
j>i

K
(
xi, xj

)
, (4)

whereK
(
xi, xj

)
is determined by formula (3), pi is the number of points in the cluster

Ai.
Then criterion J is defined as:

K
(
Ai,Aj

) = 2

pi(1 − pi)

pi∑
i=1

∑
j>i

K
(
xi, xj

)
, (5)

4 Stages of the Problem Solving

4.1 Procedure for Identifying the Initial Structure and Evaluating the Initial
Approximation to the Transition Probabilities of Objects

Let the distances for points xj(1) to the current standards ai(1) of all selected clusters

R(1)
ji = R

(
xj(1), ai(1)

)
, i = 1, 2, . . . , k, j = 1, 2, . . . , p. This allows us to solve the
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problem of identifying the initial structure of clusters and evaluating cluster standards,
that is, the structure of the set Λ = {λi,}, i ∈ 1, k , and the corresponding values λi.

Then the elements of the transition probability matrix of object j to cluster i, the
values p(1)

ji = pji(1) are calculated as follows:

p(1)
ji =

(1)
j

R(1)
ji

, , (6)

where (1)
j . is a normalizing factor.

4.2 The Procedure for Evaluating Subsequent Approximations to the Transition
Probabilities of Objects

After identifying the initl structure and evaluating the initial approximation to the transi-
tion probabilities of objects at the next steps, the elements of the transition probabilities
matrix of object j to cluster i are modified using the following procedure. Let us intro-
duce the notation R(n)

ji = R(n)
ji − R(n−1)

ji . If the jth point at the moment n coincides with

the standard of the i0 th cluster, i.e.R(n)
ji0

= 0, then.

In other words, if a point coincides with the standard of a certain cluster, then the
probability for this point to stay in this cluster is 1, and the probability of moving to
another cluster is 0.

For the case when R(n)
ji0

�= 0 transition probabilities are modified according to the
following scheme:

p(n)
ji =

⎧⎨
⎩p(n−1)

ji +
⎡
⎣1 + sign

(
R(n)
ji

)

2
− p(n−1)

ji sign
(
R(n)
ji

)⎤
⎦R(n)

ji

⎫⎬
⎭, (7)

where sign z =
{
1, ifz ≥ 0,
0, ifz < 0,

and γ is the normalizing factor determined by the

normalization condition for the transition probabilities:
k∑

i=1
p(n)
ji = 1:

4.3 Methods for Estimating the Required Intensities λj and Transition
Probabilities pij from Formula (2)

Since formula (2) uses the probabilities of transition pij of the considered QS from
cluster i to cluster j, and the two previous paragraphs provide predictive estimates of
the probabilities of transition of a specific object to a specific cluster, depending on the
nature of the training sample, one can act in the following two ways.



532 A. Mandel et al.

Method 1. Let the QS under consideration be only one of the objects of the training
sample with number s. Then, to estimate the probabilities pij it is reasonable to use the
relation.

pij = p(L)
sj , object with number s belongs to clusterAi, (8)

where L is the length of the time series segment in the training sample, Ai is the cluster
of objects with the number i, and the estimates p(L)

sj are calculated by formulas (6)–(7).

Method 2. If the considered QS is the only object of the training sample. In other words,
the training set is based on the prehistory of the evolution of this QS in its various
segments. Then, to estimate the probabilities pij one can use the relation

pij = 1

pi

∑
s∈Ai

p(L)
sj , (9)

where L is the length of the time series segment in the training sample, Ai is the cluster
of objects with the number i, the estimates p(L)

sj are calculated by formulas (6)–(7) and
pi is the number of objects in the cluster Ai.

5 Computer Modelling

In this section, we present several graphs of the dependence of the average costs per one
step, obtained as a result of modeling the process of functioning of a queuing system
(QS) with switchable service channels, which, as noted in the Sect. 1, is equivalent to the
inventory control model with returns using the same four-level strategies. The graphs
show the values of the costs C*(m) (blue color), as well as the values of the functions
Bon(m) (red color) and Boff(m) (green color), where the footnote “on” means turn on the
channels in QS and the footnote “off” means turn off the channels in QS. The specificity
of the QS is that, in any case, the number of included working service channels must
satisfy the condition u ≥ mlim(λi) = λ

/
μ + 1 for the existence of a stationary mode

in the QS [11], where μ is the service rate on one channel (Fig. 1).

6 Summary

To solve the problem of assessing the structure and parameters of the model for choosing
the optimal channel switching strategy in a controlled queuing system (QS), procedures
for expert-classification analysis and structural forecasting are proposed. An example is
given.
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Fig. 1. Function graphs: average costs per step.
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Abstract. The paper describes advantages of teaching and application of mod-
ellingmanufacturing systems. Two paradigms ofmodelling: Queuing systems and
Simulation are briefly presented and analysed. Advantages of distance learning
these approachesworldwide are presented. Furthermore, a combinedway of learn-
ing these twomethods, with a focus on themodelling and simulating selected basic
processes of manufacturing systems, is proposed in briefly described case study.
The concept provides division of this method depending on student’s education
level.

Keywords: Manufacturing competencies · Queuing systems and simulation ·
Virtual laboratory

1 Introduction

Simulation is a technique for practice and learning that can be applied to many different
disciplines and trainees. It is a technique to replace and amplify real processes or expe-
riences with controlled ones, that replicate substantial aspects of the real world in a fully
interactive fashion. Simulation-based learning can be the way to develop professionals’
knowledge, skills, and attitudes, whilst protecting students from labour-intensive costs
and unnecessary risks. Simulation-based education can be a platform which provides a
valuable tool in learning to theoretical bases and resolve practical tasks in manufacturing
systems [1].

Simulation-based training techniques, tools, and strategies can be applied in design-
ing structured learning experiences, as well as be used as a measurement tool related to
targeted teamwork competencies and learning objectives. In manufacturing, simulation
offers good scope for training of interdisciplinary project teams. The realistic scenar-
ios and equipment allows for retraining and practice till one can master the necessary
knowledge or skill. Teamwork training conducted in the simulated environment may
offer an additive benefit to the traditional methods of learning, enhance performance,
and also help reduce errors in designing and decision - making in manufacturing.
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A simulation experiment can prove to be a useful ground for providing the necessary
skills in a very broad sense: from problem (task) statement, through problem analysis,
mathematical and simulation modelling to conducting a research experiment and inter-
preting the results. The simulation modelling is a multi-stage and interactive process.
Dividing it into stages is a consequence of qualities the simulation process contains a
research method. Each of the stages requires identification of the type and the contents
of applicable knowledge and that fact becomes the foundation for development of a
problem-specific tasks sequence. It is therefore reasonable to claim that precise mea-
suring of competencies acquisition process is equally effective as it is in the traditional
learning environment.

Using the principles presented herein, it is possible to establish an instance of a
laboratory of simulation. The laboratory is based on the use of a typical model repository
classified according to Kendall’s notation [2]. That problem has already been analysed in
the context of a procedure for personal competencies acquisition. The content and order
of problem simulation-oriented tasks is a result of a widely accepted routine dealing with
preparation and formulation of stages in the simulation experiment [3, 4] and [5]. Let us
examine the particular stages of conducting the simulation procedure in the perspective
of the tasks provided to the learning individual.

2 Methodology for Developing the Simulation Model

2.1 Statement of Simulation Experiment

Development of the simulation model requires initial problem conceptualization and
specification of the given problem using terms of a relevant domain. Problem conceptu-
alization may usually be represented by inconsistent structure and is often implemented
using unsophisticated description formed using natural language. The inherent diversity
of concepts in that case and limited precision of specification of the problem statement
create major problems at the stage of modelling. The most complex issue is maintaining
accuracy in the process of transformation of concepts of the analysed domain to terms
and functions applied in a given simulation tool, i.e. to a certain portion of procedural
knowledge [6].

Simulation software usually includes libraries of predefined templates for modelling
different problem domains. Unfortunately, in most cases they are fairly limited in scope
and applicability and their are designed to respond to select, or most typical problems.
On the other hand, they effectively handle entire classes of problems within a scope of
given mathematical topic, i.e. fundamental (theoretical) knowledge that is represented
by well defined structure and concept taxonomy. In such case it is possible to identify
and formulate an official analytical model. Moreover, a mathematical apparatus and
formal notation are available for precise analytical task formulation. We can refer to the
example of Kendall’s notation serving the queuing system theory [2].

Therefore, the stage of problem statement using the concepts of universally known
mathematical engine and its relevant notation can be seen as less complex in performing
transformation of the domain concepts to formulas used in the given simulation software
than in the example of direct transformation to the terms of a chosen domain character-
ized by limited precision of its concepts. That is why the previously mentioned stages
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of simulation experiment statement conducted in the environment of virtual laboratory
should be complemented by several iterations of mapping of the verbal problem repre-
sentation onto the simulation model [7] (Fig. 1). In that context, documents such as the
2000Mathematics Subject Classification inwhichmathematical taxonomy is introduced
play a pivotal role in facilitating the process of identification of adequate mathematical
engine upon formalizing the problem domain.

Fig. 1. The stages of mapping the conceptual model in the process of simulation experiment
statement (source: [8])

As it has been shown on Fig. 1, the simulation experiment statement is exemplified
by use of the concepts that are specific to the given simulation software. The concepts
form a language for defining the problem and requirements essential for conducting the
simulation experiment. The preparation of the concepts is not possible without complet-
ing the stage of forming the assumptions about the specific problem using the concepts
of the domain that the analysed problem is pertinent to. The simulation experiment state-
ment performed in such approach is difficult to be translated to the language (terms and
formulas) of the simulation software. Hence, additional modelling process is performed
using a mathematical apparatus that is adequate to the given problem. Using that mea-
sure significantly simplifies the simulation process of the mathematical model using the
given simulation software.

It is vital for the process of formulation of initial assumptions about the researched
problem to identify a criterium for performing analysis of the model. Once the criterium
has been determined, its examination is required in order to identify its characteristics
(continuous, or discrete), or to find other significant parameters. The problem containing
properly defined criterium can be subject to modelling using the procedure of mapping
the concepts of fundamental knowledge onto procedural knowledge. The mapping can
be carried out through identification of direct equivalents between distinct conceptual
models [7].

2.2 Algorithm for Determining Simulation Experiment Settings

The algorithm for determining the simulation experiment settings will be discussed
using an example of a research problem defined using queuing systems theory. Using
a queuing systems theory, an elementary event occurring at the input to the system is
to be determined. Naturally, the event is considered the most significant component of
the model. In addition, all the parameters involved in the event input stream are to be
determined, their average intensity (i.e. a number of events on a given time frame and
their characteristic: continuous, or discrete). If the input event stream is of stochastic
nature, a probability distribution function of time intervals between the incoming events
should be determined. In a queuing theory system, a numerous types of events can
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appear, and for that reason the process of the system identification and determination of
the operational parameters should be performed for each of the type respectively.

The process of defining the elementary events is key importance to the queuing
system model. Thus, it should be repeated some number of times in order to thor-
oughly investigate the given problem. Once the research activities have been completed
resulting in the definition being sound and acceptable, it then possible to identify the
rational laying foundations for the simulation experiment. The assumptions for the exper-
iment are determined using the ARENA simulation software. The previously deliberated
mathematical-to-simulation model transformation process is conducted according to the
principles of concept mapping [8]. To conclude, the algorithm for determining rationale
of the simulation experiment for queuing system theory using the ARENA software is
contained in the following steps:

1. Given a problem domain, perform a task statement.
2. Determine an elementary and determine parameters of the event flow.
3. Refine the event definition through recurrent operation with steps (1) and (2). The

process is terminated when a researcher is convinced that the problem can be solved
using queuing systems theory.

4. Identify a structure of the queuing systems-based system.
5. Determine an initial outline (specification) of the experiment.
6. Create a corresponding simulation model using the ARENA software [9].

3 Queuing Modelling of the Virtual Laboratory Management
System

3.1 Structure of the Virtual Laboratory Management System

Let us consider the process of management in virtual laboratory as a typical closed
queuing system containing several special types of servers and one class of learners,
hereafter referred to as students [8]. Virtual laboratory as a queuing system can be
described very simply because we can use existing analytical models. For example, we
can consider the problem of optimization of queuing system parameters. To solve this
task, it is important to learn some of the characteristics typical of queuing systems, such
as:

• average number of students in the class,
• average waiting time in the queue,
• average service time,
• average time thinking for each type of order or the use of servers.

Let us consider a situation typical for virtual laboratory (VL) - a finite population
of users, a local network (e.g. Intranet) and no restrictions on the length of the waiting
queue. In our deliberations, we will focus on closed queuing system. The structure of
such a system in the context of VL is presented in the Fig. 2. In the case of a closed
system, we will divide the simulation process into six main components:
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1) Server (class) of students.
2) Learning server - a repository of didactic materials.
3) Teacher server.
4) Simulation server - a repository of simulation models.
5) Tutor’s server.
6) Administrator server - SQL registration and identification database.

The student class generates orders with random time intervals. The order process is
carried out in the following order:

1) The first student’s order is sent to the administrator’s server for registration and
identification. Each student has the same characteristics of arrival and service.

2) The student generates orders to the teacher’s server to solve the input test and receive
a theoretical task. The order to the teacher’s server can be sent several times.

3) Student in order to complete the theoretical task generates orders for:

• learning server with access to a repository of didactic materials,
• teacher’s server (for consultation),
• administrator’s server (in case of failure).

4) After the entry test and sending the answer to the theoretical question, the student
asks the tutor’s server to ask for a practical task, in this case the task with the
simulation model.

5) The student generates orders for:

• a model repository to conduct a simulation experiment,
• tutor server (for consultation) once again to
• administration server

6) The student leaves the system.

Fig. 2. The structure of queuing systems in simulation experiment process (own study based on
[10])
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Statement of the Task. With a large number of students and their independence, the
flow of orders generated in the student class and the flow of incoming orders to each type
of server can be considered as stationary. The process of generating orders of student
class can be described by the Poisson distribution. The service time in the teacher’s
server is assumed as exponential.

Consider the situation when students need to find didactic materials in the learning
server or the relevant exam dates in the administration server. Because in our model the
teacher is a consultant, student orders in the learning server are handled in consultation
mode.

There are several types of servers and corresponding queuing systems in the open
distance learning environment. Each server has different assignment and productivity.
We use the Kendall notation [2] to describe them.

A/B/X/Y/Z, where:
A - distribution of the order arrival process,
B - service time distribution in the server,
X - number of parallel servers,
Y - system capacity,
Z – queue service discipline.

In the queuing system, student works are treated as user orders. Consider a finite
population of customers. In general, different students need different time to think. This
is related to the cognitive characteristics of the student. In addition, it is important to
ensure that the material can be selected and delivered on time. We simplify the real
situation and assume that every student has the same cognitive model. In the case of the
open distance learning system, we distinguish the following queuing systems.

1. Administrator server M/D/1/N - orders from students arrive according to the Poisson
process, the time of service is deterministic (permanent). The number of servers is equal
to 1. System capacity - equal to the number of students (N). Servicing discipline – FIFO,
i.e. first came - first served.
2. Teacher’s server M/M/1/N - orders from students arrive in accordance with the Pois-
son process, the service time distribution is exponential. The system contains only one
teacher. The capacity of the system is equal to the number of students (N). Servicing
discipline – FIFO, the first came - first served.
3. Learning server (didactic materials) M/M/X/N/time sharing - orders from students
arrive in accordancewith thePoisson process, the service timedistribution is exponential.
The number of servers is equal to X, where the size of X is determined by economic fac-
tors. The capacity of the system is equal to the number of students (N). Server operation
time is evenly distributed among all orders in the system (time sharing).
4. Tutor’s server M/M/1/N - orders from students arrive according to the Poisson process,
the service time distribution is exponential. The number of servers is equal to 1. The
capacity of the system is equal to the number of students (N). Servicing discipline
– FIFO, first came - first served.
5. Server of simulation models M/E/N/N - orders from students arrive in accordance with
the Poisson process, the service time distribution is Erlang’s function. The number of
servers is equal to 1. The capacity of the system is equal to the number of students (N).
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Servicing discipline - FIFO, first came- first served. The Erlang time of service is due to
the fact that the process of servicing each task is multi-phase, where k is the number of
phases of the simulation experiment. The time of servicing each phase of the experiment
can be described by exponential function.
6. Student class M/M/N/N - generates orders completely randomly. The time interval
between orders is random, both the number of students and the capacity of the system
is limited by the number N.

To build a model of VL system, it is necessary to determine the average time of
staying of orders in queue, average server usage and average time spent in the whole
system. In general, the queuing system qs can be defined by the following parameters:
the rate of the arrival of orders λs, the intensity of servicing μs and average time of
servicing τ̃s = 1/μs, the number of parallel servers Ns, the size of the input buffer bs

and the use of the server ρs. It is necessary to specify the number of servers in each
queuing system, keeping in mind that each type of server has different productivity and
downtime costs. Below the formal model for allocating resources in a closed queuing
system is presented.

Input Data. N is number of students in the classroom, νi, i = 1, 2, . . . .., I are rate of
arrival of student’s orders to the server (from one student), τ̃ s

i , i = 1, 2, . . . I are average
servicing time for server si, μi = 1/τ̃ s

i are average rate of servicing for server si.

Control Parameters. Xi, i = 1, 2, . . . .., I are numbers of machines working in parallel
for each of the servers.

Criteria Function. The criterion function contains three components:

1. Total processing time of all customer orders arriving per unit of time:

T� =
∑

i
Nνiτ

s
i =

∑
i
λi τ̃

s
i (Xi),

where: λi = νiN - total rate of arrival of client orders to the server si, τ̃i = τ̃w
i + τ̃ s

i is
average time of order stay in the serversi, τ̃w

i – average waiting time of the order in the
server queue si,τ̃w

i = F(Xi), τ̃ s
i – average time of servicing the order in the server si.

2. Total server cost (hardware and software) C� = ∑
i Xici, where ci are the costs of

one type serversi,
3. Total costs of work and server downtime (personnel, hardware and software) are.

U� =
∑

i

[(1 − λi

μiXi
)δi + λi

μiXi
γi],
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where δi γ i, are expenses caused by work or downtime of server si per unit of response
time.

Then the task of modelling the work flow can be formulated as follows.
For a given set of server types, si, i = 1, 2, . . . , I included in open distance learning

system and parameters of each type server (N , νi, τ̃
s
i , μi) it is need to determine number

of parallel servers of each type Xi, i = 1,…,I, guaranteeing a minimum total time needed
to complete all orders received:

T� =
∑

i
Nνi(τ̃

w
i + τ̃ s

i ) = min, (Xi, i = 1, ...I)

With the restriction: for total costs of educational resources (personal, equipment and
software):

αC� + U� =
∑

t

[
Xici +

(
1 − λi

μiXi

)
δi + λi

μiXi
γi

]
≤ C0

3.2 Method of Solution

The task formulated in this way is the task of integer programming with a non-linear
objective function with non-linear constraints. In the general case, with any distribution
of orders’ flow in the distance learning system and any distribution of servicing time,
this task can not be solved only on the basis of analytical methods. It is necessary to
perform an experiment on a simulation model. Suppose the exam in distance learning
system described above consists of a fixed number of questions for each student in the
class. The total time of the exam may be expressed by the following formula:

Texam = qN
(

T̃c + T̃R

)
+ q

N0∑

k=0

T̃A(N ),

where: q is the number of questions for each student, T̃c + T̃R is average time of thinking
and response, T̃A is average total time spent by the student in the system, N0 is the
initial number of students in the class. The average total time T̃A can be expressed as the
weighted sum of time spent by the student in each type of server:

T̃A =
∑

i

νi τ̃i =
∑

i

νi(τ̃
w
i + τ̃ s

i ).

Define pi as the probability of referring to the server si. From the condition of
normalization

∑
i pi = 1 it follows that

pi = νi∑
i νi

In the general case, the rate of the arrival of orders in a closed queuing system can
be determined by means of a set of linear equations (traffic equation)

λi =
M∑

j=1

λipij = λcpi, i = 1, . . . , I , λc =
M∑

j=1

λi,
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where: M is number of servers, P = ‖pij‖ is transition matrix. The average number of
orders waiting in the queue of server si can be determined by using:

E[ki] =
k0∑

k=0

kP[ki = k];

P[ki = k] =
∑

k̃∈S,ki=k
P
(

k̃
)
.

In [11] it was shown that for this type of closed queuing system the following form
of the product, shown below, is true:

P
(

k̃
)

= P
(
0̃
) ∏

i

(
λi

μi

)ki

;

P
(
0̃
)

= {
∑

k∈S

∏

i

(
λi

μi
)
ki

}
−1

,

where: P[ki = k] is probability of waiting for ki orders in the queue, P
(

k̃
)
is probability

of state k̃, P
(
0̃
)
is the probability of a “zero” state.

4 Simulation Model of Teacher and Student Collaboration

This process is related to behaviours and preferences of humans, which can change and
are difficult to predict. For this reason simulation seems like an adequate mechanism,
which allows obtaining information about the analysed object of study and is the basis
for further activities related to the functioning of this object.

On the basis of the developed simulation model it is possible to study the adapted
strategy of cooperation between the teacher and a group of students (Fig. 3). The aim
of the simulation is to assess if the expected repository development plan is possible
to realise with the teacher working in a distance mode, with a specified distribution of
student arrival, and a specified distribution of grading.

Fig. 3. General form of the simulation model. Source: own study
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5 Conclusion

1. Simulation is a tool that the teacher directly uses. The teacher, thanks to the results
obtained from experiments conducted on a simulationmodel, can change the strategy
of working with students and modify their motivation function, e.g. by changing the
difficulty of the tasks underlying the acquisition of competencies. The simulation
model allows to evaluate the different options of the teacher’s work, which must take
into account the constraints characteristic of the educational situation (time, type of
student group, student involvement, etc.).

2. For the purposes of collecting statistics and conducting simulation experiments, the
process of teacher-student collaboration can be interpreted as a queuing system in
which:

• with specific content and portions of teaching materials, it can be assumed that the
teacher’s job is to check the task;

• with a specific course, time and group, the teaching job can be treated as a server
with a specific input, output, average rating time;

• the average assessment time is based on the teacher’s experience (specificity of each
course and subject, difficulty of tasks, type of student group, time of completion of
classes) and is further supported by the mechanism of extracting motivation from
the linguistic knowledge base;

• the flow of students is stochastic (in the selected time period, there is no certainty
of how many students will arrive, no knowledge of how many will pass the task, no
knowledge of whether a new student will arrive, etc.);

References

1. Buzacott, J., Shanthikumar, J.: Modelling and Analysis of Manufacturing Systems. Wiley,
New York (1993)

2. Kleinrock, L.: Queuing Systems. Wiley, New York (1975)
3. Banks, J., Carson, J., Nelson, B., Nivol, D.: Discrete-Event System Simulation. Prentice Hall,

New York (2001)
4. Chung, C.: Simulation Modelling Handbook-A Practical Approach. CRS Press, Boca Raton

(2004)
5. Robinson, S.: Simulation: The Practice of Model Development and Use. Wiley, Chichster

(2004)
6. Kushtina, E., Dolgui A., Malachowski, B.: Organisation of the modelling and simulation

of the discrete processes. In: Saeed K., Pejas J., (eds) Information Processing and Security
system, pp. 443–452. Springer, Heidelberg (2005). https://doi.org/10.1007/b137371
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Identification of Nonlinear Dynamic Systems
Structured by Expanded Wiener Model

Besarion Shanshiashvili(B) and Beka Avazneli

Georgian Technical University, 0160 Tbilisi, Georgia

Abstract. A problem of parameter identification of nonlinear manufacturing
systems represented by expanded Wiener model, linear elements of which are
described by the ordinary differential equation, in the frequency domain is con-
sidered.Methodof parameter identification in steady state basedon the observation
of the system’s input and output variables at the input harmonic influences is pro-
posed. The solution of the problem of parameter identification is reduced to the
solution of the systems of algebraic equations by using the Fourier approximation.
The parameters estimations are received by the least squares method. Reliability
of the received results, at the identification of the nonlinear systems in industrial
conditions at the presence of noise, depends on the accuracy of themeasurement of
system input and output signals and mathematical processing of the experimental
data at the approximation. The parameter identification method is investigated by
means of both the theoretical analysis and the computer modelling.

Keywords: Identification · Nonlinear system · Model · Parameter · Dynamic

1 Introduction

The choice of automatic control type for any manufacturing process depends on the
amount of existing information on a condition of the system formalized in the form of
mathematical model.

Methods ofmathematicalmodeling or systems identification can be used to formalize
processes in the production systems. When using systems identification methods, it is
necessary to solve various problems while building a mathematical model of the system.
The problems arise depending on the a priori information about the system [1]. The
construction of the system’s optimal model in many respects depends on successfully
solving the parameter identification problem at known model structure.

Many of the current dynamic processes in manufacturing systems bear the nonlin-
ear character. At the research of the nonlinear systems principally new events appear,
which are not observed in the linear systems. At the same time, system identification is
based basically on the linear stationary models, which are widely applied to practical
processes. Application of linear models during formalization of the regularity of the
process proceeding in nonlinear systems is possible only in the limited area of change
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of variables. The research of physical events and their features in the nonlinear systems
can be adequately characterized only by using the nonlinear dynamic models.

The nonlinear systems are generally represented by general models, in particular,
the Volterra [2] and Wiener [3] series and the Kolmogorov-Gabor [4, 5] continuous and
discrete polynomials, or block-oriented models consisting of different modifications of
the Hammerstein and Wiener models [6].

Use of both kinds of models has positive and negative sides. Advantage of the block-
oriented models is defined by the simplicity of their use for representation of nonlinear
systems.

Most of the existing developed parameter identification methods of nonlinear block-
oriented systems are developed for the simple Hammerstein and Wiener models (e.g.
[7–14]). Comparatively small quantity of works are devoted to the identification of
Hammerstein-Wiener and Wiener-Hammerstein cascade models (e.g. [14–18]). Suc-
cesses in the field of parameter identification of block-oriented models are insignificant.
This can be explained by the fact that the majority of block-oriented models, except for
the Hammerstein models (simple and generalized) are nonlinear relative to the parame-
ters, and also because of the large number of estimated parameters. Therefore, the solu-
tion of the problem of parameter identification is analytically possible only for some
block-oriented low order models.

In this work the problem of parameter identification of nonlinear dynamic systems
represented by expandedWienermodel is considered,where linear elements of themodel
are described by the ordinary differential equation of first and second order. Despite their
simplicity, such models can be widely used in many fields of the manufacturing pro-
cesses to identify systems of mining and smelting, ore dressing, chemical, mechanical,
biological processes and etc.

2 Classes of Model and Input Signals

Expanded Wiener model (Fig. 1)) can be described by the following equation:

y(t) = c0 + W1(p)u(t) + [
W2(p)u(t)

][
W3(p)u(t)

]
, (1)

where c0 is constant coefficient, Wi(p) (i = 1, 2, 3) are transfer functions of the linear
dynamic systems in the operational form, i.e. denotes the differentiation operation -
p ≡ d

/
dt. u(t) and y(t) are input and output variables, accordingly.

Fig. 1. Expanded Wiener model
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For solving the problem of parameter identification of nonlinear systems on the
basis of the active experiment it is supposed that the input variable of the system u(t) is
a harmonic function:

u(t) = A cosωt . (2)

3 Mathematical Description of Forced Oscillations

Let’s consider the case when the transfer functions of the model’s linear dynamic parts
are defined by the expression

Wi(p) = 1

T0ip2 + Tip + 1
(i = 1, 2, 3), (3)

where T0i > 0 (i = 1, 2, 3) has a dimension of time square, and Ti > 0 (i = 1, 2, 3)
- a dimension of time.

Let’s consider the peculiarities of obtaining of the mathematical expressions
describing the forced oscillations obtained on the model output.

The following differential equation must be solved, when a signal type (2) is acted
on the model input, for determining the output signal of the first linear dynamic element
of the model:

T01
d2y1
dt2

+ T1
dy1
dt

+ y1 = A cosωt . (4)

General solution of Eq. (4) when T1 > 2
√
T01 is:

y1(t) =
A
(
1 − ω2T01

)

(
1 − ω2T01

)2 + ω2T2
1

cosωt + AωT1
(
1 − ω2T01

)2 + ω2T2
1

sinωt + C1e
−at + C2e

−bt,

(5)

where C1 and C2 are arbitrary constants and

a = −
−T1 +

√
T 2
1 − 4T01

2T01
, b = −

−T1 −
√
T 2
1 − 4T01

2T01
. (6)

General solution of Eq. (4) when T1 < 2
√
T01 is as follows:

y1(t) = A
(
1 − ω2T01

)

(
1 − ω2T01

)2 + ω2T 2
1

cosωt + AωT1
(
1 − ω2T01

)2 + ω2T 2
1

sinωt

+ e−γ t(C1 cosβt + C2 sin βt), (7)

where

γ = T1
2T01

, β =
√

1

T01
− T 2

1

4T01
. (8)
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So, according expressions (5) and (7), the forced oscillation, obtained at the output of
the first linear element of the model in cases when T1 > 2

√
T01 and when T1 < 2

√
T01

in the steady state, when t → ∞, is determined by the expression:

y1(t) = A
(
1 − ω2T01

)

(
1 − ω2T01

)2 + ω2T 2
1

cosωt + AωT1
(
1 − ω2T01

)2 + ω2T 2
1

sinωt. (9)

To simplify the calculations,wewill suppose that in expression (3)T0i = 0 (i = 2, 3),
then after calculation in a similar way we get that the forced oscillations at the outputs
of the second and third linear dynamic elements are determined by the expressions:

y2(t) = A

1 + ω2T 2
2

cosωt + AωT2
1 + ω2T 2

2

sinωt, (10)

y3(t) = A

1 + ω2T 2
3

cosωt + AωT3
1 + ω2T 2

3

sinωt. (11)

By determining and transforming the multiplication y2(t)y3(t) we finally get:

y2(t)y3(t) = A2
(
1 + ω2T2T3

)

2
(
1 + ω2T 2

2

)(
1 + ω2T 2

3

) + A2
(
1 − ω2T2T3

)

2
(
1 + ω2T 2

2

)(
1 + ω2T 2

3

) cos 2ωt

+ A2ω(T2 + T3)

2
(
1 + ω2T 2

2

)(
1 + ω2T 2

3

) sin 2ωt. (12)

As the output signal of the model is:

y(t) = y0(t) + y1(t) + y2(t)y3(t). (13)

Therefore, taking into account (9) and (12), we get that the forced oscillation at the
model output is defined by the following expression:

y(t) = c0 + A2
(
1 + ω2T2T3

)

2
(
1 + ω2T 2

2

)(
1 + ω2T 2

3

) + A
(
1 − ω2T01

)

(
1 − ω2T01

)2 + ω2T 2
1

cosωt

+ AωT1
(
1 − ω2T01

)2 + ω2T 2
1

sinωt + A2
(
1 − ω2T2T3

)

2
(
1 + ω2T 2

2

)(
1 + ω2T 2

3

) cos 2ωt

+ A2ω(T2 + T3)

2
(
1 + ω2T 2

2

)(
1 + ω2T 2

3

) sin 2ωt . (14)

4 Parameter Identification

Let’s consider the features for the parameters estimation of models by using the Fourier
approximation by the method of the least squares.
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The application of the Fourier approximation [19] for the output periodic signal
of the system enables to obtain the estimates of the Fourier coefficients a0

/
2, ak , bk ,

(k = 1, 2). By equating such estimates with their theoretical values we’ll get:

â0
2

= c0 + A2
(
1 + ω2T2T3

)

2
(
1 + ω2T 2

2

)(
1 + ω2T 2

2

) , (15)

â1 = A
(
1 − ω2T01

)

(
1 − ω2T01

)2 + ω2T 2
1

, b̂1 = AωT1
(
1 − ω2T01

)2 + ω2T 2
1

, (16)

â2 = A2
(
1 − ω2T2T3

)

2
(
1 + ω2T 2

2

)(
1 + ω2T 2

3

) , b̂2 = A2ω(T2 + T3)

2
(
1 + ω2T 2

2

)(
1 + ω2T 2

3

) . (17)

From (16) we get:

â1

b̂1
= 1 − ω2T01

ωT1
. (18)

Using the expression (18) at different frequencies ω = ωi (i = 1, 2, . . . , n), we
obtain:

ω2
i T01 + â1i

b̂1i
ωiT1 + ε1i = 1 (i = 1, 2, ..., n), (19)

where â1i, b̂1i (i = 1, 2, . . . , n) - values of the Fourier coefficients at the frequency ωi,
ε1i (i = 1, 2, . . . , n) - errors of measurements and approximations.

Let’s consider the features for T1 parameter estimation by themethod of least squares
using the expression (19).

The error squared sum is

S =
n∑

i=1

ε21i =
n∑

i=1

(
1 − ω2

i T01 − â1i

b̂1i
ωiT1

)2

. (20)

Now we’ll determine the values of the estimates T̂01 and T̂1 so that their substitution
for T01 and T1 should give the minimal value S in the Eq. (20). For that purpose differ-
entiating (20) at first by T01 and then by T1, and equating the received results to zero,
we’ll obtain the following expressions for estimating T̂01 and T̂1:

n∑

i=1

ω4
i T01+

n∑

i=1

â1i

b̂1i
ω3
i T1 =

n∑

i=1

ω2
i ,

n∑

i=1

a1i
b1i

ω3
i T01+

n∑

i=1

â21i
b̂21i

ω2
i T1 =

n∑

i=1

â1i

b̂1i
ωi.

(21)

The solution of the system of Eqs. (21) allows obtaining the estimates of the
parameters T̂01 and T̂1 using the method of the least squares:

T̂01 =

(
n∑

i=1
ω2
i

)(
n∑

i=1

â21i
b̂21i

ω2
i

)
−

(
n∑

i=1

â1i
b̂1i

ωi

)(
n∑

i=1

â1i
b̂1i

ω3
i

)

(
n∑

i=1
ω4
i

)(
n∑

i=1

â21i
b̂21i

ω2
i

)
−

(
n∑

i=1

â1i
b̂1i

ω3
i

)2 , (22)
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T̂1 =

(
n∑

i=1
ω4
i

)(
n∑

i=1

â1i
b̂1i

ωi

)
−

(
n∑

i=1
ω2
i

)(
n∑

i=1

â1i
b̂1i

ω3
i

)

(
n∑

i=1
ω4
i

)(
n∑

i=1

â21i
b̂21i

ω2
i

)
−

(
n∑

i=1

â1i
b̂1i

ω3
i

)2 . (23)

Let’s consider the features for T2 and T3 parameters estimation by the method of
least squares using the expressions (17).

From (17) we get:

â2

b̂2
= 1 − ω2T2T3

ω(T2 + T3)
. (24)

Let’s enter designations:

T0 = T2T3, (25)

T = T2 + T3. (26)

Using the expression (24) at different frequencies ω = ωi (i = 1, 2, . . . , n), we
obtain:

b̂2i − b̂2iω
2
i T0 − â2iωiT + ε2i = 0 (i = 1, 2, ..., n). (27)

In this case the error squared sum is

S =
n∑

i=1

ε22i =
n∑

i=1

(
−b̂2i + b̂2iω

2
i T0 + â2iωiT

)2
. (28)

If we differentiate (28) at first by T0 and then by T , and equating the received results
to zero, we’ll obtain the following expressions for estimating T̂0 and T̂ :

n∑

i=1

(
b̂2iω

4
i

)
T0 +

n∑

i=1

(
â2ib̂2i

)
T =

n∑

i=1

b̂2iω
2
i ,

n∑

i=1

(
â2i b̂2iω

2
i

)
T0 +

n∑

i=1

(
â22i

)
T =

n∑

i=1

â2ib̂2i.

(29)

Solving the system of Eqs. (29) with respect to T0 and T gives:

T̂0 =

(
n∑

i=1
â2i b̂2i

)2

−
(

n∑

i=1
b̂2iω2

i

)(
n∑

i=1
â22i

)

(
n∑

i=1
â2i b̂2i

)(
n∑

i=1
a2i b̂2iω2

i

)
−

(
n∑

i=1
a22i

)(
n∑

i=1
b̂2iω4

i

) , (30)

T̂ =

(
n∑

i=1
â2i b̂2i

)(
n∑

i=1
b̂22iω

2
i

)
−

(
n∑

i=1
â2i b̂2i

)(
n∑

i=1
b̂2iω4

i

)

(
n∑

i=1
â2i b̂2i

)(
n∑

i=1
â2i b̂2iω2

i

)
−

(
n∑

i=1
â22i

)(
n∑

i=1
b̂2iω4

i

) . (31)
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Estimates T̂2 and T̂3 can be determined through the estimates T̂0 and T̂ by the
following expressions:

T̂2 = 2T̂0

T̂ −
√
T̂ 2 − 4T̂0

, (32)

T̂3 = 2T̂0

T̂ +
√
T̂ 2 − 4T̂0

. (33)

Estimates T̂2 and T̂3 can be also obtained by using expressions (15) and (17).

5 Accuracy of the Received Results

In order to use the algorithms of parameter identification, designed in accordance with
the developed identification method in the manufacturing conditions under noise and
disturbances, it is necessary to investigate identification method on accuracy.

The identification method is investigated by theoretical analysis and computer mod-
elling. The reliability of the received results, at the parameter identification of nonlinear
systems of industrial processes conditions in the presence of noise and errors, depends on
themeasurement accuracy of the systems’ input and output signals and on themathemat-
ical processing of the experimental data. When running experiments, it is recommended
to use in the system registering apparatuses, the inertance of which is much less than the
one of the object. When using various schemes of the numerical harmonic analysis, it
is recommended to accept as the value of the output signal at the certain time moment
an estimation of the mathematical expectation of the value of the output function at the
present time moment.

Fig. 2. The diagram of the output variable of expanded Wiener model

Besides, as it is known, that used method of the least squares is noiseless.
The investigation of the algorithms of the parameter identification of nonlinear

systems was carried out by means of the computer modelling by using MATLAB.
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We used both, the tool of package Simulink-toolbox for the system modelling and
tool Symbolic Math Toolbox for the solution of the equations.

When investigating the algorithms of parameter identification, the programs cor-
responding to such algorithms were designed. Using such programs, the diagrams of
output variable models and the estimations of unknown parameters have been obtained.
The experiments were carried out at values of the parameters T01 = 1, T1 = 1, 5, T2 =
0, 2, T3 = 2. For example, in Fig. 2 the diagram of the output variable of the model
is given in the case of the input harmonic signal type (2) with A = 1 and ω = 0.8.
Following estimations of the unknown parameters are obtained: T01 = 0.9716, T1 =
1.4605, T2 = 0.1528, T3 = 1.9535.

6 Conclusion

In this work the problem of parameter identification of nonlinear dynamic systems rep-
resented by expandedWiener model was considered, when linear elements of the model
described by the ordinary differential equation of first and second order. Despite their
simplicity, such models are widely used for the modelling of manufacturing processes.

The solution of the problem of parameter identification for this model is complicated
due to the nonlinearity of such models relative to the sought parameters.

Developed method of parameter identification in steady state based on the obser-
vation of the system’s input and output variables at the input harmonic influences was
proposed. The solution of the problem of parameter identification was reduced to the
solution of the algebraic equations systems by using the Fourier approximation. The
parameters estimations were received by the least squares method. Reliability of the
received results depends on the accuracy of the measurement of system output signals
and mathematical processing of the experimental data.

Proposed parameter identification method can be used for modelling of nonlinear
manufacturing processes when the model structure is known a priori. As the estimations
of parametres were received by the least squares method, which is noiseless, it can be
used in the manufacturing conditions in the presence of the noise and measurement
errors.

The specification of the method of identification allows to use Fourier coefficients
of various harmonics to estimate the parametres and compare the received results.

References

1. Eykhoff, P.: System Identification. Parameter and State Estimation.Wiley, London (1974)
2. Volterra, V.: Theory of Functionals and of Integral and Integro-Differential Equations. Dover

Publication, New York (1959)
3. Wiener, N.: Nonlinear Problems in Random Theory. Wiley, New York (1958)
4. Kolmogorov, A.N.: Interpolation and extrapolation of stationary random series. Bull. Acad.

Sci. USSR, Math. Ser. 5(1), 3–14 (1941)
5. Gabor, L., Wilby, P.L., Woodcook, R.: A universal nonlinear filter predictor and simulator

which optimizes itself by a learning process. In: IEE Proceedings, 108(B), pp. 422–433 (1961)



554 B. Shanshiashvili and B. Avazneli

6. Haber, R., Keviczky, L.: Identification of nonlinear dynamic systems. In: Preprints of the
IV IFAC Symposium on Identification and System Parameter Estimation, Part 1, Moscow,
pp. 62–112. Institute of Control Sciences (1976)

7. Giri, F., Bai, E.-W., (eds.): Block-Oriented Nonlinear System Identification. Springer, Berlin
(2010). https://doi.org/10.1007/978-1-84996-513-2

8. Mattsson, P., Wigren, T.: Convergence analysis for recursive Hammerstein identification.
Automatica 71, 179–186 (2016)

9. Ma, J., Ding, F., Xiong, W., Yang, E.: Combined state and parameter estimation for Ham-
merstein systems with time-delay using the Kalman filtering. Int. J. Adapt. Control Signal
Process 31(8), 1139–1151 (2017)

10. Gupta, S., Sahoo, A.K., Sahoo, U.K.: Parameter estimation of Wiener nonlinear model
using least mean square (LMS) algorithm. TENCON 2017 - 2017 IEEE Region 10 Confer-
ence, Penang, pp. 1399–1403 (2017). http://dspace.nitrkl.ac.in/dspace/bitstream/2080/2798/
1/2017_TENCON_SGupta_Parameter.pdf

11. Bottegal, G., Castro-Garcia, R., Johan, A.K., Suykens, J.: A two-experiment approach to
Wiener system identification. Automatica 93, 282–289 (2018)

12. Li, J., Zong, T., Gu, J., Hua, L.: Parameter estimation of Wiener systems based on the particle
swarm iteration and gradient search principle. Circuits Syst. Signal Process. 39(7), 3470–3495
(2020). https://doi.org/10.1007/s00034-019-01329-1

13. Salukvadze, M., Shanshiashvili, B.: Identification of nonlinear continuous dynamic systems
with closed cycle. Int. J. Inf. Technol. Decis. Mak. 12(2), 179–199 (2013)

14. Shanshiashvili, B., Rigishvili, T.: Parameter identification of block-oriented nonlinear systems
in the frequency domain. ScienceDirect. IFAC Papers OnLine 53(2), 10695–10700 (2020)

15. Brouri, A., Kadi, L., Slassi, S.: Frequency identification ofHammerstein-Wiener systemswith
backlash input nonlinearity. Int. J. Control Autom. Syst. 15(5), 2222–2232 (2017). https://
doi.org/10.1007/s12555-016-0312-3

16. Mzyk, G., Wachel, P.: Kernel-based identification of Wiener-Hammerstein system. Automat-
ica 83, 275–281 (2017)

17. Schoukens, M., Tiels, K.: Identification of block-oriented nonlinear systems starting from
linear approximations: a survey. Automatica 85, 272–292 (2017)

18. Giordano, G., Sjöberg, J.:Maximum likelihood identification ofWiener-Hammerstein system
with process noise. IFAC-Papers OnLine 51(15), 401–406 (2018)

19. Hamming, R.W.: Numerical Methods for Scientists and Engineers. Dover Publications Inc.,
New York (1987)

https://doi.org/10.1007/978-1-84996-513-2
http://dspace.nitrkl.ac.in/dspace/bitstream/2080/2798/1/2017_TENCON_SGupta_Parameter.pdf
https://doi.org/10.1007/s00034-019-01329-1
https://doi.org/10.1007/s12555-016-0312-3


Data Analysis and Production Process Control

Bo Yang1, Yumin He2(B), and Honghao Yin1

1 Hongyang Sealing Product Company, Guiyang 550025, Guizhou, People’s Republic of China
2 Beihang University, Beijing 100191, People’s Republic of China

heyumin@buaa.edu.cn

Abstract. Production process control is an important issue. Production processes
are affected bymany factors and some processes are very complex. Statistical pro-
cess control (SPC) can apply statistical methods tomonitor and control production
processes for quality improvement. SPC methods include control charts and pro-
cess capability analysis. This paper presents a method for continuous production
process improvement. The control flow of the proposed method is developed. The
method identifies the production process to be improved, collects and verifies data,
applies Xbar-R control chart analysis and process capability analysis, analyzes the
causes, forms measures for improvement, and takes actions for the improvement.
An application example is provided. The results of the study indicate the quality
improvement of their production process. This research can provide a reference for
companies to apply SPC methods and statistical tools and take process capability
analysis and control chart analysis for production process control to improve the
quality of production processes.

Keywords: Production process control · Xbar-R control charts · Process
capability analysis

1 Introduction

To obtain competitive advantage, many companies aim to develop high quality products
fast. Some production processes of manufacturing products are very complex and it
is difficult to control quality. Statistical process control (SPC) can monitor processes,
detect changes, and control process quality by applying appropriate control charts [1].

Process capability analysis is a method of SPC and can be used for production
process quality control. Process capability analysis plays an important role in applying
SPC method for quality management. Process capability analysis should be made when
a production process is stable. However, even if a production process is stable, it does
not mean that the process capability satisfies a requirement. Xbar-R control charts in
SPC method can be used to control a production process in the analysis and monitoring
stages.

Researchers have studied the integration of automatic process control (APC) and
statistical process control. For example, Holmes and Mergen [2] considered if SPC was
used as a process monitoring system, APC and SPC could detect deviations from the
expected behavior of a process.
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Park et al. [1] studied the integration of APC and SPC and developed an economic
cost model for the integration of APC and SPC. Their proposedmodel was demonstrated
by numerical examples. They used different controllers in the integrated systems. They
also developed a long run expected cost to investigate the use of the different controllers.

Saif [3] mentioned that APC and SPC were developed separately and applied in
different industries previously. They suggested the integration of APC and SPC.

Sousa, Rodrigues, and Nunes [4] studied the production process of a mental part.
They analyzed the variability of the production process, applied quality tools, identified
potential causes, and proposed measures to improve product quality.

This paper applies Xbar-R control chart analysis and process capability analysis and
develops a method for production process control to improve quality. An application
example is provided.

2 Developed Method

Process capability analysis typically includes the following basic steps: establishing
control over the process, analyzing process data, and analyzing sources of variation [5].
The Xbar-R control charts in SPCmethod can be used to monitor the mean and the range
of process data.

Themethod for production process control is based on data analysis and SPC applica-
tion for continuous quality improvement. The method identifies the production process,
applies control charts, histogram, process capability analysis, and others, and combines
them for production process analysis and control to make continuous quality improve-
ment. The developedmethod includes the following steps. The control flowof themethod
is illustrated in Fig. 1.

Step 1. Production process identification. Identify a production process to inspect if there
is any abnormality in the production process to decrease defective products for quality
improvement.
Step 2. Data collection. Collect data of a production process according to the status of
the production process.
Step 3. Data verification. Check and verify collected data to avoid possible errors.
Step 4. Production process analysis. Analyze Xbar-R control charts to observe abnormal
variation of the production process. Make process capability analysis to detect if the
production process satisfies the requirement.
Step 5. Cause analysis. Check the production process to find possible causes of
anomalies.
Step 6. Production process improvement. Implement actions for quality improvement
of the production process.

The production process needs to be monitored continuously to check if it satisfies
the requirement. If the production process satisfies the requirement, no further actions
are needed. If the production process does not satisfy the requirement, more actions are
needed to collect data, draw control charts, make process capability analysis, find the
causes of anomalies, and form measures and implement actions.
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Fig. 1. Control flow of the method.

3 Application Example

3.1 Production Process Identification

The proposed method was applied to a company, Hongyang Sealing Product Company
located in Guiyang City. The trial production of the engine hood sealing strips of type C
automobile was taken as an example. Because the ratio of the qualified products was not
high, the company decided to study the production process to identify any abnormality
in the process for quality improvement.

The company formulated an quality improvement group composed of the staff from
the technologydepartment, the process department, the quality department, theworkshop
of the company. The quality department particularly established an expert inspection
group.

3.2 Data Collection with Verification

The data collection of this product was carried out according to the production scale,
staffing, and equipment. The inspection group and on-site inspection personnel specified
the size of the detector and verified the normality of the measurement system. The group
extracted 100 samples and took the average value each time, extracted 5 times a day
from March to April in 2016. Total data sets collected are 36. Sample data of type C
engine hood sealing strips are illustrated in Table 1.
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Table 1. Sample data (before improvement).

Date Data 1 Data 2 Data 3 Data 4 Data 5 Date Data 1 Data 2 Data 3 Data 4 Data 5

3.1. 1707.4 1709.6 1711.6 1708.9 1709.4 3.19. 1711.7 1710.4 1711.0 1711.2 1711.1

3.2. 1707.4 1708.9 1709.5 1710.5 1709.1 3.20. 1711.7 1712.9 1713.0 1713.7 1712.8

3.3. 1710.6 1708.6 1711.9 1711.2 1710.6 3.21. 1713.3 1716.0 1713.1 1715.0 1714.4

3.4. 1710.6 1710.3 1710.8 1712.8 1711.1 3.22. 1710.2 1711.9 1711.9 1713.5 1711.9

3.5. 1712.9 1710.7 1712.6 1711.4 1711.9 3.23. 1711.7 1712.3 1712.3 1714.3 1712.7

3.6. 1709.8 1711.7 1712.2 1712.5 1711.6 3.24. 1712.5 1711.9 1712.7 1713.5 1712.7

3.7. 1710.6 1710.1 1712.2 1713.5 1711.6 3.25. 1712.5 1714.9 1714.3 1714.9 1714.2

3.8. 1710.6 1711.7 1711.7 1713.7 1711.9 3.26. 1711.0 1712.2 1715.2 1713.5 1713.0

3.9. 1711.4 1711.3 1710.9 1714.3 1712.0 3.27. 1711.0 1713.3 1712.5 1714.6 1712.9

3.10.. 1710.2 1709.7 1710.9 1709.7 1710.1 3.28. 1711.4 1707.4 1709.4 1710.4 1709.7

3.11. 1708.6 1709.3 1709.5 1712.2 1709.9 3.29. 1709.0 1711.5 1709.2 1710.1 1710.0

3.12. 1710.2 1709.5 1708.7 1712.7 1710.3 3.30. 1708.2 1710.1 1708.7 1710.2 1709.3

3.13. 1708.6 1710.8 1709.7 1710.8 1710.0 3.31. 1710.6 1710.7 1708.2 1710.3 1710.0

3.14. 1711.0 1711.1 1710.8 1710.1 1710.8 4.1. 1707.4 1709.9 1709.6 1713.6 1710.1

3.15. 1711.0 1710.0 1710.3 1711.1 1710.6 4.2. 1709.8 1710.3 1709.9 1711.1 1710.3

3.16. 1711.7 1711.0 1710.3 1712.4 1711.4 4.3. 1710.6 1710.5 1709.8 1709.7 1710.2

3.17. 1711.7 1712.6 1711.8 1713.2 1712.3 4.4. 1708.2 1711.6 1709.9 1710.5 1710.1

3.18. 1711.0 1708.3 1711.5 1712.0 1710.7 4.5. 1709.8 1709.8 1711.9 1712.3 1711.0

The normality test was made for the data collected. The results is shown in Fig. 2.
It can be seen form the figure that the sealing strips tends to be evenly distributed on
both sides of the straight line. This indicates that the quality characteristics of the sealing
strips tend to be randomly normal distributed.

3.3 Production Process Analysis

The data analysis of the production process was made by applying statistical software
Minitab [6], Xbar-R control charts are illustrated in Fig. 3. It can be seen from the Xbar
chart that several points exceed the upper limit, several points exceed the lower limit,
seven consecutive points are above the centerline, seven consecutive points are below
the centerline, and one point in the R chart exceeds the upper limit. The fluctuation of
sampling range reflects the fluctuation within the subgroup and represents the fluctuation
degree of the production process.

For the collected data, the process capability index was calculated to analyze the
production process capability. The following can be found from the process capability
analysis of type C engine hood sealing strips. First, the center value of the normal
distribution lower than the required center value in the capability histogram. Second,
process capability index Cpk = 1.24 is not sufficient. It is easy to produce defective
products.
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Fig. 2. Probability plot (before improvement).

Fig. 3. Process capability analysis (before improvement).

3.4 Cause Analysis and Production Process Improvement

When analyzing the causes of these anomalies, the human factors and non-human fac-
tors were considered. For human factors, it was considered whether an inspector was
proficient in inspection methods, whether a technical operator operated according to
standards, whether a designer had design negligence, and so forth. For non-human fac-
tors, the performance of production machines, the specification of material molds, the
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accuracy of inspection devices, and so forth were considered. It was also considered
whether production environments had changed.

The quality improvement group found the following possible causes by checking the
production process and relevant records. First, onMarch 21st and 25th, a new production
operator who had just taken up the post made improper operation. This resulted in the
oversized dimension of the sealing strips produced in these two days. Second, on March
31st, the inspection device was not calibrated effectively. This might result in the error
of measurement. Third, the parts shrank after extrusion. This might result in the size of
the final products trend to the lower control line. Other causes included inconsistency in
the rubber and mold wearing and loosening.

The quality improvement group formulated the following improvement measures
based on the above analyses. These include to employ skilled operators for production,
all production operators to participate in training regularly and pass the examination
before they can work and operate independently, parts to be inspected after recalibration
of inspection devices, the operation instruction of inspect devices to be checked, the
calibration methods and requirements to be improved, and the calibration results to be
recorded after each calibration. The group also required to make the parking tests of
the parts after extrusion, to adjust the cutting length of the parts according to shrinkage,
and to define the spot inspection standard of the mold and ensure the consistency of the
mold.

The improvement actions were made, the production process was monitored, the
inspection frequency of the joint rubber process was increased, and the abnormal was
dealt in time. Also, the parking tests of parts was made according to different properties
of rubber and different cutting lengths and parking times were determined according to
shrinkage. Finally, the qualified products were obtained.

3.5 Result Analysis

The quality improvement group collected 5*36 sets of data for analyses, as shown in
Table 2. The process capability chart is illustrated in Fig. 4. After the improvement, it
can be observed from the probability diagram that the sealing strips tend to be evenly
distributed on both sides of the straight line.

In the Xbar-R charts, there are no points above or below the LCL and UCL, there are
no 7 points all above or below the centerline, no continuous 7 points rising or falling,
and no other obvious nonrandom patterns. This indicates that there are no special factors
and abnormality.

Table 2. Sample data (after improvement).

Date Data 1 Data 2 Data 3 Data 4 Data 5 Date Data 1 Data 2 Data 3 Data 4 Data 5

6.1. 1712.3 1710.2 1712.9 1710.6 1711.5 6.19. 1711.2 1713.3 1710.6 1712.4 1711.9

6.2. 1712.4 1711.2 1712.0 1710.7 1711.6 6.20. 1711.4 1712.4 1712.8 1712.3 1712.2

6.3. 1711.8 1711.7 1712.6 1712.7 1712.2 6.21. 1712.2 1711.9 1711.3 1712.8 1712.1

(continued)
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Table 2. (continued)

Date Data 1 Data 2 Data 3 Data 4 Data 5 Date Data 1 Data 2 Data 3 Data 4 Data 5

6.4. 1712.5 1710.7 1710.4 1712.0 1711.4 6.22. 1712.4 1712.7 1712.2 1711.7 1712.3

6.5. 1711.3 1711.4 1712.1 1710.4 1711.3 6.23. 1711.9 1712.8 1711.6 1713.3 1712.4

6.6. 1712.2 1712.2 1711.6 1711.8 1712.0 6.24. 1711.6 1710.1 1710.9 1712.3 1711.2

6.7. 1711.1 1710.9 1711.6 1712.1 1711.4 6.25. 1711.7 1712.5 1711.5 1712.3 1712.0

6.8. 1712.3 1710.8 1711.9 1712.2 1711.8 6.26. 1713.2 1711.3 1711.8 1712.2 1712.1

6.9. 1711.6 1710.9 1713.0 1710.9 1711.9 6.27. 1711.9 1712.3 1713.1 1711.8 1712.3

6.10. 1712.2 1713.3 1710.4 1712.2 1712.0 6.28. 1710.9 1711.7 1711.6 1711.0 1711.3

6.11. 1711.8 1712.8 1710.9 1711.3 1711.7 6.29. 1713.9 1711.7 1711.7 1713.0 1712.1

6.12. 1713.1 1711.8 1711.6 1711.1 1711.9 6.30. 1711.2 1710.9 1711.2 1712.0 1711.3

6.13. 1712.2 1711.6 1713.8 1712.6 1712.6 7.1. 1712.3 1713.5 1711.7 1712.7 1712.1

6.14. 1712.7 1711.7 1713.3 1710.9 1712.2 7.2. 1712.2 1711.3 1711.5 1711.6 1711.7

6.15. 1711.2 1710.9 1711.5 1711.3 1711.0 7.3. 1712.4 1710.8 1710.2 1712.2 1711.4

6.16. 1713.6 1712.5 1711.8 1712.2 1712.5 7.4. 1711.0 1711.1 1712.4 1712.4 1711.7

6.17. 1712.0 1713.2 1712.4 1712.5 1712.5 7.5. 1712.5 1712.2 1711.1 1711.9 1711.9

6.18. 1711.2 1710.8 1711.2 1711.5 1710.9 7.6. 1711.5 1711.1 1711.7 1713.1 1711.9

Fig. 4. Process capability analysis (after improvement).
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It can be seen from the capability histogram that all the data are within the scope of
the quality inspection standard. This indicates that the size is controlled near the standard
value. In the capability diagram, the process capability index is Cpk = 2.31 > 1.67.
This indicates that the process capability is improved. The ratio of qualified products is
increased. The quality of the production process is improved. The quality department of
the companymonitors the production process, detect anomalies, and improve production
process quality in time.

By applying Xbar-R control chart analysis and process capability analysis, the
anomalies are found and the appropriate actions are taken by the quality improvement
group. The result of production process improvement is achieved. With the application
of SPC methods and statistical tools, the company can produce products of good quality
more effectively.

4 Conclusion

In competition environments, companies face many competitors and many companies
want to develop high quality products fast to obtain competitive advantage. This research
can provide a reference for companies to apply SPC tools and take process capa-
bility analysis and control chart analysis to control production processes for quality
improvement.

Acknowledgment. The authors would like to thank the work of other people in the quality
improvement group. The authorswould like to thank the session chair, ProfessorNataliaBakhtadze
and the referees.
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Abstract. The paper offers an approach to the development of a truck sharing
management system for a digital ecosystem,which comprises an automobile plant,
auto parts suppliers, customers and service centers. The management is based on
predictive associative search models. To improve the efficiency of the situational
management based on situational awareness, quantum clustering algorithms are
used.

Keywords: Nonlinear process · Knowledgebase · Associative search models ·
Quantum clustering

1 Introduction

Themost promising consequence of the digital transformation of enterprises and compa-
nies and the creation of their digital platforms has been the creation of digital ecosystems
(DES). The digital ecosystem is a socio-technical complex, which mainly includes inde-
pendent players [1]. They combine to create an offer of greater value than a product or
service that any of the participants can offer on their own (theWin-Win principle). Some
digital ecosystems are developing complex solutions, implementing mutually beneficial
algorithmic interactions in a single information environment, lending their resources,
information and analytical systems and services to partners for temporary use.

At the same time, DES bring clarity, relevance to the relationship between automated
systems and economic agents. Other important attributes of digital ecosystems are their
sustainability and sustainable development, which should be taken into account when
developing algorithms for functioning and control systems for digital ecosystems. In
this case, DES can be interpreted as complex dynamic systems. In particular, these can
be multi-agent systems.

An example of a successful project that can be implemented on the basis of a digital
ecosystem is a Truck Sharing project. Thus, in Shanghai, a pilot project of DES was
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launched on the basis of the INGKA holding (owns the IKEA brand), which implements
the concept of using a common truckfleet by several companies,which allows optimizing
operating costs. INGKA’s partners in DES are: warehouse operator Beiye New Brother
Logistics and leasing company DST from Shenzhen, which provided access to its own
network of charging stations. It is planned to replicate the project in Amsterdam, Paris,
NewYork andLosAngeles. It is noteworthy that the project plans to use electric vehicles.

PJSC KAMAZ in Russia has launched an online service for truck sharing, “SPEC-
SHARING”, which replaces the purchase of special vehicles (dump trucks, bulldozers,
cranes, etc.) with a rental service. Truck sharing service has the same scheme as pas-
senger car sharing. It provides for the rental of KAMAZ dump trucks for a period from
one day to a year. At the same time, the cars are insured and have undergone sched-
uled maintenance. Also, in the “SPECSHARING” service from “KAMAZ” there is an
opportunity to get a rental truck with a driver. The rental service for KAMAZ dump
trucks has already begun to operate in a number of cities in Tatarstan, Bashkortostan,
the Samara region and Nizhny Novgorod (Russia), and soon it will be available in the
Moscow region with a subsequent launch in St. Petersburg and Krasnodar.

Truck sharing is an alternative to leasing or classic rental format. The client rents a
truck tomeet short-termbusiness objectives andmust not pass a complicatedprocedure of
purchase of the car and then be concerned about its content. Clients do not need to interact
with many owners of special equipment, synchronize them with each other, conduct
calculations and document flow with each - all this is performed by “SPECSHARING”
while all participants are provided with convenience and safety. At the same time, the
main participant - the manufacturer of trucks of various types and modifications - also
receives certain advantages. Besides the fact that the company, in addition to the sales
of its products, it is also the seller of services (which, as experience shows, brings a
considerable profit in itself), it also provides additional stabilization of the production
rate.

The dynamics of the model range is characterized by nonstationarity: some models
are removed from production, new ones appear instead. After the completion of the
certainmodel production, spare parts for it continue to be produced for at least 10 years. In
such conditions, truck sharing helps to equalize the satisfaction of demand and stabilizes
the production process, including the warehouse logistics option (taking into account
the supply of components not only to the assembly line, but also to the truck sharing
services). Discount sales bring additional flexibility in production planning.

This paper presents an approach to organizing management in a digital ecosystem
that implements projects of this type. The conditions for the stable functioning of the
DES are described. The tasks are formulated and solved, the solution of which enhances
the coordination of actions of the direct participants in the transport process.

The forecast (plan) for the production of trucks is created taking into account the
distributed forecast of the economic activity of enterprises and companies in the territory
considered in the project. If the cars available in a particular service center become
insufficient, then it is possible to use the free resources of other service centers or (if
this situation arises systematically) to organize an additional supply of new trucks from
the factory. During the implementation of the project, it may be necessary to divide the
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service centers into the categories of available equipment and the number of available
trucks, which can improve the financial performance of the project.

2 Business Problem Description

The management of the described DES should ensure the technical and technological
consistency of the participants in the transport process, as well as the observance of their
economic interests, when operating within the framework of a unified planning system.
The trucks participating in the project undergo standard scheduled service at specialized
service centers.

For each service center, its service capacity is known, as well as the number of
parking spaces with security. The average travel time between all service centers is also
known. We also know the approximate number of trucks of various brands and types
that are in demand at the production facilities closest to each service center - territorial
clusters.

In this problem, the number of service centers is assumed to be 250, the distance
between them is from 25 to 1,000 km. Taking into account the forecast of the needs of
each territorial cluster in various types of trucks, the task is to “balanced” supply of the
necessary trucks of various models - to each service center either for subsequent sale
to customers, or for use in a truck sharing service with the possibility of further sale of
used equipment at a discount.

The forecast (plan) for the production of trucks is created taking into account the
distributed forecast of the economic activity of enterprises and companies in the territory
considered in the project. If the cars available in a particular service center become
insufficient, then it is possible to use the free resources of other service centers or (if this
situation arises systematically) to organize an additional supply of new trucks from the
factory.

The model should provide for the possibility of restructuring the network and chang-
ing the capacity of service centers in the event of the emergence of new economic objects
where trucks will be in demand, or there will be changes in the demand for trucks at
already operating facilities. Also, the current capabilities of suppliers of components
and the forecast of the need for components and spare parts should be known, which
will eliminate situations with their shortage or late delivery - both to the plant itself and
to service centers.

A necessary condition for the implementation of such a project is a clearly defined
relationship between the plant and the network of service centers. The interaction of
service centers between themselves and the parent enterprise should also include the
solution of the problem (if necessary) of the dynamic redistribution of spare parts and
labor. Such a network structure can ensure the sustainable development of the digital
manufacturing ecosystem under consideration.

Obviously, to manage all the services discussed above, an intelligent add-on is
required - a control support system, which, based on predictive real-time models, will
form and simulate various scenarios for given values of themain parameters of the digital
production ecosystem. For the development and commissioning of the project in ques-
tion, it is necessary to have an operating digital platform of the plant, which will provide
information and algorithmic support for solving problems arising in the ecosystem.
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3 Managing the KAMAZ PJSC Digital Ecosystem for the Stable
Functioning of Truck Sharing

The formed management system should ensure uninterrupted and effective implemen-
tation of the business plan for shared transportation for all participants. In fact, we are
talking about solving a complex logistic problem of creating transport systems, pos-
sibly containing transport corridors and transport chains. Such systems should ensure
technological unity and joint planning of the transport process (optimal routing) with
warehouse and production processes.

In order to be able to quickly correct the transportation plan required in case of
unforeseen changes in the technological situation, it is advisable to use multi-agent
technologies [2].

The system approach to the investigation of multiagent systems is effectively exem-
plified in representation of such objects as multimodal ones [3]. Their multimodality
appears both in the decomposition of the production process into independent stages
(phases) and in the study of various operation modes as control objects.

In both cases, the extended state vector x1k1 . . . x1km . . . x1kM ...
xsk1 . . . xskm . . . xskM is used

to describe the object where the index k, k = 1, . . . ,K denotes a time point of discrete
system operation, s, s = 1, . . . , S is the number of mode (step, phase), m is the number
of the input vector’s component. Values of some components of the state vector for
various modes may be constant, in particular, zero.

In the work [4], an approach was presented to solving the problem of optimal traf-
fic routing management for a territorial cluster based on associative predictive models
of multi-agent systems in which agents perform a common task: to deliver goods in
accordance with the drawn up plan. The performance of multi-agent systems has been
interpreted as their robustness as complex dynamic systems [5].

Themulti-agent control systems themselves were interpreted as systemswith a block
state vector. Each block M corresponded to a description of the functioning of a certain
carrier company as an agent. The criterion for the feasibility of a task common for agents
is the fulfillment of the conditions so that the system does not lose stability as a result of
the agents’ actions. To predict the possible loss of stability, associative search algorithms
were used, in particular, their version for identifying non-stationary systems [3].

The stability conditions of the model can be determined, for example, by wavelet
analysismethods [3].Wavelet analysis uses a special linear transformationof processes to
analyze data characterizing the properties of the object dynamics under study. Such a lin-
ear transformation is carried out on the basis of special soliton-like functions (wavelets)
that form an orthonormal basis in.

Wavelet analysis allows you to examine signals in the frequency domain that changes
over time. For a system with one output and several inputs, we have

x(t) =
∑N/2L

k=1
cxt ϕL,k(t) +

∑L

j=1

∑N/2j

k=1
dx
j,kψj,k(t),N ≥ 2L (1)

y(t) =
∑N/2L

k=1
cyt ϕL,k(t) +

∑L

j=1

∑N/2j

k=1
dy
j,kψj,k(t),N ≥ 2L (2)

where: L is the depth of the multiresolution decomposition k < t;(k < t); ϕL,k(t) are
scaling functions;ψj,k(t) are wavelet functions obtained frommother wavelets bymeans
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of extension, compression and shifting (in this article, Haar wavelets are considered as
the mother ones); j is the analysis detailing level; ct and dj,k are the scaling and detailing
coefficients respectively. The coefficients are calculated using Mallat algorithm [3].

Sufficient system stability conditions can be expressed through the coefficients of
multiresolution wavelet decomposition.

The possibility of loss of stability by individual agents (and, consequently, by the
entire system) was determined using the digital twin of the transport system, built on
the basis of simulation models. If stability could be violated, then separate areas of
instability were identified and the transportation plan was subjected to local adjustments.
A high-precision information retrieval (“virtual”) linear model was built:

ŷm(t) =
∑L

i=1
aiŷm(t − i) +

∑n

j=1

∑R

r=1
bjrxrm(t − j), (3)

where for a sharing system: ŷm(t) is the actual time remaining by the moment t for
the timely delivery of the m-th order; xrm(t), r = 1, . . . ,R are the factors of possible
deviation of the delivery time from the contract schedule. L and R are a constant. The
coefficient values are determined when you set up the predictive associative model.

Further, to solve the problem of optimal routing, it was proposed to use the iterative
deepening A * (IDA *) algorithm - the application of the idea of iterative deepening in
the context of heuristic search [4]. The coefficient values are determined when you set
up the predictive associative model.

To speed up the operation of the algorithm in real time, it seems appropriate to use the
methods of parallelization of IDA * algorithms. Within the framework of the optimizing
problem the functioning of a truck sharing scheme as agents, we will consider individual
service centers that act as elements of a sharing scheme.

If it was assumed in the optimization problem of the relay transportation scheme
that the number of trucks is sufficient to solve it, in the present problem this condition
becomes decisive and is formulated as a key constraint. Also, an important condition for
uninterrupted operation is a sufficient number of spare parts and components that allow
car repairs to be carried out within an acceptable time frame. The last condition applies
to both planned and emergency repairs.

4 Forecasting the Dynamics of Demand and Possible Bottlenecks

When forming the optimal (under existing constraints) plan, in particular, a certain level
of requirements for the availability of various spare parts is laid down. The model for
forecasting the requirements for the m-th nomenclature unit has the structure:

zm(t) =
l∑

i=1

aizm(t − i) +
L∑

l=1

I∑

i=1

bilxi(t − l), (4)

where: zm(t − i) is the actual need for the m-th inventory at the time (t − i); xl(t − j)
- random factors of the need for the m-th spare part at the moment (t − j), which can
lead to an adjustment (sometimes very significant) of the generated plan. These can be
abnormal and emergency situations, as well as other factors due to the peculiarities of a
specific production situation. So, the associative identification algorithm can be used.
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Delivery Forecast. The forecast of deliveries, generally speaking, should take into
account random factors, which can also lead to the adjustment of the formed plan. Ran-
dom delivery models can be useful in changing market conditions arising from changes
in external market factors.

The optimal supply planning process can be described in terms of amultidimensional
Markov process. In this case, the state of the system at each step is characterized by a
random vector

α(t) = {α1(t), α2(t), α3(t)}, (5)

where: α1(t) is the total demand for components at time t, α2(t) is the total delivery from
the warehouse, α3(t), is the current volume of traffic.

5 Situational Awareness

The above-described scheme for supporting the management of the transport system is
based on predictive models of real time, which are able to warn about the possibility of
exiting the normal mode of operation (which is interpreted as the possibility of loss of
stability by the multi-agent system).

The patterns x1m, . . . xRm, ym characterize the production situation. We use associa-
tive search algorithms to predict the situation. These algorithms are smart least squares.
Indeed, at the training stage, the set of patterns is subdivided into clusters, which are
further corrected as information accumulates. For the forecasting algorithm to work at
time t in the cluster containing the current pattern, several patterns are selected that are
close to the current one in the sense of the selected criterion (association). Next, a system
of linear equations is solved using the least squares method [3].

Thus, we have a point (unique for the moment t) linear model of a nonlinear process,
the best in the sense of the root-mean-square criterion. In the non-stationary case, the
solution is sought in the space of wavelet transformations. It should be noted that in order
to analyze and predict production situations, it is necessary to take into account various
factors xpm, p = 1, . . . ,P, characterizing certain features p of the current production
situation, determined by the external environment.

In a particular case, this can be interpreted as the likelihood of an event occurring
that can affect the dynamics of the production situation. In the model, its value can be
determined in an expert way, or through production and fuzzy models. The results of
analyzing and predicting situations taking into account these (often difficult to formalize)
factors are called Situational Awareness (SA).

The digital industrial ecosystem of truck sharing should in particular, ensure the
sustainability of work in the event of unforeseen situations associated, for example, with
natural disasters or natural anomalies, or - with the influence of the “human factor”.
To solve such problems, a certain “dynamic reserve” is needed, capable of providing a
quick redistribution of transport units to solve certain sudden problems.

Certain regularities (for example, limiting the movement of heavy vehicles in the
spring, or a possible sharp decrease in the average speed of movement during weather
anomalies) must be taken into account in the model in advance.
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Based on the proposed predictive models, the management scheme of this DES
will ensure a balance between demand forecasts and real production capabilities, taking
into account seasonal and other factors. Situational driving awareness will increase the
intensity of the truck while reducing the overall life of the truck.

The scheme ensures the economic efficiency of the activities of all participants in
the process and is preferable in the environmental aspect. Many SA publications suggest
using a specific classification of situations to analyze and support management.

In particular, a variety of cognitive methods based on semantic metrics are proposed
for determining the proximity of situations, allowing expert assessments to be taken into
account. It should be noted the importance of taking into account the rate of change of
external factors, which must correspond to the rate of decision-making in the control
system, as well as the rate of classifying the current situation to a certain class.

6 Case Studies

Q-Means Clustering. At the stage of training the associative search algorithm that
predicts the production situation with Situational Awareness, data is clustered. Further,
in real time, the identification problem is solved for the current time instant. At the same
time, digital portraits of “similar situations” are selected from the data archive for the
algorithm to work.

The selection is carried out from the cluster into which the current vector of inputs
falls. The k-means algorithmcanbeused to cluster the sets of indicators characterizing the
production situation. In conditions of Big Data, when, in addition to the need to process
large amounts of data, high speed of algorithms is also required, it seems appropriate to
use quantum computing.

Today we only carry out simulations, however, in anticipation of the real imple-
mentation of quantum computers in production control, this is quite timely. The IBM
Quantum Experience cloud quantum computing platform was used for modeling (Fig. 1
and 2).

Fig. 1. Multiagent system state
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Fig. 2. Production situations q-clustering

7 Conclusion

Within the framework of the concept of trucking, the following advantages can be dis-
tinguished for the producer and consumers - DES participants: convenience for a wide
range of clients; reduction in the cost of transport services; improvement of the eco-
logical situation; ensuring the rhythm of car production; facilitating the launch of new
models on the market; decrease in the average age of trucks; improvement of the road
safety situation; simple solutions for the seasonality of the use of equipment, etc.

Real-time predictive identification models proposed in the paper to optimize the
tracking scheme provide an opportunity to prevent disturbances in the stability of the
DES functioning and ensure their sustainable development, since they take into account
the nonstationarity of the processes under study and the impact of poorly formalized
factors characterizing the production situation.
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Approaches. In: Şahin, E., Spears, W.M., Winfield, A.F.T. (eds.) SR 2006. LNCS, vol. 4433,
pp. 71–102. Springer, Heidelberg (2007). https://doi.org/10.1007/978-3-540-71541-2_6

https://doi.org/10.1007/978-3-540-71541-2_6


Formation of Work Plans and Schedules
at Enterprises with Conveyor Assembly

E. N. Khobotov1,2(B) and M. A. Ermolova2

1 Trapeznikov Institute of Control Sciences, Russian Academy of Sciences, Moscow, Russia
2 Bauman Moscow State Technical University, Moscow, Russia

Abstract. The methods of constructing plans and schedules for the production of
components and assembly of manufactured products from them on the conveyors
of machine-building enterprises are considered. Work planning can be carried out
both in the production of incoming orders for manufactured products, and in the
production of products taking into account the current demand for it.

Keywords: Modeling methods · Planning · Equipment · Components ·
Conveyor assembly · Control algorithms · Schedule theory

1 Introduction

In recent years, the problems of creating methods for planning and formation of the
schedule of work at industrial enterprises have bigger interest. Such interest is caused
by the fact that successfully constructed plans and work schedules at enterprises can
significantly reduce the time formanufacturing production programs and orders received
[1].

In this regard, the idea arises to increase the efficiency of industrial enterprises by
building beneficial plans and schedules for them.

Most of the scheduling methods [1–3] developed are designed for scheduling in
production subdivisions and systems. The use of such methods for constructing work
schedules at machine-building enterprises, which may include several production sub-
division and systems, causes great difficulties. These difficulties are caused by the large
dimension and complexity of scheduling tasks in enterprises.

Formation of plans and work schedules of the enterprise on the basis of the schedules
for the manufacture of components in the divisions of enterprises also causes great
difficulties. Such difficulties are associated with the fact that it is not clear how to
determine the components that should be processed within one time interval in the
same subdivisions of the enterprise. These components can be determined when there
is already a work schedule in the enterprise, but without such a schedule, their choice
can hardly be made.

Therefore, to construct work schedules at industrial enterprises, the development of
special methods is required.
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The article deals with the methods of forming coordinated plans and schedules
of enterprises that include several production subdivisions that produce components
for assembling from them on the company’s conveyors of manufactured products. For
enterprises of this type, on the basis of information aggregation methods, it is possible
to create more effective algorithms for building coordinated work plans and schedules
for all production subdivisions of enterprises.

2 Planning and Scheduling Tasks at Enterprises

Let a machine-building enterprise be given, which includes several machining subdivi-
sions for the manufacture of components parts, and conveyors for the assembly of issued
products from them.

For any type of issues products, the composition of its details, components and
assemblies, as well as the sizes of the batch of these products, is known. For any compo-
nents of these products, a manufacturing technology is known, including the sequence
and times of all operations performing for their manufacture on all equipment used for
this.

Assembling of manufactured products can be carried out on one or several convey-
ors both from manufactured at the enterprise, and from components purchased on the
side. On each conveyor only “their” products can be assembled. For each conveyor, its
performance is known for the production of all types of products assembled on it, the
number of work places during the assembly of any manufactured product, as well as the
time and cost of readjustment the conveyor for the production of all batches of products
which will be assembled on it.

Products are assembled on conveyors, usually in batches, the size of which is limited.
Such restrictions are determined by the production capabilities of enterprises. The fact is
that the manufacture of a large number of components can take considerable time, lead
to large downtime of the conveyor in anticipation of their readiness, and will require the
creation of large warehouses for their storage.

The assembly of any batch of products begins after delivery to each work place of
conveyor of a certain number of sets of components, as a rule, the same number for all
work places of conveyor.

In one of the tasks, it is required to build a work schedule at the enterprise, which will
reduce the lead time for an order for the manufacture of a certain number of products of
different types.

In another task, it is required to construct awork schedule at an enterprise that has one
conveyor, on which L types of products are assembled sequentially. When assembling
any batch of products, a certain part of it is sent to the warehouse in order to provide
consumers with products of the required type stocked in the warehouse for the release
of other products until its assembly will be resumed.

The volume of output and the value of stocked products should be determined in
such a way that, in accordance with the existing demand for the product, increase profits
from its sale, as well as reduce the cost of its storage and readjustment of the conveyor.
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3 Principles of Plans andWork Schedules Formation at Enterprises

As already noted above, plans and work schedules to improve the efficiency of the
operation of enterprises should be built for all departments of the enterprise in such a
way that they will be consistent with each other. For these purposes, an approach based
on the use of information aggregation methods was proposed in [1].

The idea of aggregating information consists in forming such groups from the com-
plecting details of the manufactured batch of products, in which each detail of the group
is received for its processing in the same order to the production subdivisions of the enter-
prise. At the same time, any detail of the group can be processed in each subdivision of
the enterprise where it is processed, according to its “own” technological route.

Such groups are considered as generalized details, production subdivisions of the
enterprise, as generalized machines, and the task of constructing a work schedule at the
enterprise, as the task of constructing a schedule for processing generalized details on
generalized machines.

To build such a schedule, the processing time of each generalized part on all used
generalized machines, i.e. the processing time of each group of parts in those production
subdivisions of the enterprise where this group is processed.

These times can be determined using both traditional scheduling methods [4] and
evaluation models [1, 5–7]. In Fig. 1 shows an example of a processing schedule for the
i-th group of parts in the l-th production subdivision and Til indicates the time of this
processing.

Fig. 1. Gantt chart representing the processing schedule of the i-th group of parts in the l-th
production subdivision.

After determining the values Til for all groups of component details and subdivisions
of the enterprise, the traditional task of the theory of schedules actually arises, associ-
ated with the construction of a schedule for processing generalized parts in a production
department that includes generalized machines. In [1], such a schedule for manufac-
turing groups of parts in the enterprise’s subdivisions was called “wireframe”. Tradi-
tional “scheduling methods” [4] can be successfully used for constructing “wireframe”
schedules, since the dimension of tasks during aggregation is significantly reduced. The
“frame” schedule is consistent, i.e. the schedule for the manufacture of parts at the
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Fig. 2. A fragment of a “wireframe” schedule for processing groups of parts at the enterprise
level.

enterprise level, since the processing order of such groups in the enterprise divisions is
determined using scheduling theory methods. As a rule, several such schedules are built,
up to 15–25 and the best variant is selected from them. An example of such a schedule
is shown in Fig. 2.

This schedule, as can be seen from Fig. 2, has almost the same form as the schedule
for processing parts in the subdivision shown in Fig. 1. However, in the Gantt chart,
which represents the “wireframe” schedule, instead of machines on the ordinate axis,
the production subdivisions of the enterprise (sections, workshops) are postponed, and
instead of the part processing time on each abscissa axis, the processing times of groups
of parts in the respective subdivisions are postponed.

Typically, such a distribution of component parts into groups produced extremely
rare usually when the production of these types of parts masters at the enterprise and is
adjusted only after the inclusion of new components in the production program or when
the composition of the equipment of production equipment changes.

The processing times of each group of parts in the production subdivisions of the
enterprise can be calculated independently of each other in any sequence. Therefore, on
multiprocessor computing tools, you can organize parallel calculations of these times.
This makes it possible to significantly reduce the calculation time, which was confirmed
by the results of computational experiments [2].

Here it is useful to note some features related to the construction of “wireframe”
schedules, which can reduce the time of there building.

From the results of computational experiments, it is known that the existing methods
of building schedules quickly and well build work schedules when processing 30–60
types of parts in a production subdivision that has 30–70 units of equipment. Each part
is usually processed in such a subdivision on 5 to 12 types of machines.
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This information is useful when forming groups of components parts and subdivi-
sions of the enterprise,which canbe considered as “generalizedmachines” for processing
these groups.

If the group of parts being formed contains more than 80 types of parts, then it is
advisable to divide such a group into smaller groups, each of which does not exceed the
above boundaries, so as not to miss the opportunity to quickly build work schedules for
processing groups of parts.

If the number of equipment units in a subdivision of an enterprise turns out to be
more than 70–90 units, then it is convenient to divide such a subdivision into several
subdivisions in the calculations, the number of equipment in which does not exceed the
above boundaries.

If the number of formed groups of parts turns out to be very large, then their number in
many cases can be reduced by attaching parts, which are not processed in all subdivisions
of the enterprise, to groups that have similar fragments of routes.

In addition, it is advisable to note that the processing of components by such groups
in the subdivisions of enterprises makes it possible to more efficiently organize the
transportation of parts between divisions than with traditional processing. The fact is
that after the completion of the processing of each group in any subdivision, all processed
parts can only go to two places.

One of such places is a subdivision, in which processing of all parts of the group
that are not completely made, will continue, since each group of parts is sent to the
subdivisions for processing along one known route.

Another place for transportation of the group parts, the processing of which is com-
pleted in this subdivision, is the warehouse, where the finished parts for assembly are
stored.

4 Schedules at Enterprises with Conveyor Assembly of Products

The constructed examples showed that the order of processing of components and, to
a large extent, the total production time of products depends on the order of assembly
of batches of products. The “wireframe” schedule for the manufacture of components
intended for the assembly of any batch of products, in turn, can be considered as a
“frame” for the manufacture of components for this batch in the production subdivisions
of the enterprise.

An example of such a “frame” for the manufacture of components for each batch
of products has the form similar to the “frame” schedule shown in Fig. 2, where the
manufacturing time of this “frame” of components is indicated by T̂v. The assembly
time of any batch of products can be determined by knowing its size, the number of jobs
on the conveyor and its productivity.

In this case, knowing the times of manufacturing the “frames” of components and
the assembly times of batches of products from them, it is possible to construct a time-
optimized “frame” assembly schedule for several batches of various products, if we
consider the manufacturing time of the “frame” of components for assembling the ith

batch of products through Ai as the processing time of the ith detail on the first machine,
and the assembly time of this batch of products on the conveyor through Bi as the
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processing time of the ith detail on the second machine, then this problem turns out to
be similar to Johnson’s [4] (see Fig. 3).

Fig. 3. Gantt chart of the “frame” schedule for the manufacture of components and assembly of
products from them.

The assembly sequence of a batch of products and, accordingly, the manufacture of
components for this can be determined using the results of the following theorem, which
is similar to Johnson’s theorem [3].

Theorem 1. Let several batches of products of various types be assembled on a
conveyor, the assembly of each of which begins after the manufacture of all components
for this batch of products.

Then, with the simultaneous availability of all works, the “frame” schedule, which
minimizes the total production time of all products, is such that the assembly of j-th
product batch precedes assembly (j + 1)-th product batch, if.

min
(
Aj,Bj+1

) ≤ min
(
Aj+1,Bj

)
and Aj+1 �= Bj+1 (1)

If Aj+1 = Bj+1 and there is k (k = 1, ..., n) subsequent work on the manufacture
of batches of products for which equalities are also satisfied Aj+k+1 = Bj+k+1, then for
these works, besides fulfilling the conditions min

(
Aj+k ,Bj+k+1

) ≤ min
(
Aj+k+1,Bj+k

)

min for all k (k = 0, 1, ..., n), the condition must also be fulfilled min
(
Aj,Bj+n+1

) ≤
min

(
Aj+n+1,Bj

)
, where across j+n+1 the first job following the job is indicated j+n,

for this Aj+n+1 �= Bj+n+1.
Let us consider the principles and methods of constructing plans and schedules of

work at enterprises with conveyor assembly of products, when various types of products
can be sequentially assembled on one conveyor, the volumes of output of each type
of product are determined by the demand for them ri (i = 1, ...,L). Let us denote by
C̃si financial, and by τi time costs of preparation and readjustment of the conveyor for
assembling of i-th products (i = 1, ...,L).

In the task, it is necessary to determine the volume of production of each type of
product in such a way that there are no surpluses and shortages of manufactured products
in the warehouse, and the number of changeovers of the conveyor from the production
of one product to another during the planned period would be as small as possible.

To ensure consistent production of types of L products and their availability in the
warehouse, it is proposed to make the times between the start of adjacent releases of
products of each type ts identical and determine them, in accordance with [8], using the
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following ratio:

ts = max

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

√√√
√√√√√

2
L∑

i=1
C̃si

L∑

i=1
Ciri

(
1 − ri

pi

) ,

L∑

i=1
τi

1 −
L∑

i=1

ri
pi

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(2)

where ri value of average demand for products of the i-th type (i = 1, ...,L) during the
planning interval T .

Value qi and q̃i denoting the number of products in the production batch and the
number of products from this batch, which is sent to the warehouse, are determined
using the ratios (3), (4).

qi = (pi − ri)tli, i = 1, . . .,L (3)

q̃i = rits = pitli, i = 1, . . .,L (4)

Calculation of work schedules at such enterprises in conditions of random demand
ri (i = 1,…, L) after determining the values q̃i (i = 1,…, L) can be made in accordance
with the scheme described in the previous paragraph.

In the conditions of the traditional processing of components, when the parts after
processing in one production subdivision arrive to continue processing in different
subdivisions, it is very difficult to organize efficient transportation of parts.

In this work, the processing of components is proposed to be carried out in groups,
which are processed in the production subdivisions of the enterprise in the same order.
This allows you not only to build work schedules at the enterprise level, but also to
organize the efficient transportation of parts between production subdivisions and build
a schedule for their transportation.

5 Conclusion

The ideas of forming groups of components, which are created in accordance with the
principles described above, have proven to be very productive. This allows:

- to offer another organization of the manufacture of components parts, when their pro-
cessing is carried out in groups, which are formed according to the principles described
above;
- to develop building schedules methods for processing components at the enterprise
level;
- to organize efficient delivery of component parts between production subdivisions;
- more effectively manage inter-shop vehicles of the enterprise;
- drill down into the “wireframe” schedules at the enterprise level to the processing
schedules for individual parts on all the equipment used.
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The developedmethods of constructingwork schedules for enterpriseswith conveyor
assembly of manufactured products can be used to create algorithms for selecting equip-
ment for the modernization of such enterprises. The efficiency of scheduling methods
can be improved by parallelizing the calculations performed.
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Abstract. The coordinate descent method is a traditional inverse solver
to optimization problems. In modern sectors of production research: in
computer graphics, computer tomography, a theory of pattern recog-
nition various algorithms of the coordinate descent have been applied.
In this paper, we investigate the novel algorithm of selected coordinate
descent and outline the difference between this algorithm and the classi-
cal coordinate descent. The solution selection is performed owing to the
search of the maximum among values of the specific parameter. The max-
imum indicates a single direction, which is responsible for the minimum
of the function in the least square sense. We develop the technique for
defining the explicit expression for the resolution measure of the linear
systems, which are solved using the proposed algorithm. The algorithm
and its resolution tool are applied to seismic observations collected in the
area of the Krafla and Theistareykir geothermal power plants, northern
Iceland. The result confirms that the distinctive feature of the algorithm
is its effectiveness when large-size structures are retrieved. The analy-
sis of the resolution parameter values shows that the calculation of this
parameter might be helpful to recognize the true structure.

Keywords: Coordinate descent · Linear equations · Tomography ·
Structure recognition

1 Introduction

The simplicity and capabilities of the iterative solution construction are features
of the method coordinate descent (CD). Therefore this method is preferred over
others for the computer graphics industry. The iterative process calculates the
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unknown parameters of the animation object moving. The known vector corre-
sponds to the needful position of the part (end effector) of an object [1].

In tomography, the unknown vector has the physical meaning of the object
properties in limited volumes on the grid. A set of observations are related to
the object characteristics leads us to the fundamental problem of solving the
system of linear equations. The most popular method is the LSQR algorithm
introduced by Paige & Saunders [2]. The algorithm is similar to the conjugate
gradients method. It applies the Lanczos process and processes a symmetric
system [3]. The symmetric matrix might be obtained owing to the multiplication
of both parts of the system to the transposed system matrix. We suppose that
such numerical transformations may distort the original matrix, which reflects
the initial data of the physical experiment. The other problem might be the
use of the complicated recurrence formulas that is a reason for the presence of
rounding-off errors. Therefore, the interest is still not lost to traditional iterative
methods as the Kaczmarz algorithm [4] and the studied CD method. A review
of the CD application has been made in [5] analyzing the application sectors:
optical diffusion tomography and cryo-electron tomography.

In the theory of pattern recognition, the input vector might be presented
by various data: information about the image pixels (components of intensity),
speech (acoustic signals), writing language (logograph), etc. For recognition
tasks, the CD method applied to the binary classification problem [6,7] by updat-
ing of construction of multiclass predictors, where misclassification error has a
linear bound [8]. In [7], experiments have been made to recognize documents. On
the other hand, the direct solver is commonly used in digital image processing.
The singular value decomposition (SVD) method is often applied in the field
of image compression [9]. It is known that SVD is equivalent to the Lanczos
process, which is a base of LSQR.

This paper proposes the Selected CD (SCD) algorithm, which might be a
contribution to computing image and image structure recognition. The SCD
method originated in seismic tomography and was examined comparing with
LSQR under equal conditions of conducted numerical experiments [10]. The
testing on various arbitrary models showed that SCD may be more effective
than LSQR when a simple large-size structure is retrieved. The SCD convergence
properties were designed in [10].

There is a difference between the traditional CD and SCD. When solving
the system of equations we often apply the least-square approach to the func-
tion that is the difference between the system parts. CD calculates the current
approximation on the base of components of the gradient, which gives the pos-
sible direction of the function minimization. In the traditional CD, indexes of
the gradient vector components might be chosen in a cycle fashion or randomly
with the probability criterion [5]. SCD selects the index, which provides the
function minimum satisfying the special condition. In [11], SCD was established
by analyzing the solution errors and updating the condition for big and sparse
matrices.
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This paper aims to reveal the difference between the SCD algorithm and
the classical CD. Another aim of this paper is to present the technique for
determining the SCD resolution measure. We describe the SCD application to the
real data of local seismic events that were observed at the end of the Krafla rifting
episode, during three years 1986–1989. Nowadays two power plants are located
in the being investigated area. The production process leads to the cooling of
a deep underground medium [12]. Therefore the robust evaluation of seismic
structure is essential for the environmental issues.

2 SCD with Its Relationship to CD

The solution of the system of equations might be considered as the least square
minimization of the function f(x) in x. In the case of the system of linear equa-
tions Ax = b the functional can be written in the following form:

f(x) = (Ax − b, Ax − b), (1)

where (Ax − b, Ax − b) denotes a scalar product.
The conventional CD [5,13] builds the iterative solution as:

xi = xi−1 − ∣
∣∇f(xi)

∣
∣
k
ek, (2)

where
∣
∣∇f(xi)

∣
∣
k

is a component of the gradient, ek is the vector in the direction
of coordinate, i ∈ {1, 2, 3 . . . n}.

Components of the gradient are found by taking the first derivative f(xi)
and setting it to zero. In [11], we have found

∣
∣∇f(xi)

∣
∣
k

as:

∣
∣∇f(xi)

∣
∣
k

=
(Axi−1 − b, Aek)

(Aek, Aek)
, (3)

where Aek is the k-th column of the matrix A. Thus, we set:

xi = xi−1 − (Axi−1 − b, Aek)
(Aek, Aek)

. (4)

If the CD and SCD starting points are equal to zero, then we can see that
the iterative approximation (4) is similar to CD for the linear regression [13].
The explanation of several CD algorithms can be found in works [14,15] and in
the presentation of the teaching course of the University of Wisconsin-Madison
that was made by authors [14,15].

Thus, both CD and the developed SCD can calculate the gradient compo-
nents in the same manner. Note, setting the first derivative f(x) to zero gives the
function extremum. The question arises. What is the index provides the direc-
tion to the function minimum? CD ordinary uses the cyclic coordinate descent
and thus, index is cyclically selected. Applying the SCD approach continues the
search of the descent direction (the index k). Namely, if we substitute the Eq. (2)
for xi in the formula (1), then after a few transformations we obtain f(xi) in the
following form [11]:
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f(xi) = (Axi−1 − b, Axi−1 − b) − (Axi−1 − b, Aek)2

(Aek, Aek)
. (5)

It is clear that the index with the maximal absolute value of the fractional
expression gives the direction of the function minimum.

A proof of the SCD convergence and the convergence analysis were described
in [10]. The convergence rate was determined through the span of the angle
between the directing vectors to the hyper-planes, to which the vectors Axi−1−b∗
and Axi − b∗ belong. Here the vector b∗ corresponds to the accurate solution x∗
in the least square sense Ax∗ = b∗. Thus, in SCD the degree of convergence was
made in terms of the space behavior of multidimensional vectors. Note that the
CD convergence rate is determined by the values of the characteristic vector [5,
15].

3 The SCD Resolution Parameter

In this section, we develop the technique to determine the SCD resolution param-
eter.

Definition. Let x be a point in the n-dimensional space Rn. For any b ∈ Rm

there are exist a x ∈ Rn such that Ax = b.
Consider the Eq. (5) as the following:

f(xi) = ‖Axi−1 − b‖2 − (Axi−1 − b, Aek)2

‖Aek‖2 . (6)

By multiplying the numerator and denominator of the fractional expression
by the same value of the scalar product (Axi−1 − b, Axi−1 − b) we get:

f(xi) = ‖Axi−1 − b‖2(1.0 − (Axi−1 − b, Aek)2

‖Aek‖2‖Axi−1 − b‖2 ). (7)

Let x∗ be the minimum norm solution of the system in the least square sense.
Suppose, Ax∗ = b∗. Denote by Rk the value of one of the factors in the right
part of the Eq. (7):

Rk = 1.0 − (Axi−1 − b, Aek)2

‖Aek‖2‖Axi−1 − b‖2 . (8)

Then, we have the following expression:

‖Axi − b∗‖2 = ‖Axi−1 − b∗‖2Rk. (9)

The more values of the parameter Rk are close to 1.0 the more the closeness
of the solution xi to the minimum norm solution x∗. The solution accuracy of
the system is estimated by the standard deviation value of the vector Axi − b.
This value mainly depends on the modeling error and the errors of the observed
data set. We assume that the iterations are repeated until we got the differ-
ence between neighboring approximations xi−1 and xi is not bigger than the
observation error.



584 T. A. Smaglichenko and A. Smaglichenko

4 The SCD Inversion of Seismic Data Gathered After
the Krafla Rifting Episode

The Krafla rifting episode occurred during 1975–1984 in northern Iceland. Cyclic
inflation and deflation of the magma chamber within the Krafla caldera finally led
to kilometer-scale volcanic deformation [16]. Research groups from Iceland and
other countries participated in the collection of various data related to the Krafla
rifting episode. In this paper, we analyze the SCD inversion result, when input
data sets are P-wave arrivals of seismic waves from local 11 events recorded by
12 temporary stations during the period 1986–1989. The installation of stations
and monitoring of seismicity were performed by the researchers from Mainz
University, Germany.

Figure 1 (upper part) shows the location of volcanoes (white squares), power
stations (white triangles), seismic stations (black triangles), epicenters of earth-
quakes (black circles). The figure is built in the GMT program by using data from
ASTER GDEM v.2 (METI and NASA product). Figure 1 (bottom part) displays
the obtained P-wave velocity structure for the depth range 0–5 km. Volcanoes,
hydrothermal stations, hypocenters are denoted by open squares, triangles, cir-
cles, respectively. To the right of Fig. 1, the scale determines the correspondence
of the numerical values of the calculated P-wave velocity to different shades of
gray.

Fig. 1. Upper part. Relief map showing the location of volcanoes Krafla (Kr) and
Theistareykir (Th), hydrothermal stations, seismic stations, and epicenters. Bottom
part. Seismic velocity distribution. Solid vertical lines connect the locations of volcanoes
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The Krafla and Theistareykir geothermal fields are located close to the vol-
canoes Krafla and Theistareykir in the limits of the studied area. In the vicinity
of volcanic calderas, geothermal reservoirs are exploited by the Krafla and The-
istareykir power plants for electricity production [12,17]. The Krafla geothermal
power station began operations in 1978. The Theistareykir station turbines have
been operating since 2018.

One can see that SCD revealed a large-scale underground structure (high
seismic velocities) that mainly correlates with the uplifts in the northern land-
scape zone. In the vicinity of the Krafla volcano, the anomalous high velocity
(dark gray) characterizes the deep formations located to the west, the northwest,
and the southwest of the volcano. The Theistareykir volcano is in few kilometers
from the high-velocity anomaly to the southeast of the volcano.

5 The SCD Resolution Measure as Practical Instrument
to Identify a Structure

The application of the SCD solver to the initial data set, the computation of the
SCD resolution parameter, preparation of all data for visualizations, the data
processing were carried out using the FORTRAN and MATLAB environments
and the corresponding programs designed by the authors of this paper.

Figure 2 illustrates (a) the P-wave velocity image, (b) the calculated values
of the resolution parameter, (c) the relief map. Figures 2-a and c respond to the
bottom and upper parts of Fig. 1. Domains of poor resolution (Rk ≈ 0.1) and
acceptable resolution (Rk ∈ [0.6; 1.0]) are delineated and shown by dotted and
solid lines, respectively. Note that most of the Rk values are in the range of good
resolution (from 0.86 till 0.99).

Comparison of the different resolution domains with geological structure
(Fig. 2-c) demonstrates that the acceptable values of the resolution parameter
distinguish the relief uplifts from lowlands. For lowlands, high velocities were
determined with poor resolution. Confirmation that the underground structure
in the Krafla volcanic caldera is characterized by the increase of P-velocity can
be found in the recent work on drilling [18].
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Fig. 2. The domains of poor and acceptable resolution (dotted and solid lines) of
computing seismic images in comparison with real geological structures in the area of
the geothermal energy production

6 Conclusion

In this paper, we described the SCD algorithm and compared it with the tradi-
tional CD method. The main difference between SCD and CD is the following.
In CD, the direction of coordinate descent is formed applying the extremum
condition for the least square function. SCD requires the developed condition to
provide the function minimum.

Our main results are the following. The explicit expression for the SCD res-
olution parameter was obtained. The SCD application to real observations sup-
ports the previous statement for synthetic models [10] and confirms that SCD
is robust to reconstruct the simple large-size structure. The application of the
SCD resolution tool revealed its capability to identify geological structures.
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Abstract. Product quality is important to companies. Many factors affect the
quality of products. Statistical process control (SPC) applies statistical methods
to process control and can be utilized to improve the quality of products. This
paper proposes an approach for product quality improvement based on problem
analysis and statistical process control application. A framework is presented with
the steps from problem identifying to problem solving to improve product qual-
ity. These steps include problem identification, problem analysis, SPC method
determination, production analysis, cause analysis, and problem solving. A case
study is made to a real manufacturing company. The proposed approach is applied
to the company. The case company identified its production problem and made
the actions on the production process improvement with the good result of prod-
uct quality improvement. This research can provide a reference for manufacturing
companies to apply SPCmethods and statistical tools to production process control
for product quality improvement.

Keywords: Production process control · Process capability analysis · Quality
improvement

1 Introduction

The quality of products has become an important factor to lead the rapid development of
markets. However, defect products cannot be completely avoided due to many factors.
Statistical process control (SPC) can apply control charts for monitoring processes,
detecting changes, and controlling process quality [1].

Researchers have studied statistical process control. For example, Park et al. [1]
studied the integration of automatic process control (APC) and SPC and developed an
economic cost model to integrate APC and SPC. They used different controllers in the
integrated systems and developed a long run expected cost for investigating the use of
the different controllers.

Guerra, Sousa, andNunes [2]made a case study on automating the inspection process
of an automotive company by applying statistical process control for quality assurance.
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They aimed to make more robust and effective quality assurance procedures. They made
successful introduction of automation by SPC in final inspection process.

Sousa, Rodrigues, and Nunes [3] initially studied one potential critical variable in
the pre-production phase by using control charts. They identified the main causes of
variability in the production process of a mental part and reduced the percentage of
defective parts.

Ng [4] discussed the use of SPC control charts as a project management tool. They
discussed the benefits of using control charts in the situations of system implementation,
service acceptance, and so on.

This paper proposes an approach for product quality improvement. The approach
identifies and analyzes the production problem and applies statistical process control to
inspect and correct the production process to solve the problem. A case study is made
to a real manufacturing company.

2 Developed Approach

The SPC method include Xbar-R control charts and process capability analysis. Xbar-R
control charts can be used to ensure information in determining whether a process can
meet the requirements and can also be used to provide a basis for current decision-making
during production such as when to find the causes of variation [5].

Process capability analysis determines whether a production process meet require-
ments. Actions for adjustment of a process according to the process capability include
no action, action to adjust centering, action to reduce variability, and so on [5]. Process
capability analysis can be applied to control production to eliminate particular causes of
variation during a manufacturing process [5].

The approach proposed for product quality improvement is based on problem anal-
ysis and the application of control chart analysis and process capability analysis. It
includes the following steps.

Step 1. Problem identification. Analyze company’s production process to find the prob-
lem in production. Form a quality improvement group that should include the director
of process department or the quality department, the chief technologist, and quality
analyzers.
Step 2. Problem analysis. Analyze the related products, parts, and processes to find the
causes of the problem.
Step 3. SPC method determination. Determine SPC methods to be applied according to
parts and equipment used in production. Collect the data of related production process.
Step 4. Production process analysis. Analyze the production process by the applications
of control charts, process capability analysis, and so forth.
Step 5. Cause analysis. Analyze the production process with abnormality detected to
find possible causes. Form measures for production process improvement.
Step 6. Problem solving. Make actions for improvement and analyze the results until
satisfied results are achieved to solve the problem.
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3 Application Case

3.1 Problem Identification

The production of typeAoil cylinder by ShanxiAerospace TsinghuaEquipmentCo., Ltd
was studied. The company analyzed the trial production of type A oil cylinder and found
that there are many defect products and many shortages in manufacturing technology of
this type oil cylinder. Test indexes could not meet the technical requirements. Therefore,
quality improvement was needed.

The company established a quality improvement project team. There are eight project
team members, including one senior engineer, four engineers, one quality engineer, and
two senior technicians. Their responsibilities are the director of the process department
of the company, chief technologist, quality analyzer, technician, and operator.

3.2 Problem Analysis

The central body is the key part of model A oil cylinder. It is an assembly and welding
part and the dimensional accuracy of the key part is high. It is difficult to mill in CNC
machine tools and it is easy to produce unqualified products.

Itwas found that thereweremanyflaws in the central body. The technical requirement
for the unqualified ratio of the central body was less than 6%. However, the unqualified
ratio of the actual parts was 15%, far exceeding the technical requirement. It was found
that the symmetry degree of support ear middle groove of the central body was out of
the tolerance range.

3.3 SPC Method Determination

Based on the analyses, the quality improvement project team considered to apply SPC
methods to detect abnormality in the production process of manufacturing the part. The
project team selected Xbar-R control charts and process capability analysis.

Although the products belong to the scope of small size and multiple batch, the
differences between the samples studied are small. In order to collect data to show
product quality characteristics, the metrological data were collected. The project team
collected the data of symmetry degree of support earmiddle groove for analysis, extracted
the data of 5 workers, 6 data were randomly selected from each worker, and 30 data were
collected. Sample data of symmetry degree of support ear middle groove are displayed
in Table 1.

3.4 Production Analysis

The range of symmetry degree of support ear middle groove is 0–0.03 mm. Two sets of
data are used for a group to draw Xbar-R control charts according to the requirements of
design and process. The data analysis is made by applying statistical software Minitab
[6], the control charts are shown in Fig. 1.

From the Xbar control chart, the diagram does not show a lack of control in the
production system. As can be seen from the figure of the R control chart that no points
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Table 1. Sample data (before improvement).

No. Operator 1 Operator 2 Operator 3 Operator 4 Operator 5

1 0.020 0.006 0.018 0.018 0.028

2 0.007 0.009 0.036 0.026 0.005

3 0.023 0.022 0.014 0.030 0.025

4 0.012 0.033 0.015 0.014 0.028

5 0.014 0.011 0.013 0.028 0.025

6 0.017 0.013 0.021 0.026 0.014

Fig. 1. Xbar-R control charts (before improvement).

are outside the scope of the lower and upper limits of LCL and UCL and that the points
in these ranges are randomly displayed.

The project team also made process capability analysis. The process capability chart
is shown in Fig. 2. Two of them are in a group. The tolerance range by LSL and USL
is 0.03mm. Some parts are not in the range as shown in the figure. Cp = 0.63 and Cp
< 0.67 in the figure. This indicates that the unqualified product ratio in the production
process exceeded the requirement.

3.5 Cause Analysis

The project team inspect the production process and found that positioning of tooling
mandrel and product inner hole lacks inaccuracy because of the role of gravity. The
project team made the testing of X axis, Y axis, and Z axis for the repeated positioning
accuracy of the machine tool.

The repeated positioning of X axis and Z axis is accurate with an error less than
0.02 mm. The error of the repeated positioning of Y axis is large, exceeding 0.02 mm.
This might cause processing inaccuracy and produce product flaws.
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Fig. 2. Process capability chart (before improvement).

3.6 Problem Solving

The company developed the followingmeasures andmade actions for production process
improvement. Better tooling mandrels were adopted, which could make a smaller error
in positioning. The company also adjusted the parameter compensation of the machine
tool in Y axis. The repeated positioning accuracy of Y axis was improved and reached
the requirement.

The project team carried out spot check and collected the sample data of symmetry
degree of support earmiddle groove after the implementationof the improvement actions.
The project team collected 30 samples. The sample data are displayed in Table 2.

The Xbar-R control charts are drawn for two of a group, as shown in Fig. 3. There is
no data beyond the limits and these data points show random mode. This control chart
shows that the process is controlled. It can be observed from the figure of R control chart
that there is no data beyond the boundary and these data are evenly distributed on both
sides of the center line, indicating that the process is controlled.

Table 2. Sample data (after improvement).

No. Operator 1 Operator 2 Operator 3 No. Operator 1 Operator 2 Operator 3

1 0.013 0.016 0.013 6 0.016 0.020 0.016

2 0.020 0.021 0.024 7 0.022 0.024 0.024

3 0.021 0.023 0.013 8 0.017 0.017 0.016

4 0.014 0.012 0.022 9 0.021 0.023 0.023

5 0.024 0.016 0.017 10 0.019 0.016 0.017
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Fig. 3. Xbar-R control charts (after improvement).

The process capability chart are also drawn from the collected sample data, two for
a group. The process capability chart is illustrated in Fig. 4. The tolerance range by
LSL and USL is 0.03 mm. All parts are in the range as shown in the figure. Cp = 0.98,
indicating that the process capability index of the production process is close to 1. The
production process capability was improved.

The company produced 200 parts with 11 unqualified parts after the improvement.
The ratio of unqualified partswas 5.5%,within the range of the requirement. The problem
was solved.

The company set the tolerance range for manufacturing parts in the production pro-
cess. When applied the SPC methods, the abnormality was found with parts outside the

Fig. 4. Process capability chart (after improvement).



Product Quality Improvement Based on Process Capability Analysis 595

range of LSL and USL even though without parts outside the scope of LCL and UCL.
Therefore, abnormality identification should not be made only by Xbar-R control charts.
More SPC tools should be applied to identify abnormality.

4 Conclusion

Production process control and product quality improvement are important issues. This
paper proposes an approach based on problem analysis and SPC application for prod-
uct quality improvement. A case study is provided. The case company identified and
analyzed the problem, applied Xbar-R control charts and process capability analysis,
analyzed the causes of abnormality in the production process, formed measures, and
took actions to solve the problem with the satisfaction of the requirement for the ratio
of unqualified products.

The research can provide a reference for companies to apply SPC methods and
statistical tools for production process control to improve product quality. The presented
approach can help companies to solve their production quality problems step by step
through identifying the defects from products in their manufacturing processes.
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Abstract. Flexible and reconfigurablemanufacturing systems aim to enablemore
versatile, connected, and intelligent operations not only from a system-level per-
spective, but also from a field-level perspective. This paper focuses on field-level
applications for peripheral intelligence and proposes a concept and architecture
for an Active Device Driver (ADD) that can be actively adjusted to unforeseen sit-
uations versus repeating fixed task procedures. This new device driver is designed
to permit easy and rapid transformability to systems by enabling device mod-
ulization and abstraction, control and configuration under service-oriented archi-
tecture, actively supporting control reliability, and producing well-organizedman-
ufacturing data. These features can be achieved by implementing the control I/O
encapsulating module, device information model, OPC-UA server interface, and
peripheral control module. Two case studies with robot grippers are conducted to
validate the working principle of ADDs.

Keywords: Automation and control · OPC-UA · Device integration ·
Reconfigurable manufacturing system

1 Introduction

Various customer demands and shorter product lifecycles have increased the need for the
flexibility and reconfigurability of manufacturing systems. Making systems more flex-
ible and reconfigurable involves improving three key factors, which are versatilability,
connectivity, and intelligence. These factors are defined as follows. Versatilability refers
to interoperable and reconfigurable software and hardware, rapidly transformable sys-
tems, andmodular platforms. Connectivity defines the capacity for the information of the
system to be shared asynchronously, based on standardized and robust communication
protocols. Finally, intelligence means the ability of the device to rapidly make decisions
and predictions by autonomous reasoning and learning from data. Such predictions and
decisions allow the process to be quickly adjusted to changes in the local environment.

A variety of heterarchical architectures [1] have been proposed for rapid hardware
and software reconfiguration, such as the Reconfigurable Manufacturing System [2],
Multi-Agent System [3], andHolonicManufacturing System [4] among others.Yet,most
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studies focus on systematic aspects. By comparison, research into field-level device con-
trol systems is understudied and more research into these systems is necessary. Various
international standards for information modeling are available, such as Asset Adminis-
tration Shell (AAS) [5], OPC-UA [6] Information Model, and AutomationML (AML)
[7]. These ensure that manufacturing information is sharable, stable, and organized.
These international standards, as well as efforts to integrate field-devices into systems
with those standards [8, 9], also require further discussionswith respect to the adjustment
of control logic and parameters.

Manufacturing systems are gradually changing from conventional Programmable
Logic Controller (PLC)-based controls to Programmable Automation Controller (PAC)-
based controls [10]. Field-level devices are also becoming more extensively connected
with higher level controllers. These changes in hardware accelerate the shift from
hierarchical control systems, which often have little flexibility, to much more flexible
heterarchical control systems.

In practical contexts, the drivers for field-level manufacturing devices should be able
to be rapidly reconfigured and easily integrated. Also, unlike existing device drivers,
new drivers should actively interact with the system to ensure that objectives are reliably
met. Thus, we propose an Active Device Driver (ADD) architecture that exhibits high
connectivity, changeability, and intelligence in reconfigurable manufacturing systems.

2 Architecture

2.1 System Requirements

The most basic role of a driver is to make an device easier to use. For example, drivers
for Personal Computers enable the device to be used without a detailed understanding
of the hardware or software. Once the driver is installed, the device only requires to be
supplied with electricity for use, without the need to change or interact with complex
settings. We believe that drivers for manufacturing systems should enable similar ease-
of-operation. Specifically, the driver should permit the device hardware to be easily
controlled and data easily collected without a detailed understanding of the particular
hardware and software. Moreover, the driver should support the facile rearrangement
of various aspects of the device, including settings, parameters, and others. The device
should also be readily usable on any system or platform. Thus, new drivers should be
interoperable regardless of system architecture and control platform.

Additionally, the driver should digitize devices and support their digital representa-
tion. Device should be managed and well-organized in real-time, and the information
should be easily exchanged. Finally, in traditional physical device controls, it is often
difficult to understand whether each device is performing adequately or how to fix errors.
As a result, oftentimes a significant process bottleneck originated by a single fault. There-
fore, the driver should actively and appropriately cope with errors and failures in the
system or actions.
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2.2 Structure and Components of the ADD

This section describes the architecture of the ADD that was designed tomeet the require-
ments defined in Sect. 2.1. Figure 1 shows the overall structure of the ADD, including
the modules.

Fig. 1. Architecture of active device driver

Control I/O. ADD exists in a 1:1 correspondence with the device. Here, the ADD
requires an encapsulated interface as the fieldbus to physically interact with the device,
which is a control I/O module.

Device Information Model. The driver has a device information model, which enables
the device to be digitalized, information to be exchanged, and manufacturing data to be
formed. An accurate identification code is also required to accurately recognize device
information. Thus, device information models are created and managed according to the
OPC-UA Information Modeling Rule [6]. An example of an information model for a
robot gripper is shown in Fig. 2.

The device information model has four objects: Description, Defaults, Action, and
Status. The Description object contains information about a device, such as function,
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form, range of movement, data unit, and data update rate, among other factors. The
Defaults object contains information about settings, such as the movement speed of the
robot and resolution of the acquired sensor data. While the Defaults object does not
change frequently, it can be modified during device operation.

Fig. 2. Example of device information model (Robot On/Off Gripper)

TheAction object is an object that executes a task, such as a physical movement, data
provision, etc. Action1 through ActionN objects are mapped 1:1 to N functions of the
device, and theAction0 objects always have an initialization function. TheActioni object
contains variables (e.g., target value, reference value, etc.)with the necessary information
to perform an action and method objects (e.g., start, stop, etc.), which act as a trigger
for real actions. For example, the information model for the robot gripper includes one
Action object, which is the ‘Move’ that opens or closes the gripper. A variable named
‘Target’ also exists, as well as ‘Start’ and ‘Stop’ methods. Finally, the Status object
contains information that updates in real-time that reports the status of the device, such
asmanufacturing parameters (e.g., sensor values, position values of actuators, the current
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speed of motors, etc.). In the gripper information model that is depicted in Fig. 2, the
gripper has two variable objects under the Status, namely ‘isRunning’ and ‘pos.’

The defined information model represents an abstract basis of the device hardware.
This means that devices with the same function should have the same information model
to ensure interoperability.

The information model for ADD integrates OPC-UA information modeling stan-
dards. For example, other standards such as the Asset Administration Shell (AAS),
which are created by a device vendor, and AutomationML (AML), which are formed
during plant or process planning, can be modified and used as an information model for
ADD. Many studies have mapped AAS or AML into OPC-UA information models [11,
12]. These allow users to build the ADD information models using AAS or AML with
only simple mapping information.

OPC-UA Server Interface. An OPC-UA Server API is introduced to exchange infor-
mation with the system and permit device control as a service. This enables facile and
rapid implementation of ADD as a Plug & Play function on any control platform. It
also allows more flexible responses to sudden changes in the local environmental of the
device by message-based asynchronous operations.

Control Module. The Control Module is responsible for the core functions of ADD
and is based on peripheral intelligence. The detailed functionalities of the module are
described as follows:

Message Interpret & Compose. Interpreting request messages received from the sys-
tem and formulating adequate responses and self-configuring the response messages is
required to adapt to changes in the local environment. Additionally, if any errors arise,
a message that describes the situation should be automatically composed.

Message Queuing & Data Caching. Messages that are processed simultaneously must
be queued. Also, temporal data storage is required to prevent data loss if delivery is not
efficient due to losses in connectivity.

Data Sampling and Filtering. ADD adequately samples or filters the data based on
a comprehensive understanding of the device. This reduces the time and effort to
preprocess data.

Fault-Tolerable Mechanism. The fault-tolerance function first detects the faulty
actions of devices, such as grasp failure, and then responds to that fault based on the
Failure Mode and Effect Analysis (FMEA) rule [13]. In other words, how to respond
to the fault should be adequately prepared for each device. This mechanism ensures the
reliability of control in a heterogeneous manufacturing system. Faults are classified into
three types: undetectable, detectable from data estimation, and self-detectable by the
device. The device information model includes the information for fault classification
and the fault detection algorithm. When a fault is detected, the ADD attempts to recover
the fault by the predefined procedure of FMEA rules.
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3 Case Study

We have conducted two case studies to validate the working principle of ADDs.

Case 1. First, we demonstrate how the control logic program for the pneumatic gripper
(left in Fig. 3) is adaptively changed to operate the electric gripper (right in Fig. 3)
via ADD. parametric adjustments can be efficiently made by the common and versatile
definition of functional method nodes in the device object tree of ADD. Furthermore,
OPC-UA clients permit us to easily monitor the status of heterogeneous devices.

Case 2. The second case study shows an example of the fault-tolerable mechanism for
gripping action. When an ADD receives a control command to close the gripper (control
sequence), a predefined FMEA-based fault-tolerable gripping action will be executed.
Figure 4 illustrates an active fault-tolerable mechanism that retries the gripping action
for the predefined period if it failed to get the expected sensor values. If it fails to resolve
the fault over the period, then it reports the fault message to the system.

The right flow chart in Fig. 4 depicts the fault-tolerance procedure of ADD for
gripping action in a FMEA flow form. The gripping action can be classified by the type
of operation for which data-driven fault detection is made. The pressure sensor data
are used to determine whether the gripper is holding a target object properly or not. If
a defective symptom is detected during the action, an FMEA flow will be executed to
correct and report the defect. This fault recovery mechanism of ADD enables devices to
interpret control commands in a smart way, thus enhancing the reliability of controls.

Fig. 3. Case 1: controlling two heterogeneous devices by a single control logic program

In general, device drivers operate passively according to the given commands, and
they are very inflexible to reprogramming. On the other hand, the presented ADD
provides the interoperability of devices based on SOA by applying OPC-UA and the
proactive fault-tolerance mechanism as demonstrated in the case studies. These advan-
tages allow abstracted control sequences to be used for control logic generation, thereby
enabling more efficient system reconfiguration.
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Fig. 4. Case 2: fault-tolerable mechanism for gripping action

4 Conclusion

This paper presents the concept of ADD that is highly versatile and reconfigurable in a
broad variety of manufacturing systems. We defined the functions and requirements of
ADD and then proposed an architecture for ADD that would achieve those requirements.
The ADD concept was verified through two case studies.

The ADD concept enables field devices to be easily and rapidly integrated regardless
of the architecture and control platform of the system. The parameters or settings of the
device can also be quickly changed in the system. These features make ADD a highly
modular and extensible system. ADD also reports manufacturing data based on the
information model of the device, while also providing hardware abstraction features.
These features form the basis for predictions of future events and conditions, rapid
decision making, and enabling the system to adjust the control logic. Finally, the use
of secure communications based on OPC-UA Transport and fault-tolerable mechanisms
impart reliability for device operation, much like the peripheral nerves in humans, even
if system operation is unimpeded. This study establishes that the ADD concept enables
systems to operate reliably and respond more flexibly to environmental changes.

Acknowledgements. This researchwas supported by theNational IT Industry PromotionAgency
of Korea (NIPA) funded by the Ministry of Science and ICT (S1309–21-1001(001)).
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Abstract. We consider a deterministic model of an inventory system that consists
of a single type of perishable product, which is periodically replenished, and
a demand depends on price-to-quality ratio (PQR). The product quality decays
linearly over time. To keep an intensity of the demand constant we change the
price proportionally to the decreasing quality of the product. Exponential and
linear dependences of the demand’s intensity of PQR are considered and optimal
values of lot size and PQR maximizing the profit per unit time are obtained.

Keywords: Price-to-quality ratio · Perishable product · Dynamic pricing ·
Deterministic demand

1 Introduction and Problem Statement

In this paper, both the price and the quality of the product are considered as factors
influencing the demand rate. The price increasing has negative effect to a demand and a
high product’s quality positively affects a demand. We combine these two factors as the
price-to-quality ratio.

The product quality has a great influence on a consumer’s purchase decision in the
retail process. It seems that Fujiwara and Perera [1] were the first to consider the effect
of quality deterioration on demand. In recent years, supply chain tracing technologies
have been developed extensively that allows dynamically identify the product quality;
see, for example, [2, 3]. In addition, the evaluation of product quality loss over time
can be obtained by examining customers’ perceptions through surveys. Based on this
information a retailer can generate optimal pricing policy.

A review of the literature on the problem of setting prices for perishable products can
be found in [4]. The influence of dynamic pricing on revenue and spoilage recently has
been studied by Adenso-Díaz et al. [5]. Different pricing strategies are also considered
in [6].

In [7], we assumed that the product’s price and quality continuously change over
time and found the optimal price functions and replenishment cycle times maximizing
the unit time profit, so the demands rates were also time dependent.
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In many cases, it is wise to maintain a constant demand rate, since otherwise either
a queue is created, or the seller is idle. Here we will consider in detail the case where
the price decreases in proportion to the deterioration in the quality of the product.

Let us consider the problem statement and introduce notations. The vendor purchases
a quantity Q0 of a perishable product at a fixed price per unit d (wholesale price). We
assume that an ordering overhead cost G does not depend on a lot size, the quality of
the product decreases continuously until it becomes unsuitable for consumption and
function v(t) specifies the quality of the product unit at time t. The retail price per unit
depends on time c = c(t) > d .

We consider the case when the product quality decreases linearly over time, that is,

v(t) = v0

(
1 − t

T∗

)
,

where parameter v0 > 0 is the initial product value (the maximal product value) and
parameter T∗ determines the lifetime of the product, i.e., v(T∗) = 0.

Drug characteristics, for example, usually decrease linearly over time [8]. In addition,
if we evaluate the drop in product value from customers’ point of view, Tsiros and
Heilman [9] found that consumers’ willingness to pay decreases linearly through the
shelf life for some kinds of products, for example, lettuce, carrots, milk, yogurt, etc.

The demand is assumed to be deterministic and each of the customers purchases the
same quantity a1 and the intensity of the customers’ flow (the demand density function)
λ(·) depends on the ratio s(t) = c(t)

v(t) . We measure v(·) in the same units as a retail price
per unit of product, so s(t) ≡ s is a dimensionless variable.

The replenishment at the end of the cycle time is assumed to be instantaneous, and
the holding cost is not considered.

Let us denote the cycle time, that is, a periodwhen the product is in stockT0,T0 ≤ T∗,

and V (t) =
t∫
0
v(u)du.

Then the lot size Q0 = a1λ(s)T0, and the profit over cycle S =
a1

T0∫
0

(c(t) − d)λ(s(t))dt − G = a1sλ(s)V (T0) − a1dλ(s)T0 − G.

The profit per unit time P = S/T0, and we want to solve the optimization problem

P = a1sλ(s)V (T0) − a1dλ(s)T0 − G

T0
⇒ max

s,Q0
. (1)

This task is equivalent to P ⇒ max
s,T0

because of functional dependence between Q0 and

T0. The solution of (1) is defined by the system of equations
{
v(T0)T0 − V (T0) + G

a1sλ(s) = 0,

s + λ(s)
λ′(s) = d T0

V (T0)
.

(2)



606 A. V. Kitaeva et al.

2 Profit Optimization

2.1 Exponential Dependence of the Intensity of Price-to-Quality Ratio

Let λ(s) = λ0 exp
(
1 − s

κ

)
, where parameter λ0 > 0 and coefficient κ > 0 characterize

the sensitivity of the demand to the price-to-quality ratio s.

From (2) we get s = κ
(
1 + d̃

1−z

)
. It follows

c(t) = v0κ

(
1 + d̃

1 − z

)(
1 − t

T∗

)
,

where dimensionless variables d̃ = d
v0κ

and z = T0
2T∗ , 0 < z ≤ 1

2 .

In this case, P = a1κλ0v0
(
(1 − z) exp

(
− d̃

1−z

)
− G̃

z

)
= a1κλ0v0F(z), where

dimensionless variable G̃ = G
2T∗a1κλ0v0

. To find optimal value of z we need to solve
equation F ′(z) = 0, that is,

f (z) = z2
(
1 + d̃

1 − z

)
exp

(
− d̃

1 − z

)
= G̃. (3)

Function F(·) on [0,1] looks like an inverted S-shaped function. Typical graph of F(·)
is shown in Fig. 1.

Fig. 1. Graph of F(·) on [0,1] for d̃ = 0.25 and G̃ = 0.1.

For 0 < G̃ < Gm = max
z

f (z) Eq. (3) has two roots. The smaller one zs ≤ 1/2 gives

us optimal cycle time Topt
0 = 2T∗zs.
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If zs > 1/2 and F(1/2) > 0 then Topt
0 = T∗. Otherwise, that is, if F(1/2) ≤ 0, the

trade is unprofitable. It happens when G̃ ≥ exp
(
−d̃/2

)
4 .

Also, the trade is unprofitable if G̃ ≥ Gm. In this case, the overheads are too high to
make a profit.

Let us consider dependence Gm

(
d̃
)
. Equation f ′(z) = 0 for z �= 0 can be written as

d̃2 − 2d̃
(1 − z)2

z2
− 2

(1 − z)3

z2
= 0. (4)

Positive value of d̃ satisfying (4)

d̃ = (1 − z)2

z2
+ 1 − z

z

√
(1 − z)2

z2
+ 2(1 − z). (5)

Equations G̃m = z2
(
1 + d̃

1−z

)
exp

(
− d̃

1−z

)
and (5) give us the parametric representation

of Gm

(
d̃
)
. Graph of Gm

(
d̃
)
is shown in Fig. 2.

Fig. 2. Graph of Gm

(
d̃
)
.

2.2 Lineal Dependence of the Intensity of Price-to-Quality Ratio

Let λ(s) = λ0 − λ1s = λ0(1 − s/κ), κ = λ0/λ1, where λ0 > 0 and λ1 > 0 are
demand parameters.

In this case, from (1) it follows that s = κ
2 − d

2 · T0
V (T0)

. Profit per unit time

P = a1λ0κv0
2

(
1 − z − 2d̃ + d̃2

1 − z
−

˜̃G
z

)
,

where ˜̃G = 2G
T∗a1κλ0v0

and 0 < z = T0
2T∗ ≤ 1

/
2.



608 A. V. Kitaeva et al.

Function F̃(z) = 1 − z − 2d̃ + d̃2
1−z − ˜̃G

z that determines the profit looks, as in the
previous subsection, like an inverted S-shaped function. Its typical shape is shown in
Fig. 3 for d̃ = 0.2 and G̃ = 0.1.

Fig. 3. Graph of F̃(·) on [0,1] for d̃ = 0.2 and ˜̃G = 0.1.

To find the maximal value of P we need to solve the following equation

˜̃G
z2

+ d̃2

(1 − z)2
= 1. (6)

Here we have the same situation as previously, that is, the optimal cycle time is defined
by the behavior of the smaller root of (6).

The trade is unprofitable if ˜̃G ≥
(
d̃ − 1/2

)2
(in this case F̃(1/2) ≤ 0) or

max
z

( ˜̃G
z2

+ d̃2

(1−z)2

)
≥ 1 (in this case (6) has no solution).

Let us consider function ϕ(z) = ˜̃G
z2

+ d̃2

(1−z)2
and find z1 such that ϕ′(z1) = 0 and

ϕ(z1) = 1. Thus, the following system of equations must be hold

˜̃G
z31

− d̃2

(1 − z1)3
= 0,

˜̃G
z21

+ d̃2

(1 − z1)2
= 1.

(7)

The solution of (7) is ˜̃G = z31,d̃
2 = (1 − z1)3, so these coefficients are connected by the

following equation
3
√

˜̃G + 3
√
d̃2 = 1. The dependence ˜̃G of d̃ is demonstrated in Fig. 4.

Thus, for linear dependence of the intensity of price-to-quality ratio a solution of the

optimization problem (1) exists only if d̃ < 1 and ˜̃G <
(
1 − 3

√
d̃2

) 3
.
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Fig. 4. Graph of ˜̃G
(
d̃
)
.
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Abstract. An approach to the selection of structure for integrated rating mech-
anism to be identified given complete learning dataset is suggested. Theoretical
assertions and derived from them constructive algorithm for full binary tree selec-
tion are described. Challenges for the extension of the approach suggested to
incomplete data sets are outlined.

Keywords: Integrated rating mechanism · System identification · Discrete data
analysis

1 Introduction

1.1 Integrated Rating Mechanisms

Integrated Rating Mechanisms (IRM) were introduced as multidimensional assessment
and ranking systems for management and control in organizational and manufactur-
ing systems in the Soviet Union in earlier 80th of the previous century (for example
ACCORD for electronic industry, see [1]) and are implemented nowadays too [2–6].
IRM usually applied for ordinal ranking (or classification) with a predetermined number
of classes of a finite set of multicriteria alternatives (discrete data analysis [7]. The key
components of IRM are full binary tree and convolution matrices, which allow obtaining
integrated assessment (IA) based on the values of several parameters.

The typical approach to the identification of parameters of IRM in order to implement
assumes iterative interaction with decision-makers (see [2, 6]). But nowadays there
exist inquiry for developing of learning procedures for IRM which are common for
AI algorithms identification tasks. Recently several approaches were suggested that
allow to identify convolution matrices given particular binary tree – [8, 9]. While the
first one allows to conduct identification task only for special full binary trees – so
called sequential, the later, based on quite popular nowadays in AI algorithms – one-hot
encoding (see, for example, [10]) allows one to construct algorithms for identification
of IRM for any full binary tree.

Yet, due to large number of binary trees the task for predicting, what tree should be
considered in process of identification is very actual problem. In this paper we suggest
an approach that allows to select binary trees, for which problem of identification may
be solved.
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1.2 Basic Notations and Definitions

Let us introduce main notations on the basis of [8]. There is a finite set of indicators
L ⊂ N , |L| = l on the basis of their values ordinal assessment of some object or ranking
of several objects should be performed. For the task of identification of IRM we will
initially assume that for each indicator i ∈ L the finite set Ki ⊂ N of its possible values
ki ∈ Ki is given and the tuple k = (k1, ..., kl)T describes any possible state of assessed
objects. There is also a finite set KL ⊂ N of possible integrated values (ranks or classes)
kL ∈ KL for any possible k.

Definition 1. IRM with a full binary tree and matrix convolutions is mapping w(·) :∏

i∈L
Ki → KL, for which indicators from L are leaves of a full binary tree – oriented

graph G = (V ,E):

1. V = L ∪ L̂, L̂ = {l + 1, ..., 2l − 1},
2. E = {

eij
} ⊆ V × V ,

3. ∀i ∈ V\{2l − 1} ∃!j ∈ L̂\{i}: eij = 1, ∀t ∈ V\j eit = 0,
4. ∀j ∈ L ∀i ∈ V eij = 0,
5. ∀j ∈ L̂∃!{r, c} ∈ V\{j} × V\{j}: erj = 1, ecj = 1.

And ∀j ∈ L̂ (inner node of the tree including root).

1. a finite set Kj ⊂ N of its possible values kj ∈ Kj, K2l−1 = KL.
2. convolution matrix Mj = [mjrc ∈ Kj]r∈{0,...,|Kl−1|},c∈{0,...,|Kr−1|}, {r, c} ∈ V\{j} ×

V\{j}: elj = 1, erj = 1 are determined. �

Given some IRM w(·) we will denote set of all its convolution matrices as Mw =
{Mj}j∈L̂.

In this paper, we will restrict our attention to uniform-scaled IRM, such that ∀j ∈ V
Kj = KL.

Given L ⊂ N let us denote Γ2(L) - the set of all full binary trees with leaves
from L, IRML,2 - the set of all IRM with any particular full binary tree G ∈ Γ2(L),
IRML,G ⊆ IRML,2 - the set of all IRM with such tree.

For the learning problems let us denote q = (k, kL) - a tuple of one learning example,
Q ⊂ K ⊗ KL,K = ∏

i∈L Ki - a learning set (of provided examples). The learning set
is consistent if ∀{q, q̃} ⊆ Q k 
= k̃. The learning set is complete if ∀k ∈ K∃q ∈ Q :
q = (k, kL). The learning set is uniform-scaled if ∀i ∈ L Ki = KL.

Given some arbitraryQ ⊂ K⊗KL, it is possible to define the following key notations
concerning identification problems. The first one is the implementation problem:

Definition 2. An w(·) ∈ IRML,2 implements Q, iff ∀q ∈ Q w(k) = kL �

Let us denote IRML,2(Q) - set of all IRM, that implement Q, IRML,G(Q) - set
of all IRM, that implement Q and are based on some full binary tree G ∈ Γ2(L).
Then if IRML,2(Q) 
= ∅ then Q is IRM-implementable, if IRML,G(Q) 
= ∅ then Q is
IRM-implementable with structure G.
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Also, definition 2 may be narrowed up to one particular learning example - w(·) ∈
IRML,2 implements some q ∈ Q iff w(k) = kM and in the same manner IRML,2(q) and
IRML,G(q) are defined.

In case if IRML,2(Q) = ∅ or IRML,G(Q) = ∅ it is possible to state the approximation
problem. Given particular w(·) ∈ IRML,2 let us denote Qw = {q ⊆ Q : w(k) = kL}.
For any arbitrary w(·) ∈ IRML,2 let us denote UQ(w) = #Qw/#Q to be quality of
approximation with maximum value 1 if w(·) ∈ IRML,2(Q). Then the approximation
problem is to find w∗(·) ∈ Argmax

w∈IRMM ,2

UQ(w). And in the case, if Q is.

IRM-implementable, then any correct solution of the approximation problem should
yield w(·) ∈ IRML,2(Q).

Given some G ∈ Γ2(L) the same problem may be stated in the restricted way – to
find w∗(·) ∈ Argmax

w∈IPMM ,G

UQ(w).

Problems stated above have combinatorial nature and it may be very difficult to solve
them. The |Γ2(L)| = (2l − 3)!! [11]. That is why possibility to predict, what G should
be selected or should not be considered is quite important.

2 Sensitivity and Implementation via IRM

2.1 Equivalency Sets

Now let us introduce an idea of sensitivity of learning set Q or function described by
this set fQ to some subset of it’s indicators.

Given some arbitrary subset of indicators L̃ ⊆ L let us denote k =
(

k(
L̃
), k(

L\L̃
)

)

-

splitting of indicators tuple k for some arbitrary learning example q = (k, kL) into two
tuples and divide thewhole set of possible values of indicators from this setK(

L̃
) = ∏

i∈L̃
Ki

into a number of nonintersecting subsets KL̃(Q) =
{

κ ⊆ K(
L̃
)

}

such that ∀{q, q̃} ⊆ Q

if k(
L̃
) ∈ κ and k̃(

L̃
) ∈ κ then kL = k̃L (fQ(k) = fQ

(
k̃
)
) and for any {κ, κ̃}⊆ KL̃

∃{q, q̃} ⊆ Q such that k(
L̃
) ∈ κ , k̃(

L̃
) ∈ κ̃ and kL 
= k̃L (fQ(k) 
= fQ

(
k̃
)
). We will denote

each such set κ to be an equivalency set.
Let us denote such construction KL̃(Q) – composition of equivalency sets for subset

of indicators L̃.

It is quite obvious, that
∣
∣KL̃(Q)

∣
∣ ∈

{

1, ...,
∏

i∈L̃
|Ki|

}

. Also it is quite clear, that if for

someQ, and L̃ ⊆ L
∣
∣KL̃(Q)

∣
∣ = 1, then any variable from this subset is insignificant toQ

(or fQ). And the higher
∣
∣KL̃(Q)

∣
∣ - the more sensitiveQ to this subset of indicators. It also

worth to mention that |KL(Q)| = KL while for some L̃ ⊆ L it may be that
∣
∣KL̃(Q)

∣
∣ > KL.

Let’s consider some examples of counting of equivalence groups. An example of
learning set Q on three indicators (Table 1):



Identification of Integrated Rating Mechanisms on Complete Data Sets 613

Table 1. Examples on full learning set on three indicators

# of
example

Indicator Assessment

l1 l2 l3

1 0 0 0 0

2 1 0 0 1

3 0 1 0 1

4 1 1 0 0

5 0 0 1 0

6 1 0 1 0

7 0 1 1 0

8 1 1 1 0

For this example, we have the following equivalency sets (Table 2):

Table 2. Equivalency sets for full learning set on three indicators

L̃i l1 l2 l3 l1l2 l1l3 l2l3
∣
∣KL̃i(Q)

∣
∣ 2 2 2 2 3 3

Let’s consider another example, learning set Q with four indicators:

Table 3. Examples on full learning set on four indicators

# of
example

Indicator Assessment

l1 l2 l3 l4

1 0 0 0 0 0

2 1 0 0 0 1

3 0 1 0 0 1

4 1 1 0 0 0

5 0 0 1 0 0

6 1 0 1 0 0

7 0 1 1 0 0

8 1 1 1 0 0

9 0 0 0 1 0

(continued)
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Table 3. (continued)

# of
example

Indicator Assessment

l1 l2 l3 l4

10 1 0 0 1 0

11 0 1 0 1 0

12 1 1 0 1 0

13 0 0 1 1 0

14 1 0 1 1 0

15 0 1 1 1 0

16 1 1 1 1 0

Table 4. Equivalency sets for full learning set on four indicators

L̃i l1 l2 l3 l4 l1l2 l1l3 l1l4
∣
∣KL̃i(Q)

∣
∣ 2 2 2 2 2 3 3

L̃i l2l3 l2l4 l3l4 l1l2l3 l1l2l4 l1l3l4 l2l3l4
∣
∣KL̃i(Q)

∣
∣ 3 3 2 2 2 3 3

For this example, we have the following equivalency sets (Table 4):
As you can see in table above it may be that |Kl1(Q)| = 2 and |Kl3(Q)| = 2, but

|Kl1l3(Q)| = 3. Also |Kl1l2(Q)| = 2, |Kl3l4(Q)| = 2 and |Kl2(Q)| = 2, |Kl4(Q)| = 2,
but |Kl2l3l4(Q)| = 3, when |Kl1l2l3(Q)| = 2, |Kl1l2l4(Q)| = 2. On the Fig. 1 below, we
illustrate the resulting groups by implemented full binary trees on set Q from Table 3.

Fig. 1. Full binary trees implementing described learning set Q with four indicators

Now let us apply notions introduced above to IRM implementation problem.
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For any arbitrary G ∈ Γ2(L) let us denote its indicators decomposition structure
Λ(G) = {Li}i∈{1,..,l−1} such that ∀i ∈ {1, ..., l − 1} Li ⊆ L is a set of leaves (indicators)
of subtree with root in node i. That is L1 = L, and ∀i ∈ {1, ..., l − 1} |Li| ≥ 2.

It is obvious that there is no explicit monotonicity KL̃ of groups of indicators by

nesting. But we can say for sure about equivalency that if L̃ ⊆ L
∣
∣KL̃

∣
∣ = 1, then ∀�

L ⊆
L̃

∣
∣
∣K�

L

∣
∣
∣ = 1. In addition, the following statements are true.

Assertion 1. Given some arbitrary complete Q and G ∈ Γ2(L). Then for any some
Li ∈ Λ(G) such that Li ≥ 2 and its subgroups {Lir;Lic} ⊂ Λ(G) : Lir U Lic = Li. For
any admissible values of indicators fromLir - k(Lir), k̃(Lir) and fromLic - k(Lic), k̃(Lic) such

that {k(Lir), k̃(Lir)} ∈ κ , where κ ∈ KLir (Q), and
{
k(Lic), k̃(Lic)

}
∈ κ̂ , where κ̂ ∈ KLic(Q)

it follows that values of corresponding indicators from Li k(Li) = (
k(Lic), k(Lir)

)
and

k̃(Li) =
(
k̃(Lic), k̃(Lir)

)
belong to same indifferences set {k(Li), k̃(Li)} ∈ κ ′.

Assertion 2. In case of uniform-scale implementation for complete learning set Q
IRML,G(Q) 
= ∅ iff ∀i ∈ {1, ..., l − 1} ∣

∣KLi (Q)
∣
∣ ≤ |KL|.

Assertion 2 allows to construct algorithm for selecting G ∈ Γ2(L) such that
IRML,G(Q) 
= ∅ in case if Q is implementable.

2.2 Algorithm of Tree Selection in Case of Complete Learning Set

First of all, obtaining equivalence groups allows us to remove all structures G ∈ Γ2(L)

that include combinations with the number of equivalence groups exceeding the scale,∣
∣KL̃i(Q)

∣
∣ ≥ KL. This allows us to dramatically decrease number of structures to be

considered with any algorithm of IRM identification for particular G ∈ Γ2(L) [8, 9].
The performance of equivalence testing of one subset of indicators L̃ is proportional
(KL)

l .
Second, based on the equivalence groups within the scale

∣
∣KL̃i(Q)

∣
∣ ≤ KL, we can

use the algorithm to select obviously allowed structures.

Algorithm: If, as in a result of the analysis of equivalence groups, we have allowed
combinations of leaves, then we begin our consideration with groups consisting of three
leaves |Li| = 3. For such groups, we check the possibility of their decomposition into
groups of allowed pairs of leaves and individual leaves. Using only permitted combi-
nations of leaves reduces the number of structures considered. Thus, we compile a list
of checked groups of three leaves. Next, go to the groups of four leaves and repeat the
decomposition test based on the groups selected above. Thus, we check for the possibil-
ity of decomposition of all groups with |Li| ≥ 2 to the maximum size |Li| = l leaves in
the group. If it is not possible, then such groups are excluded from list. These iterations
should be repeated until full set of leaves may be decomposed in number of subgroups
remained in the list of allowed groups. Then any structureG ∈ Γ2(L) such that its Λ(G)

is included in list of allowed leaves groups should be considered in IRM’s identification
task for this learning set Q on the basis of approaches, suggested in [8].
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2.3 Challenges for Implementation of Incomplete Learning Sets

While the approach suggested in previous section works perfect with complete learning
sets, for practical application it is important to develop methods for incomplete learning
sets and there are still number of challenges to deal with. In particular, Assertion 1 is
not correct in case of incomplete sets. Which leads to challenges at stage of assessment
on number of equivalence groups given particular set of indicators and at the stage of
application of the algorithm, described above. This is an actual problem to be solved in
the next stage of development of the approach described above.

Author 1 acknowledges for partial funding RFBR grant 19-29-07525 (paragraphs
1, 2.1). Author 2 acknowledges for partial funding RSF grant 17-78-20047 (paragraphs
2.2–2.3).
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Abstract. Some mathematical models of informational signals and methods of
the diagnostic system construction is considered. Different type of linear random
processes is recommended for application. Some properties of the random pro-
cesses are discussed. Application of the models depends on many factors. Such
processes are used for classification of stochastic informational signals in the
case of non-Gaussian distribution realizations of the signals, which energy spec-
tra (within the framework of the first two moments) possess is often not enough
for reliable recognition and classification of such signals. It is expedient to use
information on higher moments or statistical characteristics of distributing such
signals. It is possible to use the higher-order moments of such signals realization
as the diagnostic features and provided the increase in accuracy and reliability of
Power Engineering Equipment diagnostics. Attributes at the power engineering
equipment diagnostic system construction are above mentioned justified diagnos-
tic features, as well as informational diagnostic signals having been justified by
the investigation of the appropriate mathematical models. Obtaining numerical
estimation of chosen diagnostic features is first of all necessary for forming teach-
ing complexes, and, further, for conducting the diagnostics itself according to
the formed teaching complexes. Some peculiarities of constructing the multilevel
diagnostic systems for resilience operation of electric power facilities are consid-
ered. An example of 3-level diagnostic system development for a Power station is
represented.

Keywords: Linear random process · Vibration diagnostics · Multilevel
diagnostic system

1 Introduction

The Power Stations are an critical infrastructure. So reliability and resilience of its oper-
ation is an important component of state security. The reliability of the power equipment
is closely related to the effective monitoring and diagnostics systems they are equipped
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with. The construction of such systems takes place in several stages: the elaboration of
mathematical models of information signals of such systems, the selection of the most
informative diagnostic features based on the analysis of such models, the construction
of training sets and decision rules. Construction of diagnostic algorithms and the system
itself based on the scientific results obtained. When solving such a problem, the theory
of probability, the theory of random processes, the theory of risks, machine learning,
theory of statistical hypotheses, theory of pattern recognition etc. Algorithms for the
plant of diagnostic systems according to the Smart Grid technology and resilience with
the conditional division of the power engineering equipment into hierarchical levels is
proposed. Many scientific papers are devoted to the issues related to the construction of
diagnostic systems for power equipment. Some of them concerning on elaboration of
mathematical models that can be used as models of information signals of such systems
[1–4]. risk analysis and it’s application [5–8], diagnostics method development [9, 10].

2 Problem Station

Themodern Power Engineering industry, starting the InformationCommunication Tech-
nology networks developed on the basis of a Smart Grid concept and resilience, requires
forming a holistic multilevel control systemwhich provides the high level of automation,
robustness and reliability of the whole system and covers the producers of electricity,
transferring and distributing networks, consumers etc. In this case, obtaining actual
information about the current state of each Power Station (PS) and the exchange of this
information among all participants of the electricity market is very important, because
it provides the increase in the reliability of the work of electrical system as a whole.

The implement of the reliable power engineering equipment is associated unavoid-
ably with well-timed diagnostics of their technical condition. The method of diagnostics
is most promising in the group of areas of methods of diagnostics of the technical
condition of sections of electric drivers and mechanisms.

Two main approaches to solving the problems of diagnostics for machines and
mechanisms are used. There are deterministic approaches and statistical approaches.

In the statistical approach, the solution of the problem of diagnostics usually consist
of the following stages: elaboration of a mathematical model of information signals of
diagnosed sections of machines and mechanisms; verification of the correspondence
of the mathematical model to experimental data; separation of the most of the most
informative diagnostic features to experimental data; formation of teaching sets corre-
sponding to different technical condition of the diagnosed equipment; construction of
decision making rules.

3 Definitions of Some Random Processes

3.1 Linear Random Processes

A linear random process (LRP) is a functional of the following form

ξ(t) =
∞∫

−∞
ϕ(τ, t)dη(τ), t ∈ (−∞,∞) (1)
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where ϕ(τ, t) ∈ L2(−∞,∞) with respect to τ for all t is a non-stochastic real Hilbert
function; η(τ), η(0) = 0, τ ∈ (−∞,∞) is a Hilbert stochastically continuous random
process with independent increments that is often called a generating process. While
solving many problems including statistical simulation it is convenient to consider the
LRP as a response of a linear filter with the impulse transient function ϕ(τ, t) on the
action of the white noise η′(τ ). It is understood that η′(τ ) is a generalized derivative of
the corresponding process with independent increments [4].

Any stochastically continuous process with independent increments can be rep-
resented as a sum of two stochastically independent components which may be not
present simultaneously: Gaussian and Poisson. We call the components as processes
of Gaussian and Poisson types. The first type contains the homogeneous (Wiener) and
non-homogeneous Gaussian processes with independent increments. Simple Poisson
processes, renewal processes and their linear combinations, generalized Poisson pro-
cesses with independent increments belong to the second type. Being generated by each
of the mentioned processes LRPs possess some typical properties. This fact is taken as a
principle of the classification. For example, it can be shown that if the generating process
is of the Gaussian type, the corresponding LRP is a Gaussian stochastic process ξ(t).
Poisson type of generating process leads to LRPs describing impulse currents. We call
such processes as impulse LRPs.

Using a characteristic function of a linear stochastic process, one can perform a
full analysis of the output signals of linear systems: calculate moments and distribution
functions, analyze connections between input and output characteristics of linear circuit.

3.2 Linear Random Process with Periodic Structures

We have to deal with non-stationary random processes in application in many cases.
These processes can be defined in the following way. A real random process ξ(t), t ∈
(−∞,∞) is called the real periodic random process (RPRP), according to Slutskiy,
if the number T > 0 exist for the process ξ(t), such that the finite dimension vec-
tors (ξ(t1), ξ(t2), . . . , ξ(tn)) and (ξ(t1 + T ), ξ(t2 + T ), . . . , ξ(tn + T )) are stochasti-
cally equivalent, in a wide sense, for all whole numbers n > 0, where t1, t2, . . . , tn is a
set of separability of the.

The canonical form of characteristic function is simpler since such processes are
set constructively on the random processes basis having infinitely divisible distribution
patterns. However, for nonstationary processes with similar distribution patterns the
spectral structure is not seen directly. Thus, to describe nonstationary random processes
having periodic structure it is expedient to generate models which could combine the
benefits of RPRP and the random processes having the infinitely divisible distribution
patterns.

Random periodic processes can be widely used in many applications: the problem of
detection of signals from noise, classification of information signals, and many others.
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3.3 Linear Autoregressive Process

The diagnostics method is selected in the stage of elaboration of mathematical model.
Usually, for example, vibrations are modelled using mathematical models with contin-
uous parameters. However, the majority of modern devices and information-measuring
systems in vibration diagnostics include microprocessors and microcomputers and
computers whose functional algorithms are based on digital methods of processing
information signals.

Taking this into account, vibrations should be described using mathematical models
with discrete time. We propose to use as mathematical models of vibration of sections
of machines and mechanisms one insufficiently examined group of random processes
with discrete time – linear random autoregressive processes.

Autoregressive linear processes may be set in the following way:

ξt +
p∑

j=1

ajξt−j = ςt, t ∈ Z (2)

where
{
aj, aj �= 0, j = 1, p

}
are the autoregressive parameters; p is the autoregressive

order; {ζt, t ∈ Z} is the stationary random process with discrete time and independent
values, which has the infinitely divisible distribution law P{ζ0 = 0} = 1. This process is
often referred to as the generating process. It is proposed that the process ξt is stationary
in the narrow sense and ergodic theorems are fulfilled [4].

Autoregressive processes arewidely practicedwhen constructingmathematicalmod-
els of information signals of different types and during their analysis and synthesis. To
classify such processes their energy characteristics are used very’ often, but in problems
of classification of stochastic information signals in the case of non-Gaussian distribu-
tion, realizations of the signals, which energy spectra (within the framework of the first
two moments) possess is often not enough for reliable recognition and classification
of such signals. Then it is expedient to use information on higher moments (integral
characteristics) or statistical characteristics of distributing such signals.

In papers [3, 4] the results of using the elements of the theory of LRP for devel-
oping the mathematical models of physical obtaining the diagnostic features from the
results of the analysis of the mathematical models of these processes in the terms of
complete probabilistic characteristics (distribution functions or densities of probability
distribution) of diagnostic signals being investigated. This, in turn, made it possible to
use the higher-order moments of probability distribution of such signals as the diagnos-
tic features and provided the increase in accuracy and reliability of Power Engineering
Equipment (PEE) diagnostics. Diagnostic features used for determining the technical
state of Power Engineering Equipment.

4 Diagnostic Features Used for Determining the Technical State
of Power Engineering Equipment

Obtaining numerical estimation of chosen diagnostic features, in turn, is first of all
necessary for forming teaching complexes and, further, for conducting the diagnostics
itself according to the formed teaching complexes.
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It is evident, that any resilience diagnostic system must reveal catastrophic defects,
since they completely cease the operation of the object being examined.At the same time,
somenonfatal or partial failures can be left beyond the consideration. Such an approach to
the development of the system provides the opportunity to simplify its structure, reduce
the volume of information being processed in the system and transferred between its
hierarchical levels. This resilience system can make the system cheaper, and existing
computing resources can be redistributed for carrying out more urgent functions.

Consider the peculiarities of constructing the multilevel diagnostic systems for
resilience operation of electric power facilities [10].

At the top hierarchical level, a central diagnostic system (CDS) is located. The main
purpose of the CDS is gathering and generalizing the data which comes from all local
PEE diagnostic systems. When it is necessary, CDS can transfer the received data to a
higher level of hierarchy.

Equipment being the part of local diagnostic system (LDS) can be logically
subdivided into 3 hierarchical levels:

– level 1 is intended to the initial selection of diagnostic information (measurement of
diagnostic signals, amplification, analog filtering, conversion to a digital form);

– level 2 is intended for the preliminary mathematical processing and making interme-
diate diagnostic decisions (simple algorithms whose realization does not require vast
computing resources; dividing information according to the degree of defect criti-
cality); warning signaling to the higher level in the case of defect presence; storage
of limited (insignificant) amount of measurement information and its transfer to the
higher level (on request);

– level 3 is for storage, adequate processing and thorough analysis of data, quick
response to emergency signals from a lower level, making diagnostic decisions about
the examined object as a whole, archiving the statistical data, predicting the reliability
and evaluating the residual life of the equipment, planning the repairing work etc.

PEE are equipped with standard measuring converters (especially, turbogenerators
can be equipped with the sensors of temperature of a stator and a rotor) which can be
used as the part of a monitoring system. It should be also stated that at the development
stage of LDS the quite complete list of possible defects, which are to be revealed by the
diagnostic system, is given and the units and electric machines (EM) elements in which
these defects can possibly occur are listed.

Certain PEE are equipped with standard measuring converters (especially, turbogen-
erators can be equipped with the sensors of temperature of a stator and a rotor) which
can be used as the part of a monitoring system.

At the level of construction units of the EM a separate computing module is mounted
for further transferring and processing the measured diagnostic signals. This module
provides converting the analog signals to digital ones and preliminary processing of
such signals obtained from this unit. In most cases, the considerable deviations of real
state from the normal one will not be revealed, so that it might not be necessary to
transfer the information to the higher level. If considerable deviation from the normal
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state to fatal defect is observed, themodule of datameasuring and preliminary processing
should transfer the information to the higher level of system hierarchy for more detailed
analysis.

5 Conclusions

According to the proposed mathematical models and hierarchical structure and with
taking into account the conditional representation of the power engineering equipment
with 3 levels, the algorithmic software has been developedwhich enables the functioning
of the multilevel diagnostic system of the power engineering equipment by the Smart
Grid technology.
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Abstract. The article proposes a method for constructing and correcting a mul-
tistep forecast for the year ahead (with a monthly breakdown) of prices for raw
materials and products of industrial enterprises. The proposed approach consists
in the formation of a price forecast taking into account 1) the price of the predicted
indicator, the prices of goods participating in the product value chain, and macro
indicators (time series); 2) information about the strength and direction of environ-
mental factors affecting themarket. Structured information about the effects of the
external environment is the result of processing expert knowledge and hypotheses
from heterogeneous information sources, through analysis andmodeling on a cog-
nitive map of the situation (CCS).We form a forecast by constructing an ensemble
of time series models, each of which reflects the dependence of the target indicator
on its past values and the prices of related products, the composition of which is
determined by the results of cognitive modeling and time series analysis. Based on
the results of monitoring on the cognitive map of the situation, conducting in order
to analyze possible changes in the external environment and digital monitoring
of prices, to identify changes in prices modes, we perform a forecast correction.
The results obtained in this study show that the use of cognitive modeling and
monitoring of changes improve the accuracy of predictions.

Keywords: Manufacturing system · Multi-step forecasting quantitative and
qualitative forecasting · Cognitive map · Monitoring · Time series

1 Introduction

Forecasting of prices for raw materials and final products of industrial enterprises is
an important element of planning of their activity. Since planning is carried out for a
year ahead, long-term forecasts (broken down by months) are necessary, accounting for
which will increase the profit of the enterprise and reduce unproductive costs in case the
forecasts have the necessary accuracy. The task of forecasting the values of time series
for several steps ahead is one of the most difficult tasks of forecasting.

Prices on commodity markets, determining the costs of enterprises for raw materials
and products have the following features:
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– price change processes are nonstationary, with most of them being processes with a
stochastic trend, with changing properties and interrelationships,

– there are price interactions between commodities linked together by a product value
chain,

– the structure of the interrelations depends on the time scale in which we consider it
and may change with changes in scale,

– there is a dependence on macro indicators such as the real interest rate, ex-change
rates, oil prices, global demand for commodities, etc. [1, 2].

Future price values for the forecast period depend on quantifiable parameters such
as current and past prices for raw materials and products produced from them, export
and world prices for goods in the production sector under consideration, transportation
tariffs, and macroeconomic indicators.

Under the influence of external environment events (political, economic, natural
and man-made disasters, natural disasters, etc.), the set, the strength of the direction
of the impact of qualitative factors acting on these prices, change. The current model
for describing the dynamics and forecasting market parameters becomes unusable. It is
necessary to detect these changes in a timely manner and adjust the model.

Many researchers note and use the influence of extreme events on the prices of
commodity markets for forecasting. To identify extreme events, assess their impact on
prices, and correct forecasts, [3–5] used such approaches as empirical mode decompo-
sition (EMD), wavelet analysis, and search engine data analysis. The results of the anal-
ysis showed that taking into account the influence of ex-ternal influences significantly
increases the accuracy of the forecast.

There are many relatively successfully attempts to take into account information
about events affecting a price dynamic fundamental change for its inclusion in predictive
models. For this, several types of mainly text information are used: news, analytical
reports and expert statements, posts of market participants in professional communities.
Especially actively carried out expert events with the digitization of information signals
when forecasting on the stockmarkets, then on the rawmaterials, energy and commodity
markets. The basis for the formation of digitized indices is the adjustment of algorithms
for identifying information on a given thematic area, digitization of this information
into activity indices with an assessment of emotional coloring, inclusion in the model
in different ways. One of the proven methods for assessing the significance of observed
changes in their possible impact on predicted parameters are cognitive maps. The CMs,
apart from their predictive strength, explicitly structure the knowledge and information.
This advantage of the CMs improves the interpretation of the links between the factors
and links them with real changes in the situation [6–10]. Research area also includes
research on the development of integrated methods, where the use of CMs is focused on
identifying events (informational causes) that influence the formation of predicted values
of the time series [6–10]. An important distinctive feature of such models is that they are
constructed using heterogeneous data (quantitative and qualitative, expert) to identify
significant factors and parameters of events that may affect the forecast generated. In this
case, the formation and/or correction of the predictive model rely on event data extracted
from heterogeneous information sources according to the results of CM analysis.
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The results of the analysis of the situation on the cognitive map not only indicate
and record the presence of factors that caused certain obvious changes in the market, but
also allow you to form various scenarios for the development of the current situation for
the forecast period. The proposed approach includes the following elements:

– analysis of the history of the predicted market fragment by cognitive modeling
methods in order to identify homogeneous periods;

– building models of multi-step forecast of the target indicator values for the year ahead
with a monthly breakdown in each of the considered periods;

– monitoring the situation by cognitive modeling methods;
– monitoring the time series of market parameters associated with the predicted target
indicator in order to detect disorders in the on-line mode;

– correction of the forecast based on the results of monitoring the situation and time
series monitoring during the forecast period.

2 Market Analysis Based on Historical Data

2.1 Situation Cognitive Map Construction and Estimation of the Significance
of the Causal Factors

As a result of cognitive modeling application, at the time of the forecast formation,
the main system-forming factors that influence the dynamics of the target indicator and,
possibly, the rows associatedwith it in the database, are determined and ranked according
to the strength of their influence on the target indicator. The factors with high ranks will
be called significant in what follows.

Let there be a cognitivemap of the commoditymarket situation, including the factors
of the value chain in the considered commodity market, Kf (X, A, f ), in which X =
(x1, …, xn) is a set of factors of the situation S; A = [aij] is the N × N matrix of factors
mutual influence, where aij ∈ [−1; 1] is the weight of influence of factor xi on the factor
xj ([−1; 1] – a discrete scale); f is a function that defines the rule of factor value change
at any discrete-time t ≥ 0.

The state of the situation at any discrete point of time t ≥ 0 expressed as follows.

X (t + 1) = Q(t)X (0) + Q(t)G(0) (1)

where Q(t) = EN + A + A2 + … + At = (EN −A)−1. When solving the problem of
forecasting a target indicator, y, analysis on the matrix of integral influences, Q, allows
us to identify the causal-factors, to assess the degree of their impact on the structure,
to assess the significance of the influence of any group of factors {C}. Thus, the set of
factorsX are divided into classes according to the belonging of factors to the groups {C}.
All causal-factors are divided into X+

y - factors and X−
y -factors: X+

y = (xk : qky > 0)
and X−

y = (xk : qky < 0). Submatrices Q+
y and Q−

y are formed from the matrix Q.
Theweight of the positive (or negative) influences of the causal-factors fromX+

y (X−
y )

on the target indicator y is equal to the modulus of the sum of the weights of the

cumulative influences q+
y = ∑l

k=1 and q−
y =

l∑

k=1

∣
∣
∣q−

ky

∣
∣
∣, where q+

ky (q
−
ky) is the weight of
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the cumulative influence of the causal-factor xk ∈ X+
y (xk ∈ X−

y ) on the target indicator

y. Then the total weight of the causal-factors is qtotaly = q−
y + q+

y q
total
y = q−

y + q+
y .

Then the significanceof anygroup{Ci} is estimated atKf by the cumulative influence
of causal-factors XCi related to the corresponding parameters of the model Mi (taking
into account the identification of time series by the numbers of causal-factors).

At the stage of building forecasting models, the factors of the cognitive map are
a source of keywords for finding sources of qualitative and quantitative information
about factors, candidates for organizing regular monitoring; ranking factors or groups
of factors by significance allows you to set a monitoring model based on the signs of
expected changes by groups of factors with the greatest significance. Such an assessment
allows you to determine an explanatory scheme for the conditions of serious qualitative
changes in the analyzed factor (change in direction and change in the strength of changes).
The ranking of groups of causal factors can also serve as the basis for recommending the
construction of quantitative forecasting models based on certain quantitative indicators
corresponding to the factors of the cognitive map.

Thus control factors according to the degree of significance of their integral influence
on the achievement of the vector of goals are ranked.

2.2 Construction of Digital Models of Multistep Forecast for the year Ahead

To build a digital projections, we use ensembles of linear models, each of which com-
putes the one step forecasts Y

∧

= {
y
∧

1|1−h, y
∧

2|2−h, . . . , y
∧

t|t−h, . . .
}
values of the target

Y = {y 1, y2, . . . , yt, . . . } as a combination of past values yt−h, yt−2h,…, and values of
the factors X1,X2, . . .Xk,whereXi = {x i1, xi2, . . . , xit, . . . }, i = 1, 2, . . . , k. Since the
intervals on which the model is built are short, we have limited the number of regressors
included in the model to two.

For the forecast, we build ensembles of VAR and VECM models. These models are
successfully used to form long-term multi-step forecasts both separately and as part of
hybrid forecasting algorithms that includemethods for analyzing the state of the external
environment [11–13]. The build process consists of the following steps.

1. For each forecast horizon (month, 2 months, quarter, half year, year), we search in
the database for time series that satisfy the conditions:

– the order of integration of the series is equal to the order of integration of the
target indicator;

– according to the results of cognitive modeling, the dynamics of the series is
influenced by one or several significant system-forming factors.

2. From the series selected at step 1, we form groups, including the target indicator
and the series (no more than two), reflecting the relationship between the values
of the target indicator and the significant system-forming factors (prices for raw
materials, products, macro indicators, etc.), and test each group for cointegration. If
cointegration exists and the series Xi1,Xi2 are Granger causal for the target Y, then
we build VEC models for these groups. If there is no cointegration and the series
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of factor differences �X i1,�X i2 are Granger causal for the target, �Y (i.e., the
series of factor differences help to predict the values of �Y, but �Y does not help to
predict the values of the series of differences), then we build VAR models by series
differences. We repeat this procedure for each forecast horizon.

3. We calculate the forecasts in each group as the average values of the forecasts of the
models included in it.

4. The results of the forecasts of each group are averaged with weights obtained using
cognitive modeling, which determine the significance of each group based on the
significance of the system-forming factors:

C1, . . . ,Ck :
∑k

i=1
Ci = 1,

where k is the number of groups, C1, . . . ,Ck are their values, estimated in Kf by the
cumulative influence of causal-factors XCi related to the corresponding parameters
of the model Mi (Sect. 2.1). The forecast formula for each horizon h has the form:

Y
∧

t|t−h =
∑k

i=1
Cjy

∧i
t|t−h (2)

where yit|t−h is the average value of the forecasts at time t, calculated for the models
of the i-th group on the horizon h (step 3).

5. To form an integral multi-step forecast on the basis of a direct strategy, we build
monthly, 2-month, quarterly, semiannual, annual forecasts for one step forward and
determine the upper and lower limits in the intervals between the forecasts.

3 Forecast Correction in the Forecast Interval

During the forecasting interval the changes caused both by global environmental events:
catastrophes, accidents, crises, etc., and changes in the structure of supply and demand
as a result of events related to a particular industry are possible. These changes require
correction of the forecast and, accordingly, of the models forming it.

3.1 Cognitive-Map-Driven Monitoring of the Current Situation and Scenarios
Simulation

Cognitive-map driven monitoring is based on monitoring information sources, where
analytical materials on the situation are concentrated. In addition to the use of analysis in
the monitoring cycle, when the analytical department generates reasonable conclusions
about the significance of the observed changes in the external environment, analysis on
the cognitive map allows you to create a semantic observation model in information
sources on important factors and topics. Such monitoring includes:

1) Situation development monitoring by tracking information sources by keywords
chosen from CM and determining of factors’ initial values in an appropriate linguistic
scale. The IT-infrastructure is configured to monitor the information space based on the
factors of the model. A special category is created for each factor and the user/analyst
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receives a notification in case a message regarding a certain factor appears in mass media
or any other connected source of information.

Let, Sdy (X (0);G(0);Kf ;R(rj = sign(xj(0))) – the d-th qualitative forecast on the
map Kf , depending on the values of factors X at the time t = 0, is determined by Eq. 1.
That is, in each scenario d, we obtain the value of the factor y∗ at any discrete point of
time t ≥ 0 and an estimate of the dynamics ry = sign

(
y∗ − y0

)
.

2) Assessment of the significance of information occasions on the situation model.
In the block of qualitative forecasting of a target indicator for given input conditions

for factors X, in addition to assessing their value, an assessment is made of the signifi-
cance in the change of certain factors-reasons. For this simulation scenario, aQR subma-
trix is formed on the Q, in which the factors of the X inpS

R(y) (xi : edfi �= 0) and those xMi
R

:
(edfi �= 0) represented in the rows and the factors {XMi

R } and the target indicator y
in columns; on the intersections of rows and columns − the corresponding integral
influence qjk , if there is no influence, then qij = 0.

Then a significance of the Mi for some scenario Sdy defined as

qMi
Sdy

=
m1∑

k1=1

l1∑

j1=1

rxk1 × q
xj1Mi
xk1 +

l2∑

j2=1

r
x
Mi
j2

× qy
Mi

x
Mi
j2

, (3)

where the first addend is the cumulative influence of the factors fromXXMi on causal fac-
tors related to a modelM i on target indicator, y, and the second addend is the cumulative
influence of the causal factors related toMi on target indicator y.

Accordingly, for each qualitative forecast Sdy (X (0);K;EDF(edfi = sign(xi(0))),

we obtain the following estimates for the forecasting models {Mi, (Sdxk ; {qMi
Sdxk

}; edfxk )}.
Also, we can obtain an estimate of a forecasting model Mi in the form

q∗Mi
Sdy

=
m2∑

k2=1

r
x
otheri
k2

× q
yMi

xotherk2
,

which estimates a cumulative effect of the causal factors has not been connected with
factors from XMi .

Systematically monitoring of such situation by means of IT-tools is needed to use
a simulation module for dynamic analysis and prediction. The software tools should
provide the collection, processing and consolidation of heterogeneous unstructured data
- text and rich media - from internal and external sources (databases, the Internet, file
systems, corporate information systems, television and radio broadcasting, etc.) in a close
to real-time mode. A fundamental feature of the system is that it supports a full cycle of
data processing, i.e. transform data into information and extract actionable knowledge
from information through in-depth text analysis and situation modeling [14].

3.2 Monitoring the Dynamics of Quantitative Indicators

If changes occur in the prediction interval, the models used stop describing the incoming
data. These changes against the background of random perturbations are little noticeable
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and without the use of special algorithms they are detected with a large lag. Therefore,
for monitoring, we use algorithms aimed at the fastest detection of changes, subject to
the limitation of time between false detections, capable of dealing with non-stationary
processes [15–17].

We conduct digital monitoring using weekly data. To perform it, we build on the
interval containing no changes in the time series models of the target indicator and
significant factors and calculate the errors of the models under stable conditions:

Rest = �yt− ∼
μ −

∑k−1

i=1

∼
β i�yt−i (4)

where �yt are the differences of weekly values of the monitored series,
∼
μ

−∑k−1
i=1

∼
β i�yt−i are the parameters of its model description built on the differences

of weekly data.

If the drift
∼
μ has changed in the tracked indicator, then the conditional mathematical

expectation of the sequence (4) changes, and the asymptotic properties of the conditional
variance remain unchanged, if the volatility of the process has changed, then the variance
of sequence (4) changes [15].

For change detection we use the algorithm of abrupt change diagnosis (detection and
isolation) in random signals proposed in [16]. This algorithm detects changes in random
signals in the presence of multiple alternatives and isolating the change that occurred.
Let �y1,�y2, . . . ,�yt0,�yt0+1, . . . , be a random independent sequence distributed as

F
(
�yt, θ

) =
{
F

(
�yt, θ0

)
, if < t0

F
(
�yt, θl

)
, if ≥ t0

where l = 1, 2, . . . ,m, F
(
�yt, θl

)
, is a family of distributions differing in their

parameters: θi, θi �= θj, ifj �= i for all i, j = 0, 1, 2, …, m. The change time t0 and the
distribution index i after changing properties are unknown (but nonrandom). As a result,
the algorithm generates a signal t0, l, where t0 is the alarm time at which the change
was detected, and l ∈{1, 2, …, m} is the type of change in accordance with (4). This
algorithm minimizes of the maximum mean delay for detection/isolation [16].

4 Description of the Experiment and Results

Realization results of the proposed approach have been demonstration on example of
building a multi-step forecast of scrap prices in commodity markets. In the interval
2015–2018, we used monthly data to build VEC and VAR models and form a multistep
forecast for the year ahead (2019) with a monthly breakdown, taking into account the
recommendations of the cognitive map for the composition and assessment of the sig-
nificance of causal factors and the results of analyzing the properties of temporal series
describing these factors (Sects. 2.1–2.2).

Monitoring of the situation revealed a change in demand formetal products in Europe
in March 2019 and the introduction of US duties for Russia. Based on these data, the
qualitative forecast for the CM (SM scenario) showed that the significance of the quan-
titative forecast for a group of factors, reflecting the demand for finished products, is the
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highest. In August, it was discovered: the absence of causality of factors relative to the
target in some models and, consequently the violation of cointegration in its.

Based on the results of the detected changes, the group of models that form prices for
scrap by factors reflecting the demand for finished products was assigned the maximum
weight, and the models with violation of cointegration was replaced with other models
of the corresponding groups. According to the data for 2015–2019, the forecast for 2020
was carried out in a similar way.

To check the results of the algorithm, we used, as in [17], two measures of accuracy:
the mean absolute percent error (MAPE) and the root mean squared error (RMSE):

MAPE = 1

n

∑n

i=1

∣
∣
∣
∣
∣

yt − Y
∧

t|t−h

yt

∣
∣
∣
∣
∣

(5)

and

RMSE =
√
1

n

∑n

i=1

(
yt − Y

∧

t|t−h

)2
(6)

where yt is the value target at the moment t, Y
∧

t|t−h is the forecast at the moment of time
t, calculated with the horizon h at the moment of time t − h.

To assess the algorithm performance, we used metrics (5) and (6) obtained by fore-
casting a number of scrap prices for a year with a monthly breakdown for the interval of
2016–2019 (in dollars). For comparison, we calculated forecasting errors by the follow-
ing algorithms: naive forecasting, forecasting by ARIMA model, forecasting using the
proposed algorithm without taking into account the recommendations of the cognitive
map. The results are given in Table 1.

To assess the algorithm performance, we used metrics (5) and (6) obtained by fore-
castingmonthly scrap prices time series for a yearwith amonthly breakdown in 2019 and
2020 years (in dollars). For comparison, we calculated forecasting errors by the follow-
ing algorithms: naive forecasting, forecasting by ARIMA model, forecasting using the
proposed algorithm without taking into account the recommendations of the cognitive
map. The results are given in Table 1.

Notes: alg1 is the proposed algorithm without taking into account the results of
analysis by the control map; alg2 is the algorithm that corrects alg1 according to the
results of analysis by the cognitive map.

Table 1. Average error of the annual forecast with a monthly split

Algorithm MAPE 2019 MAPE 2020 RMSE($) RMSE($)

alg1 4,2 3,5 10,29 10,2

alg2 6,8 5,8 16,8 15,8

ARIMA 12,95 13,5 38,57 39,5

naïve 12,02 14,84 35,14 37,14d

The experimental results presented here demonstrate the advantage of our approach.
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Abstract. Lean Thinking is a management philosophy that aims to do more with
less through a process of continuous improvement. By employing Lean Thinking
principles, the project presented in this article aimed to obtain improvements in
the boats’ hulls and decks lamination process of a shipbuilding company. After
analysing the current process, some problemswere identified. To solve these prob-
lems, suggestions were developed, such as the use of checklists, the introduction
of quality checkpoints along the production line and a VBA tool for the correct
management of the dies. Through the implementation of the suggested proposals,
it was expected a decrease in the number of defects and a reduction of the bottle-
neck cycle time from 90 to 20 min. Interesting findings of this project were that
the improvements implied more quality checkpoints in the process, what seems
contradictory as checkpoints are considered as non-value activities. This was a
remarkable lesson learned by the team of Industrial Engineering and Manage-
ment students that developed this project in the context of Project-Based Learning
active methodology.

Keywords: Lean Thinking · Shipbuilding industry · Project-Based Learning ·
Industry-University partnership

1 Introduction

In an increasingly technological world, the competitive capacity in the business envi-
ronment is one of the differentiating factors between the success and failure of the busi-
ness. Thus, companies increasingly pursue new approaches to change the management
paradigm by changing the usual cost-based thinking to a speed-based strategy.

Lean Thinking seeks to reduce waste, especially the time of activities that do not add
value to the process from the point of view of the client [1]. This goal can be achieved
by reducing the 3M’s:muda,mura andmuri. This reduction in 3M’s, however, considers
crucial aspects in the industry, such as the possibility of producing customized products
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responding to customer needs. In the context of the non-value-added activities, it is
important to distinguish two types: the ones that are pure waste as waiting and the ones
that do not add value to the product but are necessary attending to the current situation
of the process, as quality inspection [2]. For such identification and wastes reduction,
many tools could be used such as value stream mapping (VSM), visual management,
standard work, jidoka or autonomation, checklists, among others [3].

The project presented in this paper aimed to improve the lamination process of a pro-
duction line in a shipbuilding company, through the implementation of Lean Thinking
principles. This project was developed in a company from September 2020 to January
2021 by a team of eight Industrial Engineering andManagement (IEM) students in a con-
text of Project-Based Learning (PBL) active learning methodology. This methodology
was used in a course named Integrated Project of Industrial Engineering and Manage-
ment II (IPIEMII). The IPIEMII was supported by five courses: Production Systems
Organization II, Simulation, Ergonomics Workplace Analysis, Integrated Production
Management and Production Information Systems [4]. The team was supervised by a
tutor. The company under study is a leader of the production of the leisure vesselsmarket.

This paper is structured in six sections. After a brief introduction, where the objective
of this study is introduced, it is described themethodology followed in the second section.
The third section is related to the company’s presentation, followed by the analysis of
the current situation. The proposed improvements are presented in the fourth section and
the expected results in the fifth section. Finally, the lessons learned are described in the
sixth section.

2 Research Methodology

As referred to in the introduction, this research was developed by a team of eight IEM
students in the context of PBL active methodology. After a first meeting with the com-
pany, the visits plan, and the sector to analyse were defined. All visits included Gemba
walks, observation and informal interviews with all stakeholders [2]. For team commu-
nication and document repository sharing between members, professors, and company
representatives, many tools were used, including video-conferencing tools due to the
pandemic situation that ravages the world since 2020, March [5]. This had an impact
on the team organization and in the visits to the company, as fewer team members were
allowed to visit the company.

In order to follow a structured approach, the team used the phases of the Action-
Research methodology: 1) Diagnose, 2) Plan alternatives actions, 3) Implement the
action selected, 4) Discuss and analyse the results and 5) Specify the lessons learned [6].
Given the limited time and the availability of the company, the implementation phase
was not fulfilled and, therefore, the results were estimated.

In the first phase of diagnosis, the current state of the lamination process was anal-
ysed, and the existing problems were identified with VSM to obtain an overview of the
process. The company’s quality reports were also used to understand the most frequent
type of defects throughout the production process. In the second phase, an improvement
plan was drawn up to overcome the difficulties and problems identified in the previous
phase. To achieve this, Circular and Pareto charts were used and analysed. Other visual
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production tools, checklists and computing tools, such as Visual Basic for Applications
(VBA) were also used. Changes to the production line were suggested, such as the intro-
duction of new quality control points. In the lessons learned phase, the expected results
and the main conclusions were identified, and new challenges were indicated to the
company.

3 Company Presentation, Description, and Critical Analysis
of the Current Situation

The company was created in 1845 and evolved until later becoming a world-renowned
company. It is a leader in recreational boats, engines, accessories, and othermarine vessel
components. The company currently operates in 24 countries and its products are sold
in more than 170 markets around the world. The Portugal-based company is currently
dedicated to the manufacture of rigid vessels in fiberglass, which requires the successive
application of fiber and resin.

The Portugal-based company currently has about 500 employees, producing a total
of 30 different boat models with a daily production capacity of 10 boats. The production
lines are supported by sections such as carpentry, small parts, and pre-assembly, which
produce the necessary components for the main production process. It begins in the
Lamination section and ends in the Assembly, followed by a quality inspection, pack-
aging and dispatch. This company usually works in a make-to-order strategy producing
by demand. The pandemic situation had a positive impact in the company demand since
it increased due to the travel restrictions that expanded the boat market.

3.1 Description of the Lamination Process

Lamination is the production process of the boat’s hull and deck, through the successive
application of layers of fiberglass and resin, to increase its mechanical resistance. This
process is performed in a section with the same name, i.e., Lamination section, and it is
divided into two production lines: 1) for the hull (bottom of the boat) and 2) for the deck
(top of the boat). All the supply to the lines come from the support sections (carpentry
and small parts) and it is carried out using only one cart for each, which is left in one of
the stations and then follows its hull or deck.

The process begins with the Dies Preparation, through its cleaning and application
of wax. It continues with the Gelcoat Application (paint layer applied in the painting
booths). These operations are common to both parts, with a painting booth for the
hulls and another for the decks. After painting, the process is divided into the two lines
mentioned above.

The line of the decks has the following workstations: P1 - Skin, P2 and P3 - Stiffen
and P4 - Structures. As the deck line, the hull line begins with the Skin process, but
in this case at P5 workstation. This is followed by the P6 workstation - Lams, P7 -
Foams/Stringers and P8 - Foam lamination and Wood installation.

Later, after the end of its respective line, each part is transported to the demould zone
(Pop-Up), where there is only one line. The parts then proceed to the Cutting Booth.
After the cutting operation, the parts proceed to a Quality Control station, where, if there
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are any defects, these are to be repaired in the Repair station localized in the Lamination
section and then proceed to the next production process.

3.2 Identified Problems and Wastes

AVSMwasdeveloped to represent the productionof thehull anddeck since its operations
differ slightly. It should be noted that all the data and values used were provided by the
company. For both VSMs, the system’s cycle time (CT) was 90 min. The takt time (TT)
was 96 min, fulfilling the requirement that CT ≤ TT.

For both hull and deck’s activities, the percentage of added-value activities was
significantly low, being 28% and 34%, respectively. An activity that represented, in a
negative way, a great weight in these values was the activity performed in the Repair
station (the last station of the process). This activity had a high number of operators
(47 in a total of two shifts) and did not add value to the final product. Nevertheless, it
represented a waste, and it was one of the main causes for the CT to be very close to the
TT since it was the bottleneck of the system.

The VSM also proved to be a useful tool for determining the throughput time.
Throughput time is the time that a hull or deck takes to go through the lamination
process, corresponding to 700 min (≈12 h) and 795 min (≈13 h).

The High Number of Defects. Due to the results of the VSM, it was decided to analyse
the defects caused throughout the process, the areas where they were most significant
and the operations that originated them. Through the analysis of audits and quality
reports carried out by the company, it was identified in which station the defects usually
appear. Unequivocally, it was concluded that most of these were located in the Repair
station. Through several graphs, provided by the company, presented in Fig. 1 (period of
6 months), it was possible to verify that the Repair station had an average of 120 defects
per unit (DPUs), a value much higher than the other sections.

Gelcoat Application Repair Station Final Assembly 

Fig. 1. Number of defects per unit found at different stations.

It was decided to examine more accurately the defects found at the Repair station.
As it was determined, there were several possible sources of defects, and the one that
stood out with the highest number was the dies (Fig. 2), which had an average of 20
DPUs. According to these data, particular attention was given to the dies as a source of
defects. It was found that some of the most frequent and severe defects, originated due
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to the dies problems, with the appearance, in parts, of ledges, scratches and dull areas
or stains.

Thereafter, it was found that the appearance of defects arising from the die was
directly related to the non-compliance with the maintenance of the die at the due time.
The lifetime of the dies was about 20 uses, and after this, they should go through a
process of maintenance, which takes three days.

Fig. 2. Daily analysis illustrating the number of defects per unit originated by different sources
of defects.

The company counted the number of uses of each die manually and, thus, the number
of uses of the die was not considered in the production planning. As a result, dies were
used as often as planned productions (although this means that the 20 recommended
uses were exceeded), and a stop period was not planned for their maintenance at the
correct time.

It is important to highlight that in the company there was no system for the identi-
fication of components. This contributed to the possible appearance of defects. These
were related to the wood components with similar geometries and sizes. Consequently,
it caused the risk of the wrong installation in the hull and deck since operators had
difficulties in distinguishing the components from each other.

Checkpoints Scarcity Along the Line. The high number of defects was also due to the
lack of control points along the line of the lamination process. All defects were only
detected in the Quality Control Repair station, as already mentioned. In addition, it was
missing the application of tools available for this purpose in the workstations.

4 Improvement Proposals

4.1 Boat Division in Quadrants, Colour Code and Components Coding

Considering the situation of a single supply cart to the lines, it was decided to modify
the supply of components to them. This way the components would be delivered to the
workstationwhere theymust be. Each station had a significant variability of components,
so, to facilitate the work of the operators, a division of the boat into quadrants was
proposed, assigning a colour to each one by creating a colour code (see Fig. 3), i.e.,
using visual management. This way, the supply to each workstation would be performed
through coloured boxes, each representing the quadrant where its contents would be
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applied. The division in quadrants was carried out considering the technical drawings
of the hull and the deck, to make clear the need for components in each part of the boat
and to make a more equitable division.

To circumvent the lack of identification of the components, it was suggested to
assign a code to each component. This code should be printed on each component using
the existing CNC. It should be noted that it would also be beneficial to include in its
codification the quadrant where the component will be installed.

Fig. 3. Physical representation of the hull and deck division in nine quadrants and colour code
(left) and its use in the production line (right). (Color figure online)

Demonstrating this physical representation to the company’s production director, he
referred that it had been something he desired for a long time. By having this physical
representation in a visual format, he was more motivated to present it to his team in order
to get more support to implement the idea.

4.2 Implementation of Checklists

Regarding the large number of defects in the vessel components, resulting from the non-
use of the thickness gauges of the Chop layers (fiberglass + resin), it was suggested to
implement checklists. Thus, with the inclusion of measurement tools used in a possible
lamination process’ checklist, not only its use would be guaranteed, but also many of
the defects would be avoided promptly. This was due to the fact that the main benefits
of this tool are the reduction of variability and/or irregularity (mura) and the prevention
of recurrent errors.

4.3 Introduction of Checkpoints Along the Line

Since there was only one checkpoint at the end of the lamination process, the team
proposed the inclusion of control and repair points throughout the production line to
reduce the high number of defects, the reparation time and the number of employees
required in the Repair station.

In the past, itwas normal to have assembly lineswith afinal checkpoint in the endof it.
Nevertheless, Toyota Production System (TPS) revealed the need to have mechanisms
along the process to stop the line when something goes wrong [7]. This is the main
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objective of one of the most important pillars of TPS, i.e. Jidoka or autonomation.
Having more checkpoints seem contradictory to the key idea of “doing more with less”
that was the motte for the Lean Production designation to TPS [8]. However, having
them will avoid having more defects and lost time in reparations and rework and, even,
lost material by sending the unrepaired product to scrap.

Since most of the errors that occurred in the first stages of the process were solely
corrected at the end of the line, with the implementation of a checkpoint in each worksta-
tion, it would be possible to do each repair in less time, since it would not be necessary
to redo all the work that had been done. With this measure, it would also be possible
to change the Repair station, turning it into just another control point for the cutting
operation.

4.4 Dies Maintenance Guarantee

Related to the appearance of a high number of defects in the hulls and decks, it was
developed a VBA code for the correct management of the dies. Thus, a spreadsheet tool
was developed that is represented in Fig. 4. This spreadsheet allowed the validation of a
production sequence introduced by the user, considering the limit of 20 successive uses
for each die. In this way, it was also considered the required maintenance period of three
days, as well as the current number of uses of each of them.

Number of 
Uses

Number of 
Maintenances 

Number of 
Uses

Number of 
Maintenances 

Number of 
Uses

Number of 
Maintenances 

Number of 
Uses

Number of 
Maintenances 

39 T59 B D59 / S59 / T59 / 605BR / 605CR 20 1 20 1 20 1 20 1
39 555OP A S65 / D65 / T65 / 675BR / 675CR 24 1 20 1 20 1 - -
39 675OP A  505OP / 505CAB 20 1 20 1 15 0 1 0
39 T53 B 555OP / 555CAB 24 1 20 1 20 1 20 1
39 605OP A 605OP / 605SD 20 1 20 1 9 0 1 0
39 555CAB A 675OP / 675SD 20 0 21 0 1 0 1 0
39 675PH C S53 / T53 / 555BR 40 2 20 1 20 1 - -
39 605BR B 455CAB 1 0 1 0 - - - -
39 505CAB A 455OP 12 0 1 0 - - - -
39 D65 B 605PH 20 1 4 0 - - - -
40 675SD A 675WE / C70 20 1 16 0 - - - -
40 675WE C 755OP / 755SD 20 1 5 0 - - - -
40 D59 B 16EL 11 0 1 0 - - - -
40 875SD D 18EL 20 1 1 0 - - - -
40 S45 A 675PH 16 0 - - - - - -
40 605PH C 805SD 6 0 - - - - - -
40 555OP A 875SD 20 1 - - - - - -
40 675OP A 705PH 4 0 - - - - - -
40 T59 B 755CR 1 0 - - - - - -
40 555OP A 625PH 1 0 - - - - - -
41 T53 B D70 1 0 - - - - - -
41 605OP A

Day

Die 2 Die 3 Die 4

Model
Produc on 

Line
Boat

Die 1

Validate Produc on 
Sequence

Clean Sheet

Fig. 4. Excel excerpt of VBA code for the correct management of the dies.

Regarding the limitations of this program, the user needs to re-enter all the data and
run the program again if any changes arisewithin the production sequence entered,which
is not desirable. These changes might resulted from adjustments caused, for example,
by production delays or delays in the maintenance period of the dies. Additionally, the
time from which it was necessary to replace the dies, since it was no longer possible to
perform further maintenance, was not considered.

5 Expected Results and Impact of the Proposals

5.1 Results

Easier Identification of Components, Fewer Defects and Less Time. The division
of the boat, and, consequently, the hulls and decks as well as the adoption of a colour
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code, would allow an easier differentiation and identification of the different compo-
nents. Also, it would facilitate the work, reducing the search time by the operators.
Another advantage would be the possibility for each operator, per station, to take the
box destined to the area of the boat where he is working.

In addition, the division into quadrants and the fact that the components contain their
code (including the quadrantwhere theywill be installed) previously printed by theCNC,
would also allow to increase the accuracy of the place destined for each component. This
is an extra aid, both to the employees of carpentry when dividing the components by the
different boxes, and to the workers of the Lamination section in the identification of the
exact location of the boat where each one must be installed. Thus, the hulls and decks’
defects number of components would decrease. In consequence, it would be required
less time and tools for the rework related to these defects.

Reduction of Variability and Error Prevention. The implementation of checklists in
the different stations of the lamination process could guarantee the use of the tools for
measuring the thickness of the layers of fiberglass and resin by the operators, ensuring
that they had the ideal thickness. In this way, it would be possible to avoid promptly
many of the defects caused by the irregularity between layers. The checklist should be
reviewed with some frequency in order to identify future improvements.

Fewer Defects and Repair Time. The inclusion of control and repair points along the
different workstations in the production process would allow defects to be repaired
immediately after the execution of the operation that originated them. Thus, the Repair
station, which was the bottleneck of the Lamination section, would be no longer the
only control point of the process. In this way, the time previously spent for rework at
this station would be reduced considerably. Furthermore, it would not be necessary to
redo the work of all workstations following the one where the defect occurred, as was
the case.

The implementation of a checkpoint at each workstation involved adding a few
minutes to the time of each operation. However, as already mentioned, the time of the
last inspection would be substantially reduced, and the Repair station could be changed,
becoming just another control point. In this case, it would correspond to the control point
of the Cutting Operation, and it would also be used for a final review of the entire hull
or deck.

The number of operators required for intermediate inspections, would not undergo
major changes. Due to the unevenness between the cycle times of each workstation, the
“dead time” could be used to carry them out, so it would only be necessary to train the
employees. The number of workers required for the final inspection would be reduced
by 75%, as it would suffer a decrease in time and difficulty.

Reduce the Appearance of Die Problems. Ensuring that dies were maintained before
or at 20 consecutive uses and that they complied with the stipulated duration of three
days, it would be possible to reduce substantially the appearance of die problems. In
addition, it would be important to consider this situation when planning the production
schedule. In this way, the various defects that arise from their poor state of conservation
would also decrease.
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Since dies flaws were the main source of defects in the hull and deck, this solution
would have a notorious impact on reducing the defects number. Consequently, all the
problems that came from this, namely the number, time and operators destined for the
Repair station, which was a non-added value activity, would also be reduced.

5.2 Impact

The improvement proposals’ impact was estimated based on the experience and knowl-
edge of the company managers and operators. Regarding the division of the boat into
quadrants, creation of the colour code and coding of the components, it was estimated
that the CT of this station would decrease in about 10 min due to the easier task to collect
components out of boxes and identify their position in their hull or deck.

Furthermore, the suggestion to create checkpoints after the execution of each activity
would have an impact on the CT of the remaining activities increasing them in about five
minutes. It should be noted that “dead times”, when necessary and if possible, would
also be used to include the new inspections.

Concerning the Repair station, the number of operators would reduce about 75% and
the time required for its execution would be about 20 min. Nonetheless, the last quality
inspection must be done to control the components that came out of the Cutting Booth.
This quality inspection also must ensure that the defects originated by the previous tasks
were corrected and fully identified and eliminated. The creation of checklists for the use
of measurement tools and the guarantee of maintenance of dies at the correct time would
reduce the number of defects. This would have an impact on the estimated times. With
this awareness and attending to the Industry 4.0 technologies, such checkpoints should
be integrated in the lamination process as making part as a more integrated project that
promote modern Jidoka systems [9].

Regarding the hull production, the system’s CT would decrease from 90 to 55 min,
creating a higher difference for TT. Thismeans that the Repair stationwould no longer be
the bottleneck of the system. The uptime of the different activities would also increase,
as would the percentage of activities that add value (from 28% to 30%). The value stream
of the decks would also suffer similar changes, regarding the uptime of some activities,
which would be higher, and the percentage of activities that add value, which would also
be increased (from 34% to 36%).

Finally, it was possible to verify that the throughput time would decrease from,
approximately, 12 to 11 h in the hulls case, and from, approximately, 13 to 12 h in the
decks case, representing a significant improvement in comparison to the initial situation.

6 Conclusion

This paper reports a project that was developed in the context of the PBL developed in
the course IPIEMII by a team of students in a shipbuilding company. Lean Thinking
principles and tools were implemented to improve the manufacturing sector of two
critical components of the final product – hulls and decks, through the reduction of
muda. The main waste identified was the high number of defects, whose reparation
required a considerable amount of time and manpower. To reduce this number and,
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consequently, the repair time and workers need, it was proposed, among others, more
checkpoints along the line. This could be seen as contradictory to Lean philosophy.

The expected benefits of implementing the mentioned proposals were estimated and
discussed with the company. The expected success will depend on the company’s need
to continue pursuing the goal of zero defects, focusing on the reduction of muda. In
addition, it was necessary to consider the aspects related to muri and mura, so that the
quality of the product and the performance of the production process were even more
valued.

For the company, it was a beneficial experience as the company was not aware of
Lean Thinking principles and its potential to improve processes. This project was the
beginning of a Lean journey in the company, that started by recognizing the value and
wastes concept and applying basic Lean tools to achieve good results. For the students,
learning by doing was a rich experience and an opportunity to apply the course contents
immediately after or, even, before the classes. As future work, it was advised to the
company to implement the proposals not yet implemented and the integration of a Smart
Manufacturing System.
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Abstract. The purpose of this manuscript is to propose a framework for imple-
menting 5S+S in engineering-to-order (ETO) projects with a focus on knowledge
work. The application of this framework helps to improve overall performance in
companies providing knowledge work. Themethodology allows transparency and
control over projects in day-to-day management, through the implementation of
digital tools such as visualmanagement, 5S+Sonline audits, key performance indi-
cators (KPI), dashboards, etc. This paper presents the implementation of leanman-
agement concepts in customer-specific tailor-made engineering projects, which
has not been sufficiently addressed in the existing literature. The methodology
used in this paper is based on the application by researchers of lean concepts in a
combination of three different disciplines, namely, lean project planning and con-
trol (LPPC), lean quality management system (LQMS) and Lean Design. First,
attempts at knowledgework improvement through lean are presented, based on the
existing literature. Second, all three approaches: LPPC, LQMS and Lean Design
are explained. Third, the possibility of combining all three concepts into one
framework is discussed. The use of 5S+S in knowledge work is demonstrated,
and a framework is developed, based on a DMAIC (Define, Measure, Analyze,
Improve, and Control) approach. The use of the framework is presented by means
of an illustrative case in a small and medium size enterprise (SME) providing
engineering services. The suggested methodology is applicable for engineering
services-providing companies seeking overall project performance improvement.
The findings are useful for project managers and engineering discipline leaders
who aim to implement lean thinking in engineering projects.

Keywords: Lean · 5S+S · Knowledge work

1 Introduction

To compete with international corporations, it is important for small and medium-sized
enterprises (SMEs) delivering engineering solutions to focus on improving efficiency
[1]. In times of highly competitive markets, it is critical that SMEs deliver high-value
products at the lowest possible operating cost. This is specifically relevant for project-
based organizations delivering highly customized engineering-to-order (ETO) projects
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[2], often experiencing project delays, budget overruns and quality defects [2]. Knowl-
edge workers play an important role in engineering companies, as their specific skills,
knowledge and creativity are the source of innovation in the workplace [3, 4]. The impor-
tance of improving knowledge work productivity has been discussed by many authors
[3–5]. Lean tools and methods are a potential approach to improve the challenge of
the low productivity of knowledge workers [6]. In order to support SMEs providing
ETO projects, lean philosophy offers a 5S+S concept (sort, set in order, shine, safety,
standardize, sustain). 5S+S principles aim to reduce inefficiencies in businesses, by
identifying irregularities, eliminating performance waste, and introducing continuous
standardization [7].

The number of studies related to implementing the lean concept in knowledge work
has increased in recent years [8, 9]. However, there is a gap in the literature regarding
detailed and consistent implementation of 5S+S in relation to knowledge work compa-
nies. Some of the lean tools are applied only in single case studies; thus, their relevancy
is arguable, and more evidence is needed to prove their applicability in knowledge work
[10]. The lack of clear standards and uniformity in lean methodologies’ application
to the knowledge-based workforce is acknowledged [10, 11]. It is from this perspec-
tive that the 5S+S framework and guidance for knowledge-providing organizations was
developed and is presented in this paper. The framework, with a base concept built on
5S+S, was developed through a combination of three disciplines: lean project planning
and control (LPPC), lean quality management system (LQMS) and Lean Design. The
possibility of combining all three concepts into one framework offers the opportunity to
develop a complete lean solution with the potential to improve overall performance in
custom-specific engineering projects.

This paper is organized as follows. Section 2 introduces the literature review related
to the application of lean in knowledge work, with a focus on 5S+S. Section 3 provides
an overview of the methodology for developing this paper. Then, Sect. 4 provides a
description of three concepts, which are included in the final framework: LPPC, LQMS
and Lean Design. Section 5 describes the results of the case study carried out in Blueday
Technology AS (BDT), where the main challenge is to improve the performance of
engineering projects suffering from lowprojectmargins and exceeded engineering hours.
In Sect. 6 the 5S+S framework is presented. Finally, Sect. 7 offers a discussion and
conclusions, as well as introducing future research areas.

2 Background

2.1 Lean in Knowledge Work

Lean Approach in Knowledge Industries. In recent years, the productivity improve-
ment of knowledge workers has been a major challenge discussed by authors in [8, 9,
12]. Understanding the mechanism that affects the productivity of white-collar workers
is highly important, as it can contribute to the entire organization. A variety of industries,
in which knowledge workers play a vital role, have successfully implemented tools and
methodologies with a foundation in lean philosophy, e.g., software engineering [13–
15], healthcare [7], aerospace and defense [16], and construction [17–19]. In software
engineering and healthcare, lean has been applied through the reduction of waste and
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waiting time [13, 15], contributing to improved flow and better process efficiency [7].
The reduction in waste was also a major part of changes in the construction sector, where
complexity and uncertainty were minimized, while inconsistency in documentation was
reduced [19]. An emphasis on transparency [16], customer requirements [19], collective
commitment and a common knowledge base [16] are indicated in the literature as exam-
ples of key factors impacting value in case study organizations. However, adaptation to
lean thinking and understanding the concept of waste itself seem to be the most chal-
lenging tasks during transformation into lean [7, 16]. Studies indicate that two thirds of
lean implementation programs in North America fail, due to the inability of companies
to achieve cultural change such as encouraging workers to adopt new behaviors or the
continuous improvement of daily practices [20].

5S+S in Knowledge Work. The purpose of the 5S+S tool is to implement within the
organization all aspects of the 5S traditional lean concept (sort, set in order, shine, stan-
dardize, sustain), with an additional focus on safety in the working area [21]. The studied
cases have revealed that poorly implemented 5S undermines the safety factor [22]; there-
fore, an additional principle has been integrated into the 5S+S concept. So far, 5S+S has
only been identified by authors as a successful lean application in manufacturing com-
panies [23, 24]. There is an unexplored area of 5S+S in knowledge work organizations
which should be investigated.

The literature has indicated a variety of approaches when it comes to lean philosophy
in knowledge work [7, 13–19]. It can be observed that organizations focus on specific
lean tools [13, 15, 16] and achieve effects in particular functional areas [7, 19] such as
administration, manufacturing, purchase. The main challenge in studies seeking ways
to improve knowledge work performance is the difficulty in defining the structure of
knowledge work [10, 12], as knowledge workers are involved in many and various
activities. Authors also state that, in order for the knowledge providing organization to
succeed, knowledgeworkersmustwork together in collaborativeways [5, 10]. Therefore,
this paper proposes a complex knowledge work and 5S+S oriented framework, which
could guide several functioning areas of the organization to improve project performance.

3 Methodology

The research methodology presented in Fig. 1 is a combination of action research and
case study-based research. The case study research was conducted based on the collec-
tion of information from a company’s internal systems, in order to verify what could
possibly impact project performance. The information retrieved was related to project
finances, engineering hours, reported project non-conformances, project documentation,
etc. The data has been analyzed and the results presented. Simultaneously, the literature
overview was conducted, focusing on existing lean tools such as 5S+S and methodolo-
gies contributing to the improvement of engineering design routines, project execution
and quality management systems. The relevant literature was studied to formulate a new
approach to be carried out in a case study. DMAIC (Define, Measure, Analyze, Improve,
and Control) methodology was used to develop a framework to be implemented in the
organization.
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Identification 
of goal and 

research 
questions.

Literature overview. Verification of existing tools and methodologies 
focused on: 5S+S, lean quality management, lean engineering design, 

lean project execution. 

Data collection. Company’s internal systems such as: document 
management system, HSE (Health, Safety and Environment) 

management system, accounting system, project reports.  

Data analysis, 
results,  

conclusions.

Framework 
development 

for a case 
study 

company.
Evaluation of 

best suited 
methodologies. 

Fig. 1. Research methodology.

4 Literature Overview

4.1 Lean Project Planning and Control (LPPC)

LPPC is a response to poorly planned and controlled ETO projects, caused by lack of
routines, few staff members included in planning, poor monitoring, or no response to
delays [2]. The model (Fig. 2) was tested by several ETO manufacturing companies
delivering advanced equipment to the oil and gas industry.

Planning

Flexibility

Integrity

Commitment

Participation

Updates as often as required – all levels of activities.
One integrated plan for all project disciplines.

All project disciplines commit to one common project plan.

Regular planning meetings with formal agenda, formal reporting.

Project dedication

Planning dedication

Replanning
Impact awareness
Learning ability

All project disciplines report in a standardized report.
Physical progress reported by all disciplines on a standardized form (percent plan 

complete).
Delayed activities are replanned (root cause analysis, discussion with the project team).

Decisions taken by considering the optimization of the project processes. 
Between all the employees and the external project partners.

Fig. 2. Lean project planning and control adapted from [2].

4.2 Lean Quality Management System (LQMS)

Lean Quality Management System (LQMS) is a comprehensive approach, combining
ISO (International Organization for Standardization) standards (Quality Management
System) and key concepts of leanmanagement [25]. ISO standards and lean are intended
to improve organizations’ production processes, but when those two concepts are not
aligned, it can lead to a waste of resources [26]. The proposed framework (Fig. 3)
enables organizations to both develop the minimum amount of documentation required
to demonstrate an effective QMS and help to organize and control internal processes.

The methodology includes several QMS templates, e.g., the lean SIPOC card
(acronym of Supplier, Inputs, Processes, Outputs, Customer), which improves process
mapping by adding system measures and process targets, as presented in Table 1 [25].

4.3 Lean Design

Lean Design is a concept developed to support engineering design through the use of
tools such as pull scheduling, design structure matrix or shared geometry, in order to
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Fig. 3. LeanQualityManagement System (LQMS), six-step implementationmodel adapted from
[25].

Table 1. SIPOC card example, Lean Quality Management System (LQMS) adapted from [25].

SIPOC

Owner Processes Target

Project manager Design of assembly drawings Drawings according to company’s
standard templateInput Output

Mechanical engineer Design completed Focus on customer’s expectation

Supplier System Measures Customer

Engineering Time, quality Warehouse

improve information flow, reduce negative iterations and involve all teammembers in all
decision-making processes in the design phase [17]. The basic concept of Lean Design
is illustrated in Table 2.

Table 2. Lean Design Model adapted from [17].

Lean Design

Cross-functional teams Involve downstream players in upstream
decisions

Set-based strategy Create and exploit opportunities to increase
value in every project phase. Select from
alternatives at the last responsible moment.
Share incomplete information. Share ranges of
acceptable solutions

(continued)
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Table 2. (continued)

Lean Design

Structure design work to approach the lean
ideal

Design of product and process. Include
operations, maintenance, commissioning,
assembly, fabrication, purchasing, logistics,
detailed engineering and design. Move detailed
design to fabricators. Reduce design package
sizes

Minimize negative iteration Pull scheduling. Design Structure Matrix
(DSM). Strategies for managing irreducible
loops

Last Planner System in production control Try to make only quality assignments. Make
work ready within a lookahead period.
Measure PPC (Percent Planned Complete).
Identify and act on reasons for plan failure

Technologies Shared geometry: single model. Web-based
interface

5 Case Study Company

A case study was carried out in Blueday Technology AS (BDT). The company is a
project-based organization handling ETO projects. BDT is a medium-sized enterprise,
executing electrical engineering projects such as hybridization of ships or shore power
installations.BDTprovides knowledgework, service, andmanufacturing. The case study
scope aims to identify the reasons behind low project margins. Based on observation and
collected information, it can be stated that employees are well educated, experienced,
intelligent, highly motivated, and capable people. The company has approximately 35
employees, with the yearly employee turnover rate varying between 3.3% and 8.3%, at
an average of 3.9%. Nineteen projects executed between February 2017 and September
2020 were included in the project portfolio investigation (excluding feed studies). It has
been concluded that the company is providing services to five industry sectors: shore
power, defense, marine, offshore, and aquaculture. The analyzed information revealed
that planned spending for the majority of projects was significantly higher than the
originally estimated budget. Of 19 analyzed projects, 13 exceeded the planned budget
(Fig. 4a, b) and 14 exceeded the planned engineering hours (Fig. 4b, d). Comparisons in
Fig. 4 refer to marine and shore power groups, as the majority of projects executed in the
company in the investigated time period belonged to the marine and shore power sectors.
There is a visible pattern, suggesting that exceeded engineering hours drastically affect
the project budget.
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Fig. 4. Estimated project cost vs. final project cost for projects in (a) shore power group, (b)
marine group. Estimated engineering hours vs. final engineering hours for projects in (c) shore
power group, (d) marine group.

Analysis of several project plans indicated poor planning of engineering and pre-
engineering phases, reflected in missing phase details, such as design steps, process
sequences, design milestones, master design documents, etc. Moreover, some projects’
plans did not include the engineering phase at all. Additional information retrieved
from the company’s internal systems showed issues related to the quality of several
products and low customer satisfaction related to delivery time. The discovered data
was confirmed by a value stream mapping (VSM) performed as part of the case study.
Future improvement actions in the company shall be focused on the following areas:
engineering design, project planning, and product quality control.

1. Define
Problem statement: 
Low project margins. 

Goal statement: 
Overall productivity improvement, 

improved project margins,

reduced engineering hours.

2. Measure
Obtaining KPI for the projects 

and engineering department 

e.g. tasks allocation per 

engineer, customer 

satisfaction.

3. Analyze
Performing VSM 

for projects. 

Elimination of 

wastes.

5. Control
Performance 

monitoring.

4. Improve

4.1. Introduction to 
5S+S in organization.
Training conducted by 

indicated personnel.

4.2. 
Implementation 

of 5S+S.

4.3. Monthly 
performance status

of improvement 

activities.

Fig. 5. Methodology and guideline for implementing 5S+S in the case study company.
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6 Framework Presentation

The main goal is to improve overall performance in the organization, through the imple-
mentation of all the elements of the framework, with a focus on the popularization of
lean routines in the office space, waste reduction in daily practices in projects, and con-
tinuous improvement. The implementation of the framework will be introduced to the
case study company in the spring of 2021. The case study is estimated to continue until
spring 2023. The framework will be implemented in the case study company by the
following five phases of DMAICmethodology: Define, Measure, Analyze, Improve and
Control (Fig. 5).

Clean office space. 
Eliminate not 
needed items, 
documents by 

tagging wastes and 
verifying with 

office users what is 
not needed.

Create standard of 
what should be 

available in each 
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etc. Tag location of 
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Keep workspace 
clean and well 

organized. Tag area 
for waste storage.

Keep workspace 
safe. Report non-
conformances in 

HMS system.

Keep workspace 
clean based on 

established 
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schedule.
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QMS 

documentation 
to minimum 

specified in ISO 
9001: see Fig. 2.
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engineering 
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project phases.
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files, folders. Sort 
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PC, company’s 

server, document 
management system.  
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procedures. Keep 
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management system).
Use digital Kanban 

boards for work tasks. 

Maintain work 
routines, once a week 

spend time on 
organizing files. 

Protect files from 
loss. Save documents 
on dedicated servers. 
Protect company’s 

data from 
unauthorized access.

Monitoring of KPI 
(digital dashboards).

Full participation in 5S+S, 
continuous learning 

improvement.

Structure 
project 

management 
work.

Map all project
processes.

Use SIPOC 
from Table 1.
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project 
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Implement 
QMS steering 
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Table 2.

Keep design 
work well 
organized. 

1. Sort

2. Set in
order

3. Shine

4. Safety

5. 
Standarize

6. 
Sustain

5S+S
Physical Office 

Work
Digital Office Lean Project

Planning & Control
Lean Quality
Management

Lean
Design

5S+S is a habit continually applied. Organization continuing to 
learn about 5S+S, employees help to educate each other about 

5S+S. All staff are participating in 5S+S implementation efforts.
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Fig. 6. Methodology and guidelines for implementing 5S+S – case study company.
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Figure 6 presents the framework and guidelines for implementing 5S+S in the case
study company. The framework is divided into five main sections representing areas for
future improvement: physical office work, digital office, lean project planning and con-
trol, lean quality management, and lean design. Planned improvements are sequenced
into six steps according to 5S+S methodology: 1. Sort (cleaning, elimination of wastes),
2. Set in order (structuring and standardizing), 3. Shine (maintaining established rou-
tines), 4. Safety (ensuring safety in the work environment), 5. Standardize (standard-
ization and monitoring of key performance indicators (KPIs)), 6. Sustain (continuous
improvement and learning). The implementation of 5S+S shall be performed simulta-
neously for all five improvement areas, with an introduction to 5S+S being presented to
the knowledge workers before the framework is implemented, as the implementation of
lean should focus on the philosophical level before any tools and methods are applied
[10].

7 Conclusions

This paper proposes a framework and guidance to improve overall performance in
engineering-to-order (ETO) projects, with a focus on knowledge work and the 5S+S
concept. In order to develop a 5S+S framework, lean approaches to knowledge work
were studied. The literature refers to several attempts to implement the lean philosophy
in different knowledge work related industries, such as software, healthcare, aerospace
and defense, and construction. Several authors observed that the application of the lean
concept to knowledge work is challenging for various reasons, e.g., difficulties in achiev-
ing cultural change and in encouraging workers to adopt new behaviors or to establish
and maintain daily practices. Attempts to implement lean described in the literature are
characterized by a lack of clear standards in applying lean principles and tools to the
knowledge work. Moreover, the approach of 5S+S has not been sufficiently covered
within the context of knowledge work projects.

Next, the results from the case study carried out in Blueday Technology were pre-
sented. The company has struggled with exceeded engineering hours and low project
margins. After analysis of the VSM and company internal systems, it was concluded
that there is a clear need for overall performance improvement in the projects, specifi-
cally when it comes to engineering design, project control and monitoring, and product
quality.

From this perspective, the 5S+S framework and guidance for knowledge-providing
organizations was developed. The framework aims to support the organization in a
cultural transformation to become lean. The 5S+S concept helps to reduce the waste
and standardize the work environment, maintain the established routines, and increase
the productivity of white-collar workers. The framework paid special attention to the
separation between physical office work and digital office work, in order to provide
separate guidance for treatingdigital officeworkwaste (chats, emails, inefficientmethods
of storing files) and physical office work waste (unneeded physical items, e.g., binders,
paper copies). The framework has the potential to provide useful methods to improve
knowledge work efficiency, especially when it comes to work routines and practices.
The suggested methodology is applicable for knowledge-providing companies, project
managers, and team leaders who aim to improve the productivity of their project teams.
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Future research shall focus more on detailed case studies where the presented 5S+S
framework could be used; detailed procedures and practices enabling the identification
of waste in the knowledge work environment; lean tools and methods that could support
the presented 5S+S framework; and the development of tailored KPIs to monitor the
transition of the company into a lean organization. Additional focus shall be directed to
the applicability of lean methods to the knowledge work in order to improve customer
value.
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Abstract. The public services’ related strategy deployment (SD) process involves
complex andmulti-criteria decision-making.Group decision-making is often char-
acterized by, among other things, some degree ofmanagerial discretion, silo think-
ing, poor consensus and ad hoc approaches, for simplification purposes. This
reduces consistency and results in a high level of variability in the overall perfor-
mance, due to ambiguous and flawed translation into operational targets. Hence,
it is necessary to investigate the potential use of scientific approaches to improve
the consistency and minimize the variability of the performance of organizations
providing public services. This paper presents the use of a Lean approach, by
incorporating Gemba Walks, A3 and the analytic hierarchy process, to improve
consistency and minimize the variability of an SD-related decision-making pro-
cess in a public organization. Action research, supplemented by a practical case
exercise, is performed, using qualitative and quantitative data, in one Norwegian
police district. The proposed methodology provides a structured approach to con-
solidating different managerial perspectives, to systematically prioritize strategic
alternatives and directions in a more meticulous and credible way, decreasing
the possibility of minority domination and subjective views. The suggested app-
roach can help build consensus and improve the consistency associated with group
decision-making and minimize the adverse consequences of an ineffective SD
process.

Keywords: Public services · Lean ·Multi-criteria decision-making

1 Introduction

Public organizations are subject to increasing political and social demands on perfor-
mance enhancement and service efficiency and quality, in a financially constrained envi-
ronment [1, 2]. As such, it is vital that policies and strategies are used to focus the
organization on key priorities that need to be aligned, developed, and deployed through-
out the whole organization, to ensure their translation into operational targets that are
integrated into daily routine management [3]. However, as identified in this study‘s case
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organization, root causes of ineffective policy or strategy deployment (SD) are found
to be associated with lack of knowledge about tools and methods for problem-solving,
as well as strategic anchoring and group decision-making processes when faced with
complex multi-criteria decision-making (MCDM) involving prioritization or trade-offs
of alternatives.

Lean is a management philosophy found to improve organizational decision-making
and shared vision [4], as a continuous improvement (CI) approach that reinforces the
participation and involvement of all organizational levels through a common set of
principles, tools and techniques for problem-solving [3]. Moreover, in the context of
complex group decision-making, MCDMmethods can play a significant role when there
is a need to prioritize alternatives and build group consensus on strategic guidelines and
priorities, which is vital for effective SD [5]. However, public organizations represent
unique challenges to such management ideologies and practices [1]. That is, they are
rarely observed in practice, or they are unsuccessfully implemented as an integral part of
a comprehensivemanagement system and adapted to the organizational decision-making
context [4].

Henceforth, a practical understanding of Lean complemented by MCDM methods
can be of significant value in public managers’ aim to have more meticulous and cred-
ible SD-related decision-making and deployment. Action research, supplemented by a
practical case exercise, is conducted in one Norwegian police district that is undergoing
a CI program. In such, Gemba Walks are performed by the district management group
to identify organizational needs or improvement areas, for strategic problem-solving
using the A3 tool and Deming cycle: Plan, Do, Check, and Act (PDCA). Followingly,
the MCDM method; Analytic Hierarchy Process (AHP), is used to prioritize and select
which of the strategic A3s to deploy. Before discussing the proposed methodology in the
context of SD, the next section presents the challenges faced by the case organization
and the relevant theoretical background to this study.

2 Background

2.1 Organizational Challenge

In 2015, a new reform for the Norwegian police was decided upon, involving, among
other things, the reduction of 27 districts to 12. Findings from the reform‘s latest evalua-
tion report point out that lack of organization, plans and systematics, lack of competence
amongmanagers and lack of follow-up and prioritization have been key barriers to learn-
ing and development. Moreover, when considering future organizational challenges and
barriers, strategic managers highlight structure, work processes, strategy, and manage-
ment as important factors [2]. Top-level management in the Norwegian police describes
increased distances internally between strategic management and the subordinate levels
in the police organization. These are unintended consequences of the police reform,
which breaks with the reform‘s objectives and ideals [6].

In one of the police districts, current managerial challenges are identified as being
related to, among other things, the district management group’s overall SD process, that
is, their ability to effectively plan and continuously execute “FAIR” – 1) Focus short-term
strategies, 2) Align plans, systems, and processes with the decided priorities, 3) Integrate
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priorities in daily management, and 4) Review the management of priorities [7]. In this
context, among the underlying root causes and improvement areas, the following are
identified: 1) lack of knowledge regarding methods, tools, and techniques for problem-
solving and 2) strategic anchoring and group decision-making.

The latter is related to the management group’s ability to have a structured approach
to complex multi-criteria-based group decision-making, which is often characterized
by, inter alia, the following factors: ad hoc approaches for simplification purposes, silo-
thinking, minority domination, poor consensus, and ambiguity [1]. Lack of knowledge
regarding methods and tools for problem-solving is organizational and involves the
district‘s ability to approach complex organizational problems or improvement oppor-
tunities in a systematic and scientific way. Currently, there is a culture of identifying a
problem, jumping to a conclusion regarding the solution and managing the problem in
an ad hoc fashion, without sufficiently considering its entire scope and having a plan
for implementation, review, and control. Consequently, this has been shown to result in
a limited or immature problem-solving decision basis. Henceforth, both improvement
areas, which are interconnected, require modernization and development in the given
public organization.

2.2 Lean, Gemba Walks and A3

Lean is a highly promoted management philosophy, due particularly to its inherent
emphasis on long-term organizational thinking, leadership and learning [8], as well as its
ability and objective to eliminate waste by concurrently reducing or minimizing variabil-
ity and overburden [9]. As a combination ofGemba (“the real thing”),Genchi Genbutsu
(“go and see”), and Genjitsu (“real facts”), a Gemba Walk is a significantly valuable
Lean technique, for observing, interacting, gathering information and understanding
organizational conditions and processes, that creates value [10, 11].

A Gemba Walk is characterized by four distinctive elements: 1) location – observ-
ing something or someone at “the actual location” where the work is being performed;
2) observation – watching something or someone perform their work “in person”; 3)
teaming – “interacting” with the employees performing the work, by respectfully asking
questions if appropriate; and 4) reflecting – after “seeing and listening” – onwhat actions
are required to support innovation and continuous improvement [10–12]. In this context,
a supplementary tool is the A3, which is reinforced by the PDCA cycle [13]. Perform-
ing a Gemba Walk with the support of the A3 can be a powerful approach and commu-
nication technique that can direct managers and problem solvers to gain a deeper under-
standing of the problem or opportunity, generating innovative ideas on how to tackle the
problem [3].

However, common Lean tools and methods for waste elimination and problem-
solving are arguably insufficient for tackling many business-improvement-related prob-
lems such as complex decision-making, conflict resolution, project prioritization or
trade-offs, resource allocation orworkforce scheduling [14].MCDMmethods, which are
a sub-discipline of operations research, are well positioned to complement the existing
Lean tools and methods and effectively solve these problems.
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2.3 Multi-criteria Decision-Making

In contrast to private organizations, public sector organizations are financially con-
strained, accountable to society, and subject to new reforms. They are governed by
political directives and objectives that are often conflicting, complex, and ambiguous
[1]. In this context, strategic decision makers are challenged by some degree of man-
agerial discretion and often in a position in which prioritization or trade-offs of strategic
directions and initiatives are required. The AHP is aMCDMmethod that was first devel-
oped and described by Saaty [15]. It enables the synthesis of the knowledge, experiences,
data, information, intentions, and intuitions of the decision makers [16]. In essence, it
describes a structured mathematical approach that enables decision makers to develop
priorities and preferences by converting human judgements (e.g., experiences, the intu-
itions, and intentions of experts in different disciplines) into numerical values. MCDM
methods, such as AHP, aim to reduce uncertainty and build consensus in the decision-
making process, by simultaneously laying out all relevant factors of concern, tangible
and intangible [17].

Primarily, AHP is built on the following three underlying concepts [16]: 1) visually
structuring the decision problem as a hierarchy of goals, criteria and alternatives (Fig. 1),
2) pairwise comparison of elements at each level of the hierarchy with respect to each
criterion on the preceding level, and 3) vertically synthesizing the judgements over the
different levels of the hierarchy. In general, themeasurement of indicators is ‘often based
on the quantitative analysis (through scoring, ranking, and weighting) of a wide range of
qualitative impact criteria’ [16, 18].However, although there have been numerous studies
encouraging organizations to apply MCDMmethods, it is noteworthy that such rational
decision-making processes are rarely observed in practice [19, 20]. Henceforth, it is
a necessity to explore and contextualize how such methods can complement strategic
managers and make it an integral part of a broader management system and group
decision-making processes in practice.

Identify problem and define 
goal

Establish decision 
criteria Weigh decision criteria Generate alternatives Weigh and develop 

overall priority ranking

Prioritizing and selecting 
strategic A3 for deployment

Goal

Cost

Risk (implementation)

Significance for employees

Performance contract

Social mission

Criteria

Strategic A3: A – Organizational 
communication/information flow

Strategic A3: B – Upgrade of one 
interrogation room

Strategic A3: C – Recruitment process: 
special emergency unit

Strategic A3: D – District passport and ID

Alternatives: A3 and strategic theme

Develop hierarchal 
framework

Construct pairwise 
comparison matrix

Normalized pairwise comparison and calculation of priority 
weight for criteria and alternatives

Consistency 
analysis

AHP

Fig. 1. Summarized rationale decision-making process, AHP and hierarchical structure
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3 Methodology

As this study aims to address an improvement potential in an organization and, accord-
ingly, generate practical implications and innovative solutions for the identified improve-
ment areas through participation, an action research strategy is proposed, supplemented
by a practical case exercise [21].

Based on the previous section, a model displaying the overall SD process is devel-
oped (Fig. 2), to contextualize the methodology of this study, in which theGembaWalks
are performed by the district management group (i.e., strategic level) to identify strate-
gic themes and improvement areas in the organization. The output of each Gemba Walk
is an A3, conveying the most critical information according to the PDCA cycle. Fur-
thermore, as part of the practical case exercise, an excerpt of the developed A3s is cho-
sen for the AHP (Fig. 1). Table 1 provides a summarized description of the established
decision criteria. The management group was divided into three sub-groups to perform
the AHP, using the Expertchoice software tool. In this, the geometric mean approach
is recommended to combine the pairwise comparison matrix obtained from individual
evaluators [5].

Table 1. Description of decision criteria

Decision criteria Description

Cost Direct cost (or expenses) of implementing the described
strategic A3

Risk Threats or level of uncertainty related to implementing the
described A3. It determines the level of risk tolerance that the
managers accept

Significance for employees The direct value or significance that the strategic A3 has for
the employees on a system level

Performance contract The value or significance that the strategic A3 has for key
performance indicators described in guidelines and directives
for the district

Public (or social) mission The value or significance that the strategic A3 has on the
district‘s ability to prevent crime, maintain order and safety in
society, and investigate and prosecute offences



A Lean Approach for Multi-criteria Decision-Making 661

Strategy deployment 

Plans and strategic themes Execution of FAIR

Strategic planning Management by priorities 

FOCUS 
Short-term 
strategic priorities 

ALIGN 
Plans, systems,  
etc. with priorities

INTEGRATE
Priorities with  
daily management 

REVIEW 
The management  
(control) of priorities

A3 
PDCA 

Gemba walk 
Plan for where, 

why, who and what

Implement 

A3 
PDCA 

Complex and in need 
of prioritization/ 

strategic anchoring 
and decision-making 

MCDM 
Analytic hierarchy 

process

A3 
PDCA Operational level 

Tactical level 

Strategic level 

A3 
PDCA 

Vision, mission, values, and political directives, guidelines and objectives  

Fig. 2. Overall SD process using Gemba Walks, A3 and AHP, adapted from [7]

3.1 Findings

As the data and results are from a government agency and contain some sensitive infor-
mation, the content of the A3s and decision criteria are intentionally censored or not
elaborated in detail, to conform to the organization’s confidentiality policies. From the
Gemba walks, a total of 12 A3s was obtained. Of these, four were evaluated as need-
ing strategic anchoring and group decision-making, due to their complexity and scope
(Figs. 1 and 2). The weight of criteria and overall priority scores of the different strategic
A3s obtained during this case exercise are shown in Table 2 and Fig. 3. From Fig. 3b,
it could be found that strategic A3: D, which involves the district‘s passport and ID
services, has the maximum overall priority score. As a sequel to the performance of this
study, efforts have been taken by the case organization to implement strategic A3s: D, A
and C which are concretized and operationalized through, among other things, tactical
A3s in the subsequent steps of the SD process and FAIR method (Fig. 2).

Table 2. Weight of decision criteria and overall priority score of alternatives.

NB: Performance contract (PC), Public (or social) mission (PM), and Significance for employees (SE) 

Cost = 0.1860 Risk = 0.0646 PC= 0.3028 PM= 0.3203 SE= 0.1263 Overall priority
A3: A 0.5110 0.2889 0.0980 0.2978 0.5801 0.3080
A3: B 0.3292 0.1409 0.0667 0.0621 0.1617 0.1256
A3: C 0.0788 0.4405 0.3147 0.2337 0.0654 0.2264
A3: D 0.0810 0.1297 0.5205 0.4064 0.1928 0.3400

https://doi.org/10.1007/978-3-030-85874-2_2
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Fig. 3. Visual presentation of weight of criteria and overall priority of alternatives

Performing Gemba Walks using the A3 provided a bottom-up approach to learning
and the accumulation of knowledge regarding organizational improvement opportunities
and problem-solving. It was perceived as a valuable practice for realizing the vertical
integration of all levels of management and their connectivity with the organization and
employees [11]. As opposed to a top-down hierarchical approach to decision-making,
which is currently evident in the police, Lean‘s Gemba-based decision-making can,
among other things, increase trust and consensus on strategic guidelines and priorities
within the organization [12]. Moreover, if routinely performed as an integral part of the
overall SD process, it can provide evidence that the organization‘s strategic plans and
objectives are being deployed effectively [22].

There are high expectations of and pressure on top-level managers to continuously
improve and enhance performance and service quality. However, contextual factors,
such as financial constraints, political directives, objectives, and guidelines, which are at
times excessive, ambiguous and conflicting, challenge the managers’ degree of manage-
rial discretion. As such, complex decision-making requiring prioritization or trade-offs is
arguably more evident in public sector organizations than in the private sphere. The AHP
provides a systematic approach to consolidate different perspectives for the managers.
The rational decision-making process provided a structure comprised of a common goal
and decision criteria to approach the problem, as well as to elicit the group’s tacit knowl-
edge and make it explicitly available through visual data representation. This increased
transparency and openness in the group‘s discussions, reducing variability, minority
domination, silo-thinking, and subjective opinions or idiosyncratic views, ultimately
contributing to a higher level of consensus and consistency within the group, which is
vital for effective SD [3].

However, although there have been numerous studies encouraging organizations to
apply MCDMmethods, it is noteworthy that methods such as AHP also face some diffi-
culties in aiding group decisions [23] and have been subject to criticism and controversy
[24]. For instance, although the majority of the group’s judgements had an acceptable
inconsistency ratio (i.e., smaller or equal to 0.1), the level of inconsistency in the judge-
ments provided had no significant effect on the usefulness of the MCDM method, as
also concluded by [25].
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4 Conclusion

This paper contextualizes the combined use of Gemba Walks and A3 as an integral part
of a public management group‘s SD process, to identify and methodologically generate
critical information regarding organizational improvement opportunities, which are then
selected for implementation via the AHP. Such fieldwork, involving the integration and
implementation of these tools and methods in police services’ SD, is arguably scarce in
the literature. This study can have practical implications, as it ideates a model (Fig. 1),
broadly demonstrated in a case exercise, which is adoptable by other public organizations
seeking to implement Lean and MCDM as part of their strategic management system.
The suggested approach can help to enhance the consensus and consistency associated
with multi-criteria group decision-making and minimize the adverse consequences of
an ineffective SD process. However, there are limitations to this study. Among other
things, this study displays challenges and a single case exercise conducted in one police
district. Hence, there are limitations to its generalizability. Additionally, this study does
not report on further implementation of the A3s and the sequenced steps in the SD
process. Further research shall therefore follow the continuation and deployment of one
of the selected strategic A3s and its subordinate tactical A3s, to report on the overall SD
process and performance of the organization.
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Abstract. Lean Six Sigma (LSS) continues to greatly interest public sector orga-
nizations as ameans to continuously improve service performance.However, given
the plethora of research and literature on LSS in the public sector, research specif-
ically about LSS in policing and prosecution services, which are dominated by
knowledge work, is significantly limited. It is necessary to measure the knowledge
work performance, to achieve continuous improvement. This manuscript presents
a case study about the use of LSS in the Norwegian police service. It reports
on the existing framework of LSS and explicates how to systematically analyse
data regarding knowledge work-related waste to identify improvement areas in
the criminal justice process. The LSS methodology and framework applied in this
study provides a systemic approach that uncovers waste, which gives grounds to
holistically analyse and indicate how the current overall process is performing,
based on the scope of defects. This study demonstrates the implementation poten-
tial of LSS in policing and prosecution services to support managers who are
engaged in any form of continuous improvement initiatives. The findings also add
evidence to the existing argument on the applicability of LSS in policing services.
However, there is a need to further develop and apply the LSS methodology in
such a context.

Keywords: Lean Six Sigma · Police services · Knowledge work

1 Introduction

Lean Six Sigma (LSS) continues to greatly interest and influence management practices
in various industries. In more recent times, LSS, which has had and continues to have
profound and advanced application in many manufacturing companies, has propagated
to public organizations, such as higher education, healthcare,municipalities, and govern-
ment agencies, in their continuous improvement programmes [1, 2]. However, given the
demonstrated utility and impact of LSS in manufacturing and non-manufacturing envi-
ronments highlighted in the existing plethora of literature, research specifically about
the implementation of LSS in the policing and prosecution services, which is domi-
nated by knowledge work, is very limited [3, 4]. Hence, it is important to explore its
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required adaptation, implementation potential and viability for system-level continuous
improvement, and to contribute to the existing gap in literature regarding this topic.

This paper attempts to report on the following question: How can the existing frame-
work of LSS be extended and applied in policing and prosecution services to system-
atically identify and analyse waste in crime investigations? The aim of this study is to
answer this question and report on key learning points, based on observations and results
from the applied LSSmethodology in a Norwegian police district. The following section
presents the literature background. Section 3 describes the proposed case study research
design, while Sect. 4 presents the results. Finally, Sect. 5 discusses the findings, draws
some conclusions and mentions future research opportunities.

2 Background

2.1 Lean Six Sigma in Policing and Prosecution Services

Lean is a philosophical approach derived from Toyota‘s operating model, TPS, which
consists of a set of principles that drive organizations to continually add value to their
operations and services [5]. Toyota problematized waste, overburden and variation (also
known as Muda, Mura and Muri), in a way their competitors did not, and made this a
central part of their business philosophy [6]. Using various principles and tools, Toyota
has built a culture and system that can identify relatively automatically problems that
are non-value-adding [5]. The way of thinking and its practices enhance the necessary
process steps and eliminate those that fail to add value, thereby improving flow and
performance. Since its origin in Toyota, it has been adapted in various industries and
sectors and merged with supplementing techniques and tools, such as Six Sigma, for
process improvement. LSS strategies have an increased focus on quality and seek to
improve the quality of the output of a process, by identifying and removing the causes
of defects and minimizing impact variability [7].

While LSS has led to long-term successes in terms of developing a culture for con-
tinuous improvement (CI) in both the private and public sectors, failed implementation
is also common [8, 9]. For instance, as a response to the general call for reform and
austerity and the demand to reduce costs in the public sector [10], police organiza-
tions, predominantly in the UK, have explored the application of LSS practices, with
consideration being given to their applicability to the police and the extent to which
methodologies need to be adapted to individual services [3]. However, [4] states that,
although many of the initiatives are undertaken under the banner of “Lean” within indi-
vidual police forces, short-term successes are reported. In general, the reality is that
public sector organizations have tended to be tool-oriented, with full-scale or systemic
implementation of rigorous methodologies of LSS not being adopted [1, 9]. The com-
plexity of implementing LSS methodologies in public sector organizations, which are
characterized by a contextually different environment from that of manufacturing, is
widely recognized [11]. It is therefore important to understand the differences, in order
to undertake any tailoring exercise which would support the ‘fit’ of LSS methodologies
to policing and prosecution services, before approaching implementation on a broader
scale [4].
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In contrast to a manufacturing environment, which is dominated by physical assets
and material flow, a policing organization is composed of functional hierarchies, mainly
operated by human resources, whose processes and activities are characterized by knowl-
edge work, to perform the required functions. Knowledge work primarily involves
the management and use of information [12]. Moreover, it is characterized by more
dynamic and uncertain processes than those generally associated with manufacturing.
For instance, once an automobile producer initiates the production of a station wagon,
it does not try changing it into an SUV halfway down the line [13]. In police investiga-
tions, however, a criminal case can take countless turns, based on the information that
is available in advance and that is collected and generated along the way. Furthermore,
each criminal case differs in type, complexity and scope, and they are dependent on
multiple interconnected activities, disciplines and actors, both internally and externally,
to deliver a final product that the prosecutor can take to court.

In the context of knowledge work, researchers have used a services context to doc-
ument how knowledge work and unstable and uncertain conditions (demands and pro-
cesses) do not preclude the use of LSS [12]. Furthermore, as indicated in the previous
sections, there are traces of the implementation of LSS in police organizations. While
these are few, compared to the existing research and LSS and CI in the public sector in
general, [3] state that LSS can be embraced by all policing services to create efficient and
effective processes, to provide enhanced value at reduced operational costs and, more
importantly, to change how the organization learns through hypothesis-driven problem
solving [13]. Henceforth, there is a need to continue the research into and the explo-
ration of how LSS can be adapted, implemented, and extended in police organizations,
to achieve long-term successes.

2.2 Background to the Case Organization

In contrast to many countries, the prosecution authority is an integral part of the Nor-
wegian police. The prosecutor has the overall responsibility to manage the criminal
proceedings, ensuring that the investigation of a case is purpose-driven and in accor-
dance with current law and regulations. Accordingly, there are demands for high quality
and efficiency in all phases of the investigation process, that is, from the first police
officer becoming aware of a possible criminal act, to the prosecuting authorities’ pro-
cessing of the investigative material during the main trial. However, in this knowledge
work-dominated environment, it is difficult to quantitatively measure and assess quality
and efficiency.

In one Norwegian police district, from a strategic level, it was decided that one
of the district’s short-term strategic priorities should be the reduction of the district‘s
current backlog of cases pending before the prosecuting authorities in the district. This is
directly linked to one of the key performance indicators of theNorwegian police. In such,
an improvement project was initiated. As LSS support a data-driven approach towards
process improvement, which includes both human and non-human factors [14], this
initiative included the incorporation of LSS as an integral part of the projectmanagement.
This was to gain knowledge on LSS implementation in the organization‘s ongoing CI
programme and, more specifically, to provide a classification framework of different
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sources of waste in the criminal justice process, and a deeper analysis of these as a
means to systematically remove them and reduce overall performance variation.

3 Methodology

This case study was conducted in the prosecution service unit in the given case organi-
zation. A project team consisting of prosecutors was established for the purpose of this
initiative. To align the strategic short-term priorities with the project plan and integrate
the overall objectives with daily management, the LSS framework incorporating the
five-stage DMAIC problem-solving methodology, described below (Table 1), is used to
approach the above problem.

Table 1. DMAIC and framework for waste, adapted from [14]

DMAIC Description Tools and techniques

Define The purpose of the Define phase is to
delineate the organizational problem, the
impact of the problem, scope of the
project and define the process or what
needs to be improved

Project charter, SIPOC, Voice of the
customer (VOC) analysis, critical to
quality (CTQ) analysis

Measure The purpose of the Measure phase is to
understand, document and baseline the
current state of the defined improvement
area(s), and validate the measurement
system wherever applicable

Framework for waste, data collection
plan and structure, Pareto analysis,
performance analysis

Analyse The purpose of the Analyse phase is to
interpret and analyse the data collected in
relation to the content described in the
previous phases, to deepen the
understanding and identify the root causes
of the processual problems

Cause-and-effect analysis, root cause
analysis, correlation analysis

Improve The purpose of the Improve phase is to
identify improvement recommendations,
design the future state, implement pilot
projects, review and document the new
processes

Brainstorming, pilot project, updated
data collection

Control The purpose of the Control phase is to
sustain the improved results and value
creation of the pilot project by proceeding
to manage implementation and change on
a broader scale or system level, report the
control plan, identify replication
opportunities and develop plans for further
improvements

Quality control plan, statistical
process control, mistake proofing
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4 Findings

It is noteworthy that the sample (criminal cases) used in this study has several limitations;
thus, the results presented in this study are mainly used as a means to explicate the
proposed LSS methodology in the context of policing and prosecution services for
learning purposes. Based on critical to quality characteristics, and central guidelines and

Table 2. Adapted framework for waste

Waste Description

Waiting (unwarranted delay) Inactive processing of case for more than 3 months. That is,
backlog ≥ 3 months

Handover
(Ineffective/inefficient)

Responsibility for case is transferred to another
organizational unit instead of being decided as it is
– possibly decided after minimal additional effort from the
submitting unit

Over-production
(or over-investigation)

Creation of self-initiated criminal cases in violation of
central/local priorities and over-investigation in existing
criminal cases. Over-investigation involves both the
implementation of an investigation, in cases without
clarification potential, and the lack of delimitation of the
amount of investigation, in cases to be investigated

Error Clear deviations from instructions when registering and
processing a case or absence of / incorrect assessments
during investigation/prosecution decision

Interaction Case management The lead investigator and the prosecutor are responsible for
leading the investigation. Their roles are to manage both
the need for prioritization among the different cases and the
scope of activity in cases that are to be investigated. There
are several meeting or follow-up points where these will
interact (the shape and form depend on the complexity and
character of the case)

Knowledge Lack of knowledge regarding local/central priorities. Lack
of case processing and/or portfolio competence

Capacity Lack of resources compared to the task portfolio leads to
all the above – or the above deviations lead to the capacity
being challenged more than necessary
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policies, the traditional definitions of waste (i.e., muda) were reformulated and adapted
to the context of crime investigation as in Table 2. In this study, the different categories
of waste are referred to as types of defects that are under consideration; these are non-
conformities, deviations, flaws or discrepancies from central directives, specifications or
requirements that also do not add value to the overall criminal case and its involved actors.
The presence of these were concomitantly and qualitatively assessed by the prosecutors
while processing each criminal case.

A total of 505 criminal caseswas processed and assessed forwaste by the prosecution
team. Of these, 177, or 35%, were characterized by waste. Figure 1 displays a Pareto
chart, inwhich themost present or frequently occurring categories ofwaste are registered
to beWaiting, Interaction andHandover. Thesewere identified as being located primarily
in the initial phases of the criminal justice process (Fig. 2). It is notable that the visualized
process, which is a result of the SIPOC analysis, only provides an overall snapshot of a
highly dynamic and complex processual system.

Moreover, a total number of 242 defects was assessed and found in the 177 criminal
cases. Accordingly, Table 2 providesmetrics that indicate how the current overall process
is performing. That is, based on the calculated Defect Per Million Opportunity (DPMO)
(and defect rate and yield), and a sigma shift of + 1.5, the current process sigma level is
approximately 3. However, only seven categories for waste, which represents the types
of defects under consideration in this study, are defined. Considering the highly complex,
dynamic, uncertain and knowledge-work dominated nature of the overall criminal justice
process, which are characterized by multiple specifications, guidelines and directives,
these may not be representative for all forms of activities, non-conformities, flaws or

Fig. 1. Pareto analysis

Initial assessment 
of  complaint and 

securing time-
critical evidence

Report (or 
complaint) of a 

criminal act

Main investigation 
phase

Prosecutorial assessment: prosecution authority assesses evidence and determines 
whether to suspend or continue investigation or initiate criminal proceedings 

50 % of the identified 
waste was located within 
these two phases or the 

transition between the two

26 % of the identified 
waste was located 
within this phase

24 % of the identified 
waste was located 
within this phase

Case handover to 
prosecution 

authority 

Fig. 2. Location of identified waste
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Table 3. Performance metrics

Phase: Measure

Total criminal cases 505

Number of non-conforming cases 177

Types of defects under consideration 7

Total number of defects found 242

Opportunities for a defect in the sample 3535

DPMO 68458

Defect rate 6.85%

Yield 93.15%

Process sigma level 3

deviations that are non-value-adding. This also challenges the applicability and validity
of detailed process performance- or capability-related analysis.

As part of the Analysis phase of the DMAIC methodology, the interconnectedness
or relationship between the various waste categories was qualitatively analysed from
a cause-and-effect perspective. Accordingly, what is argued as the main overall cause,
rooted in the majority of the remaining wastes, is Interaction, which is a central part
of the case management (Table 1). Henceforth, the key improvement area to further
engage in is argued to be the overall case management, in which the lead investigator
and the prosecution authority interact to set a purpose-oriented direction. Inadequate or
absent interaction is believed to have a major negative effect on criminal proceedings
– in terms of time, resource use and quality of the final product. Figure 3 illustrates
possible interconnectedness between the provided categories, impacting time and quality
throughout the process.

However, based on this qualitative analysis, a more detailed data collection plan
with an expanded and updated sample is found necessary for the Analysis phase, in
order to utilize statistical methods, such as correlation and/or regression analysis and
hypothesis testing to state whether the calculated values are statistically significant. This

Interaction 

Knowledge

Capacity

Handover Over-production Error Waiting

Fig. 3. Possible relationship between the defined wastes
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can deepen the understanding and knowledge regarding the potential interconnectedness
and relationships between these variables.

Given the contextual differences between manufacturing processes and crime inves-
tigation and prosecutorial activities, the LSS methodology and framework provided the
project manager with a systemic approach to uncovering waste, which gave grounds to
holistically interpret and indicate how the current overall process is performing, based
on the scope of defects. LSS can have significant value and support managers in system-
atically identifying and analysing waste and addressing improvement areas in the police,
as also concluded by [10, 14, 15]. However, in contrast to the manufacturing industry,
where process waste and defects in physical products or materials are arguably more
visual, pre-defined, automatically controlled, with data on them collected, in the polic-
ing and prosecution context, these are less visible and currently dependent on manual
data collection. Furthermore, such data collection and analysis are to a greater extent
characterized by a qualitative approach, which is based on disciplinary expertise and
knowledge. This makes it subject to human subjectivity and variation due to different
knowledge basis, assessments, opinions and judgments.

5 Conclusion

This study contributes to the literature on LSS practices in police organizations, by
extending and applying the existing framework of LSS in policing and prosecution
services. This paper has practical implications and can be of value to managers, in
any public organizations, who are engaged in any form of continuous improvement
initiatives. The results of the study also add evidence to the existing argument on the
applicability of LSS in police services, which are dominated by knowledge work, and,
through this, contribute to filling a current research gap. Although the applied LSS
methodology is not a novel approach, evidence of its successful application in policing
and prosecution services is scant in the literature, emphasizing the growing importance
of fieldwork that reports the application of such an approach. Further research shall
interpret, adapt and develop the content of LSS to such a context. Followingly, report
on the remaining phases of the DMAIC methodology, tools and techniques. Moreover,
it shall develop a detailed data collection plan and structure in order to apply statistical
methods, which can deepen the understanding and knowledge regarding the potential
interconnectedness and relationships between the various wastes.
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Abstract. Since 1990, attempts to implement lean, especially by production com-
panies, have grown in number and depth. With the publication of the book Lean
Thinking, lean projects quickly spread to other activity sectors, but achieving suc-
cess in such implementations is not something that can be easily accomplished.
Research is in progress to identify why some organizations succeed while others
do not; one of the findings points to organizational culture as a crucial factor.
This means that before implementing lean in a company, its organizational culture
should be analysed, understood and, eventually, modified, to create the necessary
openness for the implementation to be successful. This paper aims to explore the
relationship between the organizational culture of companies from industry and
services and their openness regarding lean implementation. For this, it was devel-
oped and applied a two parts questionnaire: one part involves the four traits of the
Denison organizational culture survey and the other part the six dimensions of the
Cameron and Quinn model (Competing Values Framework). The questionnaire
was applied to the top managers of four companies (one from industry, two from
services and one with both areas). In terms of organizational culture, the find-
ings revealed that in order to move towards successful lean implementation, some
companies need to improve specific traits inherent to Denison’s approach as well
as ensure congruence between the dimensions of the Cameron and Quinn model.

Keywords: Lean thinking · Organizational culture · Denison model · Cameron
and Quinn model

1 Introduction

Implementing lean is a aspiration shared by innumerable organizations, but it faces sev-
eral difficulties [1, 2]. Mainly, this is due to some misunderstandings and myths about
“what is lean?” [3, 4]. Additionally, many other factors could be inhibitors of lean imple-
mentation [5, 6], namely the organisational culture [7]. It has been verified experimen-
tally that a proper lean culture improves the pace of growth and keeps the organization
competitive [5, 8, 9]. Numerous researchers agree that an organisational culture which
does not support lean is a cause for the failure of effective lean implementation [11–13].
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The purpose of this paper is to explore the relationship between organizational culture
and openness to lean implementation and identify gaps in the companies’ organizational
culture that should be mitigated so lean implementation can be successfully achieved.

This paper is structured as follows: after this introduction, Sect. 2 contains the liter-
ature review on the models used and their relationship with lean. Section 3 describes the
researchmethodology adopted. Section 4 presents the case studies and respondents char-
acterization. The results are presented and discussed in Sect. 5. Finally, Sect. 6 outlines
the conclusions and future work.

2 Denison’s Model and Competing Values Framework

Organizational culture is a set of complex, interconnected, and often ambiguous, factors.
This literature review tackles the models chosen to diagnose organizational culture and,
according to Alkhoraif and McLaughlin [10], a large number of organizational culture
models can be found in literature [10]. Some recognized organizational culture models
are those from Schein [13], Denison and Neale [14], Cameron and Quinn [15] which
were reviewed in Amaro et al. [16]. The last two provided instruments to evaluate the
organizational culture of the companies and are described next.

The Denison’s model is based on four cultural traits and focuses on measuring the
impact of organizational culture on the performance and effectiveness of organizations.
The traits are Mission (a sense of direction and performance expectations), Involve-
ment of employees, Consistency (of organizational procedures), and Adaptability (to
customers and markets changes) [14]. Each of these traits is quantified through three
component indexes, and each of these indexes is measured with five items questionnaire.
On theMission trait, the indexes StrategicDirection and Intent, Goals andObjectives and
Vision are analysed. On the Involvement trait, the analysed indexes are Empowerment,
Team Orientation and Capability Development. On the Consistency trait, are analysed
the Core Values, Agreement and Coordination and Integration. Lastly, on the Adaptabil-
ity trait, the indexes analysed are Creating Change, Customer Focus and Organizational
Learning.

Cameron and Quinn [15] created the Organizational Culture Assessment Instrument
(OCAI) to measure organizational culture. In this instrument, it is used a framework
called Competing Values Framework (CVF). CVF uses two logical dimensions in a
Cartesian graph: the first dimension (y-axis) distinguishes effectiveness criteria in flex-
ibility and discretion in contradiction of stability and control; the second dimension
distinguishes internal focus and integration against external focus and differentiation.
The combination of these two dimensions forms four quadrants, which state core val-
ues upon which judgments are made in an organization [15]. The conflicting values
(“competitors”) in this model are characterized by the diagonal quadrants. These values
advocate the model name, CVF. Each of these quadrants, in turn, defines the dominant
profile of a particular type of Organizational Culture: Adhocracy, Market, Hierarchy and
Clan Culture. This framework indicates the dominant profile, allowing understanding
if it is the most adequate profile to allow long-term success and sustainability in lean
development and implementation [17]. Responses on the six items: Organizational Char-
acteristics, Organizational Leader, Management of Employees, Organizational Glue,
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Strategic Emphasis and Criteria of Success, help to highlight aspects of organization’s
culture that identify its dominant culture type.

The models of Denison and Cameron and Quinn were chosen because they
allow the connection to aspects that are recognised as important requirements for the
implementation of lean (e.g. involvement and vision).

3 Research Methodology

This researchwas based on amultiple case study involving four companies from industry
and services and in each case study, only five top managers of the organizations were
interviewed. A questionnaire with two parts was used: 1) diagnose of the organizational
culture using the Denison’s model and 2) identification of the predominant type of cul-
ture, using the Cameron and Quinn’s model. The Denison’s model uses a survey based
on a 60-item instrument to evaluate the four cultural traits (Sect. 2) and management
practices. The model of Cameron and Quinn was used to identify the actual predomi-
nant type of organizational culture of the organization. Due to the pandemic situation
experienced during this research, the questionnaire was applied to 22 professionals from
different business areas of the selected companies, through a one-hour videoconference.

4 Case Studies and Respondents Characterization

Table 1 characterizes the four case studies. Companies 1 and 3 are Portuguese companies
that became multinational. The case study 4 is a public administration company of one
of the most important cities of Portugal.

Table 1. Case study characterization.

Case study # 1 2 3 4

Business sector Industry &
services

Industry Services Services

Activity sector Energy Automotive
components

Retail, industry,
telecommunications,
tourism

Public
administration

Main markets Portugal,
Europe and
America

Europe,
America and
others

Portugal, Spain Portugal

Multinational Yes Yes Yes Yes

Employees’ nr. >1000 >1000 >10000 >1000

Business areas 1, 2, 3, 4, 5 1 2 2

Hierarchical
levels #

1, 2, 3 1, 2, 3 1, 2 1, 2

Interviewees # 15 3 2 2
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5 Results and Discussion

5.1 Traits and Indexes of Denison’s Model

Figure 1 presents the results of the two interviews (1.1.1.4 and 2.1.1.1) conducted (two
top managers, two industrial companies). The worst index on case study 1 was the
Team Orientation with 20% (red circle in Fig. 1). According to Denison [14], when
the score of a trait/index is less than 50%, the company must pay attention, as this
reveals a vulnerability. This indicates that people may be disengaged from their work,
unconscious of their importance and link to the rest of the organization, reluctant to accept
greater responsibility, or timid about working with people outside of their direct circle.
Employees’ involvement is recognized as a successful factor in lean implementations.
This could indicate that if the company of case study 1 wants to implement lean it needs
to increase this involvement [6]. In fact, that company has been implementing some lean
tools but without its full potential. By the contrary, the company of case study 2 has a
high level of evaluation in all traits/indexes, so it has conditions (openness) to implement
lean, and, indeed, it has been implementing Lean with success, for the past few years.

Fig. 1. Results of interviews to top managers in case studies 1 and 2 from industry area.

Figure 2 presents the results of the three interviews (1.2.1.2; 3.2.1.1 and 4.2.1.1) in
services companies (three top managers, three companies). On case study 1, the worst
indexes were Vision (36%) and Creating Change (36%) (red circles in Fig. 2). Vision
is one of the indexes of the Mission trait and when its value is low it means that the
organization lacks a long-term planning. Long-term planning and vision are the base
of the pyramid of Toyota 4P model [18], i.e., the lean roots. Therefore, results from
the company of case study 1 indicate that a significant organizational culture change is
necessary in order to achieve the desirable openness to implement lean.

According to the Denison’s model, low levels of the Creating Change index (one of
the indexes of the Adaptability trait) mean that the company is not able to deal properly
with customer/market changes. This adaptability is an important characteristic of lean
companies [19, 20]. Thus, the results from the company of case study 1 indicate more
difficulty to implement lean. In fact, the company has never tried to implement lean, and
the authors know that only a few insignificant and isolated implementation efforts have
been made.



678 P. Amaro et al.

Results from case studies 3 and 4 revealed that the corresponding companies have
the necessary conditions to implement lean. Indeed, they have implemented Lean with
success, for the past few years.

Fig. 2. Results of interviews to top managers in case studies 1, 3 and 4 from services area.

In the five interviews analysed (Fig. 1 and Fig. 2.) there are no different patterns in the
results from the industry and services. Thus, it can be argued that the level of openness
for implementing lean does not depend on the area of the company (industry/services).

5.2 Dimensions of Cameron and Quinn’s Model

Figure 3 shows the profiles for OCAI individual items, in the perspective of top man-
agers of the industrial companies. This allows to recognize the extent of each cultural

Fig. 3. Profiles for individual items related to industry top managers.
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dimension. Results show that in both cases the profiles for individual items are not
congruent.

Figure 4 shows the aggregated results of the individual items related to the cultural
profile of the two industrial companies. The dominant culture in both cases is the Clan
Culture, with a similar pattern. However, this similarity does not mean companies act in
the same way. The Clan Culture is most effective in domains of performance related to
morale, satisfaction, internal communication, and supportiveness, according to Cameron
and Quinn [15]. Thus, this type of culture reveals openness to lean implementations. In
case study 1, this is not verified, although is desired. This occurs in case study 2. Clan
Culture is not consistent across various aspects of the organization. These differences
have consequences on the way the companies act.

Fig. 4. Individual items combined profile of case studies 1 and 2 (industry).

Figure 5 show the profiles for individual items on the OCAI, in the perspective of
top managers of the services companies. The results of interviews from case studies 1
and 4 are not fully congruent, due to a few discrepancies. For case study 3, the results

Fig. 5. Profiles for individual items related to service top managers.
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are not congruent, especially in criteria 3 and 6. The reason may be that this is a retail
company strongly pulled by the market, facing strong competition.

Figure 6 shows the aggregated results of the individual items related to cultural pro-
file of the service sector from three companies. Once again, Clan Culture is dominant for
all case studies; however, their cultures are incongruent (Fig. 6). Clan Culture is not con-
sistent across various aspects of the organization. These differences have consequences
on the way the companies act, for example, employees’ management in the case study 3
is stimulated and they “act as a family” in the words of the top manager. This is totally
aligned with Clan Culture.

Fig. 6. Individual items combined profile of case studies 1, 3 and 4 (services)

In both areas (industry and services), theClanCulture is predominant, but the profiles
for the individual items are not congruent. This indicates that all companies of the case
studies have an opportunity to align their profiles for the individual items.

As already seen in the first part of the questionnaire (Denison), industry and services
do not have specific response patterns. That is, in terms of cultural profile, it can also
be argued that the company’s area (industry/services) does not influence the level of
openness to lean implementation.

6 Conclusions

This paper used Denison’s organizational culture model and Cameron and Quinn’s
CVF to design an instrument (questionnaire), which involves various elements
(traits/indexes/dimensions), to evaluate the organizational culture of companies. Then, a
relationship was established between these elements and the openness of the company to
the implementation of the lean approach, which is a crucial factor to the implementation
success. The instrument was applied in four companies and analyses the responses of
five top managers (three from companies in the services area and two from the industry;
one of the companies has both areas). The analysis of the results shows that there is in
fact a relationship between the type of organizational culture of the company and its
openness to lean implementation. More specifically, it allowed the identification of the
traits/indexes (Denison’s model) that must be improved, as well as the dimensions that
must be congruent (Cameron and Quinn’s model), so the aforementioned openness and
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successful implementation of lean can be achieved. In the industry area, in one of the
two companies analysed (case study 1), serious gaps were identified in terms of the some
traits/indexes (and it was found that it is in fact a company where attempts of isolated
lean implementations have not been successful). In the area of services, this same com-
pany presented even more gaps, in contrast to the other two (which already have some
history of success in the implementation of lean). At the level of congruence between
dimensions, only one company gets closer to the desired situation, which means that
there is still a lot of room for improvement. A limitation of this work is the reduced
number of companies analysed.

In terms of future work, it is planned the development of a set of specific recom-
mendations that companies should follow in order to mitigate the gaps identified in their
organizational culture. Another aspect for further work is the analysis of the perception
that the different hierarchical levels of a company have in relation to the organizational
culture of that company.
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Abstract. Bottleneck detection is vital for improving production capacity or
reducing production time. Many different methods exist, although only a few
of them can detect shifting bottlenecks. The active period method is based on
the longest uninterrupted active time of a process, but the analytical algorithm
is difficult to program requiring different self-iterating loops. Hence a simpler
matrix-based algorithm was developed. This paper presents an improvement over
the original algorithm with respect to accuracy.

Keywords: Shifting bottleneck detection · Active period method · Load
balancing · Throughput bottlenecks · Production system

1 Introduction

Finding a bottleneck is a critical task inmodern industry for improving production output
within a given time or reducing the time needed to produce a given quantity [1]. There
are numerous bottleneck detection methods. These could be based on cycle times [2],
utilization [3], waiting times [2], average waiting time [4], length of the queue [5], or
combinations thereof [6]. The arrow method looks at blocking and starving [7], as does
the turning point method [8]. The bottleneck walk does direct observations of waiting
times and inventory levels on the shop floor [9]. Other methods are data-driven [10] or
based on process mining [11]. See [12] for a more detailed discussion and comparison
of these methods. However, many of these methods do not work well with shifting
bottlenecks, even though in industry shifting bottlenecks are very common. In this paper,
the bottleneck is defined as the machine to which the overall system throughput has the
largest sensitivity [8]. This paper analyzes the active period method. While the method
has high accuracy [12], it is a challenge to program the analysis code. [13] improved this
method using a matrix approach to analyze the bottleneck. This paper further improves
this algorithm to enhance accuracy and ease of use.
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2 Active Period Method

The active period method was developed by [14, 15]. In this method, a process is con-
sidered active whenever the process is not waiting for parts or material. At any given
time, the process with the longest active period is the momentary bottleneck. The over-
lap between the longest active periods are times of shifting bottlenecks. Periods with
no overlaps are sole bottlenecks. The total bottleneck probability is the likelihood of a
process being a sole or a shifting bottleneck. This method gives very accurate results
even for shifting bottlenecks when compared with other methods [12].

3 An Enhanced Data-Driven Algorithm

The enhanced data-driven algorithm starts similarly as [13] with a matrix, where the
number of rows corresponds to the number of processes i = 0 … m – 1 and the number
of columns corresponds to the number of time instants j = 0 … n – 1. This generates a
matrix of size m× n. The entries in the matrix take the value 1 if the process is active at
the given time instant, and the value 0 if the process is inactive at the given time instant.

Please note that this matrix will usually have many more columns than rows. If the
data processing is done in typical desktop software like Microsoft Excel, the software
may provide more rows than columns. In this case, it may be easier to work with a
transposed matrix and adjust all subsequent algorithms accordingly.

3.1 Preparation of the Raw Data

The first step is the collection and preparation of the raw data. While this is not detailed
in [13], it is usually required for practical applications. This is visualized in Fig. 1. The
raw data a) is usually a table with one entry for every change in the system. Please note
that due to the data collection algorithms often there are redundant entries for the same
process and time slot, resulting in multiple events with a duration of zero. In this case,
only the last one is valid, which will be corrected in step d). This raw data a) is converted
into a matrix b). The missing entries are filled with the data from the previous entry
as shown in c). Finally, if there are multiple entries for the same time, all but the last
one according to the sequence in a) is deleted, otherwise, the subsequent algorithm will
provide incorrect results.

3.2 Consideration of Equidistant Interval Matrix

The original paper by [13] uses an interval of 1 s. However, different equidistant intervals
may be used. If this interval is too small, the computation requirements would go up, as
would the file size of the database. If the interval is set to large, the accuracy would go
down, eventually giving incorrect results. In any case, any interval larger than zero has
there is the risk of missing out on smaller gaps between active periods.

However, using the times of the entries of the raw data in the data matrix also brings
its own risk of a flawed analysis if the algorithm merely counts the number of entries
in the data matrix. These are not equidistant but depend on the random behavior of
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Fig. 1. Preparing of the raw data matrix

the system or the (pseudo-)random behavior of the simulation. Figure 2 provides an
illustrative example of the problem with the data columns arranged on a real-time axis.
Initially, process A is the bottleneck. When process A becomes idle, a simple count of
the number of active states in the data matrix shows process B with 5 successive active
states in sequence, and process C only with 4. Hence, process B would be the next
bottleneck based on the number of active states. However, since the columns are not
equally distributed along the time axis, process C has a much longer active period and
should be the next bottleneck.

Fig. 2. Illustrative example of using real-time data.

An explorative analysis showed that the error when using timestamped non-
equidistant data is non-zero but usually small. Hence, it is possible to use time-stamped
data for the matrix without significant loss of accuracy.

Further explorative analysis for equidistant data entries showed that the error, too,
is small if the time interval is chosen small enough. The time interval depends on the
cycle times of the processes and their fluctuations as well as on the buffer sizes between
the processes. As a rule of thumb based on these explorative analyses, the time interval
should be smaller than the cycle time for reasonable accuracy results.

Within this paper, however, we follow academic rigor and analyze the data under
consideration of the actual timestampof the data. This differs from the originalmethod by
[13]. Figure 3 shows an example data matrix where the entries maintain their timestamps
with non-equidistant intervals.



686 C. Roser et al.

Fig. 3. Data matrix with non-equidistant entries including the time stamp

3.3 State Accumulation Transformation

The state accumulation transformation is also modified from [13] to include the actual
duration between the entries. In the first step, the actual duration between one entry and
the next entry is entered in all matrix locations where the status from the matrix in Fig. 3
was not zero (i.e. the process was active) as shown in Fig. 4.

Fig. 4. Entering the duration to the next column for all non-zero entries

The next step is similar to [13], where the cumulative durations are entered for each
successive entry in the matrix for the active periods. The last entry for each active period
is the duration of the active period as shown in Fig. 5. For this matrix, the timestamp is
no longer necessary, but shown for your convenience.

Fig. 5. Cumulative duration of active periods

As a next step, it is necessary to add the maximum value of the active period to
all entries of the active period as shown in Fig. 6. This matrix can then be used for
subsequent bottleneck analysis. The bottlenecks are already highlighted for an easier
understanding of the data.

3.4 Potential Bottleneck Detection

Finally, the bottleneck can be detected. For every column in the matrix, the largest value
is a bottleneck. Similar to [13] an 1 is added in a new matrix for every active period of
the previous matrix that is at least once the longest active period or shares this longest
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Fig. 6. Total duration of active periods in all cells of the corresponding active period.

duration with one or more other active periods. The resulting matrix is shown in Fig. 7.
If two processes happen to have the same duration, then they are both considered to be
shifting bottlenecks. If no process is active, then there is no bottleneck detected during
this time.

Fig. 7. .Resulting active period bottlenecks.

Further algorithms similar to [13] allow the distinction between sole and shifting
bottlenecks as shown in Fig. 8. A simple statistic can then give the percentage of each
process being a sole bottleneck, or a shifting bottleneck, or jointly sole or shifting
bottleneck.

Fig. 8. Shifting bottlenecks (top) and sole bottlenecks (bottom).

4 Summary and Discussion

This paper uses the active period bottleneck detectionmethod by [14, 16] in combination
with the data-driven shifting bottleneck detection algorithm as proposed by [13] and
improves and enhances the latter. The new improved algorithm increases the accuracy
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of the analysis by using actual-time intervals to determine the longest active period at
any given time.

The detailed step-by-step approach of the method allows both academics and prac-
titioners to use the active period method for bottleneck detection. Detection bottlenecks
is often a critical step in managing a production system, and crucial for improving the
throughput. In a secondary role it can also play a part in reducing cost by improving
throughput. Hence, finding the bottleneck is important for many improvement projects.
Errors in bottleneck detection can lead to improving a non-bottleneck, which would
waste time and resources. The detection of the momentary bottleneck also allows a
faster reaction and allows the uses of countermeasures that can be changed on short
notice, as for example the work assignment of the operators or the production plan to
reduce the impact of short term bottlenecks.
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Abstract. Kanban systems are the best-known variant of pull systems and a cor-
nerstone of lean manufacturing. Kanban systems help to maintain a good material
availability in relation to the inventory. One of the main adjustments is the number
of kanban cards in a kanban system. The number of kanban is a tradeoff between
the cost of inventory, and the cost of a stock-out. Since kanban are used for make-
to-stock production, a high availability of completed products is desired, often
measured as the delivery performance (on time in full). At the same time exces-
sive inventory is to be avoided to reduce inventory cost and to improve throughput.
This paper describes a practical approach to estimate the impact of a reduction
of kanban on the delivery performance, based on an analysis of the supermarket
inventory.

Keywords: Kanban · Supermarket · Delivery performance

1 Introduction

Leanmanufacturing is one of the significant frameworks formanufacturing optimization.
It includes a multitude of different methods and philosophies, from eliminating waste,
fluctuations, and overburden to improving quality. Lean was also either the basis or a
significant inspiration for other process performance related frameworks like six sigma,
Agile, and others, and is often related to topics like Industry 4.0 [1, 2].

One of these significant philosophies is the idea of flow, with material moving from
process to process rather than idling in inventories, improving the lead time. As per
Little’s law [3], the lead time is directly related to the inventory. Subsequently, inventory
reduction is a key aspect of lean manufacturing [4]. Pull production is one of the signif-
icant tools to manage an inventory. While there are different definitions of pull systems,
it is a limit on inventory coupled with a signal to refill this inventory. Kanban is the
best known version of pull, and an excellent tool for a tradeoff between inventory cost
and stock outs in make-to-stock production [5]. These stock outs are often measured as
the delivery performance, i.e. the percentage of deliveries that where both on time and
delivered in full, sometimes abbreviated as OTIF (On Time In Full). A kanban system
aims to replenish the target inventory, often known as a supermarket.
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Setting up a kanban system for a good tradeoff requires among other things to
determine the number of kanban for each product type in the pull system. Different
versions of kanban formulas [6, 7] help with determining the number of kanban, but all
of these are merely an estimation. Depending on the assumptions, the number of kanban
may be less than ideal for the system. It may be much easier to adjust the number of
kanban based on the actual performance of the system. While this can be done using
trial and error exploration of the system, this is impractical for real world systems and
usually limited to simulations. Different authors propose a dynamic adjustment [8, 9],
although it may be difficult to adjust kanban dynamically.

This paper proposes a practical tool for the estimation of a delivery performance for
a reduction in the number of kanban cards based on the historical supermarket inventory
data for a given system.

2 Prediction Model

Themodel to predict the reduction in delivery performance for a reduction in the number
of kanban uses the supermarket histogram. Figure 1 shows the model using a generic
histogram of a supermarket. We predict that a reduction in the number of kanban shifts
the histogram a corresponding number of parts to the left (for our model one kanban
represents one part, but this may be different for other systems). When shifting the
histogram to the left, there can never be less than zero parts in the system. Hence, any
value in the histogram that would go below zero is added to the value in the histogram
for zero.

Fig. 1. Kanban reduction prediction hypothesis

This updated histogram value for zero is the predicted likelihood of the supermarket
being empty, and can be used to predict the delivery performance. This approach is
mathematically easy enough to be feasible for most manufacturing companies. In math-
ematical terms, the new delivery performance DNew is approximately the remainder to
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1 of the sum of the individual histogram values hn from zero to the number of parts m
that are represented by the removed kanban as shown in Eq. (1).

DNew ≈ 1 −
∑m

n=0
hn (1)

3 The Simulated System

The behavior of the inventory in a supermarket depends on many factors. Relevant for us
are the number of kanban, the replenishment time, and the magnitude of the fluctuations.
We use simulations to model a simple system producing a single part as shown in Fig. 2.

Fig. 2. The simulated system

A part can only enter the system if a kanban is available, where one kanban rep-
resents one part. To model larger systems every part in the system has a fixed delay,
where multiple parts can be delayed simultaneously. A separate process has a erlang
distributed processing time. The erlang distribution has a finite lower bound of zero but
an infinite upper tail, making it well suited to model processes. This process provides
the fluctuations for the supplying system that fills up the supermarket.

A customer with an exponentially distributed interarrival time picks up one part
from the supermarket. If there is no part available, the customer waits. We measure
the percentage of customers that do not have to wait for a part, which is the delivery
performance. A part departing the system also gives a signal (the kanban) to release
the next part in the system from an infinite supply of parts. Overall, this system is a
simplified version of complex systems, reducing the number of variables while still
behaving comparable to larger systems.

The exponentially distributed customer interarrival time was set to 10 time units.
The exponentially distributed process was given a mean of 9 time units. This gives the
process a utilization of 90%. The delay was set to 991 time units. Together with the
mean process time this gives a mean replenishment time of 1000 time units. Dividing
the average replenishment time by the customer takt of 10 time units gives us in average
100 kanban. However, to account for fluctuations this would be insufficient, and 100
kanban will result in a delivery performance of zero if customers wait until they are
served. In any case, the number of kanban is the variable we will test.

The simulation had a warm up period of 100 000 time units and a run time of 5 000
000 time units, producing around 500 000 parts per simulation. We measure the delivery
performance and the histogram of the supermarket inventory. An example supermarket
histogram for an excessive number of 200 kanban is shown in Fig. 3. The mean is around
100 as expected from the division of the mean replenishment time by the mean customer
takt. The delivery performance is 100%, as the system never ran out of inventory.
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Fig. 3. Supermarket histogram for 200 kanban

If we reduce the number of kanban, this histogram will shift to the left. Figure 4
shows the histogram for 120 kanban. The delivery performance is now only 80.61%.
The supermarket is empty for 19.79% of the time, marked with a black dot in Fig. 4 for
better visibility. The rest of the histogram is almost identical with Fig. 3 but shifted 70
parts to the left (note the different percentage scale).

Fig. 4. Supermarket histogram for 130 kanban

The percentage of the time the supermarket was not empty corresponds almost per-
fectly to the delivery performance. The supermarket was empty 19.79% of the time,
and 19.39% of the customers had to wait for a part. The difference of 0.4% represents
the few cases where the supermarket was empty, but filled up again before a customer
arrived. For all practical purposes, the percentage the of supermarket being empty is a
good estimator of the delivery performance.

4 Model Verification

Weused this simulationmodel to establish the delivery performance for different number
of kanbans.Wemeasured the delivery performance after a warm up time of 100 000 time
units for an additional simulation duration of 1000 000 time units. Each simulation was
repeated 30 times to determine themean and the 95%confidence interval. Figure 5 shows
the behavior of the delivery performance. The confidence intervals are not shown, as
they would graphically overlap almost completely with the mean delivery performance.

The delivery performance was consistently 100% for over 190 kanban. This rapidly
dropped to zero for 100 kanban. 100 kanban would be the average replenishment time
of 1000 time units divided by the customer takt of 10 time units. Due to the customers
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Fig. 5. Delivery performance of simulation system for different number of kanban

waiting, the system is unable to recover with 100 kanban or less, and the subsequent
delivery performance is zero.

We predicted the delivery performance based on selected supermarket histograms at
200, 150, 130, 120, and 110 kanban. The result is shown in Fig. 6, where the solid line
is the true delivery performance and the dotted lines are the predictions. To make the
graph easier to read, the number of kanban used to generate the supermarket histogram
and hence the start of the prediction model is highlighted with a back dot.

Fig. 6. Prediction quality for different number of kanban

The prediction model is spot on for delivery performances over 70%with an average
error of less than one percentage point, and still very good for delivery performances
above 50% with an average error of less than 10% points. For delivery performance
below 50% however, the model no longer takes the cumulative effect into account of
more and more customers waiting for their products.

For practical purposes, however, this is a very good prediction, as most companies
strive to achieve higher delivery performances above 50%. Few companies would reduce
the number of kanban to reduce inventory if the delivery performance is already below
50%.

Hence, this method is suitable for use in real world manufacturing systems. Two
issues, however, can reduce the accuracy. First, an accurate supermarket histogram is
needed, whichmay not always be available. Secondly, the system should not change over
the duration for which the histogram was taken. However, especially if there is a risk
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of a stock out, extraordinary measures are often taken and firefighting tries to prevent
a stock out. Therefore, in reality the frequency of stock-outs may be less than in this
theoretical model as emergency measures are taken to prevent such a stock out, whereas
this theoretical model lets the system simply run its course.

5 Discussion and Summary

Overall, a supermarket histogram is an accurate tool to predict the delivery perfor-
mance for a reduction of kanban for delivery performances in the range between 50 and
100%. The prediction accuracy worsens significantly for delivery performances below
50%, although a reduction in kanban is rarely desired for such inadequate delivery
performances.

While kanban in general and pull in particular are not the only methods to manage
make-to-stock production, it is usually the preferred approach in industry due to its relia-
bility and ease of use. Other methods like push control requires much more management
attention, which is often difficult due to the large number of different products produced
in parallel in many factories. Hence, push often has an inferior performance to pull.

Overall, such a prediction can significantly help practitioners to fine-tune their kan-
ban systems. A kanban system aims to have a trade-off between the availability of
finished goods and the inventory needed to achieve this availability. Determining a suit-
able number of kanban is difficult. It is usually recommended to start with a sufficient or
slightly excessive number of kanban, and reduce over time while observing the running
system. This paper presents a tool to estimate the impact of the reduction of the num-
ber of kanban on the material availability, reducing the uncertainty in the management
decision of this reduction.

Further research will look into increases in the number of kanban to improve the
delivery performance as well as analyze systems where the customers are not waiting
until they are served but will leave the system.
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Abstract. In current economic environment, two paradigms are sustaining the
industrial performance: Lean production and industry 4.0 technologies. Whatever
business the companies run they have to consider the benefits of Lean and the ben-
efits of the arrival of new technologies of industry 4.0. The remaining question is
how to consider these two paradigms in successful association to achieve high per-
formance, reliable products and relevant supply chains. This paper suggests a first
attempt to combine those twoconcepts. Previousworks havehighlighted the neces-
sity of using both misleading modeling adequate approach of implementation.
After browsing the existing studies related to this subject, this contribution shows
the interactions that may co-exist between Lean and industry 4.0 technologies.
The methodology is based on different analysis with accurate association of each
technology and its ability to sustain Lean production approaches. Bilateral model
can rise providing interesting insights to help managers in their transformation
strategy often covering Lean and industry 4.0 technologies implementation.

Keywords: Lean production · Industry 4.0 · Technologies of industry 4.0

1 Introduction

To improve the performance of industrial systems and boost the production efficiency,
an increasing number of companies around the world are undertaking Lean production
transformation from workshops to whole enterprise and even global supply chain. Lean
is considered as a methodical approach to organize and optimize the production flow
aiming at realizing a continuous value stream to increase the quality and improve the
reactivity while reducing the wastes and non-value-added activities. It is a mature system
used for more than 60 years in Japan and more than 30 years in Europe. Concurrently,
Industry 4.0 is a global concept aiming to design and create the enterprise of the future
and smart factories. It focusses on the technology-driven vision combining the physical
world and the cyber world through specific web and digital technologies [1].

2 Literature Review

Industry 4.0 grasps the attention of many researchers and practitioners [2–5]. Indeed,
there is an urgent necessity to clarify its implementation because no structured and
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well-defined model or method yet exist [6–8]. Few attempts have defined standards
useful to identify the scope and the main fundaments. In [9] authors remind the first
community efforts to standardize the comprehension, namely Reference Architecture
Model for Industry 4.0 (RAMI4.0) that has been introduced by theGermanElectrical and
Electronic Manufacturers’ Association [10]. RAMI 4.0 introduces a three-dimensional
coordinate system that describes all crucial components of Industry 4.0. Within this
system, complex and complicated interrelations can be decomposed into subsystems,
clusters, or modules [11].

Both approaches (Fig. 1) contribute to close similar targets. Lean production aims
to reduce time, increase quality avoiding defect products and decrease costs while
maintaining safety target and worker motivation.

Fig. 1. Lean production and Industry 4.0 comparison (Enke [18])

Industry 4.0 adds elements of individualization, new business models and connected
systems [12]. A literature review shows that either Lean production is impacting the
evolution of Industry 4.0 and Industry 4.0 technologies are supporting the evolution of
Lean Production. In [6] authors highlight that both paradigms have often been considered
as separate subjects. Some authors catch the idea to associate both but in unilateral
analysis with the necessity of Lean Production as a requirement for Industry 4.0.

Fig. 2. Productivity improvement when digitization follows Lean (Prinz et al. [6])

Figure 2 shows the possible gain if Industry 4.0 is implemented after the applicationof
Lean inducing new long-term increase in productivity with no saturation point (as it can
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be seen in case where Lean is implemented alone disregarding the offered possibilities
by Industry 4.0).

In [6] author has led a study on Norway companies to extract the linkage between
Lean implementation and the evolution of Industry 4.0 maturity. Figure 3 outlines that,
in the timeline representing the sequential implementation of new improvement axes,
it is of upmost importance to apply Lean techniques as pre requisites of Industry 4.0
implementation to ensure the manual routines and quality sustainment.

Fig. 3. Lean and industry 4.0 positioning in timeline development (Eleftheriadis [1]).

Satoglu in [13] considers the combination of both approaches and suggest that “lean
and industry 4.0 are notmutually exclusive but canbe combinedhowever the combination
is yet very primitive with direct dual combination of effects without global model”.
Industry 4.0 supports factor to implement Lean. Lean activities should bewell performed
before automatization and connection. This is interesting to state that Industry 4.0 does
not substitute to mismanagement and weak organized manufacturing. It is worth to
denote that exclusive link with unilateral analysis is not enough anymore. Mayr in [14]
evoke very recently the possible conjunction between both research axes. Author in [15]
reviews some examples of leading Lean and Industry 4.0 in conjunction. Author in [16]
relates relevant findings indicating that European manufacturers that aim to adopt higher
levels of Industry 4.0 must concurrently implement Lean production as a way to support
process improvements. In [18] authors evoke Industry 4.0 technologies as enablers of
leaner production. [19] authors treated how to use or leave lean. Lean is pre requisite,
this approach is consolidated by very big industrialists as Schneider, Bosch, Faurécia,
Dassault who already implemented Lean Production Strategy before committing in the
industry 4.0 transformation.

3 Methodology

The target of our approach is to thoroughly study the combination between these two
paradigms influencing the industrial performance. By Performance, wemean global per-
formance at the level of a factory, or enterprise or even supply chain level. To successfully
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achieve a performance, which is generally a complex task, deeper analysis has to be led.
Different paths (Fig. 4) are possible to achieve optimization in factories/enterprises and
supply chains. The aim of the study is to browse the existing studies subscribing to
path 1 (where industry 4.0 technologies are essential and followed by Lean techniques)
and those subscribing to path 2 claiming that Lean is a prerequisite to initiate Industry
4.0 transformation. The developed model will likely follow an incremental model to
show gradually the success achievement with clarified steps. The idea is to model the
different layers of industry 4.0 technologies implementation and Lean integration led in
conjunction.

Fig. 4. Joint analysis between Lean and industry 4.0 technologies

The work starts with initiated analysis led by the German university in 2017 (Fig. 5).
Technologies can be split into sensors/actuators, cloud computing, bigdata, data ana-
lytics, virtual/augmented reality and machine to machine communication. Each one of
those technologies is influencing the efficiency of one or many Lean techniques.

Fig. 5. Industry 4.0 impact on lean production system – German study [17]
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For instance, Augmented reality is useful to sustain 5S approach, helps to make
reliable kaizen and people development. Smart sensors are helpful to support Just in time
lean practice. However, we may highlight some critical points to Wagner’s study: some
of technologies are lacking in this table as Digital twin, Robotics, Internet Of things, 3D
printing, AGV, … Other Lean Production practices are missing: Value Stream Mappin,
Visual Management, Kanban, SMED.

The target of our study is to lead towards a more exhaustive and deeper analysis
(Fig. 6). Each technology may contribute to different Lean production techniques. This
association is of upmost importance to reveal beginning of interactions regarding wider
scope of technologies and wider sample of Lean Production practices.

Industry 4.0 Lean 
production

RFID tags

Smart Products

AGV

Cloud computing

Plug and Produce

Big Data and 
Data Analytics

Improve TPM: defects maintenance prediction, failures reduction by adjusting buffer areas
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Fig. 6. The link between lean production and industry 4.0 technologies

The next step aims at deeplymodeling themutual interactions to perceive the gradual
transformation for a company over time. For visualizing the link and interactions, we
suggest the following points of interactions. The timeline synoptic provided by Fig. 7
reveals the intended progress. Different steps have to be undertaken in accordance with
literature extensive review, analysis of correlations, use formal modelling and global
model formalization considering the different configurations.

Once achieved, the model has to be tested and checked by companies. Interviews
are also an important pillar to validate the findings and provide global roadmap to the
companies expecting to lead industry 4.0 transformation and already engaged in Lean
Production conversion. The idea of modularity and incremental integration of Industry
4.0 technologies will be deeply analyzed to federate the proposed model.
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Fig. 7. Lean production and Industry 4.0 interrelations methodology

4 Perspectives and Conclusion

In near future, a cartography about the challenges, the important requirements and the
impacts in path 1 and path 2 configurations will be explored.

The idea is to base the analysis on existing works to improve and identify the
cross areas where correlations can be identified in order to provide a global synop-
tic about industry 4.0 technologies use and Lean Production implementation. Also, we
will provide a mapping of the usefulness of the combined model Lean Production 4.0
for companies of our region “Nouvelle Aquitaine” after leading industry 4.0 maturity
evaluation.

This research axis is prior for our research group, it allows to feed case studies
dealing with Industry 4.0 to link research findings with IMS research projects namely:
“BEST 4.0” and Industry 4.0 European Project “I4EU”.
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Abstract. This paper investigates how lean production levelling methods can be
better applied in the process industry with support from key enabling technologies
from Industry 4.0. To investigate such a topic, a literature study is conducted
in three main areas, namely production planning in the process industry, Lean
Production, and Industry 4.0. Based on the findings from the literature review, a
conceptual framework is developed to illustrate the ability of Internet of Things,
Big Data Analytics, and the further integration of IT systems to provide increased
reliability for materials, processes, equipment, and forecasts that improves the
utilization of Heijunka (production levelling) practices in the process industry.

Keywords: Process industry · Lean production · Industry 4.0

1 Introduction

The current competitive business landscape is increasingly getting more volatile and
uncertain. Therefore, companies must adhere to superior practices to be capable of
meeting the new challenges of competing. Conventional lean production levelling meth-
ods have for several decades led to performance improvement in discrete manufacturing
through offering greater predictability, flexibility, and stability for a wide range of com-
panies [1]. However, the process industry has not yet embraced the real extent of benefits
that lean manufacturing can offer [2]. This might be explained by the characteristics of
the process industry that are inherently complex and inflexible, which makes a straight-
forward application of lean practices challenging [3]. However, such characteristics do
not make it impossible to apply lean principles, as many process industries have shown
promising results in improving operational performance using modified versions of cer-
tain lean practices [4]. Furthermore, the technology-oriented industry 4.0 concept is
being branded as the next enabler of performance improvement in manufacturing [5].
Therefore, in this paper, we investigate how lean production levelling practices can be
applied in the process industry, with particular focus on which Industry 4.0 technologies
can support such an application.

Motivated by the research challenges and problems described above, we aim to
use the following research question to guide our investigation: How can key enabling
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technologies of Industry 4.0 support and enhance lean production levelling practices in
the process industry?

2 Research Design

Given the nature of our research question, a preferrable approach would have been to
adopt case study research as our primary research method. However, due to the current
restrictions on access to case companies and travels in response of the Covid-19 pan-
demic, we attempt to answer the research questions by developing a conceptual frame-
work from literature review. Further research will explore the framework in empirical
settings. As such, we explore existing and relevant theories,models, and findings through
an extensive review of extant literature. The area of investigation is at the intersection of
three major areas: production planning (in particular production levelling) in the process
industry, lean production, and Industry 4.0.

We report the results of the literature review in Sect. 3. Section 3.1 focuses on the area
of planning in the process industry while Sect. 3.2 focuses on lean production, as well as
the intersection between lean production and production levelling in the process industry.
Section 3.3 focuses on Industry 4.0, as well as how Industry 4.0 builds on traditional lean
production principles and practices. In Sect. 4, by considering the theoretical overview
surrounding the intersectionof all three areas,we attempt to answer the proposed research
question by offering a conceptual framework.

3 Literature Review

3.1 Production Planning and Control in the Process Industry

We start by giving a brief introduction to the notion of process industry, what character-
izes it and how it differs fromdiscretemanufacturing. This is followed by an investigation
on what the main characteristics within process industries are, and how such attributes
constitute potential barriers for the application of lean planning methods.

Discrete manufacturing normally consists of the manufacture of individual parts
and components that machines and operators weld, bolt and assemble together to a
complete product, with examples ranging from automobiles, cell phones, computers,
power tools and hair dryers [3]. [3] also states that the process industry, on the other
hand, is characterized by processes that involve mixing, extrusion, chemical reactions
and annealing. Products that are used in such industries are often non-discrete materials
which includes liquids, pulps, gases and powders and can often dry out, evaporate or
expand if they are not put into a container [4]. Examples can range from different types
of paints, processed foods and beverages, paper goods, fibres, glass, steel, aluminum
and ceramics.

Planning and scheduling decisions are essential processes in company-wide sup-
ply chain and logistics management, and process industry operations are significantly
impacted by these decisions [6]. Planning in process industries creates plans within pro-
duction, supply, distribution, sales, and inventory based on demand information while
considering all known and relevant constraints [7]. For long- to medium-term planning,
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detailed routing information for sequencing is often required as “products are commonly
defined by the succession of production stepswhich they undergo” [8]. Sales and demand
information, availability of raw materials, simultaneous production of co-products and
final products or optimal usage of expensive equipment have a significant impact on
production planning and control [8].

The flow of materials in the process industry can differ from one batch to the next.
[8] suggests that such industries must cope with variable recipes and specific sequences
of transformation processes. Next, dedicated production technology and special storage
equipment is often required for all materials that must be taken into account by planning
and scheduling systems. Furthermore, according to [9], the production units andmaterial
flows tend to have more interrelationships, as both production flow and material com-
plexity are higher. For these reasons, planning and scheduling in the process industry is
complicated. Therefore, conventional planning methods such as MRP and lean levelling
techniques, which are more associated with discrete industries, are hard to apply [2].
Such existing production planning and control concepts do not suit the needs of pro-
cess industries in general [8]. Much of the extant literature supports the implementation
of lean production and planning concepts in process industries, but due to its inherent
characteristics it is challenging to apply these directly. This is especially true for the
flexibility limiting characteristics such as long and sequence-dependent setup times and
changeover cost which are in direct contrast to Lean Production [2].

3.2 Lean Production

This section introduces the lean philosophy, principles, and tools, and focuses on pro-
duction levelling (Heijunka) practices in order to understand its effects, requirements,
and its applicability in the process industry. Lean Production, largely based on the manu-
facturing principles and work processes developed by Toyota [10] and quickly spread to
different industries [12]. [13] defines the basis of the Toyota Production System (TPS) as
the absolute elimination ofwaste and suggests that this is the key to improving productiv-
ity and competitiveness. Lean Production is an enterprise-wide continuous improvement
approach aimed at eliminating waste and creating value for the customer.

Lean production planning and control practices (e.g., production levelling) have
enabled companies to improve their performance and reap high benefit. However, while
Lean Production can be applied to various industries and types of organization [14],
the adoption thus far has mainly taken place in discrete manufacturing, rather than in
continuous or process industry sectors [3].

Production levelling is one of the essential Lean Production practices [15]. Also
called Heijunka or production smoothing, it refers to the practice of levelling the vol-
ume of material that is being produced over time, such that the production level is as
constant as possible from day to day. Particularly beneficial for the process industry
where stable production environments are preferable. According to [1], level production
is scheduling the daily production for different product types in such a sequence that
evens out peaks of the produced quantities. Production levelling can be conducted by
gathering all orders over a specific period of time and scheduling the production at an
even rate and in the mixed sequence, i.e., repetitive patterns [3]. According to this lev-
elling pattern, every product type is manufactured within a periodic interval called the
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Every Part Every (EPE) interval. The general objective is to reduce the EPE interval to a
cost-effectiveminimum [15]. The benefits of Heijunka include improved operational sta-
bility and reduced variability of resource utilization and material requirements, as well
as reduced quality problems, breakdowns and defects. Despite these positive effects,
however, levelling does not mean waste-free production. On the contrary, successful
implementation of production levelling often requires a controlled inventory of finished
products [15]. But, this often small inventory buffer enables the reduction of irregularity
(mura) and overburden (muri), and reduces both the bullwhip effect and delivery lead
time [16].

TheHeijunka concept has been customized by several scholars to handle the different
batch sizes and product mix that characterizes the process industry, for example EPE
[1], Product Wheel [3], and Rhythm Wheel [17]. These new cyclical planning methods
are based on a systemic and visual metaphor for a repeated planning methodology
that aims to mitigate the variation in demand volume through optimized production
sequences, enabling the creation of the best sequences of products and batches including
into the calculation the setup and changeover time [3]. Moreover, capacity that is not
fully utilized is oftenmaintained for strategic reasons, such as reducing changeover times
and carrying out continuous improvement practices [1]. However, Heijunka planning in
the process industry increase planning complexity significantly causing the need for
extensive planning and replanning capacity.

3.3 Industry 4.0 and Key Enabling Technologies

Industry 4.0 is characterized with several main technology clusters, including Cyber-
Physical Systems (CPS) and Internet of Things (IoT) [18]. In a manufacturing envi-
ronment, CPS and IoT facilitates the advancement of autonomous productive processes
which become intelligent: “through communication and decision algorithms, the com-
ponents can decide on their configuration and their path in the line production” [19].
Furthermore, according to [20], in Industry 4.0, the intelligence is distributed across
the process steps and not centralized, which provide greater stability and operations
flexibility, as well as reducing planning resources and ease replanning.

Industry 4.0 is promising for manufacturing companies, as new key enabling tech-
nologieswill enable companies to gain a significant competitive advantage. As such, wan
say that Lean Production and Industry 4.0 share the same objective, even though some
consider them to be based on competing principles [21]. However, the empirical study
of [22] suggests that Industry 4.0 technologies alone do not contribute to performance
improvement and should rather be seen as enablers of Lean Production.

A literature study on how Industry 4.0 impacts Production Planning and Control
(PPC) functions in general was conducted by [23], where the majority of research were
mostly based on IoT technologies – concerning the integration of manufacturing execu-
tion systems and process control, interoperability, digitalization, real-time data collec-
tion, visibility, traceability and sharing of information. Hence, the most relevant industry
4.0 key enabling technology clusters for this investigation (using the classification of
[24]) are IoT, Big Data Analytics and Integration of IT systems. This is also in line with
the brief description of the Heijunka 4.0 concept provided in [25].



708 H. S. Kjellsen et al.

4 Conceptual Framework

To mitigate some of the inherent characteristics that inhibit lean production levelling
(Heijunka) in the process industry, we suggest that it is possible to apply three specific,
enabling technology clusters associated with Industry 4.0, selected from the classifica-
tion provided in [24]. The framework is presented in Fig. 1, showing that the Industry 4.0
technologies IoT and Big Data Analytics can be applied to gather information regard-
ing process industry characteristics that otherwise prevent the effective application of
Heijunka methods, and integrates these into existing IT planning architectures such as
ERP and APS software. The two-way arrows in the model illustrate that the elements
are interconnected and communicates in real time.

Tools within the technology cluster IoT such as Radio Frequency Identification
(RFID) and positioning sensors that measure times between specific product types and
optical recognition sensors for determining product types can have significant impacts
on Heijunka methods. High reliability of production processes is a prerequisite for such
Heijunka methods, and IoT can enhance process management and control. Everything
from variability in raw material quality to variations in internal processes and stock
levels, such as dosing of raw material, temperature control, residence times, aging cat-
alysts and system fouling will contribute to process variations. By using sensors and
vision technology, to collect and connect data from various sources, and using Big Data
Analytics for advanced calculations and simulations it is possible to predict process
behavior, and increase production process reliability resulting in reduced changeover
times, reduced production processing times, and increased available time for process
improvement (e.g. predictive maintenance [25]).

Fig. 1. Conceptual framework for Heijunka 4.0.

Furthermore, by utilizing IoT technologies, makingmaterial and equipment commu-
nicate with each other by using sensors such as Radio-frequency Identification (RFID),
the equipment can quickly change to corresponding parameters, hence reducing the
changeover times [26]. Furthermore, Big Data Analytics can use advanced simulation
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methods to optimize changeover and setups, by testing different methods [27]. As dis-
cussed in Sect. 3.2, shorter set up and changeover times will result in shorter cycle
times for the Heijunka schedule, which could lead to more flexibility to meet demand
variations. What has been discussed so far relates more to internal factors, such as mate-
rial, process and equipment. Another important factor to make the Heijunka approach
well suited is low variation in demand. Big Data Analytics that utilizes advanced algo-
rithms and calculation methods enhances forecast quality, and the level planning can be
stabilized by utilizing the combination of data history and a deeper understanding of
customers’ needs through in-depth analyses of the market.

This may also have a positive effect on the occurrence of waste (muda) arising from
levelling practices. For example, [15] suggests that the successful implementation of
production levelling often requires a controlled inventory of finished (ore indeed semi-
finished) products. Though this often small inventory buffer enables the reduction of
irregularity (mura) and overburden (muri), and reduces both the bullwhip effect and
delivery lead time [16]; by Integrating IT systems, the data information that is col-
lected and calculated can thereafter be aggregated into the existing IT architectures such
as ERP and APS for enhancing the Heijunka schedule. Parameters such as inventory
replenishment levels, supply, production sequences and cycle times can be further opti-
mized by utilizing information gathered and aggregated from IoT andBigDataAnalytics
regarding material, processes, equipment and demand, contributing to the elimination
of traditional waste in the form of excessive inventories, but also reducing digital-waste
in both its active- and passive forms (as described in [28]).

[29] also explores various sources of “buffer waste”, where an organization’s efforts
to target muri and mura often generate unforeseen examples of muda. We suggest that
the Heijunka 4.0 concept can be used to alleviate “the muri, mura, and muda vicious
cycle”.

5 Conclusion

We set out to investigate the potential support functionality of Industry 4.0 key enabling
technologies for lean production levelling in the process industry. As such, we addressed
the research question: How can technologies associated with Industry 4.0 support lean
production levelling practices in the process industry?

It has been demonstrated in this study that Industry 4.0 technologies can both enable
and improve the adoption of Heijunka in the process industry. The literature argues that
Industry 4.0 supports lean principles, however, only a few studies study how individual
industry 4.0 tools support specific lean practices. Thus, on the basis of these few stud-
ies, a conceptual framework detailing how the different tools of Industry 4.0 support the
levelling of production in the process industry has been developed. This framework illus-
trates that the Industry 4.0 technology clusters Internet of Things and Big Data Analytics
can provide predictability and visibility for factors such as process, material, equipment
and demand. These types of data can be aggregated into existing IT systems, such ERP,
MES, and APS that designs the level schedule, using the Industry 4.0 technology cluster
Integration of IT systems.

In terms of limitations, although this investigation was carried out with the aim
of having a strong practical involvement in bridging the gap between the application of
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lean production levelling practices in discrete manufacturing and in the process industry,
further empirical studies are needed to assess and consolidate the conceptual framework.
Indeed, multiple case studies applying the Heijunka 4.0 concept are required to evaluate
the conceptual framework in greater detail.
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Abstract. For more than 40 years, researchers have studied the operations man-
agement practices of Toyota and their application in different companies and
industries, most notably under the heading of lean operations. Even though lean
has become an integral part of the operations management curriculum and corpo-
rations such as Danaher have embraced it as their “way of doing business”, lean
has yet to truly breach the executive echelons of most firms and as such fails to
reach its true potential as an alternative, people-centric, and sustainable business
model. To address this gap, we have carried out an extensive literature search on
the subject and conducted several interviews with C-suite executives from lean
firms. Our findings point us in the direction of an underlying economic theory of
lean, based on the business model and associated practices of the Toyota Motor
Corporation. Furthermore,we present three exemplary case companieswhich have
adapted some or all of these practices under the guise of lean production.

Keywords: Lean product and process development · Lean business model ·
Company economic performance

1 Introduction

Lean Production has been an area of interest for academics and industry practition-
ers alike. Ever since the findings of the International motor vehicle program (IMVP),
demonstrated to the western auto companies that their business model was being out-
competed by Japanese automotive companies, with Toyota leading the way [1]. As such,
lean could be defined as the application of Toyota’s business model (most notably the
Toyota Production System (TPS)), outside of Toyota. Much has been made of the pro-
duction techniques, the thinking behind them and the operational results that these may
lead to if implemented. However, less is understood of the business model that drives
the thinking of Toyota, a company that over the course of 70 years has gone from plucky
start-up to industry leader in terms of volume, revenue, profits, andmodel variety through
debt-free growth funded by its attention to detail and relentless pursuit of waste- and
cost-reductions, from design to manufacture, to sales and services.

Incidentally, at the time of the IMVP benchmarking study, GeneralMotors (GM)was
the largest car manufacturer in the world, with Toyota still a growing company - having
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only started to develop its manufacturing capabilities in Europe and North America in
the early 80s (in the late 90s they also developed product development capabilities on
these continents). At the time of writing, the tables have turned, and Toyota has been one
of (if not the) largest and most profitable car manufacturer in the world, since it overtook
GM in 2007 (delivering steady operating margins of about 8–10% the last 8 years). The
continued research interest into Toyota’s business practices is linked to this story, and
even though we now know a great deal more about the inner workings of the Toyota
Production System, with a few exceptions, western scholars have not studied at depth the
economic theory that underpins Toyota’s business model; rather relying on established
economic theories and thus missing an opportunity to open a new branch of research
into lean thinking and practice. However, to establish an economic theory of lean, we
must first understand the fundamental differentiators that lies behind this successful,
alternative business model.

As such, this paper is an attempt to explore and establish a path towards an economic
theory of lean. First, we present a literature review to define the gaps in current research
on the topic. Thereafter, we developed a set of research questions to address these gaps,
before exploring these research questions by collecting publicly available operational-
and financial data and interviewing former executives from select case companies that
have experienced sustained business success through lean thinking and practice in the
formofmarket share and above industry average returns. Twoout of three case companies
have also received recognition from industry peers in the form of national lean prizes.
Finally, we suggest areas for further research based on the findings presented in this
paper.

2 Background

To develop an economic theory of lean, onemust first understand the assumptions behind
Toyota’s business model. [2] defines a business model as “a representation of a firm’s
underlying core logic and strategic choices for creating and capturing value within a
value network”. As such, how a company generateswealth andwhat it chooses to dowith
it stems from its business model. The Value Added (VA) of any activities (in Toyota’s
case, designing and building cars), is the revenue the company takes in less the services
and goods it pays for in doing so. Thus, for whom a company creates wealth and what it
does with its VA stems from its business model. Toyota’s business model, the underlying
core logic, and strategic choices for creating and capturing wealth, have been studied
for over 40 years, and for the last 30 years under the lean heading. Even though some
now seek to dismiss the role and impact Toyota has had on the continuous development
of lean as a research theme [3], we believe it would be a mistake to simply reduce lean
to the study of efficient manufacturing practices. The real strategic potential of lean is
“half the bad, double the good” [4]. As such, we suggest that to better understand how
this potential is realized, we must take a broader approach.

3 Literature Review

Ever since Toyota started to compete on the global market in the 70s, the company has
been of interest to researchers and academics. By the time the company became industry
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leader, the interest had exploded with books [e.g. 4, 5] and articles [e.g. 6, 7] trying to
explain the reason for its successful growth. Attempts have also beenmade to explain the
financial performance and operational performance impact of lean (sometimes under the
heading of just-in-time (JIT)). Proving the link between lean operations and improved (or
superior) financial performance has however been elusive, though some indications have
been found. In a study covering over 250USmanufacturing companies, [9] found that JIT
practices impacted overall profitability, but that quality practices did not. Furthermore,
[10] found that leanness in terms of inventory positively impacts credit ratings. In the
automotive industry, the adoption of Toyota’s production practices has been carried out
to such a degree that practitioners now don’t necessarily distinguish between them, i.e.,
lean is “done in car manufacturing”.

As documented by [11], Lean production (in some form or other) has over the
last 30 years been widely adopted by many global companies, either through business
systems or so called company specific production systems (XPS) [12]. With regards to
the operations management practices of Toyota and adopters of lean operations, one
finds studies on best practices [13], as well as implementation success factors [14] and
barriers [15–17]. One also finds a variety of definitions of lean production summed
up by [18] and [19], and what to expect when implementing said practices, concepts
and tools [20]. While these are all worthwhile endeavors, most of these studies fail in
explaining the growth inmarket share, revenue, andmargin that Toyota experienced from
the late 50s through to the present day (delivering steady profits and growth and mostly
financing their overseas growth organically). A notable exception is [21] which suggests
the changes one might experience, but do not discuss what to do with said changes and
the potential productivity and thus economic gains derived from these changes.

Based on our review of the extant literature, we propose four differentiating factors
underpinning Toyota’s business model that point towards an economic theory of lean:
1) Better quality by applying the Toyota Production System and kaizen without paying
a quality premium, 2) a learning curve on flexibility to offer customers a steady growth
of new models without the capital investment normally associated with an expanding
product range, 3) Re-investment of productivity gains fostering the long-term develop-
ment of engineers and operators and 4) Financial self-reliance to support steady growth
organically or through acquisitions.

3.1 Better Quality Through TPS + Kaizen

Hard to pin-point but easy to observe is the effect on quality and lead-time that can be
experienced in kaizen or continuous improvement activities. Toyota adopted their ver-
sion of the Ford suggestion system in the 50s (which was later abandoned in Ford), and
with it the slogan: “Good Thinking, Good Products”, have continued to reap the rewards
from their employees’ improvement suggestions. One could even argue that Toyota’s
manufacturing practices today is the sum of the improvement suggestions and coun-
termeasures that have been implemented over the past 70 years. For instance, the first
qualitymeasure put in place, the Jidoka device of the automatic loom,was responsible for
creating better quality products (no broken treads) and at the same time increased produc-
tivity 10-fold by allowing an individual operator to monitor multiple looms. According
to [22] there are three types of kaizen activities carried out on the shop floor; 1) those
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carried out by supervisors, managers and production engineers, 2) those carried out by
quality circles and 3) those that come from the suggestion system itself. It is sometimes
referred to by Toyota as weak point management system [23]. Furthermore, [24] argue
that TPS is also an education system that shows engineers and designers how design
and engineering can contribute to quality engineering without paying quality premiums
through thorough cost planning [25].

3.2 Learning Curve on Flexibility

According to [26], “achieving optimal product variety is one of the most strategic deci-
sion making processes of the firm”. Toyota realized early on that the trade-off between
flexibility and efficiency was not fixed, and was able to develop the capability to move
beyond this trade-off [27]. One of the early famous lean stories is that of Taiichi Ohno,
according to legend, picking up, in a fire-sale, small and versatile presses and other
machinery from a soon-to-be bankrupt American machine maker on a field trip to the
U.S. in the 50s. These quick-change die-presses are now exhibited in the Toyota museum
in Nagoya, Japan [28]. Toyota realized early that they could not rely on the American
one-car-per-factory business model. At the time, they simply did not have the financial
muscle of their American counterparts. The learning curves first steps where to produce
more than one variant on one line, with TPS. According to Toyota themselves, flexibility
is also a global strategy with factories in Japan able to flexibly adjust model variants to
adjust for fluctuations in the global market, allowing less advanced plants around the
globe to move more slowly through the learning curve, while at the same time allow-
ing for high yields and plant utilization. In fact, Toyota’s most advanced line has been
dubbed “the most flexible line in the world” by industry experts [29].

3.3 Re-invest of Productivity Gains into the Development of People

Some version of “beforewemake cars, wemake people” can be found quoted in different
studies of Toyota’s approach to people development. An example of this re-investment
in people can be found as early as 1961, when Eiji Toyoda identified the lack of training
of new employees as one of the root causes of the quality crisis Toyota experienced with
the roll out of the second-generation Corolla. The countermeasure was heavy investment
in training and education in quality, while also supporting the previous point of better
quality through kaizen as the company aimed to half the number of defects. This re-
investment in training programs has since periodically happened in both manufacturing
and engineeringwithKanPro in the late 70s, statistical quality control (SQC) renaissance
in the late 80s, total qualitymanagement (TQM) in themid-90s and global quality control
in the 2000s [30]. [31] presents the methodical and systematical efforts put into the
development of engineers and designers for as long as 30 years, while [32] discusses in
detail how leadership training is carried out. Finally, [33] shows how Toyota have built
on and adjusted the TrainingWithin Industry (TWI) system to thoroughly train operators
and supervisors in both the skills required to carry out the job at a high level, as well
as the skills required to maintain and improve the job through Kaizen. This people-first
thinking has been a mainstay of Toyota’s business model regardless of factory location
[34]. [35] argues that this continuous re-investment in people is key to reducing the
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transaction cost normally associated with the successful transfer of design information
from product design to manufacturing.

3.4 Financial Self-reliance

A much less covered topic in western academic research is how Toyota have been more
or less financially self-reliant over a long period of time, and have, according to Akio
Toyoda, mostly grown organically “by selling one car after the other” [30]. In fact,
[36] claims that the company has been debt-free since 1977, which suggests Toyota
financed its global expansion that started with the first factories in the US with internal
funds. Along with Kaizen, the target cost system is arguably the method that delivers
the economic flexibility of Toyota. This process starts as early as the product planning
phase and ends in the tail end of the model life-cycle, with the purpose of systematically
reducing cost throughout the life-cycle of the product. The cost reduction is achieved by
applying technology and smartness throughout the value chain, not through so-called
strategic cost-management associated with more traditional business models [37] (i.e.,
outsourcing component manufacturing to lowest bidder). Instead of shifting the VA
wealth creation to shareholders or similar, Toyota have always kept a large reserve of
cash and cash equivalents to fund its big bets. Exemplified with its expansion into, first,
the American market, then the luxury market (with Lexus), and now on connectivity
with Woven City and the future power systems of cars (triple bet on hydrogen, hybrid
and full electric).

4 Research Design

The research follows an exploratory inductive case study research design to develop
propositions from complex social phenomena [38]. To generate valuable insight, we
compared our findings from the literature review with three case studies selected due to
their success in lean implementation (above industry average growth, profitability and
returns) aswell as industry recognition of their “leanness”, i.e., twoof the companies have
won national lean prizes, and the third has been widely studied and written about in the
extant lean literature. We conducted interviews with executives from the three different
companies in three different countries (in Scandinavia, and the U.S.), and combined
the interview data with publicly available financial data to explore the potential of an
economic theory of lean. Based on our findings we suggest one economic proposition
for each differentiator that should be explored in further research.

5 Findings and Discussion

The lean journey starting points for the three companies in question were similar. The
CEO had either learned about TPS or lean before starting the journey or was trained
internally by the company in question (e.g., Executive A spent one year training his
senior team before making any changes to the company, Executive B was trained on the
ground by his CEOwho himself hadworked directlywith Japanese Sensei). As such they
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all tick the first success criteria presented by [14] “the commitment of top management”.
However, our findings suggest that all three went one step further and changed the way
they lead the company based on what they had learned.

Furthermore, all three companies experienced unprecedented growth (from 200%–
500%) and profitability (from loss to 15% EBIDTA) over a short period of time, sug-
gesting that developing lean capabilities within the company allowed them to realize
the potential of the business in a way that traditional western management capabili-
ties would not. In Table 1 we summarize our findings, comparing the case companies’
business model to the four differentiating factors of the lean business model.

Table 1. Comparison of the case companies’ business practice with the lean business model.

Case Company Quality through
TPS + Kaizen?

Learning curve
on flexibility

Re-invested in
people
development

Achieved
financial
self-reliance

Case A Yes Yes Yes Partially

Case B Yes Yes Yes No data

Case C Yes Yes Yes Yes

From our interviews and the operational data we collected from the companies we
found that quality through TPS + Kaizen was key in order to achieve and sustain the
economic performance. One interviewee reported that the gains from kaizen activities
had allowed the company to postpone investments for almost 8 years, and when the
investment had to be made, the learning from kaizen activities meant that they made
different choices to what they would have made if these activities had not been carried
out. The two others reported both cost reduction and quality increase benefits from
kaizen activities. All three companies experienced increased sales and revenue due to
improvements in quality, lead-time and cost. This leads us to our first proposition: TPS+
Kaizen leads to increased sales due to better quality, lower capital expenditure through
just-in-time and lower operational expenses through Jidoka.

Leveraging the flexibility learning curve to better serve customers was also reported
as key for all three companies. Two of them had expanded their product portfolio 10-fold
while at the same time keeping quality high and cost low. The third leverage their flexibil-
ity capability to serve their professional customer as a one stop shop for both equipment
and consumables. All three companies had throughout their lean journey emphasized
flexibility in the form of SMED-training, quick die change and other activities that gave
the companies greater agility. Bear in mind that it is not necessarily about the broadest
possible product range, but one that covers the market space with good product-market
fit in the market the business is in. Thus, our second proposition is: Increased flexibility
allows a company to offer a broader range of products and should increase turn-over,
without the capital investment usually associated with broadening the product-range.

Reinvesting productivity gains into the development of engineers and operators
emerged as a success factor for all three case companies, which led to better deci-
sions on how to improve both manufacturing processes and product design. Even after
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re-investing in people development, the three case companies like Toyota had surplus
wealth creation. Toyota as we discussed earlier used this to free itself from debt and
largely financed its own international expansion. Even though all three case companies
to some extent used their new-found financial strength for investments, we found that
only one company used this self-reliance to continue its growth, something that suggests
this point might be considered an outcome of the lean business model adoption and not
a pre-requisite practice per se. Regardless, developing people is key to the lean business
model and, as such, our third proposition is: by developing the technical competence of
people, precision increases and costs decrease, and the capability for innovation also
increases.

The case companies took different choices with the freed resources and cash derived
from the productivity gains. One company used it to fund acquisitions and set up aggres-
sive improvement targets for these newly acquired companies and as such managed to
sustain growth over a period of 10 years. Another company used the productivity gains to
in-source activities as space and people were freed. The third company paid most of their
gains towards the parent company until it was eventually sold in 2015. Even so, based
on our literature review and findings, our fourth proposition is: financial self-reliance
makes the organization less sensitive to financial cycles, and allows it to fund stable
growth through big bets on the future.

6 Conclusions and Suggestions for Further Research

In its nature, theory building is fraughtwith difficulties. However, based on our continued
research into lean production in general andmore specifically ToyotaMotor Corporation
in particular, we argue that reducing lean to production efficiency or the adoption of
shop-floor best practices will only hinder, not help, our understanding of a phenomena
that seems to outlive the traditional management fad cycle normal associated with such
buzzwords. Lean and TPS are systems, and as such one must research them in their
entirety, rather than simply taking one’s fancy from a buffet of component parts. In the
age of sustainable manufacturing this becomes even more important, as sustainability
will not be achieved through adoption of digital (or indeed analogue) best practices
but by engaging everyone, everywhere in kaizen, and then re-investing the gains in
the development of the people that can create and manufacture ever more sustainable
products. According to [24], “Lean is the people centric business model of our time”,
andwe suggestmore effort should be put into researching and understanding its enduring
appeal; not as a set of best practice bundles for efficient manufacturing but as a complete
business model that better serves customers by continuously developing people.

Based on our review we were able to define four differentiating characteristics of
Toyota’s superior business model which we then evaluated using three case studies
from Europe and the U.S. From the resulting findings, we developed and proposed four
propositions towards an economic theory of lean, which needs to be explored in further
research, that can help better explain the potential of lean thinking and practice outside
of operations management.
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Abstract. The latest innovations in the manufacturing technologies significantly
affected the roles of workers, both concerning task variety and required skills.
Consequently, in a highly digitalised context, operators and managers are facing
increasingly job enlargement and job enrichment requirements in order to perform
new and different activities and functions. This paper aims at exploring how the
concepts of job enrichment and job enlargement have been evolving over time,
through a systematic review of the literature. From the analysis, it emerged that the
concepts have been enriched with broader meanings according to the two different
production paradigms, in particular with the introduction of Lean Manufacturing
principles up to the introduction of the Industry 4.0. The study highlights that
if the lean principles strongly promoted the idea of enlarging and enriching the
workers’ activities to promote their involvement and motivation, supporting lead-
ership attitude and soft skills, additionally the Industry 4.0 significantly affected
an enlargement of tasks in space and time, requiring enriched technical skills to
manage complex digitized processes.

Keywords: Job enrichment · Job enlargement · Lean manufacturing · Industry
4.0

1 Introduction

The shift from traditional industry to the so-called Industry 4.0 paradigm has been
radically changing the way many industries approach their manufacturing operations
[1]. In particular, the advent of new technologies able to assist, support, and in some
cases even replace operators and managers in the execution of their daily tasks [2,
3], calls for the necessity to investigate job characteristics and skills required in work
environments that are faster and more innovative than before [4]. Indeed, while the
introduction of new technologies makes the work of operators and managers easier and
often less routine and dangerous, digitalisation of activities increases their complexity.
Therefore, having operators with a higher degree of technical and methodological skills
becomes an essential requirement to avoid the creation of new forms of waste [5].
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It has also been observed that increasing the degree of automation of certain tasks
or supporting the operator in their execution often reduces both the time and physical
efforts. This leads to a rethinking of the role of the operator, who is no longer seen as a
simple performer of a task, but rather a resource capable of ‘managing’ the single activity
to be performed, including, for example the collection and analysis of data related to the
activity [6]. This increase in responsibility and extension of the activities performed by
the operator opens in turn a debate on the necessary technical-cognitive and managerial-
decisional skills, and on the evolution of job profiles [7]. The operator goes from being a
simple executor to the manager of an activity and at the same time there are new profiles
required (e.g., data analyst, etc.). All this means that in a highly digitised Industry 4.0
context, operators and managers must increasingly enlarge and enrich their skills with
new competencies to perform different activities and functions. This is certainly not a
new perspective and in any case already investigated by the scientific literature long
before the advent of the 4.0 paradigm; however, the concepts of job enrichment and
job enlargement have been enriched with broader meanings over time according to the
different production paradigms.

In this regard, the aim of this research work is to explore how definitions of these two
terms have changed in the years and it has the result of highlighting how the two main
production paradigm that have profoundly change the manufacturing context (i.e., the
lean and the industry 4.0 paradigms) affected the nature of the concepts. The research
is organized as follows: the study moved from the evidence that the latest innovations
in automation and digitalisation, pushed by the Industry 4.0 wave are changing the
workforce tasks and skills (Sect. 2). Therefore, the concepts of job enrichment and job
enlargement have been researched through a systematic literature review, illustrated in
Sect. 3. The insights emerging from it enabled to recognise an evolution of the two
concepts, which is discussed extensively in Sect. 4. Finally, conclusions and further
research directions on the topic are drawn in Sect. 5.

2 The Impacts of Industry 4.0 on the Workforce

The Industry 4.0wave is pushing the transformation of traditionalmanufacturing systems
into smartmanufacturing systems, thanks to the combination of communication, IT, data,
and physical components. The strong techno-centric approach that have characterised
the research about Industry 4.0 in the first years, is now becoming surpassed by the new
concept of human-centred smart manufacturing systems [8], recognising that human-
technology integration will be crucial in the future of manufacturing.

Indeed, the development of Industry 4.0 will be accompanied by changing tasks and
demands for the humans in the factory. In the light of strong automation anddigitalisation,
workers are seen as the most flexible entity in the future cyber-physical production
systems: generally, it is expected that the easier and most repetitive tasks will be fully
performed by autonomous robots and intelligent machines, leaving the operators more
difficult and various jobs [9].

The projections about the impacts of Industry 4.0 technologies on the labour market
and work organization have been already discussed in literature [7, 10] while a growing
debate about the future of traditional job profiles have started with the work of Frey and
Osborne [11] and is still running.
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By the way, the view of technology as only a way to replace operators in the most
physically demanding activities is limited, since the scope of the technologies introduc-
tion should be to support at large the workers in performing their jobmore efficiently and
effectively. According to [12], Industry 4.0 can empower the workers based on adapting
the factory shop floor to their specific skills, capabilities and needs, and can further sup-
port the worker to understand and to develop his/her competence. Further, a continuous
observation of the interaction of the workers with the production systems can enable
the implementation of adaptive mechanisms in the workstations in order to improve the
operator safety, satisfaction and well-being as well as the factory’s production measures
[13].

In this sense, many digital technologies, such as integrated information systems and
data analysis-based decision support systems can play a relevant role in enhancing the
cognitive activities of workers, not only at the middle management level, but also for
blue collars job roles. In fact, a new job profile has been depicted, i.e., the Autonomous
Operative Job Profile, in order to explain how the degree of autonomy and the number of
different tasks are increasing, requiring workers to have a higher level of independence
and proactivity in performing their job [6].Moreover, others suggest that the introduction
of Industry 4.0 technologies and tools has produced a general increase in workers’
intervention authority on the work process in terms of decision making, and therefore
augmenting the variability and intensity of task execution [14].

Therefore, it emerges that typical Industry 4.0 employees will get used to being
more autonomous than in the past, working in a team, covering different roles and with
a problem-solving approach, rather than limiting themselves to execute supervisors’
and managers’ instructions, expecting new meanings in the job enlargement and job
enrichment perspectives that employees 4.0 need to acquire.

3 Methodology

In order to take into account the development of job enlargement and job enrichment
concepts, as well as to capture their distinctive characteristics into a new synthetic defi-
nition, the systematic literature review was identified as the most suitable methodology
to adopt, being considered the best efficient and replicable way to quickly identify what
has been produced on a distinctive topic.

To develop the systematic literature review, we adopted the procedure followed by
[15] based on three steps: i) the definition of the inclusion and exclusion criteria; ii)
the selection by titles and abstracts; iii) the selection based on the whole reading of the
papers with the application of the snowballing technique. These are briefly described in
the following.

3.1 Step 1: Inclusion/exclusion Criteria

The first step in carrying out a systematic literature review is the identification of the
keywords. First, a preliminary list of the keywords and inclusion criteria were identified
considering the concept of job enrichment and job enlargement byvarious synonyms (e.g.
polyvalence, multi-skilling, polycompetence), to make our research as comprehensive
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as possible [16]. Further a first run of exploration we decided to use only the terms job
enrichment, job enlargement and multi-skilling referred to the manufacturing context,
to limit the research only to the most fitting cases for our research goals, and avoid
any misleading. Since we wanted to observe the evolution of job enrichment and job
enlargement concepts over time, we decided not to set any time limit for the start of our
research. The research was limited to peer-reviewed papers to gain consistency between
themes and sources and to ensure the quality of the selected papers [17]. A first search
attempt was launched. Following this, a double-blind control test was performed [18] on
10 papers to verify and refine the selection criteria.More specifically, each author carried
out a manual selection of the articles to verify their coherency with the inclusion and
exclusion criteria. Every paper that met with disagreement regarding inclusion/exclusion
criteria was read and discussed until agreement was reached. This led to the definition
of the final selection criteria as reported in Table 1. The query was then launched again,
which resulted in the extraction of 58 papers.

Table 1. Inclusion criteria

Inclusion criteria Description

Keywords job enlargement*, job enrichment*, multi-skilling* AND manufacture*

Language English

Document types Articles

Source types Peer-reviewed journals

Time Interval Until 2021

3.2 Step 2: Selection Based on Title and Abstract

Each author reviewed the titles and abstracts of the selected papers. Following a discus-
sion among the authors, papers out of the research scope were removed from the corpus.
In particular, 19 papers that did not focus strictly on job enlargement and job enrichment
were excluded from the analysis.

3.3 Step 3: Selection Based on Full Text and Snowballing

The last step of the protocol involved the refining of the list of selected papers. After
reading the full versions of candidate papers, 21 papers were considered out of scope
since they did not provide any definitions of job enlargement or enrichment. At this
point, a corpus of 18 papers was analysed. Then, a forward and backward snowballing
process was conducted. We adopted backward snowballing to exploit the reference list
to identify potential new papers to be included. We read titles, abstracts and full papers
if necessary and then we decided whether to include them in the final sample. Forward
snowballing was carried out to identify new papers to include starting from the analysis
of papers citing the ones contained in the first list of 21 papers. The approach to going
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through the papers was similar to in the backward method [19]. The two procedures
were iterated until no new papers were found. This activity added 6 new papers to the
corpus, leading to a final set of 24 papers.

4 Job Enlargement and Job Enrichment Concepts’ Evolution

Due to the space constraints, the complete list of the systematic literature review results
is provided at the following link: https://docs.google.com/spreadsheets/d/1WshGOZOX
QV9-oWxBjWuNyD1zSfVNZ8ce4wFc2nXSmCs/edit?usp=sharing.

Combining the papers reported in the attached link with other interesting academic
articles, excluded from thefinal list because they did not contain explicit definitions of job
enrichment and job enlargement, but whose reading proved useful to better understand
the evolution of the subject, three different evolutions of the two phenomena emerged
from the SLR results. Indeed, these three different evolutions refer to three historical
moments delimited by two important changes in the history organisation of work in
manufacturing: the introduction of the lean philosophy and the development of the
Industry 4.0 paradigm. In particular, we noticed how the meaning of job enrichment and
job enlargement has changed their nuance between before and after the introduction of
the lean philosophy and before and after the introduction of the Industry 4.0 paradigm.
In the following sub-section, we will describe more in-depth the evolution of the job
enlargement (4.1) and job enrichment (4.2) concepts.

4.1 Job Enlargement Concept Evolution

The term job enlargement essentially refers to the possibility of expanding an operator’s
tasks or duties [20]. Observing the definition provided in the 60s and 70s, the concept
of job enlargement was initially considered as an advantageous condition for companies
by favouring greater flexibility in a horizontal sense [21]. However, with the advent of
lean thinking principles in Western countries, the term began to take on a broader and
deeper meaning and more close to the social perspective. In particular, the advantage of
managing work in a more complete way, avoiding fragmentation and consequently loss
of productive efficiency and quality, was accompanied by the idea that the enlargement
of tasks favours greater skill variety and identity. Providing “a sense of completeness
and increasing the meaningfulness of a job” [22], job enlargement drives operational
efficiency in the long term [23] through improving workers’ satisfaction and motivation.
A perspective, the latter, that perfectly fits with the basic principle of lean thinking
according to which Monozukuri, the art of doing things (well) that characterizes any
lean process, can only be achieved through Hitozukuri, the art of doing people (well)
[24]. This means that only through a continuous training of personnel is it possible
to pursue production efficiency goals [25] and that, conversely, underutilizing people’s
skills or not contributing to their growth not only is disrespectful, but also a waste.

For this reason, several authors underline the importance of the training aspects in the
job enlargement definition as well [26, 27]. The importance of developing multi-skilled
polyvalent Shojinka workforce is stated also by [28]. With the advent of the Fourth
Industrial Revolution after 2010, the concept of job enlargement is further extended.

https://docs.google.com/spreadsheets/d/1WshGOZOXQV9-oWxBjWuNyD1zSfVNZ8ce4wFc2nXSmCs/edit%3Fusp%3Dsharing
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While all the considerations that emerged with the advent of Lean principles remain
valid, Industry 4.0 is pushing towards ever greater automation of certain tasks (especially
the most repetitive or dangerous ones). The operator thus finds himself moving from
performing single operational tasks to performing several tasks in parallel to control and
supervise multiple machines and equipment. Besides this enlargement of the tasks in
the working space, Industry 4.0 technologies also involve an enlargement of activities
in time, since continuous monitoring of the manufacturing processes is enabled, thus
supporting a non-stopping control over the production, compared with the previously
adopted discrete control of both production and product quality.

4.2 Job Enrichment Concept Evolution

In a similar way, according to the first definitions provided in the literature, job enrich-
mentwas initially seen only as a tool to givemore responsibility and autonomy toworkers
[29], making them more involved in decision-making in order to increase their satisfac-
tion [30]. While job enlargement was seen as a way to enhance horizontal increase in
the number of activities to be performed, job enrichment was interpreted as a source
of vertical increase in one’s own activities [19]: the more an operator understands the
production process in which he is working, the more he is able to make decisions and
intervene autonomously if problems arise. Horizontal and vertical sense of a job refers
to a T-shaped competence model, in which workers have a combination of both general
skills across multiple domains and specialist skills within (at least) one domain [31].

With the advent of lean thinking, two main concepts emerge. First, the enrichment
in the process knowledge is promoted, with the involvement of the worker not only
in the production activities but also in supporting the setup and maintenance phases.
Second, a special attention to the soft skills emerges, taking the concept of T-shaped
competence to the extreme and going beyond the mere perspective of integration of
technical expertise and process orientation. Indeed, the concept of job enrichment is
not only limited to participation in decision-making or increased responsibility but also
extends to proactive, problem solving and leadership skills [32, 33]. The expertise and
experience further enrich the roles of workers to the point of investing them with the
role of teachers towards their own colleagues, promoting the concepts of sensei. Here
again we observe that the worker, by increasing the knowledge of the process in which
activities and tasks are embedded, becomes more and more expert, continuing to learn
new aspects ofwork and being able to produce continuous feedback [34] that can become
a good basis for introducing innovations [35].

The ability to provide continuous feedback and proposals for improvement is
enhanced by the digitalisation that is at the heart of Industry 4.0. In fact, real-time
data collection from the shop floor and wide connectivity of the equipment enable the
possibility reproducing digital twins of the production processes to run analysis and
simulations. In this context, the operator no longer only needs to know his business and
the process in which he/she is involved, but must also be able to identify, analyse and
interpret the data that are continuously provided by the machines, in order to report
any anomalies or corrections that could increase the efficiency of the entire production.
Consequently, the responsibility of employees is increased by adding more adminis-
trative and qualified tasks, along with increased employee involvement [5]. For this
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reason, while lean principles fundamentally promoted the development of workers’ soft
skills, such as leaderships and problem-solving, the Industry 4.0 additionally claims
for increased technical skills to support proactive attitude of workers in exploiting the
potentials of digitalisation.

5 Conclusions

In the light of the changes that are affecting the workforce requirements in the Industry
4.0 era, this paper aimed at shedding light on the evolution of the concepts referred as
Job Enlargement and Job Enrichment. Through the analysis of the academic literature,
it has been possible to observe that the two concepts, born in the 60s in the work
organisation domain, mutated over the years, being influenced first by the principles of
lean production and then by the introduction of automation and digitization of production
processes introduced by the so-called Industry 4.0. The study highlighted that if the lean
principles strongly promoted the idea of enlarging and enriching theworkers’ activities to
promote their involvement and motivation, supporting leadership attitude and soft skills,
additionally the Industry 4.0 significantly affected an enlargement of tasks in space and
time, requiring enriched technical skills to manage complex digitized processes.

The main limitation of the presented research is manifested in its purely theoreti-
cal nature. In fact, the considerations about the evolution of job enlargement and job
enrichment concepts emerging from our analysis derive only from academic literature,
while managerial perspective related to industrial real cases is still omitted. However,
the results discussed in this paper represent a preliminary phase of a research stream
that will be further developed, involving experts both from academia and industry, to
propose a new and updated definition of the two concepts considering the most recent
advances in manufacturing, and evaluate new methods and criteria for their effective
implementation. In particular, some elements deserve special attention and require fur-
ther investigation in the future, such as X-skilling strategies (e.g. up-skilling, re-skilling,
cross-skilling, expert-skilling) and job enrichment and job enlargement efforts.
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Abstract. The corresponding authorworked formany yearswith Toyota coaches,
supporting Bosch in the development of pilot value streams for the Bosch Pro-
duction system. The coaches spent considerable time and effort to analyze and
decouple production from customer fluctuations and to stabilize the flow of pro-
duction with adequate inventory buffers and capacity. The project team, on the
other hand, was impatient, wanting to redesign lines, install Kanban and per-
form Kaizen activities. They did not understand that their coach was reducing
unevenness and overload, so called Mura and Muri, striving for basic stability, as
a precondition for lean activities. Later, they denoted a line possessing this basic
stability in Bosch as an “improvable system”. In this paper the authors develop
methods to analyze and reduce variability in value streams. The value stream is
divided into zones, which are then qualified as stable or unstable. Measures are
introduced to turn unstable into stable zones, step by step, enabling sustainable
improvement activities in those stabilized zones. An IT system is developed to
acquire and process the vast amount of data needed for variability measurements,
and to provide structured information to support the management of variability in
production.

Keywords: Lean Production · Variability · Value Stream Mapping

1 Introduction

Implementing lean is still a major challenge for companies around the world. Over
the years, companies took many steps from applying lean as a toolbox to a management
system, guided by lean thinking and leadership.However, outside ofToyota, expectations
in terms of quantifiable results are often not met [1].

The Toyota Production System (TPS) is still the benchmark for lean practices and
results [1]. These are achieved by Kaizen activities through involving all employees.
Production at Toyota is based on a clear and distinct flow of information and material
[2]. The scheduled delivery time of cars allows the leveling of customer demand and
decoupling customer order variability from production. Inventory buffers compensate
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for the remaining variability within the flow of products. This setup enables the stable
execution of standards, as a precondition for Kaizen activities [3].

Production beyond cars is often characterized by variants with a wide range of work
content, multiple product paths and equipment options, which are often automated. The
demand fluctuation is high, combined with short or no delivery time to the customers [4].
The result is high variability in the flow of products, which cannot be compensated by a
feasible amount of inventory. Standards cannot be maintained and shopfloor personnel
is busy with continuous rescheduling of production and firefighting, with little time and
prospect for sustainable Kaizen activities. Analyzing and reducing variability becomes
the major challenge in such value streams. However, variability has many sources, the
effects of which can be felt all along a value stream. A systematic approach is needed
to identify the sources of variability and to determine the areas and activities with the
highest reduction leverage to stabilize production step by step.

In a steady flow system, meaningful results are attained by measuring variability on
a single spot over a limited period of time. Managing variability in an unstable system,
requires continuous, discrete time measurements at many points in the value stream,
as well as information on the product identity. Unlike in steady flow systems, the vast
amount of data required demands the automated acquisition, processing and presentation
of information to support appropriate conclusions and decision making of management.
In the context of Industry 4.0, the availability of production data is growing rapidly,
allowing its capture continuously along the flow of products.

In this paper, the fundamentals on the influence of variability in production are
identified and discussed in Sect. 2. Section 3 then describes the classification of value
streams into ordered and unordered systems. In Sect. 4 a concept is introduced to divide a
value stream into ordered and unordered zones and to and reduce variability in unordered
zones. This concept is then discussed in Sect. 5. A summary and an outlook on the
application of the concept in Sect. 6 conclude this paper.

2 Related Work

JIT and Jidoka are the pillars of the TPS (Fig. 1). Jidoka is defined as the safe failure of
machines, prohibiting the passing of defects from their point of occurrence to following
processes [5], and also the prevention of defects through effective quality management.

Dealing with Variability in Quality is a widely covered topic, from Shewhart’s
statistical process control in the 1930’s [6] through six sigma initiatives [7] and the
management of quality assurance [8] to current approaches which are evolving out of
data science in the context of I4.0 and is not further evaluated in this paper.

JIT deals with timeliness in a value stream. Material must be available at the point
of use, just when it is needed. JIT is implemented by synchronizing the elements of
production, which demands low variability in time in the flow of products, up to Toyotas
“ideal state” of zero Variability in Time [9–11]. Value Stream Mapping (VSM) [9] is a
widely used method to analyze and design material and information flow in production.
VSM is based on snap shots or average data and thus unsuitable for mapping variability
in time. Functions must be added to VSM to manage variability, which we denote as
dynamic value stream mapping.
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Value: arrival time, cycle
time, throughput time, etc.

TimeTime

Value Value

Fig. 1. Just-in-Time: Variability in Time, Jidoka: Variability in quality

In TPS, wasteful practices are characterized as Muda, Mura and Muri. Muda is
described by the seven forms of waste; Mura is translated as “unevenness” and thus
comprises losses caused by variability. Muri is translated as “overburden”, and often
interpreted as losses caused by human fatigue, but also as variability amplification due
to capacity constraints [3]. Thus, by interpreting Muri and Mura as forms of waste,
variability is a fundamental part of TPS and put into practice with the design of the
production flow [1], as described in the introduction. While western companies are
familiar with the concept of Muda and the seven forms of waste, Muri and Mura are
widely unknown, which indicates the low attention paid to variability in western lean
activities.

Hopp and Spearman [12] conclude that variability always reduces the perfor-
mance of production. To compensate for variability, they introduce the concept of buffers
in time, inventory and capacity. Hopp [1] identifies the lack of attention to variability as
a major weakness in the implementation of lean systems outside Toyota. He suggests
an adequate mix of buffers in time, capacity and inventory, depending on the type of
business and customer relations.

E
(
Wq

) ≈
(

ρ

1 − ρ

)
∗
(
c2a + c2s

2

)
∗τ (1)

Muda ≈ Muri ∗Mura ∗ τ

Already in the 1960’s,Kingman [13] quantified the effect of variability and capacity
utilization on throughput times, as part of queuing theory. The Kingman formula (Eq. 1)
distinguishes between the average and the variability of process time, and the timely
variability of parts arriving at the waiting queue. The formula quantifies the lengthening
of throughput time relative to growing variabilities, but also reveals a rapid increase of
throughput time in the case of high capacity utilization. It demonstrates that variability,
in combination with high capacity utilization, quickly becomes the dominating factor
determining throughput times, underlining the need to focus on variability reduction in
such value streams.

Bicheno [14] connects Toyota’s concept ofMuda,Muri andMurawith the Kingman
formula.Muda is represented bywaiting time,Mura by arrival and process variability and
Muri by the utilization rate (Eq. 1). In essence,Bicheno’s work allows the quantification
of the effects of Muri and Muri on Muda (Eq. 1). Therefore, Bicheno emphasizes the
importance of removing bottlenecks in areas of high variability and to measure process



Managing Variability in Production 733

and arrival variability to identify the most affected areas. He also introduces the concept
of “hidden waste” to reduce variability of customer orders.

Deuse et al. [4] pick up Spearman’s conclusion regarding variability as major
cause of performance losses. They identify many product variants, high spread of work
content, multiple production paths and usage of equipment as the cause for high vari-
ability in many value streams in today’s industry. Deuse et al. suggest alternative
methods for production control in such value streams, like the use of conwip instead of
Kanban.

Snowden and Boone [15] developed a portfolio and criteria to structure business
environments in simple, complicated, complex and chaotic systems. Simple and compli-
cated systems are summarized as “ordered systems”, characterized by clear or detectable
cause-and-effect relationships. The system behavior is predictable and management of
the system is fact based. Complex and chaotic systems are summarized as “unordered
systems” and characterized by high unpredictability and unknown cause-and- effect
relationships, requiring pattern based leadership. While Snowden developed his ideas
to describe adequate management practices, commensurate with the turbulence of the
respective business environment, we apply Snowden’s framework to identify a value
stream or parts of a value stream as “steady/ordered” or “un-steady/unordered” and to
allocate appropriate measures for improvement.

3 Classifying Ordered and Unordered Systems

TPS is built on flow lines with buffer in time to decouple customer variability and
buffer in inventory to reduce and separate variabilities in the flow. Decoupled shifts are
exploited as buffer in time or capacity [16]. Low cost automation is installed to provide
sufficient capacity in the flow, avoiding the amplification of variabilities by capacity
constraints. With sufficient buffers to customers, within production and to suppliers,
cause-and-effect relationships for variabilities remain local and transparent. The system
is predictable and the management of it is fact based. With this, production at Toyota
fits the criteria of an ordered system and broad Kaizen activities are performed with
sustainable results with sparing use of experts.

In production beyond cars, it is often challenging to decouple customer demand
fluctuation. Also manufacturing is often automated, with the need for high utilization
and multiple use of equipment. The flow becomes unsteady and the resulting variability
is amplified by the high utilization rate. A critical point is reached as a buffer can-
not provide requested material or cannot store delivered material, which is referred to
starving or blocking [17]. Waiting times and impromptu build sequence changes are the
result. Operational standards, like standardized work and/or leveling, are disrupted. As
a consequence, variabilities overlay and cause-and-effect relationships become difficult
to identify. If high variability demands an unfeasible amount of inventory or if the inven-
tory level cannot be maintained due to capacity constraints, the value stream turns from
an ordered to an unordered system.
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4 Variability Reduction in Value Stream Zones

Since parts of a value stream themselves could be ordered or unordered, we decom-
pose a value stream into zones. Each zone represents a connected part of the production
flow and a buffer may represent each nexus of a zone. Based on historic data, we ana-
lyze the stability of each zone and identify effective improvement measures for critical
zones. Critical zones can be de-composed further in sub-zones, allowing a hierarchical
approach, for managing complex value streams.

4.1 Autonomy of Zones

Events of blocking and starvation of adjacent processes caused by a buffer are captured
to calculate the service level of the buffer for a chosen time period (Fig. 2).

Fig. 2. Service level of buffers

With the definition of a minimum service level for each buffer, occasional events
are tolerated, since they still allow the execution of standards and may even trigger
improvement activities. If the service level is breached, the status of the buffer turns
from stable to critical. Zones with stable buffers on each nexus, have a high degree of
autonomy (Fig. 3).

Only little variability is introduced from the outside and internal variability is com-
pensated with sufficient buffers. Some more decomposition may be needed, but the
pre-conditions for an ordered system are met and lean activities can be applied with
the benefit of sustainable results. Next, the size of buffers of the critical zones are re-
calculated. If feasible, some buffers may be increased or even some surplus inventory
may be transferred from stable to critical buffers, to further compensate variability with-
out an increase of total inventory. Based on the acquired data in some field applications,
the restructuring of production may be required in the first improvement cycles. This is
not further detailed in this paper.
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Fig. 3. Stable and unstable zones of a value stream

4.2 Capacity Constraints

To further reduce the required buffer, we analyze the value stream for capacity con-
straints, applying the method of Roser et al. [18] for the detection of dynamic bot-
tlenecks. As a result, we receive a ranking of processes, representing bottlenecks in the
evaluated time period (Fig. 4).

Fig. 4. Identify bottlenecks in critical zones

Since high utilization rates amplify variabilities, bottleneck processes in critical
zones must be addressed, even if the output of the zone is sufficient. To free up capacity
in those bottleneck processes, OEE losses or cycle times have to be reduced, or some
products may be re-routed to other available capacities. As we learned from Kingman,
a minor reduction of utilization rates may have a significant impact on throughput times
and required buffer sizes. However, the gain in capacity should not be consumed with
increased production rates.



736 R. Richter et al.

4.3 Quantifying Variabilities

Variability is measured at dedicated points of a value stream. It is quantified as the
coefficient of variation of arrival times at this spot and classified corresponding to the
limits suggested in [12] into low, moderate and high variability.

Fig. 5. Set priorities for further improvement activities

However, in cases other than a one by one flow, the measured value is only repre-
sentative for this spot, not for a zone or sub zone. Measured and visualized, however, on
the nexus of zones, it provides insights into potential sources of variability and priorities
for further improvement activities (Fig. 5). In any case, it provides fast feedback of the
effectiveness of such activities.

5 Discussion

Without standards, there is no improvement [3]. Lean production requires basic stability
to execute standards and to perform sustainableKaizen activities. Applying leanmethods
in unordered zones may not provide the expected results. Ordered and unordered zones
in a value stream can be identified and separated, using the service level of buffers, as
shown in the example in Sect. 4. So far, the presented research is limited to pull systems
with buffers in form of supermarkets and FIFO lanes. Zoning allows dealing with value
streams of high complexity, but there is more experience in regards of adequate structur-
ing and sizing of the zones required.Measuring service levels, bottlenecks and variability
is considered as state of the art. Applying those measurements in unordered zones pro-
vide insights and priorities for variability reduction. The systematical approach needs to
be further detailed with practical applications. An IT System as a pre-requirement for
dealing with variability has been developed for that purpose.

6 Conclusion

Managing variability means reducing variability. In successive management cycles, the
actual situation is analyzed, critical zones and bottlenecks are identified, and priorities for
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reduction activities are derived and executed. The influence of variability in production
has beenwidely researched. In this context, approaches such as statistical process control
and Six Sigma methods reveal possibilities for dealing with variability in quality. The
literature also shows the influence of variability in time on production performance.
Bicheno shows that both types have a direct impact on waste in operations. With the
enlargement of stable zones presented in the concept of this paper, broad kaizen activities
can be applied for further reduction of waste in form of inventory as well as capacity
and productivity improvements.

To cope with variability, an IT-system for dynamic value stream analysis has been
developed and has shown encouraging results in first field studies in electronic pro-
duction. Data is transferred from Manufacturing Execution Systems (MES) or directly
acquired via sensors in production. Buffer levels, cycle times and throughput times are
continuously measured and displayed in the form of box-plots. Capacity constraints are
calculated as bottlenecks. Based on the resulting variability-oriented actual state, the
buffers in the form of inventory, capacity and time can be designed in a targeted manner
to avoid the described effects of the prevailing variability influences. Under develop-
ment is the application of different mathematical and statistical approaches to enable
near-real-time anomaly detection for the early identification of upcoming transitions in a
zone from an ordered to an unordered state. Artificial intelligence methods offer the pos-
sibility of forecasting future system states, which enables the prescriptive management
of value streams.

In summary, the zone concept developed in this paper, in combination with appro-
priate digitization technology, offers a new approach to manage systems based on
variability.
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Abstract. A shift to a Circular Economy requires more than the implementation
of new processes and activities. It also requires identification of new opportunities
to create and capture value by analyzing value captured and uncaptured across
the product life cycle. However, previous studies focusing on value captured and
uncaptured have consistently employed the value uncaptured (VU) framework
in isolation. Hence, this study combines the VU framework with extended value
stream mapping (EVSM), to identify waste and value improvement opportunities
with ‘high’ circularity. Based on an in-depth case study of a firm that produces
patient simulators, both approaches have been applied. The findings of the current
study prove the effectiveness of integrating EVSM and the VU framework when
firms are to evaluate the possibilities for realizing value opportunities for a circular
economy.

Keywords: Extended value stream mapping · Value uncaptured · Value
opportunities · Circular Economy

1 Introduction

Manufacturing companies are striving towardsmore environmentally friendly operations
and products, creating an increased need for a balance between environmental aspects
and efficiency gains [1]. By integrating and implementing lean thinking and Circular
Economy (CE) practices simultaneously, this can be achieved. This synergy is seen as
a corollary effect of firms’ challenges for rethinking their strategies in order to add
more value while contributing to social equity and prevent environmental burdens [2].
Although these concepts differ in their focus, their values and ideology to eliminatewaste
and create value are comparable – complementing each other in producing effective
outcomes, and thus, the coalesce seems natural. Hence, CE presents an ideal solution
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to the current global problems of environmental damages, resource scarcity [3] and to
the establishment of a closed-loop economic system. Lean, on the other hand, has been
a proven success to eliminate waste and to create value [4] by achieving efficiency and
economic benefits. However, despite strong correlation between these concepts, only
few attempts have been made in integrating their tools to spark new ideas in the effort
to realize the much-anticipated CE within enterprises. Precisely, there is paucity of
research on coalescing extended value stream mapping (EVSM), a lean tool, with the
value uncaptured (VU) framework, for identifying value opportunities that are regarded
as potential solutions to reduce the negative forms of value or to turn them into positive
forms of value.

Based hereon, the current study’s objective is twofold: 1) identify and evaluate forms
of value uncaptured present in different stages of the product’s lifecycle, 2) investi-
gate how the identified value uncaptured opportunities can be realised. The obtained
knowledge is created in collaboration with a firm that produces patient simulators.

The rest of the paper is structured as follows. Section 2 provides a brief introduction
to EVSM, while Sect. 3 focuses on the concept of value uncaptured. The methodology
employed is described in Sect. 4, followed by analysis and discussion in Sect. 5. Finally,
the closing remarks in Sect. 6 places the findings in context.

2 Extended Value Stream Mapping

ExtendedValueStreamMapping (EVSM)canbedescribed as an enterprise improvement
methodology capturing firm level details in visualizing the entire (production) process,
apprehending material and information flows throughout its timeline [5]. Its aim is about
“leaning out” the process from the bottom-up, while realizing process optimization in
the targeted business function [6]. Thus, conducting it eases the work of firms to bypass
static process optimization improvements. It manages to capture tangible processes in
the manufacturing flow and links it with the information flow, while heightening wastes
and thus triggers continuous improvements on both intra- and inter-organization level.
Accordingly, extended value stream mapping can be applied as a strategic and oper-
ational approach that aims at analyzing, capturing, and gaining value across an entire
organization [7]. Hence, creating a consensus on what is valuable (i.e., usable) and what
is waste is very important for the ideals of CE. Arguably, EVSM echoes the cycles that
can be found within a CE context.

3 The Concept of Value Uncaptured

For an organization to move towards circularity, a description of the business and a plan
for how it will make profit is necessary and this is commonly referred to as the business
model. An effective approach to innovation of sustainable business model is recognizing
value captured and value uncaptured and identifying the opportunities represented by
value uncaptured (VU) [8]. VU is the benefit delivered to the company and its stake-
holders; it does not include only monetary value, but also the wider value provided
to the environment and society (e.g., improved energy efficiency and zero emissions).
Value uncaptured refers to the potential value that could be captured but has not yet been
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captured [8]. It exists in almost all companies. Some value uncaptured is visible, for
instance, waste streams in production, co-products, and underutilized resources. Most
often however, value uncaptured is invisible, e.g., over capacity of labour, insufficient use
of expertise and knowledge. Value uncaptured is classified into four forms: 1) value sur-
plus – value which exists but is not required (e.g., unnecessary repeated work); 2) value
absence – value which is required but does not exist (e.g., temporary lack of labour); 3)
value missed – value which exists and is required, but is not exploited (e.g., inefficient
use of human resources) and 4) value destroyed – value with negative outcomes (e.g.,
pollution, bad working conditions) [8].

4 Methodology

The present study deploys what [9] refer to as action research learning, as the approach
corresponds to this paper’s objective, which is to evaluate forms of value uncaptured in
collaboration with practitioners to create learning opportunities between and among the
participants. The case firm (henceforthMediX) develops healthcare-related solutions and
programs focused on a common mission of helping save lives. The research presented
in this study is restricted to the lifecycle of one of their products, Mani2.0.

In addition to a Gemba walk and several factory visits, data were collected through
semi-structured interviews, informal conversational interviews, workshop, and docu-
ments. Prior to these activities, an EVSM was conducted together with managers on
operational level using MURAL (a digital workplace for visual collaboration). This
EVSMwas presented during the workshop, where themes and additional research ques-
tions were formulated in advance to encourage engagement and discussions. This exer-
cise enabled a comprehension of all the teams’ experiences from their point of view,
which helped the research team to be aware of potential biases [10]. As such, data col-
lection was not restricted to the activity of ‘just collecting data’, instead it provided
learning opportunities between and across research teams and the involved participants,
as new interpretations were co-created during the workshop.

5 Analysis and Discussion

Forms of value uncaptured present in lifecycle stages of Mani2.0. The analysis gener-
ated 13 main sources (see Table 1) of VU across Mani2.0’s lifecycle, divided between
beginning of life (BOL), middle of life (MOL) and end of life (EOL).

Table 1. Main sources of value uncaptured across Mani2.0’s lifecycle

BOL MOL EOL

Design Human resources Refurbish/remanufacture

Sourcing Operations management Reuse/redistribute

(continued)
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Table 1. (continued)

BOL MOL EOL

Production Delivery Recycle

Operations management Knowledge

Human resources

Knowledge and technology

Value Uncaptured at the Beginning of Life (BOL)
Table 2 illustrates the details of each main source of VU at BOL. In this lifecycle stage,
most of the VU was identified in design. This makes sense because it influences the
value creation throughout the entire lifecycle of Mani2.0.

Table 2. Main sources of value uncaptured at BOL

Sources Description

Design Building “wrong” prototypes; Lack of new design thinking e.g.,
circularity; Poor communication between designers, purchasers
& manufacturers; Discarded built prototypes; Too
many/unnecessary iterations; Insufficient and inefficient use of
human resources; Use of more time in building prototypes;
Overprocessing

Sourcing Limited procurement of recycled components/materials; Over
procurement or too early procurement; Unexploited resources;
Inefficient inventory management; Storage waste (increase in
space requirements for idle materials)

Production Limited use of recycled components/materials in the production
(all plastic parts are from virgin materials); Re-work

Operations management Inefficient inter-function collaboration; Inefficient resource
sharing

Human resources Under capacity of designers and software developers;
Unused/misused human resources

Knowledge and technology No reuse of knowledge; Lack of common knowledge base; Tacit
knowledge; Lack of technical material know-how; Too many
control points in developing software

Considering the various types of VU that exist in design (e.g., building wrong proto-
types, lack of new design thinking, poor communication between designers, purchasers,
and manufacturers), iterations (cf. rework and design), is the most emphasized. Rework
iteration does not help the design evolve towards the intended goal because it focuses
on recovering from previous design errors. Design iteration focuses on the evolution
of the design toward the desired final state through abstraction levels [11]. Too often,



Realizing Value Opportunities for a Circular Economy 743

these iterations increase complexity, thereby leading to inefficiency and waste. A good
example of rework iterations is building “wrong” prototypes, which results in most of
them being discarded. Too many/unnecessary iterations are therefore considered to be
the root cause of other VU, such as, unnecessary use of time in building prototypes and
overprocessing. Hence, avoiding the causes of rework iterations, as well as performing
design iterations without skipping abstraction levels [11] should contribute to solving
such problems.

Further, limited procurement of recycled components/materials is another type ofVU
observed in sourcing. This implies that procurement processes and practices at MediX
are strongly based on the purchase of goods and services through a linear approach.Other
forms of VU in sourcing include over procurement or too early procurement, discarding
of materials due to obsolescence, storage waste and inefficient inventory management.
These are partly caused by another formofVUwithin the same lifecycle stage (i.e., BOL)
but in a different function (design – product development), thus, poor communication
between designers, purchasers, manufacturers, and other functions. The latter is in line
with the argument presented by [12], that improved communication leads to efficient
inventory management. In a similar line of thought, [13] assert that information sharing
alone could provide significant inventory reduction and cost savings to the manufacturer
(MediX in this context).

Value Uncaptured at the Middle of Life (MOL)
Table 3 shows the details of each main source of VU at MOL. Distribution was regarded
as a key VU source at this stage.

Table 3. Main sources of value uncaptured at MOL

Source Description

Human resources Inefficient communication between distribution and other functions
Lack of human resources

Operations management Inefficient inter-function collaboration
Forecasting problems

Distribution Shipment of “less demanded” products; Delays in delivery;
Inefficient delivery; Lack of circularity design in packaging; Not
reusing packaging; Packages are pre-marked with specific product
names

Knowledge Lack of knowledge of the distribution centres

Lack of proper distribution planning is causing unnecessary waste at MediX. Thus,
determining the right versions of Mani2.0 to be sent to each distribution centre (DC) to
meet customer demand is a challenge. Mostly, products are shipped by boat on a weekly
basis to the DCs around the world. However, if the DCs have run out of those versions
demanded, then MediX must air transport those products to reach the customers within
the contracted timeframe. This leads MediX to question whether it is better to ship the
products by boat and have high level of stock in DCs or air the products whenever the
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customers place orders and have no stock in DCs. To answer this question, there has to
be a balance between excessive product stocking and product delay, as the former may
result in breakage and waste (in case some products are unsold), while the latter may
result in costly labour delays and subsequent time overrun.

CE principles can be applied to manage this excess stock and may help to unlock the
value in these products by identifying alternative routes to market, especially in cases
where selling them is not possible (due to obsolescence). For example, it may be possible
to repurpose some of the components, that is, components can be harvested and sold as
spares to facilitate repair or reuse in subsequent generations of Mani2.0. However, this
will only be possible if such versions are designed with components that retain the same
specification over multiple generations. Hence these can be reclaimed from unsold stock
and used in the manufacture of the next line of Mani2.0.

Value Uncaptured at the End of Life (EOL)
At EOL, three main sources of VU were identified (Table 4).

Table 4. Main sources of value uncaptured at EOL

Source Description

Refurbish/remanufacture No refurbishment and remanufacturing; Lack of capacity to
undertake refurbishment or remanufacturing; No known customer
demand for refurbished/remanufactured products; Lack of
refurbishment and remanufacturing guidance and methods

Reuse/redistribute Limited reuse of products/components; Usable products discarded
by customers; Small market for used products; No known
customer demand for reused products

Recycle Limited recycling; Low-value disposal of recycled parts; Valuable
materials in discarded products

The, lack of refurbishment/repair and remanufacturing is caused by value absence
in other forms such as lack of capacity to undertake refurbishment or remanufacturing.
Accordingly, a fundamental tenet of the CE movement is to do more with less, such
as, making products last longer through durability, maintainability, and upgradability
[14]. Hence, the ability to repair end-of-useful life of Mani2.0 is a powerful tool towards
achieving this aspect of a CE.

Besides, MediX focused more on explaining about recycling relative to the other
two sources (remanufacture and reuse). Additionally, the recycling they referred to was
mostly downcycling, even though they are planning of investing in ‘upcycling’, which
is of higher value relative to downcycling, in the near future. This reflects the fact that
MediX has not considered value at the EOL stage as important as in the BOL and MOL.
This is not surprising, as many manufacturing companies have prioritized recycling
despite it being the least value capturing loop of all CE strategies. Regardless, recycling
rate, not ‘resale rate’ nor ‘reuse rate’, is still the normative basis for evaluating recovery
performance [15].
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5.1 Realization of the Identified Value Uncaptured Opportunities

MediX should incorporate CE principles into their production processes, as this would
contribute to determine, assess, and manage the environmental and social risks while
identifying the economic and environmental benefits of reusing, remanufacturing, and
recycling resources. Such effort raises the standard of due diligence and monitoring
to support socially and environmentally responsible decision-making. For example, by
purchasing recycled and recovered materials/parts to be used as production inputs. Thus,
sourcing does not only play a vital role in keeping resources in use for as long as
possible to extract their maximum value, but they also respond to customers’ demand
for firms to deliver social benefits, products, and services with a sense of responsibility
or concern for the problems and injustices of society. Another value opportunity is
the use of Just-in-Time in procurement. This ensures that the materials/parts are only
delivered to MediX when needed and only in the quantities needed, thereby preventing
excessive storage of the materials. It would as well prevent waste caused by stockpiling,
inefficient handling, and materials/parts leftover [16], which are often discarded due to
obsolescence. Moreover, scrap from plastic molding can be re-granulated using a local
recycling company. In so doing, MediX is not only protecting the environment, but also
reducing carbon footprint by using a local company to provide this service. Also, plastic
is a recyclable material, thus, it can be reprocessed and reused, especially since 60% of
their Mani2.0 is made of plastic.

Additionally, MediX can maximize value through reusable packaging, which is in
fact a preferred interloop activity in a CE today. This implies adoption of returnable
packaging, which will not only reduce or eliminate generation of waste at the final
customer, minimizing risks to the environment, but also present a better cost-benefit
ratio in terms of industrial applications compared to disposable packaging [17]. Just as
disposable packaging, returnable packaging has some drawbacks such as transportation
costs (direct and reverse), flow management, reception, cleaning, repair, storage, and
capital invested. To reduce costs with returnable packaging, one should design and
develop reusable packaging that outlast durability performance better than any single
use package would. For instance, developing light and resistant packaging, as shipping
costs often are linkedwith the loadweight. In this case, the use of standardized returnable
packaging is an advantage to optimize the use of space during product transportation and
reduce transportation costs [17]. Overall, reusable packaging is not only key to achieving
a CE and solving the plastic pollution problem, but equally presents untapped business
potential for MediX. Besides, given the nature of Mani2.0 where upgrades are common
practice to maintain a high efficiency, MediX may focus on redesigning such products
to make them more modular than today. Also, since these products are equipped with
advanced software and technology, they are likely to become obsolete. Hence, designing
them for effective component/part reuse or recycling (e.g., designing for disassembly)
may be the best choice.

6 Closing Remarks

The findings indicate that certain aspects of value creation in current identified waste-
activities and resource utilization are neither explored nor exploited favorably. Focus
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is directed on creating value mainly in design and production (BOL) while missing
opportunities to create and capture value when products are in use (MOL) or even at the
end of the life cycle (EOL), when recycled or discarded.

Overlaps are observed between some forms, such as value surplus and value missed,
and value absence and value destroyed.Additionally, cause-and-effect relationships exist
between some value forms across different lifecycle stages and some practices of CE.
Some value missed in MOL is caused by value surplus in BOL, for instance, disposal
of obsolete Mani2.0 is partly caused by their constant upgrades. This is a common case
of cannibalization, as a reduction in sales volume of the older versions of a product is
because of the introduction of the newer versions. This leads to obsolescence of many
older versions,which reflectsMediX’s current situation.Hence, embeddingCEstrategies
to the cannibalizationprocess can improve the situation as they increase themaximization
of retained value, thus, prolonging the circulation of the products in the economic system,
thereby reducing the level of obsolescence. However, such strategies can also lead to
imperfect substitution especially when they do not avoid demand and production of new
products on a one-to-one basis [18]. On that note, the production of new products is only
partly displaced by CE products and thus the overall production increases [19]. These
may in fact incentivize MediX to increase durability, standardization, or modularity of
their products to facilitate reuse at EOL, while stimulating reuse of the valuable items
that are otherwise being left unused in storage or discarded.

Although the study provides some interesting findings, it should be interpreted in the
context of the limits inherent in qualitative research, such as the lack of generalizability
due to the application of a single case company.
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Abstract. In an ever-changing environment, supply chains face countless risks
generated by different sources of uncertainty. The adoption of lean management
initiatives has been recognized as a viable and effective way for dealing with these
uncertainties. However, since constant and rapid change of variables affecting sup-
ply chains risks nullifying or diminishing the potential benefits of lean initiatives,
identification of proper lean practices emerges as essential to address their suc-
cessful implementation. On these premises, this study proposes a model linking
lean management practices with different forms of supply chain uncertainty. The
model, built upon an analysis of the literature, is designed to help managers and
practitioners in identifying and prioritizing lean actions to address issues within
their supply chains.

Keywords: Lean Management · Supply Chain Management · Uncertainty ·
Literature review

1 Introduction

LeanManagement (LM) has been recognized over the years as one of themost promising
approaches to help managers in controlling and managing complexity of a Supply Chain
(SC) [1]. The reason why adoption of lean principles has gained attention in Supply
Chain Management (SCM) resides in their ability to reduce the lead time from order
receipt to customer delivery through the elimination of wastes and the simplification
of processes [2]. Indeed, by acting on process instability, rigidity and opacity through
standardization, implementation of a pull logic and promotion of collaboration, LM
methods foster the creation of more responsive, flexible and efficient SCs [3].

Although LM plays a key role in the control of SCs, scientific studies are still lacking
in providing a clear view of what lean actions should be taken to effectively deal with
uncertainty in SCs. This critical issue is amplified by the difficulty in determining which
practices are the most appropriate to respond to a particular type of uncertainty. Indeed,
the increasing complexity of SCs, characterized by articulated configurations, rapid
changes in customer choices and ever tighter timeliness, often makes ineffective the
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adoption of many lean approaches, based on fixed work cycles and times and suitable
for stable production [4]. Therefore, identifying the most appropriate LM practices for
uncertainty management in SC would help lean managers and practitioners in better
identifying and prioritizing their actions to address critical issues characterizing SC
operations. To answer this problem, this paper proposes a map of the main LM practices
to address sources of uncertainty in SCs. Consistently with [5] the sources of uncertainty
in SC are mapped around 14 categories, for each of which a set of suitable LM practices,
derived from an extensive analysis of literature and grouped in accordance with [6], is
proposed. The achieved map provides a structured and comprehensive overview of the
relationship between uncertainty and LM practices.

2 Methodology

This study is based on an extended analysis of the literature on SCM and its issues and
LM practices. In particular, Web of Science and Google Scholars were the two databases
used to collect relevant papers on the topics under exploration, considering a time frame
restriction of the last ten years. Among the results, only English papers with full-text
availability were taken into consideration. A forward snowballing research was paired
with the backward citation analysis to avoid anyweaknesses characterizing retrospective
research. As a result of the adopted forward-backward snowballing analysis, 93 journal
papers were finally reviewed. In addition, the research was deepened by consulting
textbooks on Lean philosophy, LeanManagement in operations and Lean Supply Chain.

3 Literature Analysis

According to the purpose of the study, the literature analysis was built around two
main parts. The first part proposes an analysis of the current studies concerning sources
of uncertainty in SC, while the second part reports a description of lean practices for
uncertainty management, extrapolated from the case studies available in the scientific
and managerial literature.

3.1 Sources of Uncertainty in SC

A SC refers to all the parties involved, directly or indirectly, in satisfying a customer’s
demand for a product or service [1]. It consists of multiple business partners who work
together and collaborate by sharing information, material and financial flows. There-
fore, a SC is usually faced with a considerable number of exogenous and endogenous
drivers of complexity originating from different sources which can arise from network,
process, range product, customer, supplier, organizational and information complexities.
The latter can be associated with fourteen sources of uncertainty which in turn can be
split into three main groups [5]: i) uncertainties originating from the focal company; ii)
uncertainties arising within the SC; iii) uncertainties external to the SC. While uncer-
tainties originating within the focal company and its partners are generally manageable,
external uncertainties are often out of direct control. The list of SC sources of uncertainty
is reported in Table 1.
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Table 1. The sources of uncertainty in SC [5].

Category Source of uncertainty

Uncertainties coming from the focal company 1. Product characteristic

2. Manufacturing process

3. Control/chaos

4. Decision complexity

5. Organizational/behavioral issues

6. IT/IS complexity

Uncertainties internal to the SC 7. End-customer demand

8. Demand amplification

9. Supplier

10. Parallel interaction

11. Order forecast horizon

12. Chain infrastructure and facilities

Uncertainties external to the SC 13. Environment

14. Disruption/natural disasters

3.2 Lean Practices for Uncertainty Management

Several authors have proposed various models that combine the fields of LM and SC.
Among others, the 8-pillar model [6] represents a unified Lean Supply Chain Manage-
ment (LSCM) framework that permits an explicit definition of the set of elements that
characterise this field. For its characteristics of completeness, this model can be consid-
ered as the best reference model to categorize LM practices for uncertainty management
in SC, identified in literature and summarized in Table 2.

Table 2. Lean practices for SC uncertainty classified according to the 8-pillar model [6].

Category Practices References

Information Technology Management (ITM) ITM1 Effective and transparency information flow throughout

supply chain

[6, 7]

ITM2 Modelling analysis and simulation tools [6]

ITM3 Computer-aided decision-making supporting systems [6]

ITM4 Enterprise resource planning system [6, 8]

ITM5 ICT system (EDI) [6, 8]

Supplier Management (SM) SM1 Supplier evaluation and certification [6–8]

Supplier Management (SM) SM2 Strategic supplier development [6, 7, 9]

SM3 Supplier proximity [6]

SM4 Single source and reliable suppliers or few suppliers [6]

(continued)
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Table 2. (continued)

Category Practices References

SM5 Long-term supplier partnerships [6]

Elimination of waste (EW) EW1 Design for x/concurrent engineering [2]

EW2 Standard products and processes [6, 7]

EW3 5S [2, 6, 9]

EW4 SMED [6]

JIT Production (JITP) JITP1 More simple lines/re-layout [10]

JITP2 TPM [7, 8]

JITP3 Levelling the workload [2, 10]

JITP4 One-piece-flow [6]

JITP5 Pull systems [9, 10]

JITP6 Volume flexibility [6]

Customer Management (CM) CM1 Customer involvement in design [1]

CM2 Continuous evaluation of customers’ feedback [1, 8]

CM3 Customer flexibility [6]

Logistic Management (LM) LM1 Postponement [5, 6]

LM2 Continuous replenishment [6]

LM3 Shorter planning period [6]

LM4 Delivery flexibility [6]

LM5 Use of 3PLs for transportation system [6, 8]

LM6 Consignment inventory or vendor managed inventory [6]

LM7 Effective logistic network design [6]

LM8 Consolidated warehouses [11]

Top Management Commitment (TMC) TMC1 Responsibility and autonomy [2]

TMC2 Cross-enterprise collaborative relationships and trust [6]

TMC3 Employee training and education [6]

TMC4 Good Decision Support System [5]

TMC5 Holistic strategy for integrating system/ org. policy

deployment

[6]

TMC6 Create vision and objectives to lean supply chain [6]

TMC7 Nemawashi

Continuous Improvement (CI) CI1 Job enlargement [7]

CI2 Job enrichment [7]

CI3 Six Sigma [7]

CI4 Jidoka [8]

CI5 TQM [8]

CI6 Poka Yoke [2]

Continuous Improvement (CI) CI7 Cross functional team within the organization [6]

CI8 Process performance measure [2, 8, 11]
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4 Linking LM Practices with Sources of Uncertainty in SC

Once the main sources of uncertainty in SCs were defined together with the list of
lean practices that can intervene to mitigate their effects or reduce their occurrences,
a relationship map was built, as summarized in Table 3 and briefly described in the
following.

Product Characteristic. The adoption of design for X and concurrent engineering sup-
port cooperation between all parties involved in product design, help all participants
achieve a better understanding of costs and time for product realization [2], while the
implementation of postponement allows to produce variants only when more informa-
tion is available. By implementing continuous replenishment and shortening the planning
period, more frequent control is ensured, avoiding uncertainty in production volumes
[5]. Moreover, the adoption of a short and integrated SC according to FIFO lane logics
can ensure faster and more timely deliveries. Finally, postponement and modularisation
allow production to be differentiated only when the customer’s demand is better known
[5].

Manufacturing Process. Adoption of Total Productive Maintenance (TPM), for the
development of preventive maintenance policies [8], implementation of streamlined re-
layout of production lines [10], which allows to prosecute manufacturing processes
on alternative lines in case of breakdowns, and introduction of job enlargement and
enrichment enable flexibility in the redistribution of workforce. Lean six sigma is the
recommended approach to deal with process variability, by controlling problems related
to the standard deviation of processes [7]. Jidoka, which considers human involvement
in automated processes, and Total Quality Management (TQM) represent viable ways to
further eliminate wastes [8]. Moreover, the creation of a comfortable working environ-
ment and assignment of responsibilities toworkers can help increase job satisfaction and,
accordingly, reduce the risk of unproductivity. SDCA (standardize, do, check and act)
practices are centered on the creation of stability [10]. Lastly, 5S is helpful in creating a
safe and ergonomic work environment [2].

Control Chaos Uncertainty. One-piece flow principle and SMED practice, which lead
to a reduction of lot sizes, allow to process smaller and more frequent orders [10]. The
criticalities resulting from SC control systems, like wrong control rules and mismatch
in the ICT system, can be mitigated by simplifying the information flow using infor-
mation and communication technologies, such as enterprise resource planning (ERP),
web interface devices for data exchange as extensive markup language (XML) and elec-
tronic data interchange (EDI) systems [5]. If synchronization is not possible, a good tool
to transmit reliable information on effective consumption and to create an automated
mechanism of coordination is represented by Kanban [2]. Meanwhile, sensor and radio
frequency identification technologies represent additional tools that ensure transparent
flows of information in the network [5]. Finally, the adoption of standard procedures
simplifies the upstream work and allows the focal company to receive the information
from SC partners in the required manner.
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Decision Complexity. Setting up cross-functional teams to define company objectives,
defining a process-oriented system of goal setting and incentive allocation represent
effective ways to avoid conflicting objectives [6]. Moreover, capacity constraints, for
both production and logistic sectors, can be reduced by collaborating with the customer,
to redefine service agreements, or with other support companies, through extra capacity
‘borrowing’ agreements. Administrative issues and decision policies can be dealt by
redesigning decision procedures to eliminate unnecessary process steps.

Organization/Behavioral. Implementing standard procedures, eliminating unneces-
sary decision process steps, and linking employee performance objectives with SC
objectives can reduce the uncertainty due to political influence in the decision-making
process. These practices, along with Nemawashi practice, which consists of a system
of consensus building that first seeks informal approval of initiatives before the begin-
ning of the formal process [2], may also reduce uncertainties associated with general
behaviour where different predispositions can lead to disruption in the SC.

End-customer Demand. Postponement and process flexibility in terms of production
volume, may cope with seasonal demand variability, while maintaining close relation-
ships with customers to anticipate their needs and earning their loyalty can help in
retaining the current customer base, pending to learn from the market leader and adapt
to the products offering [5].

Demand Amplification. Demand signal processing may lead to unusual high stock
levels in the upper region of the SC, which can be reduced by: elimination of func-
tional interfaces to reduce time delays and information distortion (a technique is the
VMI); application of time compression of both order information upstream and product
transfer downstream; information sharing and tight coordination to enable synchronized
planning; shorter planning period to avoid bullwhip effect; postponement to prevent
over-reaction to short-term fluctuations in demand; ICT system to facilitate informa-
tion sharing. Share of production plans and inventory with downstream SC partners can
reduce rationing games to order more units than actually needed made from customers.
Furthermore, order batching policy can be fought with proper information sharing or,
better, by implementing a pull system and one-piece flow logic. In the end, demand
amplification due to price variations that lead to unexpectedly high demand can be
solved through collaboration among SC partners along the whole chain.

Supplier. Developing and supporting plans with suppliers or streamlining the SC by
vertical integration is necessary to grant that a specific level of service can bemet, though
this often requires the stipulation of long-term contracts. To deal with availability of
supply, instead, agreements should consider guaranteed volume of supplied products.
Close coordination to early intercept potential problems and work together on them
to find a solution is key. To do so, a supplier ICT system to track the movement and
usage of their materials can be used to improve volume flexibility [5]. Finally, selection
of certified suppliers or helping suppliers in implementing Lean practices could be an
option to get the right quality of supplied products [7].
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Parallel Interaction. Through reduction of partners involved in a SC it is possible to
potentially reduce problems related to parallel interaction between businesses in each
tier of the SC and other channels in the network, leading to increased responsiveness
to customer orders. Furthermore, a good coordination among chain partners can also
reduce the parallel interaction issue, as well as relying on ICT systems to exchange
information provides suitable plans and delivery schedules [5].

Order Forecast Horizon. Increasing the frequency of deliveries to improve forecast
accuracy or using computer assisted ordering to manage stock levels at retailers enable
short information lead times [5]. Specifically, prove their effectiveness, the adoption of
kanban to regulate the material flow dynamically, the use of milk run to ensure high
frequency deliveries and the implementation of SMED to reduce batch size.

Chain Infrastructure and Facilities. Reduction of the number of suppliers to less
spread the suppliers across the geographical area, building of production facilities closer
to suppliers and customers to reduce shipping time, use of consolidated warehouses
and outsourcing logistics, which enable a better schedule of delivery and reduction of
transportation costs are valuable ways to manage the uncertainty related to chain infras-
tructure and facilities. ICT systems like EDI can provide dependable communication
with suppliers and customers, while redesigning the chain infrastructure, by outsourc-
ing transportation and distribution to a 3PL provider, enables effective delivery schedule
and efficient operations [11].

Environment. Environment uncertainties, including changes in government regula-
tions, can bemitigated by collaboration ruled by theNemawashi principle. Evenmacroe-
conomic issues might press a company to change its plans: in this regard, the availabil-
ity of production facilities in more countries can provide the necessary flexibility to
temporarily switch production to other countries. Finally, to cope with competitors’
behaviour, collaboration can be created through horizontal mergers and acquisitions [5].

Disruption/Natural Disasters. Postponement, availability of production facilities in
multiple locations, enabling customer flexibility with suitable incentives may increase
customer satisfaction and sales during the disruption period [5].
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Table 3. Linking LM practices to address SC uncertainty

Source of uncertainty in SC Dimension LM practices

U1 Product specification EW1; LM1

U1 Packaging characteristics EW1

U1 Product lifecycle LM2; LM3

U1 Product perishability /

U1 Product variety offered LM1

U2 Machine breakdowns JITP1; JITP2; CI1

U2 Variable process yield and
scrap-rates

CI3; CI4; CI5; EW1

U2 Changes in employee
productivity

EW2; TMC1; TMC2; CI1;
CI2

U2 Accidents CI1; TMC3; EW3; JITP3

U3 Sales order is small compared
with batch sizes

LM3; EW4; JITP4

U3 Chaos resulting from SC control
systems

JITP5; TMC4; LM3

U3 Inaccurate or poor reports from
SC partners

SM1; EW2; CI6

U4 Different goals across functional
departments

TMC5; TMC6; CI7

U4 Capacity constraints TMC2; TMC4

U4 Uncertainty in long range
strategic planning

/

U4 Administrative issues and
decision policies

TMC5

U5 General behavior issue CI8; TMC2; TMC3; MC4;
TMC6; TMC7; EW2

U5 Internal politics TMC7; EW2

U6 IT/IS system unavailability /

U6 Data/information security issues
that leads to uncertainties

/

U6 IT/IS system performance that
leads the uncertainty

/

U7 Seasonal demand variability LM1; LM4; JITP6

U7 Changes in customer tastes CM1; CM2

U7 Irregular or sporadic events /

(continued)
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Table 3. (continued)

Source of uncertainty in SC Dimension LM practices

U8 Demand signal processing JITP5; LM1; LM3; LM6;
ITM1; ITM4; ITM5

U8 Rationing game TMC2

U8 Order batching policy TMC2; JITP4; JITP5;
ITM1; ITM3; ITM4

U8 Price variations TMC2

U9 The timing of supply SM1; SM2; SM3; SM4;
SM5; ITM1; ITM5

U9 The quality of supplied product TMC2; SM1; SM2; SM5

U9 The availability of supply TMC2; SM3; SM5; ITM1;
ITM4; ITM5

U10 General SM3; SM4; TMC2; ITM1;
ITM5

U11 General LM3; JITP5; ITM1; ITM5

U12 The geographic areas SM3; LM4; LM7; LM8;
JITP6

U12 Communication ITM1; ITM5

U12 Transportation infrastructure LM7

U13 Political stability /

U13 Government regulation TMC2; TMC7

U13 Macroeconomic issues JITP6; LM4

U13 Societal issues /

U13 Competitor behavior TMC2

U14 Natural disasters LM1; JITP6; LM4; CM3;
TMC2

5 Conclusion

Developed around a literature analysis and built upon two reference models, this paper
contributes to consolidate the theoretical knowledge in the field of SCM, through a
mapping of the LM practices suitable to address specific sources of uncertainty in SC. At
the same time, it identifies those areas of uncertainty that cannot be effectively addressed
through the use of lean thinking principles, providing important insights into areas of
research still to be explored. The provided map is a valuable support tool for managers
and consultants to assign priorities and efficiently develop LM action plans to address
the distinctive sources of uncertainty in their SC. Being based on a literature study, the
work requires further investigation to expand its theoretical view into a more practical
perspective. In particular, experts’ involvement and case studies emerge as necessary to
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complete the proposed map as well as to assess the actual effectiveness of adopted lean
practices in relation to different industrial and organizational contexts.
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Abstract. Circular Economy (CE) has been embraced amongmultiple academics
and practitioners alike for some time now. However, in Operations Management
it is still in its infancy. Consequently, the dimension of organizational aspects
has remained unclear. This study picks up this depict and provides manufactur-
ers with valuable insights regarding in-house product development when transi-
tioning toward CE, which is important as this is where the production starts. To
sharpen the understanding of CE from a theoretical point of view, the study applies
Lean thinking as an Organizational learning system where a special focus towards
Organizational knowledge is put forward.
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1 Introduction

Academics and practitioners have embraced Operations Management (OM) concepts
to increase the likelihood of improved sustainable operations [1]. Despite the plethora
of publications accentuating the many benefits within sustainable strategies, especially
those embedded in Circular Economy (CE), the body of knowledge is inadequate. For
instance, there is still limited research focusing on the transformative capacity of a firm
to change the linear economic modes of production [2]. This is rather interesting as the
transition towards CE is evident in the face of present challenges such as environmen-
tal impacts and resource scarcity while its implementation seems to be determined by
internal operations. These aspects are of great importance for manufacturing firms as
production is a transformative process itself. After all, the processes of input of material
transformed into outputs is achieved by the use of resources, intangible and tangible,
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organized in a production system [3]. Thus, it will not be enough to just add newpriorities
and principles to firms and their production systems, as a successful transition towards
a sustainable and CE strategy often involves a complete restructuring [4]. According
to [5], it is therefore beneficial to encourage and facilitate for organizational learning
as it is more effective that employees realize that changes in norms and values of the
wider society are aligned with the direction of the new paradigm the organization is
embracing. However, to enhance the possibilities for organizational learning to sustain
and prosper, the processes and notion of knowledge creation and sharing is imperative.
Recent research in OM accentuate that firms should be aware of the opportunities that
lie in a knowledge-based approach during the assessment and encouragement of contin-
uous learning, as this seems to generate the awareness, learning and actions necessary
to thrive sustainability in firms’ operations [2, p. 821]. While circularity and sustain-
able development are inevitable principles for any industry to tap into, lean thinking has
been heightened as the means to achieve such a transition because of its strong focus on
people [6]. After all, organizational structures, activities and operations are intertwined
processes that have great impact on product and service outcomes, and on the people per-
forming these tasks. Accordingly, to succeed with sustainability and circularity, there
is a need for manufacturers to take ownership of their environmental performance in
their products [3] and continue engaging in developing the people dimension of their
organizations.

Despite the promising element embedded in CE, it is on an embryonic stage with
regards to several aspects. For instance, issues targeting firms’ readiness level, the scarce
amount of ready-to-use applications, and behavioural and policy-oriented issues have
been accentuated [7]. Thus, it is essential to comment on both opportunities and chal-
lenges about how to ease its application. Also, within the field of OM,CE is in its infancy,
consequently (intra)organizational aspects have remained unclear [4]. This study picks
up the latter depict and aims to sharpen the understanding of challenges in transition
toward CE within the context of lean thinking as an organizational learning system
and the perspective of organizational knowledge. More specifically, the study delineates
knowledge related obstacles encountered during an ongoing CE project, which is devel-
oped in collaboration with a medical engineering firm and their product development
function (PDF).

The rest of the composition of the study is as follows: An introduction to relevant the-
ories is provided in Sect. 2, while Sect. 3 describes the research methodology deployed.
In Sect. 4, we present the findings, which also represent the frame of reference for the
discussion and the concluding remarks in Sect. 5.

2 Theoretical Background

2.1 Lean Thinking

There is still a generalmisunderstandingofwhat lean thinking is andhow it can contribute
with value creation beyond waste elimination on the shop floor [8]. According to [9],
the main objective of lean is to eliminate waste by concurrently reducing or minimizing,
supplier, customer and internal variability, as a means of an integrated socio-technical
system. Similarly, this research departures from a lean thinking paradigm and thus does
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not consider lean as merely a production system just emphasizing waste elimination.
Instead, lean thinking is viewed as a holistic approach in OM that allows problems
to surface, and then solve these problems by encouraging learning cycles resulting in
knowledge creation while preserving a culture of continuous improvements [10]. In so
doing, lean is perceived and applied as an organizational learning system focusing on
long-term goals and sustainable competitiveness. While the latter characteristics under-
score the need for dynamic capabilities and proactiveness, the aspect of organizational
learning heightens lean as a people-centric philosophy.

This does not mean that one should exclude the important and effective principle
of waste elimination, on the contrary. If manufacturers are to be able to stay competi-
tive, the capability to detect and execute waste elimination is crucial, especially as the
societal awareness and concerns surrounding environmentally damaging practices and
sustainability has intensified. It might even have become a necessity to extend waste
elimination along the production phase to be able to consider the entire lifecycle and
thus the whole value chain of the manufacturer [11]. Waste is therefore part of the sus-
tainability thinking paradigm. More so, lean thinking is argued to support the proper
choice of processes (and technology) that use renewable or better-performing resources
with the purpose of eliminating waste and continuously improve to reach the ultimate
ambition of an overall zero waste environment [6, p. 16], which particularly coalescence
with CE [3]. Compared to lean thinking however, the social dimension in CE is often
overlooked, which is rather surprising as the transition is equal to a ‘hyper’ change
that requires not only an organizational transformation but necessities’ a cognitive shift
throughout the organization.

Hence, rather than simply associating lean thinking as a tool to eliminate waste, it
has developed into a philosophy to gain competitiveness by continued learning. The-
ories on organizational learning are quite explicit in that learning leads to improved
operational performance and more importantly improved capabilities [12]. Thus, it is
intriguing to think about how a well-calibrated system such as lean thinking, developed
through synthesized learning can reap advantages of individual best practices and tools
organizational wide [10]. Hence, this mirrors our holistic approach to lean thinking as
an organizational learning system.

2.2 Organizational Learning and Organizational Knowledge

According to [13], organizational learning is at its core a status of continuous change
since changes follow when organizations acquire experiences. These experiences affect
both cognitive and behavioural learning patterns or outcomes. For instance, learning
patterns, which can be equal to operational learning, are often a step-by-step task (e.g.,
operating a piece of machinery) that can be captured in routines which later plays it
out in know-how. While the cognitive element of experience is related to what [14]
refers to as conceptual learning, as it has to do with the thinking behind why things
are as they are. This form of learning sometimes challenges prevailing conditions or
procedures and thus leads to new frameworks in the form of mental models. The new
frameworks in turn can lead to new opportunities for discontinuous steps of improvement
by reframing a problem in radically different ways [14, p. 55]. As such, learning can be
understood as a process that emerges when an organisation gets to know something new
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and acquire the knowledge to transform it into actions, without necessarily acting upon
it [15]. This is similar, to what [16] are heightening in their theories of action, when
they stress that actions represent a measure of what is actually learned. Others define
organizational learning as the process of improving action through better knowledge and
understanding [17, p. 803].

Organizational knowledge as a concept is challenging to clarify as it embodies two
kinds of awareness: a focal identifiable (explicit) object and a subsidiary (where tacit
knowledge is embedded), unidentifiable one which are mutually exclusive and repre-
sents the structure of all acts of knowledge [18, p. 58]. While, explicit knowledge can be
identified and thus articulated, tacit knowledge is highly personal and difficult to commu-
nicate by verbal articulation. Moreover, the source of tacit knowledge creation is a result
of experiences performed by the individual(s) [19]. However, knowledge obtained can
be embedded in a variety of repositories, including individuals, routines and transactive
memory systems. Consequently, changes in one of these repositories means changes in
organizational knowledge which again co-shapes and pre-structures practices, and thus
stimulates organizational learning [13].

Within the context of lean, it is therefore not enough to acknowledge that organiza-
tions and their employees must learn, equally important is how organizations do when
they learn what they need to know [8]. While in CE, organizations must aim to guide
and inform the integration of different types of knowledge and perspectives as well as
the consideration of multiple means and actors that must be addressed for transformative
actions [1, 2]. Thus, to meet the required transitions with regards to sustainability, waste
elimination and value creation, firms must nurture the enhancement of organizational
knowledge.

3 Methodology

This study is part of an extensive research project focusing on cyclic thinking and circular
products where the research team have been actively involved in the planning process,
which helps to ensure that relevant aspects are being accentuated when developing the
research design. That said, (all) involved participants have collaboratively developed the
project which contributes to bypass a linear problem solving approach, and thus enters
a cyclic methodology, including elements concerned with deliberate reflections [20].
Accordingly, the researchers have not only been involved as participating experts but
as learners themselves, which in methodological terms is referred to as action research
(AR) [21]. Coughlan and Coghlan [20] heightens the potential of using AR in OM
when investigating complex and emerging organizational aspects.More importantly, AR
emphasizes societal changes and local constructivism [22], which is a critical element
when transitioning toward CE. Further important aspects warranting AR is the ability to
create and disseminate knowledge while at the same time learning from the context and
the phenomenon under investigation.

During an ongoing CE project at a medical engineering firm (henceforth Alpha),
data were collected in an iterative manner between theory and the following learning
actions; a Gemba walk, 12 semi-structured interviews, Extended Value Stream Map-
ping, a workshop and by the means of Obeya. The obtained knowledge derived from
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the gathered data went through several rounds of reflections, both individually and in
collaboration with participants, which elicited an awareness among the participants of
how their way of working and thinking impacted on what they registered as why things
are as they are (cyclic thinking). These insights were later brought into the analysis dur-
ing an open coding process. Based on the foregoing actions, a number of issues came to
the fore. In the following section, we delineate typical organizational knowledge related
obstacles encountered during the production process of one of Alpha’s high-tech med-
ical mannequins (SmartX). Hence, SmartX is meant to be used as a frame of reference
for Alpha’s remaining product portfolio, which aims to be produced according to CE
principles and thus suitable for this purpose.

4 Findings – Knowledge Obstacles as Wastes

Continuous sustainability of any firm depends on how well it manages its waste genera-
tion, especially as waste minimisation is requisite to preventing materials depletion [23].
At Alpha, such waste is caused by various activities especially at design, sourcing, and
the manufacturing stages of the product lifecycle. Specifically, the interview findings
reveal that there are some instances of typical wastes generated by the sourcing function
as a result of untimely exchange of information with the PDF and the constant upgrades
of SmartX leading to ineffective materials’ purchase (over/under procurement), ineffi-
cient inventory management and wastage of storage. Waiting another typical waste in
lean, was mentioned in connection with time spent searching for available resources,
which was common in product development (PD), where much of the time was spent on
searching for engineers to perform critical mechanical tasks. This is a major challenge
as it indicates lack of multi-skilled/flexible human resources at Alpha that can respond
quickly and be re-tasked to other teams as demand changes.

Other types of wastes experienced by all participants at Alpha include misused
human resources and ineffective internal communication, where the former is known
as the eight waste in lean but also fall under CE. This type of waste contributes to the
loss of general improvements opportunities like skills, time, upgrades and learning and
knowledge sharing [24]. Hence, it occurs when employee skills, talent, and capabilities
are underutilized, not adequately used, or simply not utilized at all [25]. A severe issue
related to this is the aspect of lack of resources, which was aired on several occasions,
particularly when highlighting obstacles related to capacity constraints and unavailabil-
ity of technology. Despite these notions, especially regarding capacity constraints, is
the challenge with loss of tacit knowledge. Most noteworthy because engineers and/or
designers are leaving for greener pastures. This could potentially impact on the firm’s
growth and economic competitiveness as the technical elements (cf. know-how) is cru-
cial during PD and hence, often shared or obtained through human interactions. The
cognitive elements (cf. mental models) are crucial with regards to the transition CE
requires. Accordingly, tacit knowledge is embedded in both individuals and in organi-
zations [19]. Hence, within the context of CE adoption, this might be a challenge as that
would mean all the CE non-codified, disembodied know-how that is acquired via the
informal absorption of learned behaviour and procedures [26], can be lost with the CE
experts leaving or quitting their current jobs. The concerns heightened regarding tacit
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knowledge was not only restricted to individuals leaving Alpha, but also targeted exist-
ing competence gaps leading to consequences that could hamper the knowledge base
of the entire organization. The latter notion magnifies the potential obstacles that can
emerge between the manufacturing function and the PD with regards to e.g., knowledge
mismatch and thus impact the entire life cycle of the SmartX. For instance, the lack of
material know-how can result in unnecessary design features or increase environmen-
tal damages, while weak technical know-how can result in massive rework. A severe
hampering aspect for CE strategies.

Closely related to this is the lack of knowledge reuse, which was accentuated by all
the functions. With no reuse of knowledge, the teams are unable to coordinate different
resources from several aspects, hindering them in analysing and solving problems better,
as well as creating new solutions [10, 24]. Lack of reusing knowledge of previous project
implies waste of design time and needless surge of design changes for the designers at
Alpha. For example, the designers may not be able to draw lessons from the successful
solutions before when designing similar versions of mannequins, thereby leading to an
increase in the human capital investment as well as making similar mistakes (rework).
However, this is not unusual, as knowledge reuse rate is not high in most engineering
design teams. This is mostly due to the existence of knowledge heterogeneity in PD that
increases the difficulties of knowledge reuse [10]. At Alpha, designers are limited in
their ability to maximize knowledge reuse by the fact that there are so many difficulties
to search for, access, and integrate reusable design knowledge across multiple sources.
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Accordingly, there seem to exist an inherent obstacle with regards to knowledge utiliza-
tion. Otherwise, reusing knowledge can accelerate the speed of knowledge transfer and
share within and across functions at Alpha, as well as improve their agility.

Figure 1 summarizes themost typical types of knowledge obstacles aswastes encoun-
tered by the PDF. Knowledge wastes at sourcing and the manufacturing stages along the
product lifecycle of SmartX are also included.

5 Discussion and Closing Remarks

It is not a novel insight in OM that PD including design, plays a crucial role throughout
the product life cycle, and that it affects both manufacturing and operational phases.
Reflected upon from a lean perspective, the delineated organizational knowledge obsta-
cles in this study, illustrate the important aspect of a product-centric approach also when
embarking on CE. An important insight obtained is that the perspectives of lean as an
organizational learning system can assist firms to foster the capabilities needed to local-
ize knowledge, reuse it, and hence transform it into usable knowledge in PD. This is
because learning (cycles) is the basic tenant of lean, but also because of its strength in
knowledge creation and not least the embodied culture of continuous improvements. Yet
these intrafirm aspects seem to be neglected features of PD in general [10] and in our
case for CE in particular. Of course, what type of organizational knowledge that should
be of value and therefore learned and reused, as well as what type of organizational
knowledge is lost or not identified within the realm of PD depends on its context, and
therefore likely to attain different priority when posed to different functions for the same
product. Thus, the more relevant or adequate knowledge the PDF has access to and the
more efficient they can utilize and share it with interrelated functions (i.e., manufac-
turing) along the entire life cycle the leaner the product and its process and better the
chances to achieve circularity.

Hence, organizational knowledge obstacles can be perceived as a double sword chal-
lenge. Firstly, its traits represent a severe waste in CE. Secondly, they seem to hinder
organizations to learn what they need to know [27] and thus, also the cognitive changes
required when transitioning to CE. In other words, obstacles related to organizational
knowledge sketch some deeper problems for manufactures in how to alter existing and
future products to better fit both the capabilities of the manufacturing system [cf. 3,
8, 28] and the belief systems of employees, as well as those of CE. Hence, detecting
organizational knowledge obstacles in PD on the pursuit of designing and manufacture
sustainable products requires firms and their members to learn how to learn. The leverage
seems to lie in obtaining high levels of organizational knowledge, to challenge estab-
lished thinking and to re-examine the established PD paradigm.When embraced in such
manner, opportunities to stimulate learning about how to act our way into new ways of
thinking [29] also referred to as double-loop learning [16], emerges. Accordingly, by
combining lean thinking (when executed as an organizational learning system) with CE
principles as ameans to develop new business strategies seem to be a promising approach
to tap into when a firm needs to think in a cyclic manner to produce tomorrow’s circular
products. After all, learning is the change in knowledge and the change in knowing,
which involves changes in cognition and changes in behaviours.
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Although our findings are interesting, they should be interpreted in the context of
the limits inherent in AR. Because the process of knowledge creation and the absorptive
capabilities needed for organizations to embed them takes time, exploring organizational
knowledge challenges with regards to CE as an active learner might therefore require a
longitudinal design. However, since the current study is part of an ongoing CE project,
the potential to add to the knowledge obtained so far, is already initiated and where some
of it reported through other academic channels. Thus, the continuation of AR learning
and its dissemination is somehow secured.
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Żylawski, Andrzey 535


	Preface
	Organization
	Contents – Part I
	Artificial Intelligence Based Optimization Techniques for Demand-Driven Manufacturing
	Goods and Activities Tracking Through Supply Chain Network Using Machine Learning Models
	1 Context and Motivations
	2 Literature Review
	2.1 SCN Management
	2.2 Goods Tracking Within a SCN

	3 Research Methodology
	3.1 Artificial Neural Network (ANN)
	3.2 Support Vector Machine (SVM)
	3.3 Decision Tree (DT)
	3.4 Logistic Regression (LR)

	4 Goods Tracking: Case Studies
	4.1 Used Datasets
	4.2 Results

	5 Conclusion
	References

	Long Term Demand Forecasting System for Demand Driven Manufacturing
	1 Introduction
	2 Literature Review
	3 Methodology
	3.1 Global Forecasting System
	3.2 Learning Process

	4 Results and Discussion
	4.1 Data Used
	4.2 Prediction Results

	5 Conclusion
	References

	FBDBmodel Digital Platform: A Web-Based Application for Demand Driven Fashion Supply Chain
	1 Introduction
	1.1 FDBBmodel Project

	2 Literature Review
	2.1 Small Series on Demand Production in Industries
	2.2 Small Series on Demand Production in Fashion Industry

	3 Methodology
	3.1 Multi Criteria Decision Making for Supplier Selection
	3.2 Production Planning

	4 Implementation and Results
	4.1 Supplier Selection
	4.2 Production Planning
	4.3 Result Comparison

	5 Conclusion
	References

	Data-Driven Approach for Credit Card Fraud Detection with Autoencoder and One-Class Classification Techniques
	1 Introduction
	2 Related Works
	3 Proposed Approach Description
	3.1 Description of Variational Autoencoder
	3.2 Support Vector Data Description

	4 Implementation and Results
	4.1 Dataset
	4.2 Performance Analysis
	4.3 Results and Interpretation

	5 Conclusion
	References

	A Model for a Multi-level Disassembly System Under Random Disassembly Lead Times
	1 Introduction and Related Publications
	2 Problem Description
	3 Problem Formulation
	4 Conclusion and Perspectives
	References

	Hybrid Approaches for Production Planning and Scheduling
	Scheduling of Parallel 3D-Printing Machines with Incompatible Job Families: A Matheuristic Algorithm
	1 Introduction and Literature Review
	2 Problem Description
	3 Solution Procedure
	3.1 Solution Representation and Initial Population
	3.2 Crossover and Mutation Operators
	3.3 Batching Heuristic Method
	3.4 MIP-Based Local Search

	4 Computational Results
	5 Conclusion
	References

	An Iterated Greedy Matheuristic for Scheduling in Steelmaking-Continuous Casting Process
	1 Introduction
	2 Problem Description
	3 Solution Methodology
	3.1 Finding an Initial Schedule
	3.2 Improving a Schedule: Destruction and Construction
	3.3 Iterated Greedy Matheuristic

	4 Numerical Results
	5 Conclusion
	References

	Hybridization of Mixed-Integer Linear Program and Discrete Event Systems for Robust Scheduling on Parallel Machines
	1 Introduction
	2 Robust Formulation of RK||Cmax
	3 Our Methodology
	4 Case Studies
	4.1 A Simple Instance
	4.2 A More Complex Instance

	5 Conclusion and Perspectives
	References

	An Unrelated Parallel Machines Rescheduling Problem: An Industrial Case Study
	1 Introduction
	2 State of the Art
	3 Resolution Method
	3.1 Instances Generator
	3.2 Objective Functions

	4 Results
	5 Conclusion
	References

	Tactical Planning and Predictive Maintenance: Towards an Integrated Model Based on -reliability
	1 Introduction
	2 Problem Modeling
	2.1 The Tactical Planning Model
	2.2 Modeling of the Performance Degradation for Production System
	2.3 The Performance Indicator: The -Reliability

	3 Our Approach
	4 A Software Tool
	5 Conclusion and Further Research
	References

	Intelligent Systems for Manufacturing Planning and Control in the Industry 4.0
	Comparison Between Product and Process Oriented Zero-Defect Manufacturing (ZDM) Approaches
	1 Introduction and State of the Art
	2 Proposed Methodology
	3 Visualization of PRD and PRS ZDM Approaches
	4 Conclusions and Future Work
	References

	Industry 4.0: An Indian Perspective
	1 Introduction
	2 Industry 4.0
	2.1 Definition and Concept in Literature
	2.2 Value Drivers, Design Principles and Challenges in Industry 4.0

	3 Discussion and Policy Implications for Industry 4.0 for India
	4 Summary and Conclusion
	References

	Opportunities of Blockchain Traceability Data for Environmental Impact Assessment in a Context of Sustainable Production
	1 Introduction
	2 Research Methodology
	3 Results
	3.1 Presentation of Blockchain and Its Benefits
	3.2 Use of Blockchain for Product Traceability and Certification
	3.3 Opportunities of Blockchain for Sustainable Supply Chains
	3.4 Review of Blockchain-Based Impact Assessment Methods
	3.5 Adoption Barriers to Blockchain Traceability for Impact Assessment

	4 Discussion
	5 Conclusion
	References

	Demand Forecasting for an Automotive Company with Neural Network and Ensemble Classifiers Approaches
	1 Introduction
	2 Background Modelling
	2.1 Framework
	2.2 Dataset Description
	2.3 Machine Learning Techniques

	3 Case Study
	3.1 Context
	3.2 Neural Network Implementation
	3.3 AdaBoost Implementation
	3.4 Gradient Boost Implementation

	4 Results
	5 Conclusions
	References

	A Deep Learning Algorithm for the Throughput Estimation of a CONWIP Line
	1 Introduction
	2 Problem Statement
	3 The Proposed Deep Learning Tool
	4 The Deep Learning Algorithm - Experimental and Validation Scenario
	5 Conclusion
	References

	Dynamic Scheduling in a Flow Shop Using Deep Reinforcement Learning
	1 Introduction
	2 Problem Formulation
	3 The Proposed Method
	4 Experimental Approach
	5 Conclusion
	References

	A Text Understandability Approach for Improving Reliability-Centered Maintenance in Manufacturing Enterprises
	1 Introduction: Unexhausted Potentials of Unstructured Data in Reliability Engineering and Maintenance
	2 State-of-the-Art and -Practice: Why Does Text Understandability in Maintenance Matter?
	3 Text Understandability in Maintenance: Conception and Industrial Proof-of-Concept Implementation
	3.1 Text Understandability as an Objective Function
	3.2 Procedural Model for Realizing Text Understandability
	3.3 Development of Proof-of-Concept (PoC): TU-MARS Software
	3.4 Potential Impact of TU in Industrial Maintenance

	4 Conclusion and Future Research Agenda
	References

	Manufacturing Strategy Dimensions as I4.0 Performance Antecedents in Developing Economies
	1 Introduction
	2 Literature Review
	2.1 Cost Performance (CP) and i4.0SP (ISP)
	2.2 Delivery Performance (DP) and I4.0SP
	2.3 Flexibility Performance (FLP) and i4.0SP
	2.4 Quality Performance (QP) and i4.0SP

	3 Methodology
	3.1 Research Instruments/Questionnaire
	3.2 Sample Size and Data Collection

	4 Analysis and Findings
	4.1 Scale Reliability, Measurement Model and Validity Test
	4.2 Structure Equation Model: (Hypothesis Testing)

	5 Results
	References

	Exploring Interdependency Effects of Production Orders as Central Impact Factors of Logistics Performance in Manufacturing Systems
	1 Introduction and Background
	2 State of the Art
	3 Materials and Methods
	4 Results and Discussion
	5 Conclusion and Outlook
	References

	Design of a Li-Fi Transceiver for Distributed Factory Planning Applications
	1 Introduction
	2 Related Work
	2.1 Industry 4.0 Learning Laboratory
	2.2 Literature Study on Li-Fi Communication
	2.3 Conceptual Model

	3 Implementation
	3.1 Software Implementation of Li-Fi Protocol
	3.2 Hardware Design of Li-Fi Transceiver

	4 Experiments and Results
	4.1 Maximum Communication Distance
	4.2 Reliability of Li-Fi Communication
	4.3 Integration of Li-Fi Communication in an Industry 4.0 Learning Laboratory

	5 Conclusion and Future Work
	References

	Metamodeling of Deteriorating Reusable Articles in a Closed Loop Supply Chain
	1 Introduction
	2 Objectives
	3 Literature Review
	4 Model Development
	5 Metamodeling
	6 Simulation Setup
	7 Results
	8 Discussion
	9 Conclusions
	10 Further Work
	References

	Risk Assessment and Mitigation for Industry 4.0:Implementation of a Digital Risk Quick Check
	1 Introduction
	2 Theoretical Background
	2.1 Risk Management in Industry 4.0
	2.2 Research Gap

	3 Methodology
	4 Findings
	4.1 Industry 4.0 Technology Risks
	4.2 Risk Priorities, Recent Approaches and Mitigation Strategies: Empirical Findings

	5 Method Development and Implementation as a Web-Based Tool
	6 Discussion and Conclusion
	References

	Digital Twin Framework for Machine Learning-Enabled Integrated Production and Logistics Processes
	1 Introduction
	2 Related Research
	2.1 Disruption Management
	2.2 Digital Twin
	2.3 Machine Learning for Production Control

	3 Machine Learning-Enabled Digital Twin Framework
	4 Integrated Production and Logistics Processes
	4.1 Supplier Risk Prediction Model
	4.2 Digital Twin Learning Engine
	4.3 Customer Transit Module

	5 Conclusions
	References

	A Smart Contracts and Tokenization Enabled Permissioned Blockchain Framework for the Food Supply Chain
	1 Introduction
	2 Related Work
	3 Proposed Framework
	3.1 Smart Contract and Tokenization Enabled Blockchain-Based Smart Food Supply Chain System
	3.2 Framework Description

	4 Implications
	4.1 Managerial and Academic
	4.2 Future Research

	5 Conclusion
	References

	Learning and Robust Decision Support Systems for Agile Manufacturing environments
	Due Date-Related Order Prioritization for Scheduling with Decision Support in Dynamic Environments
	1 Introduction
	2 Concept of the Due Date-Related Order Prioritization
	2.1 Use Cases for the Due Date-Related Order Prioritization
	2.2 Initial Integration of Order and Task-Relevant Data
	2.3 Types of Orders and Their Influence on Priority
	2.4 Deriving the Priority and Adjusted Priority of an Order
	2.5 Investigation of the Parameters
	2.6 Example Application for the Due Date-Related Order Prioritization

	3 Discussion and Conclusion
	References

	Knowledge Graphs in Digital Twins for AI in Production
	1 Introduction
	2 Approach
	3 Querying Examples
	4 Conclusion
	References

	Smart Short Term Capacity Planning: A Reinforcement Learning Approach
	1 Introduction
	2 Literature Review
	3 Job Shop Model and Short Term Capacity Planning Models
	4 Results
	5 Conclusion
	References

	Reactive Scheduling by Intelligent DSS
	1 Introduction
	2 Intelligent DSS for Reactive Scheduling
	3 Components in Intelligent DSS
	3.1 Object-Oriented Data Model
	3.2 Reactive Rules
	3.3 Rule Induction

	4 Reactive Scheduling Algorithm
	5 Conclusion
	References

	Worker in the Loop: A Framework for Enabling Human-Robot Collaborative Assembly
	1 Introduction
	2 Approach
	2.1 Human Body Detection
	2.2 Human Task Prediction
	2.3 Digital Twin

	3 Implementation
	4 Automotive Case Study
	5 Conclusion
	References

	Decision Support on the Shop Floor Using Digital Twins
	1 Introduction
	2 The Vision of Digital Twin in Production
	3 Related Work
	4 Functional Components for Simulation-Based Assistance
	4.1 Overview
	4.2 Data Provision and Data Extraction from Heterogeneous IT-Systems
	4.3 Knowledge Base – Data Integration in Semantic Models
	4.4 Multi-level Simulation Models
	4.5 Model Execution and Analytics for Monitoring, Planning and Scheduling
	4.6 User-Specific Application and Interaction

	5 Conclusion
	References

	A Taxonomy for Resistance Concepts in Manufacturing Networks
	1 Introduction
	2 Research Background
	3 Research Approach
	3.1 Taxonomy Development Process
	3.2 Taxonomy Development

	4 A Taxonomy to Describe Concepts for MN Resistance
	4.1 Meta-dimension: Input
	4.2 Meta-dimension: Capabilities
	4.3 Meta-dimension: Output/Objective

	5 Conclusion
	References

	Real-Time Machine Learning Automation Applied to Failure Prediction in Automakers Supplier Manufacturing System
	1 Introduction
	2 Related Works
	3 Problem Statement
	4 Conceptual Proposal
	5 Results
	6 Conclusion
	References

	Resilient Project Scheduling Using Artificial Intelligence: A Conceptual Framework
	1 Introduction
	2 Project Scheduling Under Uncertainty
	3 Resilience
	4 AI Techniques and Analytics
	5 AI in Project Management and Scheduling
	6 Conceptual Framework
	7 Discussion and Conclusions
	References

	A Digital Twin-Driven Methodology for Material Resource Planning Under Uncertainties
	1 Introduction
	2 A State of the Art
	3 Optimization Model for MRP
	4 The Digital Twin-Driven Material Resource Planning
	4.1 The Digital Twin-Driven Integration Scheme
	4.2 Machine Learning Based Uncertainty Forecasting
	4.3 Predictive Analytics of Capacity Constraints
	4.4 Fix-and-Optimize Algorithm for Two-Stage Stochastic Optimization

	5 Conclusion and Perspectives
	References

	Low-Code and Model-Driven Engineering for Production System
	Towards Development Platforms for Digital Twins: A Model-Driven Low-Code Approach
	1 Motivation
	2 Background
	2.1 Digital Twins
	2.2 MontiGem

	3 Model-Driven Synthesis of Digital Twin LCDPs
	4 Outlook
	5 Conclusion
	References

	A Low-Code Development Environment to Orchestrate Model Management Services
	1 Introduction
	2 Background and Motivation
	3 Proposed Low-Code Development Environment
	3.1 Environment Front-End
	3.2 Core Services
	3.3 Limitations

	4 Related Work
	5 Conclusion
	References

	Towards Twin-Driven Engineering: Overview of the State-of-The-Art and Research Directions
	1 Introduction and Motivation
	2 Twin-Driven Engineering
	3 Advancing the State-of-The-Art of Twin-Driven Engineering
	3.1 Definition of Domain-Specific Systems of Twins
	3.2 Domain-Specific 3D Interfaces for Systems of Twins
	3.3 Dependable Connection and Composition in Systems of Twins
	3.4 Twin-Driven Engineering for DevOps on CPSoS

	4 Conclusion
	References

	Meta-Heuristics and Optimization Techniques for Energy-Oriented Manufacturing Systems
	Developing a Bi-objective Model to Configure a Scalable Manufacturing Line Considering Energy Consumption
	1 Introduction
	2 Problem Description and Model Formulation
	2.1 Problem Definition
	2.2 Model Formulation

	3 Numerical Example
	4 Conclusions
	References

	Single Machine Order Acceptance Scheduling with Periodic Energy Consumption Limits
	1 Introduction
	2 Related Literature
	3 Problem Description
	4 Solving Approach
	5 Preliminary Results
	6 Conclusion and Perspectives
	References

	A MILP Model for Energy-Efficient Job Shop Scheduling Problem and Transport Resources
	1 Introduction
	2 Problem Definition
	3 MILP Formulation
	4 Results and Discussion
	References

	Designing Bioenergy Supply Chains Under Social Constraints
	1 Introduction
	2 Literature Review
	3 Problem Definition
	3.1 Social Sustainability

	4 Model Formulation
	5 Results and Discussion
	5.1 Bioenergy Supply Chain Structure
	5.2 The Social Impacts of the Bioenergy Supply Chain

	6 Conclusion
	References

	Metaheuristics for Production Systems
	Multi-objective Genetic Algorithm to Reduce Setup Waste in a Single Machine with Coupled-Tasks Scheduling Problem
	1 Introduction
	2 Multi-objective GA Based on NSGA-II
	2.1 Chromosome Representation
	2.2 Initialization
	2.3 Iterations

	3 Numerical Experiments and Results
	3.1 Instances and GA Parameters Definition
	3.2 Interpretation of the Pareto Front 
	3.3 Results

	4 Conclusion
	References

	Tabu Search Algorithm for Single and Multi-model Line Balancing Problems
	1 Introduction
	2 Tabu Search Algorithm
	3 Experimental Study
	4 Conclusion
	References

	A Distributed Model for Manufacturing Scheduling: Approaching the EDGE
	1 Introduction
	2 Model Development
	2.1 The Problem
	2.2 Physical Platform
	2.3 Programming Environment
	2.4 Distributed Model
	2.5 Algorithm

	3 Final Remarks and Future Works
	References

	Scheduling Jobs on Unrelated Machines with Job Splitting and Setup Resource Constraints for Weaving in Textile Manufacturing
	1 Introduction
	2 Mathematical Modeling
	3 Combinatorial Heuristics
	4 Computational Experiments
	5 Enhancements
	References

	Comparison of Metaheuristics and Exact Method for the Dynamic Line Rebalancing Problem
	1 Introduction
	2 Problem Modeling and Solution Approaches
	3 Numerical Experiments and Performance Comparison
	4 Conclusion and Recommendation
	References

	Modern Analytics and New AI-Based Smart Techniques for Replenishment and Production Planning Under Uncertainty
	A Probabilistic Estimation of Perfect Order Parameters
	1 Introduction
	2 Developing Methods for the Probabilistic Estimation of Perfect Order Parameters
	3 Testing
	4 Conclusion
	References

	Inventory and Commitment Decisions for On-Demand Warehousing System
	1 Introduction
	2 Problem Description and Mathematical Formulation
	3 Computational Experiment
	4 Conclusions
	References

	Effect of Informed Demand Lead Time Under Imperfect Advance Demand Information
	1 Introduction
	2 Model Description
	2.1 Model
	2.2 Two Types of Demand Information

	3 Optimal Equations
	4 Numerical Experiments
	5 Conclusion
	References

	Tool for Nervousness Analysis in a Rolling Planning Environment via Historical Data
	1 Introduction
	2 Problem Description
	3 Distributor-to-Wholesaler Model Under Uncertainty
	4 Methodology
	4.1 Simulation
	4.2 Exploration and Quantification

	5 Analyses and Results Interpretation
	5.1 Case 1
	5.2 Case 2

	6 Conclusion
	References

	A Preliminary Overview of Ramp-Up Management Practices in Crisis Context
	1 Introduction
	2 State of the Art on Ramp-Up Management
	2.1 Ramp-Up Phase Overview and Characteristics
	2.2 Ramp-Up Strategies

	3 Case Studies
	3.1 Results from Interview 1 – Cycling Industry
	3.2 Results from Interview 2 – Additive Manufacturing

	4 Discussion and Perspectives
	5 Conclusion
	References

	Optimization of a Periodic Review Joint Replenishment Policy for a Stochastic Inventory System
	1 Introduction
	2 Problem Description and Formulation
	2.1 Problem Description
	2.2 Problem Formulation

	3 Optimization Algorithm
	4 Experimental Results
	5 Conclusion
	References

	CGA-Based Optimal (r,Q) Policy Tuning in Goods Distribution Systems with Complex Topologies
	1 Introduction
	2 Network Model
	2.1 Interconnection Structure
	2.2 Node Interactions
	2.3 State-Space Description
	2.4 Inventory Management Policy

	3 Optimization Problem
	4 Numerical Studies
	4.1 Crossover Operator

	5 Result Discussion and Conclusions
	References

	Multi-period Multi-sourcing Supply Planning with Stochastic Lead-Times, Quantity-Dependent Pricing, and Delivery Flexibility Costs
	1 Introduction and Literature Review
	2 Problem Formulation
	3 Numerical Example and Discussion
	4 Conclusion
	References

	System Identification for Manufacturing Control Applications
	Multi-step Problem of Inventory Control with Returns
	1 Introduction
	2 Inventory Control Model with Returns
	3 Proof of Optimality of ( Rn ,rn ,Sn ,sn  )-strategies
	4 Summary
	References

	Expert-Classification Methods for Estimation of the Structure and Parameters of Controlled Queueing Systems
	1 Introduction
	2 Queuing System Model
	3 The Problem Setting
	3.1 Observation Data for Controlled QS
	3.2 Formation of the Initial Cluster Structure

	4 Stages of the Problem Solving
	4.1 Procedure for Identifying the Initial Structure and Evaluating the Initial Approximation to the Transition Probabilities of Objects
	4.2 The Procedure for Evaluating Subsequent Approximations to the Transition Probabilities of Objects
	4.3 Methods for Estimating the Required Intensities λj and Transition Probabilities pij from Formula (2)

	5 Computer Modelling
	6 Summary
	References

	Simulation Experiment in a Virtual Laboratory Environment as a Ground for Production Competencies Acquiring
	1 Introduction
	2 Methodology for Developing the Simulation Model
	2.1 Statement of Simulation Experiment
	2.2 Algorithm for Determining Simulation Experiment Settings

	3 Queuing Modelling of the Virtual Laboratory Management System
	3.1 Structure of the Virtual Laboratory Management System
	3.2 Method of Solution

	4 Simulation Model of Teacher and Student Collaboration
	5 Conclusion
	References

	Identification of Nonlinear Dynamic Systems Structured by Expanded Wiener Model
	1 Introduction
	2 Classes of Model and Input Signals
	3 Mathematical Description of Forced Oscillations
	4 Parameter Identification
	5 Accuracy of the Received Results
	6 Conclusion
	References

	Data Analysis and Production Process Control
	1 Introduction
	2 Developed Method
	3 Application Example
	3.1 Production Process Identification
	3.2 Data Collection with Verification
	3.3 Production Process Analysis
	3.4 Cause Analysis and Production Process Improvement
	3.5 Result Analysis

	4 Conclusion
	References

	Management Projects for Digital Ecosystems of Automotive Enterprises: Truck Sharing
	1 Introduction
	2 Business Problem Description
	3 Managing the KAMAZ PJSC Digital Ecosystem for the Stable Functioning of Truck Sharing
	4 Forecasting the Dynamics of Demand and Possible Bottlenecks
	5 Situational Awareness
	6 Case Studies
	7 Conclusion
	References

	Formation of Work Plans and Schedules at Enterprises with Conveyor Assembly
	1 Introduction
	2 Planning and Scheduling Tasks at Enterprises
	3 Principles of Plans and Work Schedules Formation at Enterprises
	4 Schedules at Enterprises with Conveyor Assembly of Products
	5 Conclusion
	References

	Resolution Estimates for Selected Coordinate Descent: Identification of Seismic Structure in the Area of Geothermal Plants
	1 Introduction
	2 SCD with Its Relationship to CD
	3 The SCD Resolution Parameter
	4 The SCD Inversion of Seismic Data Gathered After the Krafla Rifting Episode
	5 The SCD Resolution Measure as Practical Instrument to Identify a Structure
	6 Conclusion
	References

	Product Quality Improvement Based on Process Capability Analysis
	1 Introduction
	2 Developed Approach
	3 Application Case
	3.1 Problem Identification
	3.2 Problem Analysis
	3.3 SPC Method Determination
	3.4 Production Analysis
	3.5 Cause Analysis
	3.6 Problem Solving

	4 Conclusion
	References

	Software Architecture for an Active Device Driver in Reconfigurable Manufacturing Systems
	1 Introduction
	2 Architecture
	2.1 System Requirements
	2.2 Structure and Components of the ADD

	3 Case Study
	4 Conclusion
	References

	Price-to-Quality Ratio Dependent Demand: Keeping the Intensity of Demand Constant
	1 Introduction and Problem Statement
	2 Profit Optimization
	2.1 Exponential Dependence of the Intensity of Price-to-Quality Ratio
	2.2 Lineal Dependence of the Intensity of Price-to-Quality Ratio

	References

	Identification of Integrated Rating Mechanisms on Complete Data Sets
	1 Introduction
	1.1 Integrated Rating Mechanisms
	1.2 Basic Notations and Definitions

	2 Sensitivity and Implementation via IRM
	2.1 Equivalency Sets
	2.2 Algorithm of Tree Selection in Case of Complete Learning Set
	2.3 Challenges for Implementation of Incomplete Learning Sets

	References

	Application of Linear Random Processes to Construction of Diagnostic System for Power Engineering Equipment
	1 Introduction
	2 Problem Station
	3 Definitions of Some Random Processes
	3.1 Linear Random Processes
	3.2 Linear Random Process with Periodic Structures
	3.3 Linear Autoregressive Process

	4 Diagnostic Features Used for Determining the Technical State of Power Engineering Equipment
	5 Conclusions
	References

	Construction of Multi-step Price Forecasts in Commodity Markets Based on Qualitative and Quantitative Data Analysis Methods
	1 Introduction
	2 Market Analysis Based on Historical Data
	2.1 Situation Cognitive Map Construction and Estimation of the Significance of the Causal Factors
	2.2 Construction of Digital Models of Multistep Forecast for the year Ahead

	3 Forecast Correction in the Forecast Interval
	3.1 Cognitive-Map-Driven Monitoring of the Current Situation and Scenarios Simulation
	3.2 Monitoring the Dynamics of Quantitative Indicators

	4 Description of the Experiment and Results
	References

	The Future of Lean Thinking and Practice
	More Checks for Less Waste in the Lamination Process of a Shipbuilding Company Pursuing Lean Thinking
	1 Introduction
	2 Research Methodology
	3 Company Presentation, Description, and Critical Analysis of the Current Situation
	3.1 Description of the Lamination Process
	3.2 Identified Problems and Wastes

	4 Improvement Proposals
	4.1 Boat Division in Quadrants, Colour Code and Components Coding
	4.2 Implementation of Checklists
	4.3 Introduction of Checkpoints Along the Line
	4.4 Dies Maintenance Guarantee

	5 Expected Results and Impact of the Proposals
	5.1 Results
	5.2 Impact

	6 Conclusion
	References

	Implementation of 5S+S for Knowledge Work in Engineering Projects
	1 Introduction
	2 Background
	2.1 Lean in Knowledge Work

	3 Methodology
	4 Literature Overview
	4.1 Lean Project Planning and Control (LPPC)
	4.2 Lean Quality Management System (LQMS)
	4.3 Lean Design

	5 Case Study Company
	6 Framework Presentation
	7 Conclusions
	References

	A Lean Approach for Multi-criteria Decision-Making in Public Services’ Strategy Deployment
	1 Introduction
	2 Background
	2.1 Organizational Challenge
	2.2 Lean, Gemba Walks and A3
	2.3 Multi-criteria Decision-Making

	3 Methodology
	3.1 Findings

	4 Conclusion
	References

	Lean Six Sigma in Knowledge Work: A Case Study from Policing and Prosecution Services
	1 Introduction
	2 Background
	2.1 Lean Six Sigma in Policing and Prosecution Services
	2.2 Background to the Case Organization

	3 Methodology
	4 Findings
	5 Conclusion
	References

	Industry and Services: Different Organizational Cultures, Same Openness to Lean Implementation?
	1 Introduction
	2 Denison’s Model and Competing Values Framework
	3 Research Methodology
	4 Case Studies and Respondents Characterization
	5 Results and Discussion
	5.1 Traits and Indexes of Denison’s Model
	5.2 Dimensions of Cameron and Quinn’s Model

	6 Conclusions
	References

	An Enhanced Data-Driven Algorithm for Shifting Bottleneck Detection
	1 Introduction
	2 Active Period Method
	3 An Enhanced Data-Driven Algorithm
	3.1 Preparation of the Raw Data
	3.2 Consideration of Equidistant Interval Matrix
	3.3 State Accumulation Transformation
	3.4 Potential Bottleneck Detection

	4 Summary and Discussion
	Reference

	Practical Estimation of the Impact of a Reduction of the Number of Kanban Cards on the Delivery Performance
	1 Introduction
	2 Prediction Model
	3 The Simulated System
	4 Model Verification
	5 Discussion and Summary
	References

	Lean Production and Industry 4.0 Technologies: Link and Interactions
	1 Introduction
	2 Literature Review
	3 Methodology
	4 Perspectives and Conclusion
	References

	Heijunka 4.0 – Key Enabling Technologies for Production Levelling in the Process Industry
	1 Introduction
	2 Research Design
	3 Literature Review
	3.1 Production Planning and Control in the Process Industry
	3.2 Lean Production
	3.3 Industry 4.0 and Key Enabling Technologies

	4 Conceptual Framework
	5 Conclusion
	References

	Towards an Economic Theory of Lean
	1 Introduction
	2 Background
	3 Literature Review
	3.1 Better Quality Through TPS + Kaizen
	3.2 Learning Curve on Flexibility
	3.3 Re-invest of Productivity Gains into the Development of People
	3.4 Financial Self-reliance

	4 Research Design
	5 Findings and Discussion
	6 Conclusions and Suggestions for Further Research
	References

	Reshaping the Concepts of Job Enrichment and Job Enlargement: The Impacts of Lean and Industry 4.0
	1 Introduction
	2 The Impacts of Industry 4.0 on the Workforce
	3 Methodology
	3.1 Step 1: Inclusion/exclusion Criteria
	3.2 Step 2: Selection Based on Title and Abstract
	3.3 Step 3: Selection Based on Full Text and Snowballing

	4 Job Enlargement and Job Enrichment Concepts’ Evolution
	4.1 Job Enlargement Concept Evolution
	4.2 Job Enrichment Concept Evolution

	5 Conclusions
	References

	Managing Variability in Production
	1 Introduction
	2 Related Work
	3 Classifying Ordered and Unordered Systems
	4 Variability Reduction in Value Stream Zones
	4.1 Autonomy of Zones
	4.2 Capacity Constraints
	4.3 Quantifying Variabilities

	5 Discussion
	6 Conclusion
	References

	Realizing Value Opportunities for a Circular Economy: Integrating Extended Value Stream Mapping and Value Uncaptured Framework
	1 Introduction
	2 Extended Value Stream Mapping
	3 The Concept of Value Uncaptured
	4 Methodology
	5 Analysis and Discussion
	5.1 Realization of the Identified Value Uncaptured Opportunities

	6 Closing Remarks
	References

	Exploring the Link Between Lean Practices and Sources of Uncertainty in Supply Chain
	1 Introduction
	2 Methodology
	3 Literature Analysis
	3.1 Sources of Uncertainty in SC
	3.2 Lean Practices for Uncertainty Management

	4 Linking LM Practices with Sources of Uncertainty in SC
	5 Conclusion
	References

	Transition Towards Circular Economy: An Intraorganizational Perspective Identifying Knowledge Wastes
	1 Introduction
	2 Theoretical Background
	2.1 Lean Thinking
	2.2 Organizational Learning and Organizational Knowledge

	3 Methodology
	4 Findings – Knowledge Obstacles as Wastes
	5 Discussion and Closing Remarks
	References

	Author Index



