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Abstract. Augmented Reality is increasingly used for visualizing under-
ground networks. However, standard visual cues for depth perception
have never been thoroughly evaluated via user experiments in a con-
text involving physical occlusions (e.g., ground) of virtual objects (e.g.,
elements of a buried network). We therefore evaluate the benefits and
drawbacks of two techniques based on combinations of two well-known
depth cues: grid and shadow anchors. More specifically, we explore how
each combination contributes to positioning and depth perception. We
demonstrate that when using shadow anchors alone or shadow anchors
combined with a grid, users generate 2.7 times fewer errors and have a 2.5
times lower perceived workload than when only a grid or no visual cues
are used. Our investigation shows that these two techniques are effective
for visualizing underground objects. We also recommend the use of one
technique or another depending on the situation.

Keywords: Projection techniques - Depth cues - Visualization -
Underground objects - Augmented reality

1 Introduction

In this article, our goal is to help the understanding of underground objects by
visualizing them using an Augmented Reality Head-Mounted Display. According
to Milgram et al. [21], Augmented Reality (AR) is part of a continuum between
real and virtual environments and consists of augmenting reality by superimpos-
ing virtual content on it. On the one hand, AR is a promising way of representing
many kinds of information, such as 2D data, 3D data, texts, images, or holo-
grams, directly in situ and with better immersion. On the other hand, a bad
perception of the distances between or of the positions of the augmentations
can considerably alter the experience of AR, especially with direct perception
systems like a Head-Mounted Display (HMD).

Several studies [8,19,28] focus on the problems of perception in AR. They
show that virtual content cannot be naively added to reality: visual cues are
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necessary. Indeed, human perception is influenced by our experience of our envi-
ronment, and virtual objects do not follow the same physical rules as real objects.
This work focuses on removing the ambiguities of interpreting a complex under-
ground scene in AR. This open issue has been recently highlighted in a course
taught by Ventura et al. [34].

In this work, we focus on a specific optical see-through HMD: the first gener-
ation of the HoloLens. The design of this device allows parallax movement and
stereoscopic disparity, both of which are natural features for enhancing percep-
tion as mentioned in the work of Cutting [6]. In this paper, we focus on cues
for improving the visualization of underground objects. One cue is a synthetic
projection on the floor of the virtual object’s silhouette, linked to the object by
an axis, i.e., Projection Display (PD). We combine this projection with a grid
that represents the virtual floor and overlays the real floor, i.e., Projection Grid
Display (PGD). We conducted two experiments to determine whether these visu-
alization techniques improved spatial perception. More specifically, we evaluated
the benefits and drawbacks of three visualization techniques in comparison to
the naive technique used to display buried objects in AR.

The contributions in this paper are the following:

— Two hybridizations of visualization techniques for displaying underground
objects in AR.

— A comparison of how four visualization techniques affect the user’s perception
of the absolute positioning of underground virtual objects in AR.

— A comparison of how four visualization techniques affect the user’s perception
of the relative positioning and altitude of underground virtual objects in AR.

Fig. 1. Comparison of two classical methods, Naive Display and Grid Display (ND-
GD), with hybridized visual cues, Projection Grid Display and Projection Display
(PGD-PD), for depth perception methods, including both relative and absolute meth-
ods: Projection Display (PD), Projection Grid Display (PGD), Naive Display (ND),
and Grid Display (GD).

2 DMotivation

In recent years, underground facilities (e.g., for electricity, water, or natural
gas networks) have been precisely referenced to prevent accidents during future
works. They are typically reported on 2D maps with depth information, but
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sometimes are reported directly in 3D. Ventura et al. [34] observed that these
maps can be used for many tasks: information querying, planning, surveying,
and construction site monitoring.

We focus on the marking picketing task, which consists of reporting map
points of interest directly in situ in the field. While carrying out these tasks,
workers have many constraints. We conducted interviews beforehand to collect
needs and constraints during these tasks and, more generally, during the use of
these 2D/3D maps on 2D displays (paper or screen).

According to workers, these plans are very difficult to interpret in the field.
As Wang et al. [35] mentioned, reading 3D GIS data from a 2D display affects
the user cognition and understanding of 3D information. For example, at a con-
struction site during an excavation, the underground elements are indicated by
a color code. They are classified according to what they consist of. Workers are
in a dangerous environment (construction site) and want to keep their hands
free. In addition, they need to quickly visualize and understand the information
being displayed.

We choose AR to facilitate the visualization of 2.5/3D data in the field. In
our case, we need to display underground virtual objects. We opted for a non-
realistic rendering to allow workers to quickly target important information.
Rolim et al. [24] classified some perception issues into three main categories:
visual attention, visual photometric consistency, and visual geometric consis-
tency. Due to our industrial background, we choose to focus on the last cate-
gory, visual geometric consistency. This choice is appropriate because our focus
is the display of underground pipes using the data from 2D plans. Following the
example of Zollmann et al., [43,45] who displayed underground pipes, our major
challenges are to maintain the coherence between the real environment and the
virtual data (management of occlusions by the ground) and to provide a correct
perception of distances and spatial relationships between objects.

3 Related Work

The display of 3D underground virtual objects involves two main problems:
occlusion management and depth perception.

3.1 Occlusion Management

The link between real and virtual worlds can be made by managing the occlusion
of virtual objects by the ground. According to Zollmann et al. [41], if occlusions
are not considered, it always leads to poor depth perception. Our goal is to
account for occlusions without losing the precision or the resolution of under-
ground object information (as can be the case for solutions that use transparen-
cies or patterns that partially mask underground objects).

There are several methods for managing occlusion. One method consists
of revealing the interior of an object by maintaining and/or accentuating its
edges [7,17,20]. This type of solution works well for small objects that are
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included in larger objects (for example, organs in a body). The user can see the
whole object and therefore better understand the spatial relationships between
the larger object and the smaller, virtual objects inside it. However, such a
method must be adapted when the occlusion occurs in a large plane without
visible bounds (such as occlusion by the floor or walls).

Another method is to apply occlusion masks as demonstrated in many
works [22,23,26,27,37,40]. The different areas of interest are separated layer
by layer, and the virtual objects are displayed at the appropriate level of depth
in the image by managing their occlusions with other layers. Since our goal is to
display underground objects, such a method is not directly possible.

Transparency is a solution that takes advantage of the benefits of the
previous two solutions. Ghosting techniques render occluding surfaces onto
semitransparent textures to reveal what is behind them. For example, some
works [2,4,10,27,42,45] used important image elements for occlusion, sometimes
with different levels of transparency, to give a feeling of depth. We do not want to
lose any information about underground objects or compromise their accuracy;
However, this is likely to occur when using ghosting techniques alone since they
add semitransparent layers in front of the hidden objects. These solutions have
therefore been discarded. Some transparency methods have been combined with
other techniques [15,16]. With the visualization proposed by Kalkofen et al. [16],
all nearest edges overlap the information and all objects appear to be on the same
plane despite their different depths. In Kalkofen et al.’s other work [15], occlud-
ers are displaced to better understand relationships, but perception of their real
position is lost. It seems that transparency techniques allow ordering objects but
do not quantify the distance between them.

Another very useful technique is the excavation box [9,14,46]. This is a syn-
thetic trench identical to the excavation during construction. Virtual excavation
offers valuable visual cues; however, if it is not combined with transparency
techniques, the contained objects will only be visible when the user’s point of
view allows it. Virtual excavation alone does not offer a complete visualization
of virtual objects from all points of view.

3.2 Depth Perception

There are some solutions to understand occlusion by a plane, but it is still diffi-
cult to perceive virtual objects position and negative altitude. Rosales et al. [25]
studied the difference in perception between objects on or above the ground.
Their work demonstrates that objects above the ground were seen on it, but
further from the observer than their actual distance. Distance and altitude are
intrinsically related. We can hypothesize that there would be a similar perception
disparity with our underground objects: they would be perceived as being under-
ground and stuck to the ground but they would appear closer to the observer
than they actually are.

Many factors influence the perception of an object’s position. These fac-
tors include the conditions of the experiment: display [1], being indoors or out-
doors [18]. Other factors also include the elements of realism [33] in the scene:
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the coherence of shadows [5,31] and illuminations [11] improve the user’s per-
ception of positions. However, perception can also be influenced by the focal
distance, the age of the user (physiological characteristics of the user), or lumi-
nosity (characteristics of the scene) [29] as well as interpupillary distance or
parallax [39)].

The anatomical characteristics of the users are not something that can be
changed. In addition, our system must work outdoors on an optical see-through
HMD device. Another factor that has a great impact on the perception of an
object’s position is the visualization technique used [9,13], which can include
many factors, such as shadows or realism. Several visualization techniques have
been proposed. In our context, some visual cues, such as those described by
Luboschik et al. [19] would be unusable. Indeed, their use of perspective lines is
interesting, but these lines must be adapted to our context, as they could easily
be confused with pipes when visualizing many networks. The system must work
despite the influence of all the factors incurred by our technical and technological
choices.

The visualizations that we compare are inspired by those of Ware et al. [36],
Skinner et al. [30] or even Heinrich et al. [13]. Ware et al. and Skinner et al.
worked on virtual object projection on a surface (grid for the first, ground for the
second). Heinrich et al. worked with a projective AR display and compared many
methods for displaying 3D holograms that improve the user’s understanding of
their position (both vertical position and object distance to the user). They
asked their users to sort objects according to these two dimensions and found
that their supporting lines approach is the best approach for removing ambiguity
from scene perception. The same kinds of projections have been named dropping
lines by Ware et al. [36] or shadow anchors by Ventura et al. [34], but these
methods always involve objects that are above the ground.

Our study is closely related to some aspects of the work done by Zollmann
et al. [44]. However, nothing during their study suggested that their visual cues
would provide the same results for underground objects within a small range of
distances (up to 1.50m deep in our case). Additionally, our problem is slightly
different: the relative (spatial relationship between objects) and absolute (abso-
lute distance) perception of the positions of underground objects needs to be
improved, even for objects which are below the ground and not above, and we
want to provide an evaluation of absolute positioning perception.

4 Concepts

We describe the design of two visualizations for underground objects that are
based on different visual cues.

— Projection: In various works [13,36,38], projection facilitates better esti-
mates of the relative distances between objects. Because underground objects
need to be displayed, we choose a hybridization of this approach. The silhou-
ettes of underground objects are projected onto the ground in an unrealistic
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way. These silhouettes are also connected to the corresponding objects with
a vertical axis. All the projections are on the same plane and could be com-
pared side by side. Additionally, the heights of the projection axes could be
compared to allow a better perception of the negative altitude.

— Grid: Projection alone allows all objects to be referenced on a single plane,
however, sometimes it is difficult to discern nearby objects and identify that
they are underground. As a result, we choose to add a visual cue to reference
the floor. Zollmann et al. [45] help to materialize this real surface in the virtual
world using a ghosting technique with a semitransparent chessboard. In AR,
however, transparent layers cannot be numerous due to the brightness of the
screens, which would make it difficult to see all the layers and objects behind
them. Therefore, we choose to use a grid. This allows us to implement a visual
cue for the ground without obscuring underground objects. The grid is regular
and orthogonal, so we hypothesize that it can improve distance perception.
In addition, the grid allows users to integrate their perception of their own
body into the virtual world. Thus, they can have a better understanding of
the spatial relationships between the ground, objects (relative altitude), and
themselves.

5 Implementation

We calibrate the position of the ground using an ARToolKit marker' (Hiro
pattern) that is printed and placed on the real scene. The size of this marker
is 8 by 8cm. The user must look at the marker continuously for 5 consecutive
seconds. The system then evaluates the position of the marker using the HoloLens
camera. We previously informed the system of the camera’s intrinsic parameters.
Then, we obtain the ground’s height and save it.

We choose this solution instead of the traditional spatial mapping of the
HoloLens because we do not find this spatial mapping to be precise enough [4].
Indeed, the ground is estimated at 10 cm above its real position. We implement
the two cues as follows:

— Projection: We project the silhouettes of underground objects directly onto
the ground. We also connect them with a vertical axis. The axis and silhouette
are rendered in a semitransparent shader to distinguish the object from visual
cues, making it more perceptible.

— Grid: The grid is made up of 3D lines. The grid is green because the user
needs to distinguish it from other cues such as projections, and additionally,
green is a color well perceived by the human eye [12]. The grid is rendered
with a semitransparent shader. The grid is displayed at the same height as
the ground horizontally, and its rotation is not modified (HoloLens has a
stabilization method).

We therefore implement four visualization techniques, one using projection, one
using a grid, one using a combination of the two and one without any visual
cues.

! http://www.hitl.washington.edu/artoolkit/.
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6 Experiments

The goal of the experiments is to compare the designed visualization techniques
in the case of buried networks. We consider only points of interest (specific com-
ponents of an installation or parts of a pipe that are not straight) on buried
network maps. Indeed, the links between these points can provide additional
visual cues due to their appearance and their geometry. We choose to display
points of interest as cubes. Later, we will expand our exploration of our tech-
niques by considering the entire network topology and test our techniques using
more complex scenes.

Rosales et al. [25] revealed that there is an ambiguity for cubes of 0.20m
per side that are 0.20 m above the ground. We therefore choose to evaluate the
perception at 6 underground depth levels, from 0.20m to 1.5m (most of the
objects in the industrial context are in this interval).

Rosales et al. also carried out a preliminary study to determine the range of
distances in which their method worked. They found the HoloLens to be reliable
up to an 8 m distance. Additionally, it is difficult to test a higher distance under
laboratory conditions. Even for the high range of the average interpupillary
spacing interval, the parallax reconstruction is only viable to just under 5m.
We, therefore, choose to evaluate objects from a distance of 5m (to minimize
this natural cue) to 8 m. We define the distances d4 and dg, visible in Fig. 2 as
being the altitude (negative in our case) and the egocentric distance, respectively.
For the experiments, we define an orthogonal coordinate system O (X, Y, Z)
(see Fig. 2). We conducted two experiments: one to evaluate the absolute spatial
position and another to evaluate the relative spatial relationships.

6.1 Procedure, Apparatus, Tasks

Our experiments used Microsoft 1%¢ generation HoloLens. The applications were
built using Unity3D 2018.3.f1. The tests took place as follows: one participant
entered the empty test room, with no marks or indicators on the ground. Partic-
ipants had an open space in front of them measuring 5 by 10 m. They calibrated
the HoloLens using the native application so that the display was adapted to
their vision. Then, they launched the test application (Absolute or Relative),
and in both cases, they stared at a Hiro marker to calibrate the height of the
ground. After that, the test started, and participants used a large gray cube to
their right to switch scenes. Participants stared at the cube for 5s, and the gray
cube then became greener until it disappeared to make way for a new scene. We
used the same behavior for both applications.
For the “Absolute” experiment, participants only had one task:

— Task 1 (T1): Participants observed a scene composed of one small gray cube
that could be at 6 different distances ([5; 5.6; 6.2; 6.8; 7.4; 8] m, named dg on
Fig.2) and 6 different depths ([0.20; 0.46; 0.72; 0.98; 1.24; 1.50] m, named d 4
on Fig. 2). The cube was randomly rotated and scaled (0.20-0.30 m per side)
to avoid a comparison bias with the floor or the previous scenes. The cube
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The cube was randomly rotated and scaled (0.20-0.30 m per side) to avoid
a comparison bias with the floor or the previous scenes. The cube appeared
for 10s using a random visualization technique and then disappeared. During
this phase, participants had to observe the cube and its position. Then, they
had to walk to the position they had estimated the cube to be and place a
black cross on the ground. If the cube was perceived to be above or below the
ground, participants placed the black cross below or above the real position
of the cube, respectively, directly on the ground. They mentally projected the
cube on the ground. Participants had begun walking to this position by the
time the cube disappeared.

For the “Relative” experiment, participants had to complete two tasks in the
same scene:

— Task 2 (T2): The scene was composed of six simple gray cubes. All cubes
are at 6 different distances (defined in Task 1) and 6 different depths (defined
in Task 1). They were randomly rotated and scaled (defined in Task 1) to
avoid a comparison bias between the cubes themselves and with the ground.
The cubes were separated by 0.5m along the X-axis (see Fig.2). During this
phase, participants had to classify the cubes by altitude (d4), from highest
to lowest.

— Task 3 (T3): During the same scene, participants had to order the cubes by
egocentric distance (dg), from nearest to farthest.

» N

dA

Fig. 2. Apparatus schema

After the practical part of the test, each participant was invited to sit down
to answer some questions and to complete some surveys (see Sect.6.3). First,
images rendered using the four visualization techniques were presented, and then,
participants were asked to fill out a NASA-TLX survey for each visualization
technique.
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Then, for each experiment (relative and absolute), we asked the participant
to answer a few questions: which visualization technique did you prefer and why?
Rank them in order of preference. Do you have any thoughts on which cue helped
you more or less? We then conducted a small interview to better understand
their choices and feelings. Participants used each visualization technique twice.
We randomly chose the visualization methods’ order of appearance.

6.2 Participants

We recruited 40 participants, 20 for each experiment. For the “Absolute” exper-
iment, their ages ranged from 21 to 54. Ages ranged from 22 to 53 for the “Rela-
tive” experiment (see Table 1 for ages and gender distribution). All participants
had perfect color perception, 4 wore glasses for the absolute experiment and 6
wore glasses for the “Relative” experiment. For each experiment, we conducted a
preliminary survey of their familiarity with AR, which indicates self-rated famil-
iarity on a scale from one (not familiar—never) to five (familiar—every day).
For each experiment, participants were not familiar with AR.

Table 1. Ages and distribution of participants for each experimentation

Ages Gender Familiarity

20s|30s|40s|50s |z | o Male | Female | Total | o T
Absolute |9 |5 |4 |2 |33|1.52|13 7 20 10.98 1.9
Relative |9 |6 |3 |2 [33]/1.62]10 10 20 9.35/1.9

6.3 Measures and Surveys

Understanding the effects of the grid, the projection, and the combination of
both was important. These methods’ comparison to a naive visualization is also
important. Therefore, our experiments involved both independent and dependent
variables. We also present our hypothesis for this work.

Independent Variables: Our independent variables were the four visualization
techniques (visible on Fig. 1). Cues from the Sect. 4 were used to construct them:

— Projection Display (PD) = projection

— Projection Grid Display (PGD) = projection + grid
— Grid Display (GD) = grid

— Naive Display (ND) = no hint



620 C. Becher et al.

Dependent Variables: For both experiments, we examined the NASA-TLX
scores for each visualization technique: Mental Demand (MD), Physical Demand
(PD), Temporal Demand (TD), Performance (P), Effort (E), Frustration Level
(FL), and Total score (Total). These scores were the main factors we focused on
improving.

“Absolute” Experiment: We evaluated the distance differences (Diff-D)
between the perceived distance and the real distance during T1, in meters.
“Relative” Experiment: For T2, the participant sorted the cubes according to
da. We computed the inversion score (Error d4) according to the real posi-
tions of the cubes. The sorting error score was calculated using the number
of inversions that existed between the combination given by the participant
and the perfect combination (the real positions of the cubes). For example, if
the perfect combination was A-B-C and the participant chose B-A-C, there
was only one inversion (A and B, Error = 1). However, if the participant
chose C-A-B, there were two inversions (B and C but also A and C, Error
= 2). We also recorded the sorting time (Time d4), in seconds. Similarly, for
T3, we evaluated the sorting error score according to dg (Error dg). We also
recorded the sorting time (Time dg), in seconds.

Hypothesis: For the “Absolute” experiment we hypothesize the following:

The perceived workload is less when using PGD and PD than when using
ND and GD - Total NASA-TLX score (H1): PGD-ND (Hla); PGD-GD
(H1b); PD-ND (H1c); PD-GD (H1d).

PGD has a lower perceived workload than PD — Total NASA-TLX score
(H1bis).

PGD and PD are more accurate in terms of egocentric distance estimation
when compared to ND and GD — Diff-D (H2): PGD-ND (H2a); PGD-GD
(H2b); PD-ND (H2c); PD-GD (H2d).

PGD is more accurate in terms of egocentric distance estimation when com-
pared to PD — Diff-D (H2bis).

For the “Relative” experiment we hypothesize that:

PGD and PD reduce the perceived workload for sorting tasks when compared
to ND and GD — Total NASA-TLX score (H3): PGD-ND (H3a); PGD-
GD (H3b); PD-ND (H3c); PD-GD (H3d).

PGD reduces the perceived workload for sorting tasks when compared to PD
— Total NASA-TLX score (H3bis).

PGD and PD are more efficient at ordering virtual objects by their altitude
than ND and GD over similar periods of time — Error d4/Time d4 (H4):
(PGD-ND (H4a); PGD-GD (H4b); PD-ND (H4c); PD-GD (H4d)).

PGD is more efficient at ordering the virtual objects by their altitude than
PD over similar period of time — Error d4/Time d4 (H4bis).
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— same supposition as in H4 but for egocentric distance rather than altitude —
Error dg/Time dg (H5): PGD-ND (Hb5a); PGD-GD (H5b); PD-ND (H5c¢);
PD-GD (H5d).

— The same supposition as in H4 is proposed here, but for egocentric distance
rather than altitude — Error dg/Time dg (H5bis).

7 Results

Table 2. Table of t-values (Conover’s results) on the left, mean and standard deviation
on the right, each for both experiments (NASA-TLX data rounded to the nearest whole
number).

a b c d BIS PGD PD GD ND
X o X o X o X o
H1 -4.918 -2.705 -3.689 -1.476 -1.230||20.71 11.017 23.13 10.478 31.67 10.044 39.63 15.305
H2 -3.965 -3.111 -5.185 -4.331 1.220 || 0.57 0.792 0.38 0.803 1.42 0.916 1.70 1.082
H3 -5.887 -3.618 -3.863 -1.594 -2.023||31.50 13.579 51.75 15.357 54.75 13.049 73.25 18.236
2 1.682 0.82 1.217

H4 -3.089 -4.521 -2.788 -2.788 -1.733| 0.20 0.516 0.55 1.061 1.1

H5 -3.382 -4.651 -2.396 -3.664 -0.986| 0.28 0.784 0.55 1.358 1.35 2.070 1.10 1.751
MD (rel) X X X X -2.991/31.50 20.203 51.75 21.901 X X X
P (rel) X X X X -1.999/{31.00 16.591 43.00 22.266 X X X

X
X

All results were obtained using R [32] scripts and R Studio?. We set the risk
parameter, «, at 5%. The p-values must therefore be less than 0.05 to make the
test meaningful.

We analyzed the results of each experiment separately. Since participants
tested the four visualization techniques, experiments were within-subject, so all
data were paired. We used a Friedman test with a post-hoc Conover test. The
Friedman test is the equivalent of a nonparametric repeated measures ANOVA,
which can be applied to ordinal qualitative variables or when the conditions
of the ANOVA are not met (normality of the residuals and homogeneity of
variances). During the Conover post-hoc, we chose the Bonferroni method to
adjust the p-values.

7.1 “Absolute” Experiment

Table 3 shows the p-values, while Table 2 shows the means, standard deviation
and Conover’s t-values. Figure3 presents boxplots of the NASA-TLX scores,
arranged by theme, as well as total scores for the absolute experiment. Figure 4
shows boxplots of differences in absolute distance estimation.

Based on Table3, the differences in terms of perceived mental workload
between PGD-ND and PD-ND were not due to chance. PGD and PD both
appear to lower the perceived mental load in comparison with the baseline ND
technique.

2 https://rstudio.com/, Version 1.2.1335 on Windows.
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Table 3. P-values of the “Absolute” experiment — White: Conover post-hoc - Grey:
Friedman - Bold: significant p-values.

PGD-ND PGD-GD PD-ND PD-GD  PGD-PD ND-GD P-value T

H*a H*L H* H*d H*bis (Fiedman test) df=3
MD 3.237x10°™ 0.015120 0.082802 1.0000000  0.096939 0.108922 8.827x10°™ 26.161
PD 0.78331 10000000  1.0000000  1.0000000  1.0000000 1.0000000 0.4420 2.6842
™ 0.15389 048906 1.0000000 1.0000000  1.0000000 10000000 0.1399 54783
P 0.002863 0.059806 0.020445 0.201242  1.0000000 1.0000000 0.0004363 18.017
E 8.1487x107" 0.22487126  0.00070701 0.82905500 1.0000000 0.06519875 5.24!10_"‘ 27.238
FL 0.0035119  0.0439828 0.0065033  0.0711200 10000000 1.0000000  0.000148  20.276
Total (H1*) 4.6635x10°"" 0.0539280  0.0030283  0.8734381  1.0000000 0.1853742 5.388x10°" 27.184
Difl-D (H2*) 0.00082901 0.00873809 1.7818x 10" 0.00030423 0.45502326 0.45502326 4.382x10° ™ 37.101
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Concerning the perceived distance, there is a very high probability that the
observed differences between PGD and PD and the other two visualization tech-
niques are not due to chance. We can thus say that PGD allows for better
precision in the evaluation of these distances than ND and GD. We find the
same result when comparing PD to ND and GD.

7.2 “Relative” Experiment

All of the p-value results are displayed in Table 4, and Table 2 displays the means,
standard deviation and t-values from Conover’s post-hoc test. Additionally, see
Fig. 5 for NASA-TLX scores by theme and total NASA-TLX score for the relative
experiment. See Fig. 6 for the boxplots of Errors dg and Error d 4, made during
sorting.

Table 4. P-values of the “Relative” experiment — White: Conover post-hoc - Grey:
Friedman - Bold: significant p-values.

PGD-ND PGD-GD PD-ND PD-GD PGD-PD  ND-GD P-value .

H*a H*L H*c H*d H*bis (Fiedman test) df=3
o

MD 3.237x10 0.015120 0.082802 1.0000000  0.096939 0.108022 8.827x10 ™ 26.161
PD 0.78331 1.0000000 1.0000000 1.0000000  1.0000000  1.0000000 0.4129 2.6812
™ 0.18389 0.48906 1.0000000 1.0000000  1.0000000  1.0000000 0.1399 54783
P 0.002863 0.059806 0.020445 0.201242  1.0000000 1.0000000 0.0004363 18.017
E 8.1487x 107" 0.22487126  0.00070701 0.82905500 1.0000000 0.06519875 5.24x10°"

FL 0.0035119 0.0439828 0.0065033  0.0714200 1.0000000 1.0000000  0.000148

Total (H1*) 4.6635x10°"" 0.0539280  0.0030283  0.8734381 10000000 0.1853742 5.388x10°" 27.184
DIfl-D (H2*) 0.00082901 0.00873809 1.7818x 10" 0.00030423 0.45502326 0.45502326 4.382x10°™ 37.101

It is very likely that the observed differences between the averages of the
total NASA-TLX scores between PGD and ND and between PGD and GD are
not due to chance. We deduce that using PGD induces a lower mental load than
using GD or ND (H3a and H3b validated). Similarly, PD seems more effective
for reducing mental load than ND.

It is likely that PGD is more efficient than ND for sorting objects according
to d 4. To compare PGD and GD according to this same factor, it is very likely
that PGD is more efficient than GD. When comparing PD and GD on this
criterion, PD seems more efficient than GD. Although statistically significant,
this comparison would require further testing.

With sorting by dg, PGD is most likely more efficient than ND and GD.
For comparisons between PD and other visualization techniques, we can only
say that it is very likely that this visualization technique is more efficient than
GD. Regarding hypotheses H1bis, H2bis, H3bis, H4bis and H5bis, none of them
can be validated by the experiments carried out in this paper. But some NASA-
TLX themes in the “Relative” experiment show significant differences between
PD and PGD. In both cases, the statistical tests indicate that there seems to be
an advantage when using the PGD visualization technique, which has a lower
score on average on these two themes. We conclude that PGD implies a lower
mental load than GD or ND.
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8 Discussion

The statistical results show that Projection Display (PD) and Projection Grid
Display (PGD) supplant the other two techniques (ND and GD). However, some
of the results can also be better understood through the interviews with partic-
ipants. Moreover, the results obtained can be moderated due to the conditions
of the experiments and many other factors.
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8.1 “Absolute” Experiment

Regarding the projection, some participants were very confident about their
performance using ND or GD, more than with PD or PGD. We did not explain to
them what the cues looked like or how to use them, so some participants preferred
to trust their perception and chose to ignore these visual cues. However, given
the overall results, we see that the projection greatly improves performance,
whether using PD or PGD. These few users, therefore, were incorrect in their
assertion that they could be more efficient without cues.

Four participants said that the grid helped but overloaded the visualization
compared to ND or PD. Two participants said the grid might be too thick.
We can hypothesize that having the ability to change the visualization mode
or change the thickness or transparency of the grid will probably lead to better
results. In addition, the position of the grid was determined using the position of
the marker. Although the accuracy was higher than that with HoloLens spatial
mapping, the grid was still a few centimeters above the ground. The combination
of these inaccuracies with an overloaded visualization can induce an incorrect
interpretation of the position of the projection, which is supposed to stick to the
grid. In addition, H2 and partially H1 have been validated, but H1bis and H2bis
have not.

Regarding hypotheses H1bis, H2bis, H3bis, H4bis and Hb5bis, none of them
are validated by the two experiments carried out in this paper. On the other
hand, some NASA-TLX themes in the relative experiment show significant dif-
ferences between PD and PGD (Mental Demand: p-value = 0.0246120 t-value
= —2.991; Performance p-value = 0.03020057 t-value = —1.999). In both cases,
the statistical tests indicate that there seems to be an advantage when using
the PGD visualization technique, which has a lower score on average on these
two themes. Regarding the perceived workload, the observed difference between
PGD and GD was not statistically significant. Nevertheless, it is close to the
alpha risk. Further experiments with new samples would need to be carried out
to study whether there is a significant difference between PGD and GD. The non-
significance of the results when comparing PGD and PD can be explained by the
appearance chosen for the grid (e.g., thickness or color). Indeed, an evaluation of
the influence of these parameters might be helpful. Additionally, consideration
should be given to whether the appearance of the grid may cause participants
to change their minds about feeling visually overloaded.

8.2 “Relative” Experiment

If we consider the PGD-GD and PGD-ND comparisons, all hypotheses are vali-
dated (H3a, H4a, H5a, H3b, H4b, H5b). However, in regard to PD comparisons,
the hypotheses are not all verified because of the nonsignificance of some of the
p-values (H3c, H4d, H5d validated). This confirms the results of the “Absolute”
experiment.
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In this experiment, although the tests between PGD and PD are not decisive,
PGD outperforms ND and GD for these tasks, while PD does not. We also see
that PGD is better than PD in terms of Mental Demand, while it is not in
the absolute experiment. This difference can be explained by the nature of the
task: it is useful to have a grid while comparing two objects that are far from
each other but at similar distances from the user (dg). Indeed, according to
the participants, the grid is useful for comparing distances since it is regular
and therefore allows measurement. Participants also added that the grid allowed
them to map the room. More experiments must be conducted to further study
the differences between PGD and PD, such as evaluating different thicknesses
and/or colors of the grid.

9 Conclusion and Perspectives

In this article, we evaluate four visualization techniques in regard to the per-
ception of vertical and horizontal distances in the case of buried objects. Based
on the experimental results, the hybridization techniques are promising. How-
ever, some users think that the grid overloads the visualization, although it
improves the understanding of the scene. We can thus envision implementing
several options to let users decide how much information they need as they go.
For example, projection is precise enough to visualize the absolute position of
virtual objects under the ground. However, in regard to comparing the positions
of objects relative to each other, the grid is useful for nearby objects and to
better understand that objects are underground.

Additionally, absolute depth perception was evaluated in only one direction,
dg, and not d4. It would be interesting to find a way to assess this issue to see
if the results would be different. Another question to address would be to assess
if the same conclusions can be drawn with objects that are above the ground.
We plan to test projection alone and its combination with the grid with more
objects and assess the impact of the density of displayed objects. We also want
to test these methods with a more complex geometry, for example, cubes linked
by pipes, and improve visualization by changing the appearance of the data. The
final step will be to integrate real data from 3D underground network maps and
study how they are perceived by the user.

10 Health Crisis

The tests were carried out outside of a lockdown at a time when national laws
and laboratory rules allowed it. We ensured that our protocol was validated
by our hierarchy. We, therefore, followed a very strict sanitary protocol, with
individual protective equipment (e.g., masks, disposable caps), disinfection of
all surfaces, all equipment, and the HMD to perform the tests.
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Note

This article is a translation of a French article from the ITHM20.21 conference
with permission [3].
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