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Abstract. A significant challenge for creating efficient and fair crowd-
sourcing platforms is in rapid assessment of the quality of crowdwork. If
a crowdworker lacks the skill, motivation, or understanding to provide
adequate quality task completion, this reduces the efficacy of a plat-
form. While this would seem like only a problem for task providers, the
reality is that the burden of this problem is increasingly leveraged on
crowdworkers. For example, task providers may not pay crowdworkers
for their work after the evaluation of the task results has been completed.
In this paper, we propose methods for quickly evaluating the quality of
crowdwork using eye gaze information by estimating the correct answer
rate. We find that the method with features generated by self-supervised
learning (SSL) provides the most efficient result with a mean absolute
error of 0.09. The results exhibit the potential of using eye gaze infor-
mation to facilitate adaptive personalized crowdsourcing platforms.

Keywords: Crowdsourcing · Eye gaze · Self-supervised learning ·
Machine learning

1 Introduction

Crowdsourcing is widely employed as a way to achieve tasks that can be more
efficiently done by human intelligence. Starting from simple labeling microtasks,
researchers have broadened the scope of crowdsourcing to include tasks that
require complex input [2] or creativity [5,21]. Crowdsourcing has long been dis-
cussed as a polemic topic in that research often focuses on how crowdworkers are
exploited by task-providers and platforms [18,23] or focuses on how to improve
task efficiency [12] and mitigate spam crowdworkers [17]. To make a fruitful soci-
ety, it is necessary to prepare crowdsourcing environments that are beneficial to
not only task-providers but to crowdworkers as well.
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A key to realize such environments is to introduce more precise quality assess-
ment methods. Currently, the assessment is primarily to evaluate “crowdwork-
ers” to distinguish high-skill workers from low-skill and spam ones [6,15]. Once a
crowdworker is classified as low-skill or spam, it is not possible to receive rewards
from the work. Although spam workers deserve to receive nothing, it is not fair for
low-skill workers; they should receive rewards in response to the quality of output,
e.g., the number of correctly answered tasks. Generally speaking, the performance
of crowdworkers depends on many factors, including the tasks themselves, per-
sonal skills and psychosomatic aspects of workers’ behaviors, and their computing
and living environments [4,30]. Thus, it is more reasonable and fairer to assess the
quality of not crowdworkers but each piece of crowdwork. Moreover, evaluation of
crowdwork allows us to adaptively change task allocation, if low performance is
due to the currently assigned task. In other words, quality assessment of crowd-
work is mandatory to realize adaptive personalized crowdsourcing.

In this paper, we employ crowdworkers’ eye gaze for quality assessment on
tasks. It has been known that the eye gaze is influenced by confidence on an
answer to a task [27], and the confidence is correlated with the correctness of
the answer [10]. Thus, we can estimate the quality of crowdwork by analyzing
the eye gaze. We use multiple-choice questions (MCQs) as the task and propose
two different ways of feature extraction from the eye gaze: handcrafted and
self-supervised learning (SSL). The findings are promising. For a large number
of the tasks performed, the proposed methods, especially SSL, can estimate the
performance with roughly half the error-rate as compared to a baseline estimator.

2 Related Work

Quality control has been a central issue for crowdsourcing. Quality in crowd-
sourcing is classified into three categories: quality model, quality assessment,
and quality assurance [4]. In this work, we are looking at quality assessment. In
particular, we limit our focus to computer-based methods that do not rely on
evaluation by humans.

A fundamental goal of quality assessment is to identify spam crowdworkers
or malicious behaviors for removal [6]. A simple way of conducting a quality
assessment is using ground truth where, with known answers, we can estimate the
quality of work by measuring the accuracy of the tasks [14]. However, preparing
a ground truth for enough tasks is usually expensive. Another way is to evaluate
the agreement in output across crowdworkers. This is also expensive because
enough answers must be collected for each task. A more sophisticated way is
based on crowdworkers’ behavior called “fingerprinting,” such as mouse usage
and screen scrolling [24]. More advanced methods include ranking crowdworkers
using a measure of spammers [22]. Besides, researchers have proposed time-series
model [13] and cognitive abilities based model [9] to estimate quality.

Another vital point is the use of computational models. In addition to simple
matching with the ground truth, game theory [20], probabilistic modeling and the
EM algorithm [22], the log-normal model [28], and traditional machine learning
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Fig. 1. (a) MCQ format and (b) window format employed in our method.

methods such as decision trees [16] have been used. To the best of our knowledge,
deep learning has not yet been well employed as a tool for crowdsourcing since
it generally requires a large number of task outputs with ground truth.

The technology called SSL [1,19] is a paradigm to cope with the lack of
labeled data issue (details in Subsect. 3.2). The SSL has been applied in many
domains [7,29], and recently to the human activity recognition task with sensor
data [8,25]. In this paper, we attempt to apply the SSL technology developed to
analyze eye gaze data [11] for quality assessment of crowdwork. It is important
to analyze eye gaze data since it conveys vital behavioral [28], attention [26] and
confidence [27] information about the user.

3 Proposed Methods

In this work, we propose methods for the quality assessment of crowdwork
by estimating the correct answer rate using eye gaze information. Crowdwork
involves numerous tasks; answering MCQs, labeling pictures, solving math equa-
tions, and similar. Among all, we chose the answering MCQs since MCQs present
the correct and incorrect answers. Figure 1a shows the MCQs format. The eye
gaze is recorded while answering MCQs on the computer screen by an eye-
tracker. Finally, we propose two methods; the first one is based on handcrafted
features, and the second one is based on features generated by using the SSL,
where the latter eliminates the handcrafted feature engineering.

3.1 Method with Handcrafted Features

This method consists of two stages: feature extraction and estimation of the
correct answer rate.

Feature Extraction. The reading behavior is characterized by a sequence of
fixations and saccades [27]. Fixations appear when the gaze pauses in a point,
and saccades correspond to the jumps of the gaze between fixations. We extract
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Table 1. List of the selected features.

Method No. Feature

Handcrafted f1 Number of fixations on the question

f2 Number of fixations on choices

f3 Number of saccades on the question

f4 Number of saccades between the question and choices

f5 Answering time

f6 Self-confidence on the answer

Automatic generation f256 Feature vector generated by SSL

features for the eye gaze data for which we want to estimate the correct answer
rate by detecting fixations applying the Buscher algorithm [3] and then extract
other features. Table 1 shows the six (f1 to f6) selected and extracted features.

We employ a window to cover a number of sequential tasks performed, as
shown in Fig. 1b, where the number of tasks included in the window is a param-
eter ranging from 1 to n (all tasks). We slide the window with the step of one
task. Features for describing a window is just a concatenation of features from
each task. For example, let fij be a feature j from the task i. Then, for example,
the feature vector representing the window of size 2 including the task (i) and
(i + 1) is (f(i)1, ..., f(i)k, f(i+1)1, ..., f(i+1)k).

Estimation. The feature vectors representing windows are then used to esti-
mate the correct answer rate by employing the Support Vector Regression (SVR).

3.2 Method with Features Generated by Self-supervised Learning

This method also consists of two stages: feature extraction and estimation of the
correct answer rate.

Feature Extraction. We propose an SSL method for automatic feature gener-
ation, as shown in Fig. 2, that consists of self-supervised pre-training, correctness
estimation, and feature extraction stages. To handle eye gaze for this purpose,
it is problematic that the size of eye gaze data varies from MCQ to MCQ. To
cope with this issue, we convert the eye gaze data by plotting graphically, as
shown in Fig. 3a. The red circles are eye gaze points and the x-axis belongs to
the horizontal direction of Fig. 3a. The details are as follows.

The first stage is self-supervised pre-training, upper part of Fig. 2, by solving
the pretext task, automatically applied to a large collection of unlabeled data. As
shown in Fig. 3b to 3d, we consider three image transformations; reflection about
y-axis and reflection about x-axis and 45◦ anti-clockwise rotation to format the
pretext task. For each eye gaze image, we randomly applied one transformation
or not transformed and solved a four-class classification task.
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Fig. 2. The proposed method for automatic features generation using SSL. (Color
figure online)

The red box in the upper part of Fig. 2 shows the base network, including
two CNN blocks and a 2D max-pooling layer after each CNN block. Each CNN
block consists of two 2D CNN layers. For the first and second CNN blocks, layers
have 8 and 16 units, respectively. The kernel size of CNN layers is 3× 3. Finally,
we add a classifier consisting of two Fully Connected (FC) layers with 36 units
for both. We use ReLU, softmax function, and SGD as the activation function,
output layer, and optimizer, respectively. The input image size is 64 × 64 × 3.

The second stage, middle part of Fig. 2, is the correctness estimation done
by replacing the FC layers of the pre-trained network with an FC layer with
64 units and fine-tuning by using a labeled eye gaze dataset. The estimation of
correctness is a binary classification; the answer is correct or incorrect.

In the third stage, lower part of Fig. 2, we extract features by collecting
output at the end of the base network for the dataset we want to estimate the
correct answer rate. The final feature vector length is 256 for each task, denoted
as f256 in Table 1. We format windows in the way described in Subsect. 3.1.

Estimation. The feature vectors representing windows are then used to esti-
mate the correct answer rate using SVR in the same way as described in
Subsect. 3.1.
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(a) Eye gaze image (b) Reflection about y-axis

(c) Reflection about x-axis (d) Rotation

Fig. 3. Eye gaze images, (a) actual eye gaze image with no transformation applied,
and (b) to (d) are transformed copies of (a).

4 Datasets

We use three datasets: labeled dataset A, labeled dataset B, and unlabeled
dataset C. We did not impose restrictions in data recording sans the task direc-
tions, so that datasets are considered “in-the-wild.” Data were recorded using
the Tobii 4C pro upgraded eye-tracker, as shown in Fig. 4a, a sampling rate
90 Hz. We asked participants to read and answer MCQs in the format shown
in Fig. 1a on a computer screen as shown in Fig. 4b. An eye-tracker fixed at the
bottom of the screen records the participants’ eye gaze. We used MCQs centered
on four-choice English questions. Although this is not a typical crowdsourcing
task since correct answers are known, it is useful for building a ground truth.
All of the datasets were recorded with proper ethical clearance. The details of
the datasets are as follows.

Labeled Dataset A. We recruited ten native Japanese university students
and worked voluntarily. Each participant read and answered four-choice English
grammatical questions on a computer screen. After answering each MCQ, the
correctness of the answer is stored automatically, which constitutes the label of
the dataset. In total, we collected 2,974 labeled samples.

Labeled Dataset B. We recruited 20 native Japanese university students to
participate. Participants were paid 10 USD per hour for up to 4 h. We followed
the same experimental procedure as above with a set of four-choice English
grammatical questions. In total, 8,218 labeled samples were collected.
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Fig. 4. Data collection environment, (a) eye-tracker used for data recording and (b)
participants’ eye gaze being recorded while answering MCQs.

Unlabeled Dataset C. We recorded this dataset following the previous meth-
ods for four-choice English vocabulary questions; however, the answers remained
unlabeled. We recruited 80 native Japanese high school students and worked vol-
untarily. In total, 57,460 unlabeled samples were collected.

5 Experiments

5.1 Experimental Conditions

The aim of our experiments is to estimate the correct answer rate using SVR,
which can then be used to assess the quality of crowdwork. We used labeled
dataset A for the estimation of the correct answer rate. Unlabeled dataset C
and labeled dataset B are used for self-supervised pre-training and correctness
estimation training, respectively, in the SSL method.

We employed the following three sets for the experiment using handcrafted
features: (1) only the feature f5, i.e., answering time, (2) f1–f4, i.e., eye gaze
features, and (3) f5 and f6, i.e., answering time and self-confidence as described
in Table 1. Besides, using the feature vector generated by SSL, f256, we con-
ducted one experiment. In addition to the above experiments, we employed a
baseline estimator defined as, c = 1

n

∑n
1 cn where cn is the correct answer rate

of the nth window of the training dataset.
We conducted all correct answer rate estimation experiments in a participant

independent way (leave one participant out cross-validation). As an evaluation
metric, we used an absolute error that is calculated as |ct − cp| where ct and cp
are the true and predicted correct answer rate, respectively, for a window. We
changed the window size from one to the maximum possible size of 102.

5.2 Results

Figure 5 shows the experimental results. It describes the change of mean absolute
error in estimating the correct answer rate with the window size. For smaller
windows, the mean absolute error decreases sharply for all methods, although it
is relatively high. This indicates that the quality assessment by estimating the
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Fig. 5. Result of the correct answer rate estimation experiments.

correct answer rate is not an easy task by just taking into account the behavior
for a short period of time. However, for larger windows, the tendency is different.
As compared with the baseline, all proposed methods worked better. Among
all handcrafted features, the use of f5 and f6 produced the best result. This
is because self-confidence includes rich information about the correctness [10,
27], though it requires additional efforts by crowdworkers to declare the self-
confidence for each task. The best performance was obtained by using the feature
vector generated by SSL. At the largest window, the mean absolute error was
0.09. Note that in the feature vector generated by SSL, we do not include self-
confidence manually so that they are easier to employ.

The best proposed method offers an absolute error around 0.1, which is 50%
less than the baseline. This shows the advantage of using eye gaze information
for quality assessment. We consider that the results show a new possibility of
quality assessment using eye gaze—a richer fingerprint of crowdsourcing tasks.

6 Conclusion and Future Work

In this paper, we presented machine learning methods for the quality assessment
of crowdwork by using eye gaze data, answering time, and self-confidence. The
results are promising, especially with the SSL, and show the possibility that
biometric data can be used to evaluate work quickly. With this, personalized
adaptive crowdwork that is based on individual tasks is feasible. In the future,
further experimentation on different types of tasks need to be conducted in order
to gauge the suitability of the method and decouple it from burdensome tasks
such as confidence labeling. Another important area that needs special focus is
on leverage this technology for good, benefiting both crowdworkers and task-
providers. This means developing platforms with clear ethical guidelines and
regulations to ensure crowdworkers’ rights.
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