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Abstract. Software that uses Artificial Intelligence technology like
Machine Learning is becoming ubiquitous with even more applications
ahead. Yet, the very nature of these systems has made it very hard
to understand how they operate, creating a demand for explanations.
While many approaches have been and are being developed, it remains
unclear how strong this demand is for different domains, application
types, and user groups. To assess this, we introduce a novel survey scale
to quantify the demand for explainability. We also apply this scale to an
exemplary set of applications, novel and traditional, in surveys with 212
participants, showing that interest in explainability is high in general for
intelligent systems but also traditional software. While this validates the
heightened interest in explainability, it also reveals further questions, e.g.
where we can find synergies or how intelligent systems require different
explanations compare to traditional but equally complex software.
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1 Introduction

Data-driven applications have become one of the driving factors of our modern
society. They use technology like Machine Learning to process large amounts
of data, enabling functionality that was previously very hard to achieve. Many
of these allow us to let computers take over tasks that would otherwise take
human intelligence and much time. They are often, therefore, also referred to
as “intelligent systems” [28]. Their – seemingly non-intelligent – counterpart is
software that does not use, e.g., Machine Learning but relies on a clear set of
instructions and algorithms for its defined execution.

While traditional software had been the only type for many years, recent
improvements, particularly in processing power and storage, have allowed intel-
ligent systems to become ubiquitous also. Their “decisions” influence how we
find and consume information, what we buy, how we communicate, etc. Their
success is unlikely to stop, too, with up-and-coming applications like autonomous
driving and personalized diagnostics heavily relying on their capabilities.
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Naturally, intelligent systems thus can have a wide-ranging impact on our
life. Understanding their effect on us and society, the ethical implications their
use has, etc., is, therefore, an essential ability for us all. The sheer complexity of
these systems still impedes this, though.

Making these complex systems more accessible is one of the goals of explain-
able AI (XAI) [14,15]. By providing explanations in various forms, this research
branch hopes to allow people to understand how intelligent systems process data,
make their decisions, and operate in general. While explanations of Machine
Learning models often start from the technology, the human perspective is
becoming more and more important [4,16,18,25]. This includes methods for
designing and building explainability for all sorts of target groups [16,19,25,29].

One of the early questions in user-centred XAI must always be whether peo-
ple do require and demand explanations of the systems they use. While often
this demand appears logical, it is usually justified very qualitatively with the
potential benefits of explanations. This, unfortunately, makes it very hard to
quantify and compare this demand across different applications, groups, etc.

This paper contributes by introducing a survey scale in Sect. 3 for quantifying
this demand for explainability. Not only does this allow for better justification of
future explainability, but it also allows interesting comparisons. As an example
and first application for this scale, we performed a high-level investigation into
the difference between intelligent and traditional, non-intelligent systems.

The motivation for this comparison is that people have managed to use com-
plex software systems for many years, often without explicit explanations. This
begs the question of whether intelligent systems are, in this regard, fundamen-
tally different to demand special attention. Depending on the differences and
commonalities, it would also allow us to better find synergies between the spe-
cialized, emerging field of XAI and general, well-researched human-computer-
interaction. We present the results of this first survey with 212 participants in
Sect. 4 and subsequently discuss the implications.

2 Related Work

By design, AI or data-driven systems process volumes of data that are beyond
human capabilities. While the concept of the learning process is fairly straight-
forward, understanding what an individual model has learned and how it comes
to “decisions” is becoming more and more complex with the growing volume of
input data. Explainable AI (XAI) is, therefore, a branch of research that aims
to make these systems more explainable, interpretable, and understandable [15].
Over the years, people have developed many mechanisms, visualizations, and
tools to provide explanations in some form on another [1,3,7,14,18–20,22,27].

However, many of the above methods to increase explainability can be very
technology-focused making them not ideal for inexperienced end-users. As Miller
et al. [23] highlight, this is exasperated by the fact that technology experts
and the developers of these systems are often in charge of making them more
understandable, which can lead to situations in which the end-users’ demands
are neglected.
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There certainly are approaches to make AI more accessible [2,30] and how
their effect from a user-centred perspective [25]. Unfortunately, though, a study
by Hase et al. [17] found that the effect which current explanations have is not as
much as one would hope to begin with. Furthermore, inadequate explainability
can also have an adverse effect where the users believe they understand the
system even though they do not [13,26]. Ehrlich et al. [9] also highlight the
fact that with the uncertainty of data-driven systems, explanations may not
always be beneficial, particularly in real-world scenarios when there may not
be a correct choice, and situational judgement is required. A series of studies
by Bunt et al. [5] furthermore indicates that explanations, while good, are not
always considered worthwhile from the users’ perspective. In fact, they found
that their participants only desired explanations in about 7% of instances. At
the same time, as Eiband et al. [10] explore, even placebo explanations can help.

All this suggests that explainability is not as simple as providing a nice
explanation and all is well, but instead, some prior evaluation will be necessary to
appropriately gauge when, how much, and what type of explanation is adequate.

3 Survey

The following section describes the survey and the scale to assess the demand
for explainability as well as the aspects we took into account when designing it.

3.1 Demand for Explainability Scale

Since a survey of the literature yielded no readily available scale to measure the
demand for explainability, we constructed our own.

To this end, we brainstormed an initial set of 30 questions related to explain-
ability of software systems, which we narrowed down to 15 core questions based
on the feedback of two experts for XAI and intelligent systems (see Table 1). All
questions use five-point Likert scales.

After a pilot survey to eradicate comprehension issues, we used a first sam-
ple of 50 questionnaire answers for a factor analysis of those questions using R’s
psych package1. The factor analysis as a statistical method allowed us to deter-
mine which of our initial questions actually contribute to the intended topic and
which are tangential [21].

The factor analysis revealed four factors (cf. Fig. 1) in our data with the
loadings, as shown in Table 1. These values indicate how strongly the individual
questions contribute to a common underlying topic. Visual analysis via a scree
plot also supports the assumption that there are four factors. We concluded that
the first group of questions actually pertains to the demand for explainability.
The second may be considered to be about the system performance, the third
appears to be about prior experience, and the last group covers the participants’
perceived own expertise.

1 https://www.rdocumentation.org/packages/psych/.

https://www.rdocumentation.org/packages/psych/
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Fig. 1. The Scree plot, a method for visually identifying the number of factors during
factor analysis, suggests four underlying factors.

We, therefore, considered only the first seven questions in the table as our
scale throughout the remainder of this work. To see the scale work in practice,
we then used it to gauge the demand for explainability for a number of software
systems (as described below). We kept all 15 questions in, though, to re-run the
factor analysis with a large data set, which yielded the same factors. This and
a Cronbach’s α of 0.88 for our scale indicate to us that the scale consistently
measures what it is meant to.

3.2 Explainability of Different Types of Applications

To apply the scale in practice, we selected a number of software systems com-
monly found in the literature [6,11,12,14,19,24,29] for two comparisons.

First, we compared intelligent systems that people already use in their daily
life to some that either still under research or used only in niche, experimental
circumstances. With the explanations we provided for each of these systems,
the participants could build an understanding of what an intelligent system
is and thus had a point of reference and see intelligent systems, not as a vague
concept but an everyday occurrence. For the systems not yet available, one would
assume that the demand for explainability would be higher, already due to their
unfamiliar nature, so it provided a good point of reference for comparison.

For the reasons mentioned at the beginning of this paper, we also chose to run
a second comparison against more traditional software systems. The applications
we used as examples in our surveys are, therefore, as listed in Table 2.

For each application, we asked how frequently people use it and only applied
the scale to those applications which the participant would use only at least
infrequently. So, the number of applications for which each participant pro-
vided feedback did vary slightly. To ensure a shared understanding of these
applications, each was preceded by an example and a description which of its
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Table 1. Factor analysis indicated four factors in our 15 questions with the loadings as
shown. Values of less than ±0.3 are omitted. We concluded that the first six questions
refer to the demand for explainability.

Question Loadings

The systems needs to be explained more 0.833

I would benefit from an explanation of how the system works 0.785

The system should justify its decisions and its output 0.734

It is important that people understand how this system works 0.719

The system would be improved if it offered explanations for its behaviour 0.712

Understanding how the system works is important to me 0.658

I am interested in understanding the detailed internal workings of the system 0.608

I am willing to trust the output of the system 0.636

I would describe the system’s behaviour as intelligent 0.485

In my experience, the system works as intended −0.546

If the system did not work as intended, I would suffer negative consequences −0.553

I have been in a situation where the system behaved contrary to my

expectations

0.690

I frequently experience situations in which I do not understand why the

System behaves the way it does

0.686

I have an idea of what factors might influence the behaviour of the system 0.729

I believe I am capable of understanding how this system works 0.689

features are relevant for the survey and may warrant an explanation. We also
used these descriptions to explicitly differentiate between intelligent and non-
intelligent applications, particularly for those applications where the line starts
to blur.

Besides this the survey also included a section for demographic and back-
ground information and the technology affinity scale by Edison and Geissler [8].
For each application, we also had open, free-text questions ask whether partic-
ipants saw specific issues that require explanations in order to have additional
qualitative feedback to the quantitative measure of the scale.

We disseminated each survey, comparison to future and traditional applica-
tions, online over a two-week period each to a diverse group of students, employ-
ees, and alumni of our institution.

Table 2. The applications we used as examples for the different groups in our survey.

Current intelligent systems Future intelligent systems Traditional software

Online search engine Autonomous driving Operating systems

Social media platforms Predictive policing Web browser

Multimedia platforms robotics Email software

Online shops Personalized medicine Office applications

Navigation Image manipulation software
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4 Results

In total, 96 people completed the first survey comparing current and future
intelligent systems, and another 116 contributed to the comparison to traditional
software. In the following, we will explore these results of our survey scale.

Based on the demographic data, our survey participants provide us a sample
of 94 males, 112 females, and six participants that chose not to disclose their
gender. They tend to be on the younger side (mean: 24.8, sd: 5.7), which also
shows in the education, where half had at most a high school education and
a quarter had received a Bachelors degree, and in their professional experience,
where a third indicated that they had less than a year of work experience (mean:
3.1, sd: 4.7). The technology affinity of our participants, measured on a range
from 1 to 5, was decent, with an average score of 3.5 (sd: 0.9).

Fig. 2. The demand for explainability across the different applications.

Figure 2 now shows the demand for explainability across our selected appli-
cations. Overall the demand is medium to high and very consistent within each
application group. Between those groups, we can clearly see a difference as the
demand for explainability is at a consistently medium level (mean: 3.6, sd: 0.7)
for applications that the participants already use, while for the applications
that are not yet widely available, on the other hand, the demand is overall
much higher (mean: 4.3, sd: 0.5). So we performed a hypothesis test to com-
pare whether this difference between current and future applications is signifi-
cant. With a Shapiro-Wilk-Test indicating a normal distribution of the data, the
results of a subsequent ANOVA show a highly significant difference (p < 0.001)
between these application types. Between traditional applications and available
intelligent systems, we could not determine a significant difference (p > 0.168).
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The quantification also allows us to better compare the demand for explain-
ability between different participant groups. However, we could not determine
any effect of age (corr. coeff: 0.055) or gender (t-test: p > 0.62) on the demand
for explainability. Effects of education or professional experience also are negli-
gible. The participants’ technology affinity was ever so slightly correlated to the
demand for explainability (correlation coefficient: 0.217) in general, although this
results mostly from the traditional applications (correlation coefficient: 0.295)
and not from the future applications (corr. coeff.: 0.091).

While the quantification alone is a good way for comparing two groups,
it alone does not yet tell much about specific problems or solutions. This
was very apparent in the qualitative list of issues that demand explainability
which resulted from inductive coding of the qualitative answers. Concerns about
data protection and privacy were raised 42 times for intelligent systems and
only 5 times for traditional applications. Other issues were bias due to skewed
data (29 intelligent/0 traditional systems), security risks (9/6) or the effect of
undetected failures (23/20).

Based on their feedback in the open questions, participants also disagreed on
what format explanations should have across all applications, with some request-
ing detailed technical explanations while others explicitly stated that this type
of explanation would not help them. The presentation of explanations, however,
was not a separate question and thus only some participants divulged their pref-
erence. Consequently, we cannot make reliable estimates of how prevalent these
opinions are for different applications.

5 Discussion

Based on the data outlined in the previous section, we will briefly discuss the
meaning and implications of these results.

As a high-level summary, it can be said that the demand for explainability
appears to be consistently high across the board. This high interest in explain-
ability certainly validates the increased interest in XAI and human-centered
methods in general. On the other hand, the fact that for existing intelligent
applications the demand is not significantly higher, suggests that with all the
interest in new technology, existing software is still not sufficiently explained.
A possible explanation for this may be that even software systems that do not
use Machine Learning or similar technology have become so complex that from
the perspective of the average user they do not differ to much from data-driven
applications. So, maybe research on explainability should focus more on inher-
ent complexity than on underlying technology. A future comparison to simpler
systems may corroborate this.

One important factor that does play a role, though, is whether people already
use an application, which leads to a slightly lower demand for explainability. This
should come as no surprise, since the less they know about applications, the more
information they need to understand it. People have gotten used to the software
they use every day and are familiar with its capabilities and limitations.
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The interesting point here is that many of these systems only have limited
explanatory capabilities. This suggests that people are, in fact, capable of gen-
erating their own explanations even without explicit support. Whether these
explanations are correct and sufficient is another question. Actively supporting
the user still seems to be a worthwhile endeavor.

Considering the wide array of issue that our participant listed as in need
of explanations, we can assume that not everyone needs the same explanations
to be satisfied, though. The spectrum of issues is wide within single applica-
tions also. Furthermore, different participants gave different requirements for
their explanations, strongly indicating that we will probably need multiple dif-
ferent explanations per application, target group, and use case, further pointing
towards more user-centered approaches.

Which situation requires what type and level of explanation will need to
be explored on an individual basis as our high-level assessment can only act
as an early indicator. Clearly, there are many factors that have not yet been
explored, like the influence of experience or personality. We, therefore, encourage
future researchers and engineers to start not with the technology when building
explanations but rather assess the demand quantitatively and qualitatively first
and only then attempt to meet it.

6 Conclusion

In this paper, we introduced a survey scale to assess the demand for explain-
ability in various software systems, domains and use cases. A quantification with
such a test instrument is helpful for comparing systems, situations or user groups.

We tested this scale with an online survey where we recorded the gen-
eral demand for explainability for various software systems, some of which use
Machine Learning, some of which do not. This high-level evaluation validates
the interest in XAI but it also points out the fact that intelligent systems are by
no means the only software systems in need of better or more explanations.

Additional qualitative feedback from the survey also shows that there are
some similarities in terms of what aspects need to be explained, but also some
application-specific issues. Rather than building explanation form the technol-
ogy side, this should encourage a user-centred perspective for explainability since
there is no single solution that fits all situations or user groups. It also indi-
cates that there might be strong synergies between more traditional Human-
Computer-Interaction and XAI.
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