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Abstract. We investigate typing on a QWERTY keyboard rendered in
virtual reality. Our system tracks users’ hands in the virtual environment
via a Leap Motion mounted on the front of a head mounted display.
This allows typing on an auto-correcting midair keyboard without the
need for auxiliary input devices such as gloves or handheld controllers. It
supports input via the index fingers of one or both hands. We compare
two keyboard designs: a normal QWERTY layout and a split layout.
We found users typed at around 16 words-per-minute using one or both
index fingers on the normal layout, and about 15 words-per-minute using
both index fingers on the split layout. Users had a corrected error rate
below 2% in all cases. To explore midair typing with limited or no visual
feedback, we had users type on an invisible keyboard. Users typed on
this keyboard at 11 words-per-minute at an error rate of 3.3% despite
the keyboard providing almost no visual feedback.

Keywords: Text entry · Virtual reality · Head mounted display
(HMD)

1 Introduction

Virtual reality (VR) and augmented reality (AR) head-mounted displays
(HMDs) offer the promise of rich, three-dimensional, interactive user experi-
ences. As technology advances, HMDs will become more capable, portable, and
fashionable. As this starts to occur, we believe users will shift to VR and AR
devices to perform many of the activities currently supported by smartphones
or other portable touchscreen devices. One of the core interaction primitives on
touchscreen devices is text input. Similar to the situation with mobile devices,
users will likely not want to carry an additional input device to support text input
(e.g. a wireless keyboard). Further, using auxiliary devices can be troublesome in
VR and AR scenarios where a user may be standing or moving around. Ideally,
input would be possible relying solely on the HMD. While HMDs typically have
a microphone, speech input can present social or privacy concerns. Moreover,
correcting speech recognition errors can be time consuming, especially for text
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Fig. 1. Entering text using the normal keyboard with one hand (top left), the normal
keyboard with two hands (top right), the split keyboard with two hands (bottom left),
and the invisible keyboard (bottom right).

containing uncommon words [1]. HMDs increasingly feature a front-facing cam-
era that can track the location and pose of a user’s hands. Our work explores
text input in VR using such hand tracking.

For new or infrequent users of text input in VR or AR, we think a familiar
input method leveraging users’ experience with auto-correcting touchscreen key-
boards may be preferable. Thus we explore text entry by having users tap on a
midair virtual keyboard. This keyboard is located directly in front of the user.
This position allows an ergonomic front-facing head position, visual guidance of
hands to the keys, and positions a user’s hands in the tracker’s field of view.
Our work also provides a walk-up-and-use interface to enter text. While much
of the previous work in midair text entry needs training of an hour or more
[9,17–19,31,33], our system requires almost no training.

Our focus is on the visual design of the keyboard and the impact of typing
with one or both hands. Our system tracks a user’s hands via a Leap Motion
depth camera mounted on a VR HMD. In the virtual environment, users see a
rendering of their hands as well as a virtual keyboard (Fig. 1). In a user study,
we compare user performance and preference for typing with the index finger of
one or both hands. We also compare typing with both hands on a normal layout
versus a split layout. To our knowledge, we are the first to study bimanual typing
on a midair auto-correcting virtual keyboard. Despite users seeing only a virtual
version of their hands, and without tactile feedback or word predictions, users
typed at 16 words-per-minute (wpm) at an error rate below 1% on the normal
layout. We found the normal layout was superior to the split layout.
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After our main study, participants completed an exploratory session in which
they first defined a midair keyboard in a size and location of their own choosing.
Participants then typed sentences in midair with no visual keyboard reference.
We found typing on an invisible midair keyboard can be surprisingly effective;
users entered 71% of sentences on an invisible keyboard with zero errors. This
suggests midair keyboard input may be possible even when visual feedback is
limited, for example HMDs with a small display area for users with normal
vision, or a normal display area for users who are low vision. In some cases,
people may also need to input text when visual feedback is non-existent, for
example audio-only AR or for users who are blind.

Our contributions in this work are as follows:

(i) With little practice, novices typed on a midair keyboard with autocorrect
and achieved acceptable walk-up performance; 16 words-per-minute at less
than 1% character error rate. This is likely sufficient for applications requir-
ing only modest amounts of text input. Our approach does not require user
training or specialized input devices (as required by much existing work).

(ii) We provide the first comparison of one- and two-handed midair keyboard
performance. Unlike touchscreen keyboards, we did not find a performance
advantage to typing with two fingers in a walk-up-and-use scenario.

2 Related Work

In this section, we review existing work related to text entry in virtual reality.
For a detailed overview of the techniques by classification, strengths, limitations,
and performance, see Dube and Arif [8].

AR Keyboards. ARKB [16] exploited depth information obtained via a stereo
camera attached to an HMD. A user’s fingers were marked with colored markers.
The stereo camera tracked the markers and detected collision with an augmented
reality QWERTY keyboard. No user trial results were reported. PalmType [28]
allowed text input for smartglasses using a QWERTY keyboard interface on a
user’s palm. In a user study, users wrote at 8 wpm on an optimized PalmType
QWERTY keyboard with Vicon tracking system. Using a wrist-worn infrared
sensor and a touchpad, users wrote at 5 wpm.

Our keyboard is similar to VISAR [9], an AR midair auto-correcting key-
board. VISAR uses the same VelociTap [26] decoder for auto-correction as we
use here. VelociTap takes a series of keyboard touch locations and outputs the
most likely text. Using a Microsoft HoloLens HMD, VISAR tracked a user’s
hand location and employed a fixed spatial offset to approximate the location
of a user’s index finger. On a virtualized midair input surface users wrote at
6 wpm. With the help of word predictions and two hours of practice, the entry
rate improved to 18 wpm. Compared to VISAR, our system tracks users’ fin-
gertips as opposed to users’ hands. We add new knowledge regarding bimanual
typing performance and compare a normal QWERTY layout versus a split lay-
out. We also explore input in VR rather than AR.
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HoldBoard [2] used a smartwatch to enter text on smartglasses. Users selected
a character on the smartwatch’s screen using a combination of thumb position
and index finger tapping. The result was displayed on the smartglasses. Users
entered text at 10 wpm after eight sessions. Yu et al. [32] also explored touch-
based smartglass text input. Using a Google Glass HMD, users wrote at 9 wpm
using one-dimensional touch input coupled with auto-correction.

Finger Tracking Using Leap Motion. ATK [30] allowed two-handed touch
typing on a midair keyboard using a Leap Motion sensor to track a user’s fingers.
It provided visual feedback on a desktop display. The sensor was stationary and
placed horizontally on a table under a user’s hands. ATK inferred text based
on 3D fingertip kinematics. After practice, users entered text at 29 wpm. ATK’s
reliance on ten-finger typing may make it difficult for non-touch-typists. Also
ATK used a stationary tracker which could be challenging in standing or mobile
use scenarios. While ATK is potentially a fast midair input method that enables
10 finger input, it differs from our work in that: 1) ATK displayed the keyboard
on a monitor, 2) the Leap Motion was stationary, and 3) users did not interact
with virtual hands in an immersive virtual environment.

Sridhar et al. [23] and Feit et al. [10] used a Leap Motion to track users’ fingers.
In both works, users entered text in midair by learning specific multi-finger ges-
tures. In contrast to their approaches, we allowed input using just the index fingers.
Our approach is intuitive, does not require learning any gestures, and users can
easily transfer their experience typing on auto-correcting touchscreen keyboards.

Adhikary and Vertanen [1] investigated text input in VR using speech and a
midair keyboard. They also used a Leap Motion sensor to track a user’s fingers. A
user could enter text with or without speech. When using speech input, a midair
keyboard provided a fallback mechanism for correcting speech recognition errors.
The midair keyboard supported word prediction. In a study with 18 participants,
users entered phrases where half of the phrases contained an uncommon word.
Users wrote at 28 wpm with speech versus 11 wpm without speech.

Auxiliary Input Devices. Various work has investigated VR input using aux-
iliary devices. Yu et al. [31] investigated gesture typing using an HMD and a
gamepad controller. Head rotation was used to control a pointer on a virtual key-
board. The fastest entry rate was achieved using a word-gesture keyboard [34] at
25 wpm after an hour of practice. PizzaText [33] presented a circular keyboard lay-
out in VR. Using the dual thumbsticks of a hand-held controller, novices wrote at
9 wpm while experts wrote at 16 wpm after two hours of practice.

McGill et al. [19] showed that injecting real-word video in VR significantly
improved typing on a physical keyboard in VR. Walker et al. [27] presented a
system that assists HMD users in typing on a visually occluded physical key-
board. With the help of auto-correction and visual feedback after each key press,
users typed at 40 wpm.

Grubert et al. [12] showed that desktop and touchscreen keyboards can be
used as text entry devices in VR. By simply rendering a user’s fingers in VR,
they showed users retain 60% of their typing speed on a desktop keyboard with
no significant learning effects. In another study, Grubert et al. [11] studied hand
representations in VR while typing using a standard physical keyboard. Users
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wrote at 34 wpm with no hand visualization, 36 wpm with fingertip visualization,
and 39 wpm with video see-through of their hands.

Knierim et al. [14] also investigated hand visualization in VR while typing
on a physical keyboard. They compared user performance on hand visualiza-
tion, semi-transparent hands, and no hands. Results revealed that expert typists
benefited from seeing their hands whereas novice users benefited from semi-
transparent hands. To aid typing with a midair VR keyboard, Gupta et al. [13]
investigated the utility of tactile feedback. They compared audio-visual only
feedback with three different on-finger and on-wrist vibrotactile feedback. While
the speed and accuracy across different feedback conditions were comparable,
users preferred the tactile feedback conditions.

Markussen et al. [17] analyzed one-handed text input in midair using three
selection-based techniques. The location of a user’s index finger was sensed via
a tracked glove. A large high-resolution displayed a keyboard and a dot represent-
ing a user’s fingertip. Users typed the fastest at 13 wpm using a QWERTY key-
board after four hours of practice. Speicher et al. [22] investigated text entry tech-
niques using an HMD, hand-held controllers, and visualization of hands sensed
via a Leap Motion. Users wrote at 15 wpm with a low error rate of 1% by pointing
using hand-held controllers. Using the hand visualization users wrote at 10 wpm
with a much larger error rate of 7.6%. We used a similar hand visualization tech-
nique in our study. Vulture [18] allowed users to wear gloves and let users write
on a word-gesture keyboard in midair. After five hours of practice, users wrote at
20 wpm.

Bimanual Text Entry. Bimanual text entry have been investigated for touch-
screens [6,20,24,29] and game controllers [21]. Bi et al. [6] and Truong et al. [24]
found bimanual gesture typing on touchscreens yielded better performance than
unimanual input. Oulasvirta et al. [20] explored a bimanual split keyboard called
KALQ. However, they did not compare unimanual and bimanual input. Using two
hands, users typed at 37 wpm after one hour of practice. Sandnes et al. [21] showed
bimanual game controller input on a QWERTY keyboard had an entry rate of
7 wpm.

Aschim et al. [4] studied one- and two-handed typing performance on a split
touchscreen tablet keyboard. Similar to their finding, we found that a split key-
board does not provide better midair typing performance compared to a normal
QWERTY layout. Alamdar et al. [3] proposed a new split keyboard layout for
improving text entry rate by optimizing different split keyboard layouts and key
dimensions. They reported between 7% to 18% improvement in the text entry rate
over the other split keyboards. While the past work has investigated bimanual user
interaction with touchscreen keyboards, in this paper we conduct the first study
comparing unimanual and bimanual input on a midair virtual keyboard.

Key Aspects of our Work. Compared with past work, we focus on designing
an input method that does not require user or system training, and does not
require hand-held devices, gloves, or expensive tracking infrastructure. We also
investigate reducing the visual occlusion of the keyboard by splitting the key-
board to allow better perception of the central visual area, and by eliminating
almost all visual keyboard elements.
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3 Interface Design

Midair QWERTY Keyboard Layouts. Given the widespread familiar-
ity with QWERTY desktop and touchscreen keyboards, this layout was a
clear choice for providing walk-up-and-use functionality. Our system renders a
QWERTY keyboard 40 cm in front of the user (Fig. 1). Our system either dis-
plays a normal keyboard or a split keyboard. The normal keyboard is 20 cm× 7.5
cm. Each half of the split keyboard is 10 cm × 7.5 cm separated by 10 cm. We
divided keys between the two halves based on Apple’s iPad split keyboard. We
chose the distance between the split halves keeping two things in mind: 1) the
halves are positioned such that they are comfortably within the reach of a user’s
hands when extended, and 2) the user does not have to rotate their head when
switching attention between the two halves. These design choices are further
supported by Bachynskyi et al. [5] who suggested splitting the input space for
the right hand and the left hand when making pointing gestures.

Vertical Keyboard Orientation. We placed the keyboard vertically in front
of the user. This allowed users to see the keyboard and their input with minimal
head movement. We opted not to use a horizontal keyboard orientation. As our
depth sensor was mounted on the HMD, a horizontal keyboard would require a
user to bend their neck which could be strenuous. Also in many use scenarios,
e.g. messaging in a game, users may want to visually attend to things in front
of them while also visually guiding their fingers over the keyboard.

Hand Tracking and Midair Tapping. We rendered a user’s hands via the
default visualization in the Leap Motion Orion Beta SDK v3.2. Possible alter-
natives to a Leap Motion sensor such as a Vicon tracking array may be more
accurate, but are expensive, not very portable, and may require wearing special
clothing or markers. We wanted to use a tracker that was inexpensive, walk-up-
and-use, and portable. The Leap Motion meets all these requirements.

We opted to design our interface around the familiar interaction of tap-
ping visual objects. This provides an easy-to-understand interaction primitive
for users, namely making their (virtual) hands contact an object in three-
dimensional space. Compared to an approach based on continuous gestures, we
thought the tapping primitive would be more robust to tracker inaccuracies and
also eliminate the need to train users on how to start or stop gestures.

We displayed the keyboard and rendered a user’s hands in the virtual envi-
ronment. A key was registered and a click sound was played whenever a user’s
index finger crossed the keyboard plane. Tapping a key caused the nearest key
to light up for as long as the finger remained through the keyboard plane. The
letter on the key nearest to a tap was added in the text area above the keyboard.

Input Using Index Fingers. While we can detect any finger crossing the
keyboard plane, we limited our interface to detecting just index fingers. On
touchscreens, users usually type with index fingers or thumbs. We choose to use
index fingers as thumbs are less precise and unconventional based on prior midair
interaction work. In piloting, we found the use of index fingers was indeed the
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most usable option. While users might switch fingers on a tablet, on a tablet
users know when any finger accidentally contacts the touchscreen. In midair,
there is no such tactile feedback. This could result in extra key presses due to
the sympathetic motion of all of a hand’s fingers. We found these extra key
presses were surprising to users and difficult to avoid in the heat of text entry.

Backspace and Space Key. We expected users would occasionally trigger the
wrong key due to inaccuracies in the hand tracking, the virtual hand visualiza-
tion, or the virtual keyboard visualization. A backspace key in the lower right of
the keyboard deleted previous taps from the pending taps. After typing all the
letters of a word, users pressed a space key. The split keyboard had a space key
on both sides allowing whatever hand was convenient to tap space. This is also
consistent with Apple iPad’s split keyboard design.

Pressing space sent the location of the pending taps for auto-correction (to be
discussed shortly). The location of a tap was the two-dimensional coordinate on
the keyboard plane where the tip of a user’s index finger crossed the plane. After
pressing space, the nearest key text for the pending taps was replaced with the
best recognition result. Immediately after recognition, pressing the backspace key
deleted the entire previous recognition result rather than backspacing individual
characters. This allowed users to quickly delete recognition errors.

Auto-Correction. Given the tracking and visualization challenges, as well as
the lack of tactile feedback, the only hope of reasonably fast midair keyboard
typing is to allow noisy user input but provide a strong auto-correction capabil-
ity. We used the VelociTap decoder [26] for auto-correction. VelociTap takes the
noisy tap locations as input and searches for the most likely word based on a
probabilistic keyboard model, a character language model, and a word language
model. It assumes tap locations follow a two-dimensional Gaussian distribu-
tion centered at each key. Each key is assumed to have the same distribution.
The distribution’s variance in the horizontal and vertical axes are independently
controlled by two decoder parameters. For each tap, VelociTap calculates the
likelihood of each key under the keyboard model. This likelihood is added to
the probabilities from the decoder’s character and word language models. The
contribution of each language model is controlled by two additional parameters.
The decoder also has two penalties allowing taps to be deleted, and characters to
be inserted without a tap. We optimized the decoder’s configurable parameters
using data collected by five people who did not participate in our user study.

The decoder used a 12-gram character and a 4-gram word language model
with a 100 K vocabulary. We trained the language models on billions of words of
data from web forums, social media, and movie subtitles. The character and word
language models had 25 M and 13 M n-grams respectively. Recognition used any
previous text written for the current sentence as context for the language models.
In our study, we opted not to provide other features such as word predictions. We
wanted to focus on the performance of unimanual versus bimanual interaction,
and on the two keyboard designs.
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4 User Study

The goal of our main study was to explore unimanual and bimanual midair
keyboard input using hand gestures sensed via a commodity sensor. We also
wanted to see if we could reduce occlusion in the central visual area by splitting
the keyboard. The split keyboard separates keys into two halves, potentially
making hand-tracking or recognition by the decoder more accurate.

4.1 Participants

We recruited 24 participants via convenience sampling. None had uncorrected
vision or motor impairments. Participants were aged 18–44 (mean 26.5, sd 6.8),
17 were male and 7 were female. 22 were right-handed and 2 were left-handed. All
were familiar with QWERTY keyboards. 15 participants had used VR previously.

4.2 Experimental Design

We designed a within-subject experimental study with three counterbalanced
conditions: Unimanual, Bimanual, and Split. In Unimanual, we instructed
participants to tap with the index finger of their dominant hand. In Bimanual
and Split, we told participants to tap with the index finger of both hands.
Split used the split QWERTY layout while Unimanual and Bimanual used
the normal layout.

4.3 Procedure

Participants first filled out a questionnaire asking demographic questions, and
about their experience with text entry and VR. We seated participants at a desk
and helped them adjust the HTC Vive HMD. The HMD had a Leap Motion
controller mounted on the front. We gave participants a few minutes to become
familiar with the virtual environment. During this familiarization period, we had
participants move their head, lift both hands, and move their virtual hands.

We first explained to participants how the decoder’s auto-correction works.
Participants then practiced in each condition. They practiced conditions in the
same order they would experience them in the evaluation. In each condition, par-
ticipants wrote four phrases during practice and 12 during evaluation. We used
the mem1-5 phrases from the Enron mobile dataset [25]. Participants never saw
the same phrase twice. They had as long as they wanted to memorize phrases.
Requiring that participants memorize phrases slightly increases entry rate at the
expense of slightly increasing error rate [15]. To motivate participants and help
them monitor their performance, we showed the entry and error rate after each
phrase. We asked participants to enter phrases “quickly and accurately”.

After each condition, participants completed a questionnaire and rated their
exertion using the Borg CR10 scale [7]. The study including an exploratory
session (to be discussed in Sect. 5) took approximately an hour.
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Fig. 2. Entry rate, character error rate (after recognition), literal error rate (before
recognition), and backspaces per character in the study.

4.4 Results

Figure 2 shows our main results. Table 1 gives numeric results and statistical
tests. In 10 phrases out of 864, participants left off two or more words at the
end of a phrase. Likely this was because they forgot the phrase. We removed
these instances from our analysis. This affected at most two phrases from any
particular participant in any condition. Unless otherwise stated, we tested for
significance using repeated measure analysis of variance (ANOVA). For pair-
wise comparison, we used paired t-tests and adjusted p-values using Bonferroni
correction to guard against overtesting.

Entry Rate. We calculated entry rate in words-per-minute (wpm). We consid-
ered a word to be five characters including space. We measured the duration of
entering a phrase as the time between user tapping the first key of the phrase
and tapping a done button. The done button was located below and to the right
of the keyboard. Participants’ mean entry rate was 16.1 wpm (sd 2.9) in Uni-
manual, 16.4 wpm (sd 2.3) in Bimanual, and 14.7 wpm (sd 2.4) in Split. An
ANOVA test was significant (Table 1). Post-hoc tests showed Split was slower
than Bimanual. Other pairwise comparisons were not significant.
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Table 1. Results are formatted as: mean ± SD [min, max]. The bottom section of the
table shows the repeated measures ANOVA statistical test for each dependent variable.
For significant main effects, we show pairwise post-hoc tests (Bonferroni corrected).

Condition Entry rate Error rate Literal error rate Backspaces

(wpm) (CER %) (CER %) per character

Unimanual 16.1 ± 2.9 [10.7, 21.9] 0.7 ± 0.9 [0, 3.0] 8.8 ± 5.4 [1.8, 24.1] .014 ± .021 [.00, .08]

Bimanual 16.4 ± 2.3 [10.5, 19.9] 0.8 ± 1.2 [0, 4.4] 9.8 ± 5.6 [3.3, 21.1] .017 ± .013 [.00, .05]

Split 14.7 ± 2.4 [11.1, 20.5] 1.4 ± 1.5 [0, 5.9] 9.0 ± 4.4 [2.3, 20.5] .017 ± .016 [.00, .05]

ANOVA F2,46 = 5.52, p < 0.01 F2,46 = 2.31, p = 0.11 F2,46 = 0.45, p = 0.64 F2,46 = 0.36, p = 0.7

Effect size η2
p = 0.19 η2

p = 0.09 η2
p = 0.02 η2

p = 0.015

Post-hoc Uni ≈ Bi, p = 1.0 Not applicable Not applicable Not applicable

Uni ≈ Split, p = 0.079

Split < Bi, p < 0.05

Error Rate. We measured error rate using Character Error Rate (CER). CER
is the number of character insertions, deletions, and substitutions needed to
change the participant’s final text into the reference text divided by the total
characters in the reference. Error rate was similar and low across all conditions:
Unimanual 0.74% (sd 0.9%), Bimanual 0.79% (sd 1.2%), and Split 1.41%
(sd 1.5%). An ANOVA test was not significant (Table 1). All participants had
a CER of 3% or less with many achieving near perfect accuracy (Fig. 3). Error
rate was more variable in Split. We conjecture this may be due to the sensor or
the user being less accurate away from the keyboard center. We will investigate
this further shortly.

We also measured the literal CER by comparing the text before auto-
correction with the reference. Literal CER was much higher and similar across all
conditions: Unimanual 8.8% (sd 5.4%), Bimanual 9.8% (sd 5.6%), and Split
9.0% (sd 4.4%). An ANOVA test was not significant (Table 1). The high lit-
eral CERs shows the importance of auto-correction for enabling accurate midair
typing.

Interkey Time. Interkey time was calculated as the time difference between
two consecutive taps of letter keys in all the entered words. The interkey time
in Bimanual was 0.62 s (sd 0.10), in Unimanual was 0.65 s (sd 0.13), and
in Split was 0.71 s (sd 0.13). An ANOVA test was significant. In post-hoc
tests, we found similar to entry rate, only Split was significantly slower than
Bimanual (Split < Bimanual, p < 0.05; Unimanual ≈ Bimanual, p = 0.15;
Unimanual ≈ Split, p = 0.10). Thus, locating and tapping keys in Split did
seem to contribute to that condition’s slower entry rate.

Correction and Tap Behavior. Participants rarely used backspace. The
backspaces per final output character were:Unimanual 0.014,Bimanual 0.0169,
and Split 0.0166. An ANOVA test was not significant (Table 1). Recall right after
recognition, tapping backspace deleted the recognized word. Word deletions per
output word was low in all conditions: Unimanual 0.024, Bimanual 0.032, and
Split 0.040. Taken together, it seems participants trusted auto-correction and, as
evidenced by the low final CER, it delivered acceptable accuracy.
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We were interested how often participants used their right index finger to
tap a key on the left side of the keyboard and vice-versa. Figure 4 shows all
taps in the two bimanual conditions. We can see in Bimanual, participants
frequently typed letters on the left side of the keyboard with their right hand.
This even happened in Split, albeit to a lesser extent. In Bimanual, despite
53.9% of the reference phrase letters being on the left side of the keyboard, only
50.2% of participants’ taps were with their left hand. This shows a tendency for
participants (who were almost all right-handed) to favor their dominant hand.

4.5 Subjective Feedback

After each condition, participants rated statements on a 5-point Likert scale
(1=strongly disagree and 5=strongly agree). The mean rating for “I entered text
quickly” was: Unimanual 4.17, Bimanual 4.08, and Split 3.75. A Friedman’s
test was not significant (χ2(2) = 3.96, p = 0.14).

Themean rating for “I entered text accurately”was:Unimanual 3.88,Biman-
ual 3.54, and Split 3.17. A Friedman’s test was significant (χ2(2) = 10.27, p <
0.01). Split was significantly lower than Unimanual (difference = 18.5, critical
= 16.6). Other pairwise differences were not significant (Bi-Split 11.5, Bi-Uni
7.0). This shows that participants noticed the lower accuracy of Split.

After each condition, we asked participants for a positive and negative aspect
of that condition. Table 2 shows a list of such comments. At the end of our study,
we asked participants to rank conditions in terms of quickness, accuracy, effort,
and overall. The most preferred conditions were as follows:

• Quickness—Bimanual 10, Unimanual 8, Split 6
• Accuracy—Bimanual 9, Unimanual 9, Split 6
• Effort—Unimanual 11, Bimanual 8, Split 5
• Overall—Bimanual 10, Unimanual 7, Split 7



Typing on Midair Virtual Keyboards 143

Key center
Left
Right

Key center
Left
Right

Fig. 4. Taps with the left and the right index finger in Bimanual (top) and Split
(bottom). Center of the keys are shown for better visualization.

Participants rated their exertion on the Borg CR10 scale [7] where 0=no
exertion and 10=extremely strenuous. Exertion in all conditions corresponded
to “moderate exercise”: Unimanual 3.38, Bimanual 3.08, and Split 3.04. A
Friedman’s test was not significant (χ2(2) = 3.27, p = 0.20). While we had antic-
ipated bimanual input would be more exerting, participants rated it similarly.

Taken in aggregate, the subjective feedback shows participants were varied
in their perceptions and preferences about the different visual keyboard layouts
(single versus split) and interaction styles (unimanual versus bimanual). This
suggests midair virtual keyboards may want to support several layouts and sup-
port both one- and two-handed typing.

4.6 Further Analysis

Quantitative results (e.g. Fig. 3) show that six participants had an error rate of
more than 3.0% in various conditions. This error rate and open comments from
participants suggested that some participants experienced occasional hand track-
ing issues, especially in the Split and Bimanual conditions. In our pilot testing
with five people prior to the study, we did not encounter tracking issues with the
keyboard layouts or interaction styles. In the study, however, four participants in
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Table 2. Selected positive and negative comments from the study.

Unimanual

+ “This felt faster and easier”

+ “I became more comfortable using this system”

- “It’s tiring while using only one index finger”

- “At time the virtual fingers would move on their own”

Bimanual

+ “This felt more natural”

+ “I definitely felt more confident”

- “Seemed to flash when both hands overlapped”

- “Hands got in each other’s way”

Split

+ “It became easier to play with the keyboard”

+ “It was a learning experience”

- “Had trouble typing accurate with my left hand”

- “I felt my dominant hand was more accurate”

particular seemed to have issues. It is possible something about their particular
hand motion or relative distance from the Leap Motion controller made their
hands particularly difficult to track.

To investigate this further, we reviewed screen recordings of all the partic-
ipants’ sessions. We flagged 12 of the 854 phrases written in all conditions as
having hand tracking issues. Among the flagged phrases, eight were in Split,
three were in Bimanual, and one was in Unimanual. We removed the flagged
phrases from the data and recomputed the entry and error rate in each condition.
Removing these phrases and recomputing the entry rate and error rate yielded
similar results. Entry rates after filtering were: 16.4 wpm Unimanual, 16.6 wpm
Bimanual, and 14.7 wpm Split. Character error rates were: 0.7% Unimanual,
0.7% Bimanual, and 1.2% Split.

5 Design Exploration: Invisible Keyboard

After completing the main study, participants took part in a final design explo-
ration. The focus of this part was to investigate input of small text passages
where a visual keyboard may not be possible or desirable. For example, a user
may be in an instrumented environment (e.g. car) and need to lookup a con-
tact. To achieve this, the user could trace a rectangle in midair and then type
the contact’s name in that spatial area. Or in a VR game, a player may want to
type a quick message to another player. The player could keep their eyes on their
environment while specifying a keyboard off to the side, typing their message
using their peripheral vision or motor memory.
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Fig. 5. User defining the keyboard geometry (left), and entering text on an invisible
keyboard with almost no visual feedback (right).

In addition to the above rationale, this exploration had two additional objec-
tives. First, given the freedom to define a keyboard in the virtual environment,
we were interested what keyboard size participants would choose. Second, after
the participants had been exposed to unimanual and bimanual midair input in
the previous experiment, we wanted to see which method they would choose if
they were allowed to use either interaction style.

5.1 Procedure

Users first defined the keyboard’s size and location by tracing a rectangle with
their index finger. A line was displayed as the rectangle was drawn (Fig. 5 left).
Users made a thumbs up gesture once they completed their rectangle. The system
then drew a keyboard within the rectangle. Users could accept the keyboard
geometry or define it again. During input using the invisible keyboard, the only
visual feedback was the space key, the backspace key, a key to advance to the
next sentence, and the current text (Fig. 5 right).

In this exploratory session, there was no practice period and participants
typed 12 phrases. We dropped four participants due to technical issues. We
found in 14 phrases out of 240, participants forgot part or all of the target
phrase. We removed these phrases from our analysis.

5.2 Results

Entry rate and error rate. On average, participants wrote at 10.6 wpm (sd
3.0, min 5.5, max 17.4) with an error rate of 3.3% (sd 3.0%, min 0.5%, max
13.1%). As might be expected, input was slower compared to the 15–16 wpm
seen in the main study with a visible keyboard. Participants were able to achieve
a completely correct input for 71% of their entries.

Backspaces-Per-Character. Compared to our main study, we observed a sub-
stantial increase in backspacing. The backspace to output character ratio was
0.05 (sd 0.04, min 0.0, max 0.13). The deleted word to final word ratio was 0.15
(sd 0.09, min 0.0, max 0.33).
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Fig. 6. The keyboard rectangles defined by participants in the invisible keyboard. The
numeric values are the keyboard areas in square centimeters. Rectangles are arranged
in a row-order matrix by ascending area.

One Versus Two Hands. We allowed participants to type with one or both
hands. We observed 15 out of 20 participants used both hands while the remain-
der used one hand almost exclusively. For the given reference phrases, 52.1%
letters were on the left side of the keyboard and 47.9% letters were on the right
side. Participants tapped 36% of keys using their left hand versus 64% using
their right hand. Thus it seems that with the invisible keyboard, participants
tended to use their dominant hand even more than in the Bimanual condition
of the main study.

Keyboard Geometry. Participants defined their keyboard geometry on aver-
age 2.0 times. 11 participants defined the keyboard in a single attempt. Partic-
ipants defined keyboards of various sizes (Fig. 6). The mean area of the defined
rectangles was 495 cm2 (sd 254, min 155, max 1103). The area of the QWERTY
normal keyboard rectangle used in the main study was 150 cm2. Thus all partic-
ipants defined a larger keyboard than the one in the main study. This suggests
keyboard developers consider a bigger default geometry or allow users to define
their own geometry.

Subjective Feedback. At the end of this session, participants rated statements
on a 5-point Likert scale (1=strongly disagree and 5=strongly agree). Partici-
pants rated the statement “I entered text quickly” at 3.00, and “I entered text
accurately” at 2.55. Participants rated the statement “I successfully obtained
my desired keyboard size” at 4.20. The mean rating for the statement “I found
it easy to enter text without any visual feedback” was 3.05. The mean rating
for the statement “I was able to easily understand when and what key I typed”
was 3.25. Thus most participants were satisfied with their ability to draw the
keyboard as they wanted. However, the ratings on the other statements suggest
the invisible keyboard was perceived as slow and not that accurate. Open com-
ments were in general positive (Table 3). Most of the participants remarked that
the invisible keyboard was easier than they thought it would be.
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Table 3. Selected positive and negative comments from exploratory session.

Invisible

+ “Hitting a close enough key was good enough”

+ “The adjustable size of the keyboard is good”

+ “It got easier with practice - when I understood my keyboard”

+ “It was fun. Easier than I thought it would be”

- “The keyboard was too small to use for me”

- “Sometimes the fingers were folded”

6 Discussion

We explored how to enable efficient text entry in virtual environments without
the use of auxiliary input devices. Our system relied on midair hand gestures.
Further, we aimed to design a system that could be used with little or no train-
ing. In our study, we focused on how users interact with a familiar virtual key-
board interface. We anticipated bimanual typing would be faster, but our results
showed similar entry rates for unimanual and bimanual typing. We think there
are a number of possible explanations for this:

1. We conducted a single one-hour session. It is possible users may take more
time to become accurate tapping midair targets in VR, especially with their
non-dominant hand.

2. Our midair entry rates were also relatively slow at 16 wpm. This speed is
consistent with the 18 wpm entry rate reported on an AR midair keyboard
[9]. These slow speeds may be because users are struggling to precisely target
keys or trigger midair taps. If users are focused on visually guiding their finger
or on successfully triggering a tap, they may not be able to effectively plan for
their subsequent tap. At least for touchscreen bimanual typing, it has been
observed that users employ strategies such as pre-positioning over the next
letter [20]. It could be that midair bimanual tapping is too cognitively taxing
to allow effective use of such strategies.

3. It could also be that users had to visually guide their finger to each target.
Since their hands were in midair, they could not anchor and use motor mem-
ory like they can do on small form factor devices like a phone. It would be
interesting to investigate typing performance with a higher accuracy hand
tracker and with tapping on a rigid surface overlaid with a virtual keyboard.

We found typing on a midair keyboard requires a good auto-correction algo-
rithm. Participants’ error rate was around 9% before auto-correction but only
around 1% afterwards. The infrequent use of backspaces indicates that partici-
pants were largely relying on the system to automatically correct their input.
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In our study, users had to tap all of a word’s characters. Users tapped the
spacebar to send the noisy input sequence to the auto-correct algorithm. Some-
times, the recognized word was different from a user’s intended word. This occa-
sionally led to time consuming correction episodes. This issue could be mitigated
by adding predictions slots above the keyboard. These slots would allow users
to understand what they will get if they tap the spacebar. These slots could also
provide alternative options such as word predictions based on the current prefix
of a word. If the system needs to support the input of uncommon words such as
proper names, a slot providing the literal keys typed may be helpful.

Our study also tested a split keyboard layout. In principle, the split layout
forces hand separation which should make tracking easier as it avoids one hand
occluding the other. However, we found the error rate before and after correction
was similar to the normal layout. The split layout was also slightly slower at
15 wpm compared to the normal layout. We suspect this was because either
users had trouble locating which side of the keyboard a letter was on, or it
forced more use of a user’s non-dominant hand. It may require a longitudinal
study to understand if a split layout is a useful design.

Despite the lack of performance advantages to bimanual typing, participant
opinions were mixed with some preferring bimanual and some preferring uni-
manual. We also found participants rated physical exertion similar for bimanual
and unimanual tying. Thus it may be worth supporting both input styles on
midair keyboards.

We found our invisible keyboard was quite successful in allowing users to
enter text without any visual feedback of the keys. Moreover, we found text
can be inferred from an invisible keyboard with variable sizes. Whether typing
performance depends on a smaller versus larger keyboard size needs further
investigation, but our findings suggest that in VR use scenarios where users want
to visually attend to other visual content, a user-defined invisible keyboard may
be a viable approach.

We think our keyboard designs will be useful in scenarios where users want
to send a short message, e.g. while playing a game. It could also be useful in
virtual chat rooms or when searching for something in a VR application. We
did not look at entering and editing large text passages. We think our current
design is best suited for small amounts of text. Supporting efficient entry and
editing of large amounts of would require design of features allowing the user
to select and change regions of text, and allowing navigation through a passage
that might not fit in the HMD’s field of view.

One shortcoming of current AR and VR systems is the lack of haptic feed-
back during interaction with virtual objects. While in our design, we provided
audio and visual feedback to signal a keyboard tap, providing additional haptic
feedback may be beneficial. This could be done, for example, by aligning the
keyboard with a physical surface, or by vibrating a wearable device such as a
smartwatch.
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7 Conclusion

We investigated text entry in virtual environments on a midair virtual keyboard.
We compared two keyboard designs: a normal QWERTY layout and a split
layout. We investigated the speed, accuracy, ergonomics, and user satisfaction of
both these designs. We also compared unimanual versus bimanual interaction on
these two different keyboard layouts. We found novice users’ performance was
similar at around 15–16 words-per-minute with a low error rate of less than 2%
for the different visual designs and interaction styles.

Novice users were able to easily learn to use the system and achieved accurate
text input despite inaccuracies introduced by the hand tracking, keyboard and
hand visualization, and the lack of haptic keyboard feedback. Users were mixed
in their preference on typing with one or two index fingers. We found participants
reported similar exertion for one- and two-handed interaction.

Finally, we explored a design with only minimal visual feedback. Despite the
lack of any visible keyboard or key outlines, users were able to type at 11 words-
per-minute at a low 3% error rate. We hope our findings will inform and advance
the design of improved text entry methods for use in virtual environments.

Acknowledgments. This material is based upon work supported by the NSF under
Grant No. IIS-1750193.
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