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Welcome

It is our great pleasure to welcome you to the 18th IFIP TC13 International Conference
on Human-Computer Interaction, INTERACT 2021, one of the most important con-
ferences in the area of Human-Computer Interaction at a world-wide level. INTERACT
2021 was held in Bari (Italy) from August 30 – September 3, 2021, in cooperation with
ACM and under the patronage of the University of Bari Aldo Moro. This is the second
time that INTERACT was held in Italy, after the edition in Rome in September 2005.
The Villa Romanazzi Carducci Hotel, which hosted INTERACT 2021, provided the
right context for welcoming the participants, thanks to its liberty-period villa immersed
in a beautiful park. Due to the COVID-19 pandemic, INTERACT 2021 was held in
hybrid mode to allow attendees who could not travel to participate in the conference.

INTERACT is held every two years and is well appreciated by the international
community, attracting experts with a broad range of backgrounds, coming from all over
the world and sharing a common interest in HCI, to make technology effective and
useful for all people in their daily life. The theme of INTERACT 2021, “Sense, Feel,
Design,” highlighted the new interaction design challenges. Technology is today more
and more widespread, pervasive and blended in the world we live in. On one side,
devices that sense humans’ activities have the potential to provide an enriched inter-
action. On the other side, the user experience can be further enhanced by exploiting
multisensorial technologies. The traditional human senses of vision and hearing and
senses of touch, smell, taste, and emotions can be taken into account when designing
for future interactions. The hot topic of this edition was Human-Centered Artificial
Intelligence, which implies considering who AI systems are built for and evaluating
how well these systems support people’s goals and activities. There was also consid-
erable attention paid to the usable security theme. Not surprisingly, the COVID-19
pandemic and social distancing have also turned the attention of HCI researchers
towards the difficulties in performing user-centered design activities and the modified
social aspects of interaction.

With this, we welcome you all to INTERACT 2021. Several people worked hard to
make this conference as pleasurable as possible, and we hope you will truly enjoy it.

Paolo Buono
Catherine Plaisant



Preface

The 18th IFIP TC13 International Conference on Human-Computer Interaction,
INTERACT 2021 (Bari, August 30 – September 3, 2021) attracted a relevant collection
of submissions on different topics.

Excellent research is the heart of a good conference. Like its predecessors,
INTERACT 2021 aimed to foster high-quality research. As a multidisciplinary field,
HCI requires interaction and discussion among diverse people with different interests
and backgrounds. The beginners and the experienced theoreticians and practitioners,
and people from various disciplines and different countries gathered, both in-person
and virtually, to learn from each other and contribute to each other’s growth.

We were especially honoured to welcome our invited speakers: Marianna Obrist
(University College London), Ben Shneiderman (University of Maryland), Luca
Viganò (King’s College London), Geraldine Fitzpatrick (TU Wien) and Philippe
Palanque (University Toulouse 3 “Paul Sabatier”).

Marianna Obrist’s talk focused on the multisensory world people live in and dis-
cussed the role touch, taste and smell can play in the future of computing. Ben
Shneiderman envisioned a new synthesis of emerging disciplines in which AI-based
intelligent algorithms are combined with human-centered design thinking. Luca Viganò
used a cybersecurity show and tell approach to illustrate how to use films and other
artworks to explain cybersecurity notions. Geraldine Fitzpatrick focused on skills
required to use technologies as enablers for good technical design work. Philippe
Palanque discussed the cases of system faults due to human errors and presented
multiple examples of faults affecting socio-technical systems.

A total of 680 submissions, distributed in 2 peer-reviewed tracks, 4 curated tracks,
and 3 juried tracks, were received. Of these, the following contributions were accepted:

• 105 Full Papers (peer-reviewed)
• 72 Short Papers (peer-reviewed)
• 36 Posters (juried)
• 5 Interactive Demos (curated)
• 9 Industrial Experiences (curated)
• 3 Panels (curated)
• 1 Course (curated)
• 11 Workshops (juried)
• 13 Doctoral Consortium (juried)

The acceptance rate for contributions received in the peer-reviewed tracks was 29%
for full papers and 30% for short papers. In the spirit of inclusiveness of INTERACT,
and IFIP in general, a substantial number of promising but borderline full papers, which
had not received a direct acceptance decision, were screened for shepherding.



Interestingly, many of these papers eventually turned out to be excellent quality papers
and were included in the final set of full papers. In addition to full papers and short
papers, the present proceedings feature’s contributions accepted in the shape of posters,
interactive demonstrations, industrial experiences, panels, courses, and descriptions of
accepted workshops.

Subcommittees managed the reviewing process of the full papers. Each subcom-
mittee had a chair and a set of associated chairs who were in charge of coordinating the
reviewing process with the help of expert reviewers. Two new sub-committees were
introduced in this edition: “Human-AI Interaction” and “HCI in the Pandemic”.
Hereafter we list the sub-committees of INTERACT 2021:

• Accessibility and assistive technologies
• Design for business and safety-critical interactive systems
• Design of interactive entertainment systems
• HCI education and curriculum
• HCI in the pandemic
• Human-AI interaction
• Information visualization
• Interactive systems technologies and engineering
• Methodologies for HCI
• Social and ubiquitous interaction
• Understanding users and human behaviour

The final decision on acceptance or rejection of full papers was taken in a
Programme Committee meeting held virtually, due to the COVID-19 pandemic, in
March 2021. The technical program chairs, the full papers chairs, the subcommittee
chairs, and the associate chairs participated in this meeting. The meeting discussed a
consistent set of criteria to deal with inevitable differences among many reviewers. The
corresponding track chairs and reviewers made the final decisions on other tracks, often
after electronic meetings and discussions.

We would like to express our strong gratitude to all the people whose passionate and
strenuous work ensured the quality of the INTERACT 2021 program: the 12
sub-committees chairs, 88 associated chairs, 34 track chairs, and 543 reviewers; the
Keynote & Invited Talks Chair Maria Francesca Costabile; the Posters Chairs
Maristella Matera, Kent Norman, Anna Spagnolli; the Interactive Demos Chairs
Barbara Rita Barricelli and Nuno Jardim Nunes; the Workshops Chairs Marta Kristín
Larusdottir and Davide Spano; the Courses Chairs Nikolaos Avouris and Carmen
Santoro; the Panels Chairs Effie Lai-Chong Law and Massimo Zancanaro; the Doctoral
Consortium Chairs Daniela Fogli, David Lamas and John Stasko; the Industrial
Experiences Chair Danilo Caivano; the Online Experience Chairs Fabrizio Balducci
and Miguel Ceriani; the Advisors Fernando Loizides and Marco Winckler; the Student
Volunteers Chairs Vita Santa Barletta and Grazia Ragone; the Publicity Chairs
Ganesh D. Bhutkar and Veronica Rossano; the Local Organisation Chair Simona Sarti.
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We would like to thank all the authors, who chose INTERACT 2021 as the venue to
publish their research and enthusiastically shared their results with the INTERACT
community. Last, but not least, we are also grateful to the sponsors for their financial
support.

Carmelo Ardito
Rosa Lanzilotti
Alessio Malizia

Helen Petrie
Antonio Piccinno
Giuseppe Desolda

Kori Inkpen
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IFIP TC13 – http://ifip-tc13.org/

Established in 1989, the Technical Committee on Human–Computer Interaction (IFIP
TC 13) of the International Federation for Information Processing (IFIP) is an
international committee of 34 member national societies and 10 Working Groups,
representing specialists of the various disciplines contributing to the field of human–
computer interaction. This includes (among others) human factors, ergonomics,
cognitive science, and multiple areas of computer science and design.

IFIP TC 13 aims to develop the science, technology and societal aspects of human–
computer interaction (HCI) by

• encouraging empirical, applied and theoretical research
• promoting the use of knowledge and methods from both human sciences and

computer sciences in design, development, evaluation and exploitation of com-
puting systems

• promoting the production of new knowledge in the area of interactive computing
systems engineering

• promoting better understanding of the relation between formal design methods and
system usability, user experience, accessibility and acceptability

• developing guidelines, models and methods by which designers may provide better
human-oriented computing systems

• and, cooperating with other groups, inside and outside IFIP, to promote user-
orientation and humanization in system design.

Thus, TC 13 seeks to improve interactions between people and computing systems,
to encourage the growth of HCI research and its practice in industry and to disseminate
these benefits worldwide.

The main orientation is to place the users at the center of the development process.
Areas of study include:

• the problems people face when interacting with computing devices;
• the impact of technology deployment on people in individual and organizational

contexts;
• the determinants of utility, usability, acceptability, accessibility, privacy, and user

experience ...;
• the appropriate allocation of tasks between computing systems and users especially

in the case of automation;
• engineering user interfaces, interactions and interactive computing systems;
• modelling the user, their tasks and the interactive system to aid better system

design; and harmonizing the computing system to user characteristics and needs.

While the scope is thus set wide, with a tendency toward general principles rather
than particular systems, it is recognized that progress will only be achieved through

http://ifip-tc13.org/


both general studies to advance theoretical understandings and specific studies on
practical issues (e.g., interface design standards, software system resilience, documen-
tation, training material, appropriateness of alternative interaction technologies,
guidelines, integrating computing systems to match user needs and organizational
practices, etc.).

In 2015, TC13 approved the creation of a Steering Committee (SC) for the
INTERACT conference series. The SC is now in place, chaired by Anirudha Joshi and
is responsible for:

• promoting and maintaining the INTERACT conference as the premiere venue for
researchers and practitioners interested in the topics of the conference (this requires
a refinement of the topics above);

• ensuring the highest quality for the contents of the event;
• setting up the bidding process to handle the future INTERACT conferences

(decision is made at TC 13 level);
• providing advice to the current and future chairs and organizers of the INTERACT

conference;
• providing data, tools, and documents about previous conferences to the future

conference organizers;
• selecting the reviewing system to be used throughout the conference (as this affects

the entire set of reviewers, authors and committee members);
• resolving general issues involved with the INTERACT conference;
• capitalizing on history (good and bad practices).

In 1999, TC 13 initiated a special IFIP Award, the Brian Shackel Award, for the
most outstanding contribution in the form of a refereed paper submitted to and
delivered at each INTERACT. The award draws attention to the need for a
comprehensive human-centered approach in the design and use of information
technology in which the human and social implications have been taken into account.
In 2007, IFIP TC 13 launched an Accessibility Award to recognize an outstanding
contribution in HCI with international impact dedicated to the field of accessibility for
disabled users. In 2013, IFIP TC 13 launched the Interaction Design for International
Development (IDID) Award that recognizes the most outstanding contribution to the
application of interactive systems for social and economic development of people in
developing countries. Since the process to decide the award takes place after papers are
sent to the publisher for publication, the awards are not identified in the proceedings.
Since 2019 a special agreement has been made with the International Journal of
Behaviour & Information Technology (published by Taylor & Francis) with Panos
Markopoulos as editor in chief. In this agreement, authors of BIT whose papers are
within the field of HCI are offered the opportunity to present their work at the
INTERACT conference. Reciprocally, a selection of papers submitted and accepted for
presentation at INTERACT are offered the opportunity to extend their contribution to
be published in BIT.

IFIP TC 13 also recognizes pioneers in the area of HCI. An IFIP TC 13 pioneer is
one who, through active participation in IFIP Technical Committees or related IFIP
groups, has made outstanding contributions to the educational, theoretical, technical,
commercial, or professional aspects of analysis, design, construction, evaluation, and
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use of interactive systems. IFIP TC 13 pioneers are appointed annually and awards are
handed over at the INTERACT conference.

IFIP TC 13 stimulates working events and activities through its Working Groups
(WGs). Working Groups consist of HCI experts from multiple countries, who seek to
expand knowledge and find solutions to HCI issues and concerns within a specific
domain. The list of Working Groups and their domains is given below.

WG13.1 (Education in HCI and HCI Curricula) aims to improve HCI education at
all levels of higher education, coordinate and unite efforts to develop HCI curricula and
promote HCI teaching.

WG13.2 (Methodology for User-Centred System Design) aims to foster research,
dissemination of information and good practice in the methodical application of HCI to
software engineering.

WG13.3 (HCI, Disability and Aging) aims to make HCI designers aware of the
needs of people with disabilities and encourage development of information systems
and tools permitting adaptation of interfaces to specific users.

WG13.4 (also WG2.7) (User Interface Engineering) investigates the nature,
concepts and construction of user interfaces for software systems, using a framework
for reasoning about interactive systems and an engineering model for developing UIs.

WG 13.5 (Resilience, Reliability, Safety and Human Error in System Development)
seeks a framework for studying human factors relating to systems failure, develops
leading edge techniques in hazard analysis and safety engineering of computer-based
systems, and guides international accreditation activities for safety-critical systems.

WG13.6 (Human-Work Interaction Design) aims at establishing relationships
between extensive empirical work-domain studies and HCI design. It will promote the
use of knowledge, concepts, methods and techniques that enable user studies to procure
a better apprehension of the complex interplay between individual, social and
organizational contexts and thereby a better understanding of how and why people
work in the ways that they do.

WG13.7 (Human–Computer Interaction and Visualization) aims to establish a study
and research program that will combine both scientific work and practical applications
in the fields of human–computer interaction and visualization. It will integrate several
additional aspects of further research areas, such as scientific visualization, data mining,
information design, computer graphics, cognition sciences, perception theory, or
psychology, into this approach.

WG13.8 (Interaction Design and International Development) is currently working to
reformulate their aims and scope.

WG13.9 (Interaction Design and Children) aims to support practitioners, regulators
and researchers to develop the study of interaction design and children across
international contexts.

WG13.10 (Human-Centred Technology for Sustainability) aims to promote
research, design, development, evaluation, and deployment of human-centered
technology to encourage sustainable use of resources in various domains.

New Working Groups are formed as areas of significance in HCI arise. Further
information is available at the IFIP TC13 website: http://ifip-tc13.org/.
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Abstract. Response rates to Ecological Momentary Assessment (EMA)
questions vary among individuals, which inevitably results in a dispropor-
tionate distribution of the volume of EMA data to personal characteris-
tics. Previous research has explored how response rates are influenced by
subjects’ characteristics; however, few studies focused on temporal pat-
terns of responses to EMA questions. In this study, we examined the rela-
tionship of personal characteristics with temporal response patterns by
using StudentLife dataset. From this dataset, we adopted scales of per-
sonality traits (neuroticism, extraversion, openness, agreeableness, consci-
entiousness) and mental status (depression, stress, loneliness, life satisfac-
tion) as subjects’ personal characteristics, and analyzed how these charac-
teristics relate to the subjects’ temporal response patterns for EMA ques-
tions. Primary results of our analyses using regression models and latent
growth curve models indicated that the subjects who reported high stress
levels had a higher total number of EMA responses, but the number of
responses from these subjects tended to decrease strongly throughout the
experiment, especially after a stressful event such as the midterm exam-
ination. We also found that the subjects who reported low extraversion
had a weak tendency to decrease the number of EMA responses through-
out the experiment, but the number of EMA responses of these subjects
decreased strongly after a social event such as the school festival. Based
on our results, we discussed how the data collected with EMA studies are
biased not only in terms of personal characteristics but also with timings.

Keywords: Ecological Momentary Assessment · StudentLife · Human
factors

1 Introduction

Ecological Momentary Assessment (EMA), also known as Experience Sampling
Method, is a longitudinal research methodology that asks study subjects in natu-
ral environments to continuously report their current thoughts, feelings, behav-
iors, or experiences in real-time [29]. Unlike traditional questionnaire surveys
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in a lab setting, EMA captures within-subject fluctuations of perceived states
(e.g., emotion) while improving ecological validity and reducing recall bias. Thus,
the EMA data have been widely used for various applications (medical valida-
tions [32,36], mood predictions [22,27,28], and so on) as ground truth data of
the time-series changes in the values of people’s subjective evaluations of their
states.

In order to construct reliable EMA datasets, it is important for EMA to
obtain a large number of responses uniformly covering various conditions (e.g.,
subjects, situations, etc.); however, past studies have shown that it is difficult
to collect responses from subjects with specific characteristics [19,23,30,37]. For
example, subjects with mental illness [19] or young subjects [20,37] were found to
have low response rates. A response rate refers to the number or ratio of responses
to the EMA questions from a subject within some duration. These previous
studies show the conditions that bias EMA data against personal characteristics.
Describing such conditions is a fundamental issue in EMA research, because it
enables us to correctly evaluate and discuss the limitations and reliability of
findings drawn from EMA data.

Although prior work has examined the relationships between subjects’ per-
sonal characteristics and their EMA response rates, the effect of personal char-
acteristics on temporal changes in response rates (e.g., slopes of EMA response
frequency over time) has not been well studied yet. In our assumption, when
stressed people experience a tense or anxious event, they may spend less time
answering EMA questions because they are focused on dealing with that event.
Examining this issue has the fundamental contribution of describing in detail the
conditions that cause bias in EMA data, not only in terms of personal character-
istics but also in terms of timing. If we understand when subjects with certain
characteristics will not respond, it becomes possible to design experiments that
encourage those subjects to respond at those times. This will contribute to the
original purpose of EMA, which is to collect data uniformly under various con-
ditions.

To understand how EMA data can be biased by the subjects’ personal char-
acteristics and time, this paper analyzes the relationship between subjects’ per-
sonal characteristics and their temporal patterns of EMA responses. For the
analysis, we used four metrics to characterize the temporal response patterns:
(1) continuity : how long a subject kept responding to the EMA questions, (2)
frequency : how many EMA questions a subject responded to per day, (3) overall
slope: how the number of EMA responses per day for a subject increase/decrease
over time, and (4) period-separated slopes: how the increase/decrease in EMA
response numbers per day over time for a subject vary between time periods.
Therefore, this paper addresses the following research questions.

RQ1 What kind of personal characteristics affect continuity?
RQ2 What kind of personal characteristics affect frequency?
RQ3 What kind of personal characteristics affect overall slope?
RQ4 What kind of personal characteristics affect period-separated slopes?
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Fig. 1. A sample case of a subject: relationship of continuity (participation length),
frequency (average of daily frequency), overall slope, and period-separated slopes with
daily frequency of EMA responses (the bar colored in black). For period-separated
slopes, three periods are given: week #1–#6 (day 0–41), week #6–#8 (day 42–55), and
week #8–#10 (day 56–67). Note that overall slope is introduced from daily frequency,
and that period-separated slopes are calculated from daily frequency per week.

The four metrics extracted from the daily frequency of EMA responses are
shown in Fig. 1. We measured continuity as the difference between the first
and the last response time to the EMA in order to assess how long subjects
keep participating in the experiment, and frequency as the average number of
EMA responses per day to elucidate how active subjects were in making EMA
responses. We scaled overall slope as a linear trend component of daily fre-
quency of EMA responses throughout the experiment to understand the overall
trend in the number of responses to EMA over time. Moreover, we quantified
period-separated slopes as linear trend components of week-level daily frequency
of EMA responses in each of the periods stipulated for discovering how slopes
differ between the periods (we set the periods by considering the events of the
university (e.g., the midterm examination and the school festival) and the valid-
ity of the models used for the analysis).

For our analyses, we used StudentLife dataset [38]. StudentLife [38] followed
48 students at Dartmouth University over 10 weeks to collect responses for EMA
questions, answers to questionnaire surveys, and passively-sensed data (e.g., wifi
logs). The dataset also contains information about the school events including
the examination period and the school festival at the university. In this paper,
we used all of the EMA data to measure response rates of subjects. We also used
the questionnaire data of personality traits (neuroticism, extraversion, openness,
conscientiousness, and agreeableness) and mental status (depression, perceived
stress, loneliness, and flourishing) as personal characteristics.

To address RQ1, RQ2, and RQ3, we run a series of regression analyses to
explain a participation length (i.e., continuity), an average of daily frequency of
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EMA responses (i.e., frequency), and a linear trend component of daily frequency
of EMA responses (i.e., overall slope) from personal characteristics (i.e., scales of
personality traits and mental status). Concerning RQ4, we used week-level daily
frequency of EMA responses to account the influence of the midterm examination
and the school festival, which are week-level events. We then adopted latent
growth curve models to define the periods so that the trend components in
each period (i.e., period-separated slopes) is well fitted to the week-level daily
frequency, and to examine how the period-separated slopes are explained by
personal characteristics.

Primary results indicated that subjects who reported high stress levels
had a higher total number of EMA responses, but those subjects tended to
strongly decrease the number of responses throughout the experiment, especially
after the midterm examination. We also found that the subjects who reported
low extraversion exhibited a slight decrease in the number of EMA responses
throughout the experiment, but the number of EMA responses of these subjects
decreased strongly after the school festival. Based on these results, we discussed
the disproportion of EMA data in terms of subjects and timings, and described
implications for understanding the limitations of EMA studies.

2 Related Work

EMA has been recognized as a powerful method for recording people’s subjective
states such as emotions, thoughts, and experiences over time. The nature of
EMA is that the experimenter intermittently sends questions to the subjects
through portable devices, and the subjects answer the questions in real time in
the situation. Therefore, EMA has less recall bias and higher ecological validity
than conventional questionnaire surveys. The data collected with EMA have
been used for various purposes such as identifying behavioral patterns [11,26,38],
predicting life outcomes [8,40], and understanding human relationships [10,13].

As shown above, many studies have been developed on the basis of EMA data,
but it has been pointed out that EMA data contain various biases [19]. There are
three primary types of factors behind the bias: subject factors, contextual factors,
and design factors. Subject factors refer to the characteristics of the subject of
the EMA experiment, including demographic attributes [20,37], psychological
state [30,37], and mental health status [14,37]. For example, male subjects [20,
37], young subjects [20,37], subjects with high alcohol consumption [30], subjects
with negative emotions [30], and subjects with psychotic disorder [19,30,37] are
known to have lower response rates. Vachon et al.’s meta-analysis [37] also found
that including more males and subjects with psychotic disorders yielded lower
response rates. These findings indicate that EMA data is biased by such subject-
dependent factors.

Contextual factors, which are properties of the environment in which the
experiment is carried out (e.g., time [3,5], place [5], daily occurrences [3], etc.),
also create a bias. According to an investigation of temporal and spatial distri-
butions of EMA responses, subjects were more likely to respond in the middle
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of the night than in the morning, and more likely to respond in places such as
hospitals and restaurants rather than on the move [5]. Moreover, van Berkel et
al. [3] examined how the probability of individual EMA questions being answered
is influenced by contextual factors (e.g., number of notifications received in the
last 15 min), and found that high-compliance subjects were likely to respond
to EMA questions if they received recent notifications frequently. In this way,
environmental properties can distort the distributions of EMA data.

Design factors refer to the characteristics of the experimental design of EMA,
including the incentives [20,37], frequency of questions [30], and methods of data
sampling [37]. The experimental conditions under which EMA is carried out can
lead to biased EMA data. For example, more EMA responses are collected if
EMA questions are sent when the phone screen unlock event is detected than if
they are sent randomly or periodically [4]. However, Lathia et al. [17] pointed
out that controlling the timing of EMA questions by triggers based on passively-
sensed data also causes a bias in that the number or values of EMA answers vary
unevenly over time. A previous study that conducted sampling based on infor-
mation captured by accelerometer, GPS, microphone sensor, smartphone screen
usage status, and telephone/email, found that 25% of all responses were recorded
between 10:00 and 13:00 [17]. This is different from the other result [5] which
found that the response rate is highest in the middle of the night when EMA
questions are sent randomly with respect to time. This discrepancy indicates
that bias in EMA data can be caused by the experimental design.

These previous works on EMA data bias examined the number (probability)
of EMA responses of subjects; however, trajectories of response rates have sel-
dom been analyzed. Additionally, the effect of subject factors on the trajectories
have not been well studied. In other words, the issue of which subjects’ data
are missing at which time has not been adequately examined. By clarifying this,
we will be able to understand how EMA data is missing and biased, not only
in terms of personal characteristics, but also in terms of time. These findings
can also support optimization of EMA experiment design to determine which
subjects should be asked to respond and when with the goal of securing more
unbiased responses. Therefore, this study aims to examine how personal charac-
teristics relate to the temporal variation of the response rates and to derive new
knowledge about the bias of EMA data against time.

3 Dataset

To accomplish our research goals, we used the StudentLife dataset [38]. Stu-
dentLife [38] conducted traditional questionnaire surveys to identify personal
characteristics, adopted EMA to observe ongoing situations or experiences, and
used built-in sensors of smartphones to measure activities automatically. The
obtained data was published as the StudentLife dataset for third parties. From
the dataset, we used the records that paired questionnaire survey answers with
EMA responses to assess how personal characteristics are associated with EMA
responses. Details of these records are explained below.
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3.1 EMA Data

The StudentLife dataset has subjects’ responses to EMA questions concerning
emotions, stress, sleep, and so on. We used all of the responses to introduce
continuity, frequency, overall slope, and period-separated slopes. In total, 20,027
EMA responses were used for our analyses.

3.2 Personal Characteristics

This study describes personal characteristics with personality traits and men-
tal status. The scales of personality traits follow the Big Five personal-
ity traits [21], defining personality from five dimensions: neuroticism (sensi-
tive/nervous vs. resilient/confident), extraversion (outgoing/energetic vs. soli-
tary/reserved), openness (inventive/curious vs. consistent/cautious), consci-
entiousness (efficient/organized vs. extravagant/careless), and agreeableness
(friendly/compassionate vs. challenging/callous) [24]. The scales of depression,
stress, loneliness, and life satisfaction were, respectively, measured using PHQ-
9 [15], Perceived Stress Scale [6], UCLA Loneliness Scale [25], and Flourishing
Scale [9]. In the StudentLife project, these surveys were conducted twice: at
the beginning and the end. We used the scales obtained at the beginning (pre-
survey).

For our analysis, we excluded subjects who did not answer all questionnaire
items; 42 subjects remained. Table 1 shows the descriptive statistics of the mea-
sured values of the 42 subjects.

4 Analysis

We conducted a series of regression analyses for RQ1, RQ2, and RQ3, assessing
how personal characteristics influence continuity, frequency, and overall slope.
We also used latent growth curve models to examine how personal characteristics
affect period-separated slopes. These procedures are explained below.

4.1 Personal Characteristics vs. Continuity, Frequency, and Overall
Slope

In the series of regression analyses, continuity, frequency, and overall slope were
used as objective variables, while personal characteristics are introduced as
explanatory variables. The explanatory variables were standardized so that the
mean is 0 and the standard deviation is 1. We took the partial regression coeffi-
cients yielded by these analyses as the effects of personal characteristics on the
continuity, frequency, and overall slope of EMA responses. We considered the
statistically significant partial regression coefficients in discussing the impact of
personal characteristics.
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Table 1. Left: descriptive statistics of scales of personal characteristics. Right: the
number of questions (#) and the scales of answer options (answer scales) of each ques-
tionnaire. Concerning depression scale, the score ranges from 0 to 27 and is transferred
into five levels of severity: 1. minimal (0–4), 2. minor (5–9), 3. moderate (10–14), 4.
moderately severe (15–19), and 5. severe (20–27). We used the levels in our analyses.

Measure Mean S.D. Min 1st Q. Med. 3rd Q. Max. # Scales

Mental status

Depression scale 2.25 0.98 1 2.00 2.00 3.00 5 9 0–3a

Perceived stress scale 20.60 3.99 9 18.75 20.00 24.00 28 10 0–4b

Flourishing scale 41.20 10.90 25 32.00 39.50 50.25 64 8 1–7c

Loneliness scale 42.40 7.87 16 37.00 45.00 48.00 54 20 1–4d

Personality traits

Neuroticism 23.78 5.63 14 20.00 23.00 27.25 36 8 1–5e

Extraversion 23.40 6.33 13 18.75 23.00 27.25 36 8 1–5e

Openness 35.88 4.85 25 33.00 36.00 38.25 46 10 1–5e

Agreeableness 32.83 5.62 12 30.00 34.00 37.00 41 9 1–5e

Conscientiousness 30.85 6.45 17 26.00 31.00 34.25 43 9 1–5e

anot at all – very often, bnever – very often, cstrongly disagree – strongly agree
dnever – often, edisagree strongly – agree strongly

4.2 Personal Characteristics vs. Period-Separated Slopes

To assess how personal characteristics affect the period-separated slopes, we
adopted latent growth curve (LGC) models. In this analysis, we used the week-
level daily frequency of EMA responses. LGC models enable us to examine nor-
mative and individual-level changes in EMA responses over the weeks covered
by the EMA experiment. In the following part, we firstly described LGC mod-
els. We then explained how to use LGC models for assessing the normative and
individual-level changes.

Latent Growth Curve (LGC) Models. LGC modeling is a statistical tech-
nique based on the structural equation modeling framework to estimate growth
trajectories of observed data. There are two types of the estimated variables:
intercept and slopes. Intercept refers to the initial value of the growth trajec-
tory. Slopes represent the linear trends of the growth trajectory. To represent
the observed data, LGC models introduce several latent variables, which are
equivalent to the intercept and slopes of the observed data.

To capture the trajectory more finely, piecewise LGC modeling is adapted.
This approach separates the observation duration into multiple periods and fits
linear models to the observed data in each period. The separation approach can
be based on visual inspection or interpretability of results. For example, if the
trajectory explicitly shows different trends before and after at a time point or if
some influential events occur at multiple time points, the observation duration
can be separated by the point(s).
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According to the separation, LGC models automatically determine the num-
ber of latent variables. If the duration is separated into two periods, the number
of the latent variables is three: the intercept and the slopes in each period. When
inferring the latent variables, LGC models generally assume that values of the
observation data grow or decline linearly. Based on this assumption, LGC mod-
els determine effects of the slopes on the observation data in the corresponding
periods.

Afterward, LGC models infer the latent variables so that the models fit the
observed data. Overall model fit is measured by RMSEA (Root Mean Square
Error of Approximation) [31], CFI (Comparative Fit Index) [2], and TLI (Tucker-
Lewis Index) [35].

LGC Models for Normative Changes. To model normative dynamics of
EMA responses, we used piecewise LGC models. In this study, we separated the
observation duration by week #6 and #8 into three periods: period I (week #1-
#6), period II (week #6-#8), and period III (week #8-#10). We then adopted
the LGC model according to this separation, leading the model to infer four
latent variables: the initial status at week #1 (intercept) and the slopes in the
period I, II, and III. There are two reasons for this separation.

First, we hypothesized that the way of responding to EMA questions is influ-
enced by the midterm examination and the school festival, as indicated by prior
work [11,39]. The examination was conducted from week #3 to #5 and the fes-
tival was held during week #7. To capture differences in EMA responses before
and after these events, we separated the duration by week #6 and #8. The
scheme of the separation enables us to reasonably interpret our results because
we can discuss how slopes are different according to such influential events.

Second, we confirmed that the LGC model separating the duration by week
#6 and #8 fits the observed data the best. Other than the #6-and-#8 separa-
tion, we have candidates of separation by 1 knot (e.g., separating by week #4), 2
knots (e.g., separating by week #5 and #7), or 3 knots (e.g., separating by week
#3, #6, and #8). To avoid over-fitting, we excluded the strategies of 3-knots
separations. For models based on 1-knot and 2-knots separations, we calculated
the model fit measures. As a result, the model separating the duration by week
#6 and #8 was the best for all model fit measures among those models.

For the above reasons, we adopted the LGC model separating the observation
duration by week #6 and #8. For simplicity, the LGC model for normative
changes of EMA responses is called unconditional model later in this paper.

LGC Models for Individual-Level Changes. To build LGC models for
individual-level change, we introduced the factor of interest (personal charac-
teristics here) into the unconditional model. LGC models can use the factor of
interest to explain variances in each latent variable with regression. This model
is called the conditional model.
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Table 2. Regression models explaining (1) continuity, (2) frequency, and (3) overall
slope of EMA responses from personal characteristics. Note that β is a partial regression
coefficient, S.E. is standard error, and p is p-value (∗∗∗...p < 0.001, ∗∗...p < 0.01,
∗...p < 0.05).

Measure Continuity Frequency Overall slope

β S.E. p β S.E. p β S.E. p

(Intercept) 55.91 2.83 *** 436.65 47.82 *** −0.120 0.012 ***

Mental status

Depression scale −2.56 3.43 −107.60 57.94 −0.004 0.014

Perceived stress scale 4.82 3.37 119.23 57.06 * −0.033 0.015 *

Flourishing scale 1.71 3.58 15.82 60.57 0.013 0.015

Loneliness scale 1.03 4.21 77.63 71.15 −0.025 0.018

Personality traits

Neuroticism 0.20 4.28 55.25 72.36 −0.011 0.018

Extraversion −1.74 3.73 11.06 63.01 −0.035 0.016 *

Openness 1.04 3.18 −3.63 53.85 0.026 0.014

Agreeableness −3.75 3.96 45.98 67.05 −0.001 0.016

Conscientiousness 1.25 3.49 25.07 59.08 −0.034 0.015 *

Our analyses considered nine personal characteristics, thus we built nine
kinds of conditional models. As for the unconditional model, the model fit of the
conditional model is calculated using RMSEA, CFI, and TLI.

5 Results

5.1 Personal Characteristics vs. Continuity, Frequency, and Overall
Slope

Table 2 shows the partial regression coefficients of personal characteristics for
continuity, frequency, and overall slope. The intercept in the models represents
values of the objective variables of a subject whose all explanatory variables are 0
(i.e., average). Thus, on average, the subjects made 436.65 EMA responses, par-
ticipated in the experiment for 55.91 days, and reduced the number of responses
by 0.12 per day. Betas mean the effect of personal characteristics on the conti-
nuity, frequency, and overall slope of EMA responses.

We found a significantly positive coefficient of the perceived stress scale for
the frequency of responses to EMA questions (β = 119.23∗). This means that
subjects with higher perceived stress make more responses in total than those
with lower perceived stress. Furthermore, we found that perceived stress scale,
extraversion, and conscientiousness have significantly negative effects on the
overall slope of the daily frequency of EMA responses (β = −0.033∗, −0.035∗,
−0.034∗). These results indicated that the higher the subject’s perceived stress,
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extraversion, and conscientiousness, the stronger the decrease in EMA frequency
for the total duration. We did not find significant coefficients of personal charac-
teristics for continuity, implying that personal characteristics were not effective
in explaining variances of the participation length.

5.2 Personal Characteristics vs. Period-Separated Slopes

Table 3 shows results obtained from LGC models. The unconditional model
shows significantly negative slopes for all periods (M. = −0.96∗∗∗ (period I),
−0.84∗∗ (period II), −0.79∗∗ (period III)). This is consistent with the result
that the overall slope of daily EMA frequency is negative, which was obtained
in answering RQ3. Moreover, the variances in the intercept and slopes in each
period were significantly large (V. = 25.79∗∗∗ (intercept), 0.61∗∗ (period I), 2.03∗∗

(period II), 2.26∗∗ (period III)). These results mean that overall, the frequency
of EMA responses decreased over time, but the values of initial status (i.e.,
intercept) and the slopes significantly varied among the subjects.

The conditional models can explain the variations of the initial values and
the slopes among the subjects. The perceived stress scale was found to have a
positive effect on the initial value (β0 = 1.88∗) and a negative effect on the slope
in period II (β2 = −0.68∗∗). The positive effect is consistent with the result that
subjects with higher perceived stress respond to EMA questions more frequently,
which was obtained in answering RQ2. The negative effect means that the higher
the perceived stress, the more strongly the EMA response rate decreased after
the end of the examination period.

We also found that extraversion had a positive effect on the slope in period
III (β3 = 0.52∗). It means that the lower the extraversion (i.e., the higher intro-
version), the more strongly the EMA response rate decreased after the school
festival.

Moreover, our results showed that agreeableness had a positive effect on the
slope in period I (β1 = 0.31∗). It indicates that, in the initial duration of the
experiment, subjects with higher agreeableness decreased the EMA response
rates more strongly.

6 Discussion

6.1 Influential Factors

As indicated by our results, perceived stress, extraversion, conscientiousness, and
agreeableness are influential factors for EMA response rates. Here, we discussed
why these factors were significant.

Effects of Perceived Stress. Indicated by our results, subjects with higher
perceived stress entered EMA responses at higher levels of daily frequency.
According to the previous research [18], stressful individuals prefer disclosing
themselves to machines (e.g., virtual agents) rather than to real people. In the
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context of EMA studies, answering EMA questions can be an activity of disclos-
ing themselves to machines such as entering their emotions with the portable
devices. Therefore, the EMA response rates of subjects with higher perceived
stress were generally higher.

Subjects with higher perceived stress were also found to have stronger neg-
ative overall slopes. As mentioned above, such subjects tended to have a larger
volume of EMA responses. This corresponds to a large amount of decrease mar-
gin, which may simply yield stronger decreasing trends.

The slope of response rates of subjects with higher perceived stress was found
to be strongly negative particularly after the examination period. As discussed in
prior work [11], the midterm examination might create extreme pressure for the
students. Such stress often makes people disclose themselves to machines than
to real people [18]. Considering this background, subjects with higher perceived
stress may have disclosed themselves less frequently in the EMA questions after
the examination, because they were released from their stress imposed by the
tense event.

Effects of Extraversion (Introversion). We found that subjects with higher
extraversion showed a stronger negative overall slopes. It was also seen that sub-
jects with higher extraversion showed a stronger positive slope after the school
festival (i.e., in period III). These results seem to be contradictory. We start by
explaining how to interpret these results.

As shown in Table 3, the period-separated slopes of the conditional model
with extraversion in period I, II, and III are −0.27, 0.03, and 0.52. From these
values, we can derive that an overall effect of extraversion on the slope at week
level is −0.25 (−0.27 · 5 + 0.03 · 2 + 0.52 · 2). As shown in Table 2, the effect of
extraversion on the overall slope at a day level is −0.035. Both are consistently
negative. Therefore, extraversion was found to have a significantly positive effect
on the slope in period III; however, it totally has a negative effect considering
the period-separated slopes and the duration of each period.

We here explain why subjects with lower extraversion (i.e., higher introver-
sion) showed a stronger negative slope in period III. Introverted people pre-
fer reflecting on their internal aspects [1,34]. Answering EMA questions such
as telling their mood or behaviors can be an activity indicative of reflection.
According to the prior work [33], such reflection needs their psychological energy.
However, the psychological energy is limited: it is consumed by social interac-
tions [12]. Considering this, we assumed that introverted subjects depleted their
psychological energy through social interaction such as the school festival, which
led to a decrease in the EMA response rate.

To see whether introverted subjects engaged in social interaction, we exam-
ined the duration of subjects’ daily conversations. The conversation durations
were estimated by audio classification of microphone data [16,22]. They are
stored in the StudentLife dataset. Following the prior work [11], we used the
data as indicators of social activities.
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Fig. 2. Extraversion and daily averages of conversation time in each period. Note that
each subject has three points (conversation time in period I, II and III). r represents
correlation coefficients between extraversion and conversation time in each period.

Figure 2 shows the relationship between the conversation duration (the y-
axis) and the extraversion (the x-axis) for each period. Extraversion and daily
conversation time show slightly positive correlations in period I and III, but a
slightly negative correlation in period II. Considering that highly extroverted
people prefer social interaction, we can expect to see the same trend in period II
as in period I and III. Contrary to this expectation, the association in period II
shows a negative correlation. This means that the introverted subjects engaged
in social interaction more than expected. However, it should be noted that these
correlations are weak and not statistically significant. Therefore, our assumption
was not completely supported, though it was confirmed in a weak trend.

Effects of Conscientiousness. Subjects with higher conscientiousness were
found to have stronger negative slopes of the frequency of EMA responses, but
conscientiousness did not have any significant effect on continuity and frequency.
In general, people with high conscientiousness are known to show self-discipline,
act dutifully, and aim for achievement [7]. Thus, subjects with high conscientious-
ness are expected to make many responses continuously, which is inconsistent
with our results.

To understand this, we extracted top-5 subjects and bottom-5 subjects in
terms of conscientiousness, and compared their week-level daily frequencies.
Figure 3 shows the week-level daily frequency of these subjects. The daily fre-
quency at week #1 of the top-5 subjects is higher than that of the bottom-5
subjects. Considering that continuity was not associated with conscientiousness,
this means that subjects with a conscientious personality entered EMA responses
in the early stage of the experiment, but not in the following period.

Moreover, the top-5 subjects showed a strong decrease in the EMA frequency
from week #5 to #6, which is included in the examination period. After the
event, the daily frequency of these subjects also gradually decreased. According
to the previous work, the subjects with higher conscientiousness had higher GPA
scores [39]. This implies that these subjects gave more weight on the midterm
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Fig. 3. Week-level daily frequency of top-5 and bottom-5 subjects in terms of consci-
entiousness.

examination than the EMA experiment. This might lead them to make fewer
responses around this event.

To sum up, the highly conscientious subjects made more EMA responses in
the early stage of the experiment but not in the following period. They also
avoided answering EMA questions during (and after) a part of the examination
period because they concentrated on the examination. As a result, conscientious
personality had negative influence on the overall slope, but did not significantly
affect frequency or continuity.

Effects of Agreeableness. Agreeableness was found to weaken the slope in
period I. To understand this more deeply, we first separated the subjects into
two groups by the mean value of agreeableness: high (N = 24) and low (N = 18)
groups. We then compared the week-level daily EMA frequency of these groups.
As shown in Fig. 4(a), the high group shows a strong increase from week 1 to
week 2. We assumed that the subjects in the high group tended to delay making
their initial EMA response.

To assess our assumption, we compared the time from the start of the exper-
iment to the first time of making EMA response across these groups. Figure 4(b)
shows the distributions of the number of subjects for the time between the start
of the experiment and the first EMA response. For these distributions, we con-
ducted Welch’s t-test to see whether the mean values of the time are statistically
different across these groups. As a result, we confirmed the mean value of the
high group was higher than that of the low group (t = 2.245, p < 0.05). There-
fore, our assumption was confirmed. However, we could not understand why
the subjects with higher agreeableness delayed making their initial responses to
EMA questions. Assessing this issue is a future task.
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(a) Daily EMA frequency in each week. (b) Distributions and density curves of
time from the start of the experiment to
the first EMA response.

Fig. 4. Comparison of week-level EMA frequency and initial response time by high
and low groups of agreeableness.

6.2 Theoretical Implications

Based on the above results and discussion, we discussed here how EMA data
is biased according to personal characteristics and timing. In this discussion,
the bias in EMA data can be divided into two types: overall bias and local
bias. Overall bias refers to the fact that the EMA responses collected are biased
toward subjects with certain characteristics. Local bias refers to the fact that the
collected EMA responses are biased toward subjects with certain characteristics
at a particular period or timing. The implications of overall bias and local bias
are summarized in Table 4.

Among the personal characteristics in this study, perceived stress can be a
factor behind overall bias, because it yields differences in the frequency of daily
EMA responses among subjects. More specifically, it means that the EMA data
is more likely to contain responses from subjects with higher perceived stress
levels. The other personal characteristics were not found to cause overall bias,
indicating that the overall proportion of EMA data is not biased by the personal
characteristics other than perceived stress.

Local bias refers to the fact that the collected EMA responses are biased
toward subjects with certain characteristics at a particular period or timing.
The extent of local bias can be explained by the steepness of overall slopes of
response rates. Our results indicated that subjects with higher perceived stress,
extraversion, and conscientiousness had stronger negative overall slopes. This
means that the EMA responses of subjects with these personal characteristics
decrease over time strongly. In other words, the percentage of responses from
subjects with a high degree of these personal characteristics is high in the early
period of the survey, compared to the percentage in the later period of the
survey. In this manner, the distribution of these personal characteristics in the
EMA data is skewed for time.

The extent of local bias can be also explained by period-separated slopes,
that is, the slopes of response rates in specific period. In the early stage of the
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Table 4. EMA data bias and personal characteristics.

Bias type Personal characteristic Description (In the EMA data collected, ...)

Overall bias Perceived stress % responses from subjects with high degree
of it is large

Local bias Perceived stress % responses from subjects with high degree
of it decreases over time

Extraversion % responses from subjects with high degree
of it decreases over time

Conscientiousness % responses from subjects with high degree
of it decreases over time

Local bias Perceived stress % responses from subjects with a high
degree of it strongly decrease after tense
events

Extraversion % responses from subjects with a low degree
of it strongly decreases after social
experience

Agreeableness % responses from subjects with a high
degree of it strongly increases in the early
stage (they are late for making an initial
EMA response)

EMA study, subjects with higher agreeableness were found to delay making an
initial EMA response. Therefore, the EMA responses from subjects with high
agreeableness tend to be missing in the early stage. After tense events such as
the midterm examination, the proportion of EMA responses from subjects with
high perceived stress may decrease. Similarly, the EMA responses of subjects
with low extraversion are likely to be missed after they have social experiences.

The results of the overall bias are similar to those of previous studies [19,23,
30,37]. This is because they show the relationship between the characteristics
of the subjects and the frequency of their responses throughout the experiment.
However, the present study certainly shows a new finding, since previous studies
did not verify the stress level of the subjects. More importantly, the results
for local bias describe how the heterogeneity of EMA data due to individual
characteristics varies by timing. The results differ from the findings of previous
studies and are the main contribution of this study.

6.3 Recommendations

As shown by the present study and previous works, EMA data is inevitably
biased in terms of personal characteristics and timing. However, the data col-
lected by EMA are widely used for both academic and practical purposes. This
is because they are accepted as true data that represent changes in people’s
subjective states.



Personal Characteristics and Temporal Response Patterns in EMA 19

Therefore, we encourage prospective EMA studies to describe the variance of
EMA response rates as determined by individual characteristics and time, and
to discuss the biases present in the data. These studies include, for example,
studies that use EMA data to predict people’s future moods, and studies that
compare methods for increasing response rates to EMA.

In EMA studies involving human subjects, determining the nature of the
study sample and assessing its impact are important to confirm the reproducibil-
ity of the findings. Such individual-level analyses will become increasingly impor-
tant in the future development of HCI research. However, it is challenging for
EMA studies to control study subjects and timing. Therefore, future EMA stud-
ies should share their findings on the bias of their respective EMA data and
discuss, in depth, the limitations and generality of their work.

6.4 Limitations

Our study is a case study that points out bias in EMA data in a specific situation.
Thus, our findings will be valid when one has similar conditions as to events,
subjects, study design, and environments, particularly when subjects experience
influential events in social contexts in the community (e.g., final examinations
for students, salary increase interview for working adults, etc.).

We considered such influential events (a midterm examination and a school
festival) that most of the subjects encountered, and did not focus on purely
personal experiences. For example, if a subject had a negative experience such
as troubles with family or traffic accidents, the subject would lose his/her energy
regardless of his/her degree of perceived stress or introverted personality. Our
research did not take this point into account, because our focus is the effect of
personal characteristics.

Moreover, our results are based entirely on the StudentLife dataset. However,
as discussed above, prospective EMA studies need to share their findings on the
biases of their EMA data to understand the limits and the generality of EMA
studies. The present study certainly contributes to these issues.

6.5 Future Work

To understand the effects of such personal experiences on response rates, it might
be useful to examine passively-sensed data such as locations, mobility, phone
logs, and so on. This contextual information can be used for inferring subjects’
experiences. Our future work will investigate how response rates are associated
with this contextual information to better understand individual differences in
response rates from the viewpoint of personal ongoing experience.

To achieve the general goal of understanding how EMA data is biased, it
is necessary to carry out experiments individually under various conditions in
which each factor is controlled, and to perform a meta-analysis that aggregates
the data of each experiment. For example, EMA experiments will be conducted
in different cultures (e.g., Western vs. Eastern) and with different social sta-
tuses (e.g., students vs. workers). It is expected that generalized findings will be
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derived by comparing the results of the present study with those results, or by
integrated analyses based on the experimental data of the present study.

7 Conclusion

EMA data is inherently heterogeneous. However, it is currently recognized and
utilized as true data that represents the changes in people’s subjective state over
time. Therefore, it is important to discuss how the EMA data is biased. In this
study, unlike previous studies, we analyzed the temporal changes in the response
rate of EMA data.

Primary results indicated that the subjects with high perceived stress had
a higher frequency of EMA responses, but the frequency of EMA responses
from these subjects tended to decrease strongly throughout the experiment,
especially after the midterm examination. We also found that the subjects with
low extraversion had a weak tendency to decrease the number of EMA responses
throughout the experiment, but the number of EMA responses of these subjects
decreased strongly after the school festival. In addition, conscientiousness had
a negative effect on the overall slope of EMA frequency. Subjects with high
agreeableness were found to show a strong increase in EMA frequency at the
initial stage of the experiment. We discussed the reasons behind these significant
results, and provided new insights into the biasing of EMA data.

In the future, we will consider individual contextual information to under-
stand the effect of purely personal experience on data bias, and conduct meta-
analysis using multiple datasets to derive more general findings. Future EMA
research should describe how the collected EMA data are biased with regard to
individual characteristics and time, and advance the discussion on the limita-
tions and generality of EMA research. We hope that this study will be one of
such contributions.
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Abstract. As social distancing is becoming the new normal, technol-
ogy holds the potential to bridge this societal gap through novel inter-
action modalities that allow multiple users to collaborate and create
content together. We present Jammify, an interactive multi-sensory sys-
tem that focuses on providing a unique digital art-jamming experience
with a visual display and a wearable arm-sleeve. The ‘jamming-canvas’
visual display is a two-sided LED light wall (2m× 6 m) where users can
draw free-hand gestures on either side and switch between two view
modes: own-view and shared-view. The arm-sleeve uses shape-memory-
alloy integrated fabric to sense and re-create a subtle and natural touch
sensation on each other’s hands. We describe the details of the design
and interaction possibilities based on the diverse combinations of both
input and output modalities of the system, as well as findings from a
user study with ten participants.

Keywords: Digital drawings · Large displays · Collaborative
drawing · Crowd and creativity · I/O Interface · Haptics · Touch

1 Introduction

Dynamic media jamming interfaces allow users to engage and compose impro-
vised artworks [11]. Collaborative drawing can be considered as one potential
jamming application that promotes creativity between individuals [38]. When
two individuals are engaged in collaborative drawing, the shared-canvas is con-
verted into a common-platform in which they can communicate their creativity
and emotions [7,44,75]. Previous studies reveal that large displays enable inter-
actions from afar [61], as well as interactions that are simple [30,66]. Therefore,
enabling collaborative drawings in a large display could be used to provide a
unique art-jamming experience for users [65].
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Fig. 1. Jammify comprised of a jamming-canvas based on a two-sided large LED dis-
play (a, b) that enables collaborative drawing with free-hand gestures (c). A wearable
forearm augmentation (d) provides additional feedback by recreating natural touch
sensations.

Building upon prior work on large displays towards collective playful interac-
tions [14,45] and the current state of the world, we present Jammify. Our system
comprises a shared drawing canvas based on a two-sided large-scale LED dis-
play. Two individuals can use Jammify to draw with free-handed gestures on each
side, creating a novel system for playful, open-ended interactions, and casual cre-
ativity for everyday pedestrians in public spaces. Both users are interconnected
through a wearable arm-sleeve which can sense and recreate a natural touch
sensation on the skin. The arm-sleeve, that extends prior work [52], acts as an
integrated [49] communication channel between the two users, allowing them to
sense and share subtle affective touch reactions on each other’s forearms while
maintaining appropriate social distancing. For the visual modality, two users
can switch between different modes: own-view and shared-view, through the two
conversely connected displays. We see this as an important aspect to consider
in collaboration, given that shifts to using remote-based systems largely lack a
multi-sensory experience. Although remote tools have vastly improved over the
years, we are looking towards an assistive augmentation [34], that also facilitates
multi-sensory feedback among users for shared content creation.

In this paper, we describe the technical implementation and the interaction
possibilities of the system. In addition, we discuss how Jammify enables multi-
ple interaction possibilities, such as collaborative, competitive, and exploratory
tasks. Finally, we evaluated the effects of Jammify on user perception and expe-
rience across various proposed interaction modalities. In summary, we contribute
with: 1) a system that allows user to experience a unique digital art-jamming
experience based on visual feedback and the sensation of touch. 2) user evalua-
tion of the Jammify with ten users to understand users’ perception of the digital
art jamming experience.

2 Related Work

Our research is based upon prior work on (1) haptic-affect interfaces that
empower person-to-person interaction, (2) jamming interfaces that allow users to
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engage in improvised collaborative tasks, as well as (3) interactive large displays
that enable multi-user interactions in-the-wild.

2.1 Haptic-Affect Interfaces

There has been a significant amount of work focusing on haptic interfaces that
enable interactions between multiple users to express affections [21,50]. Partic-
ularly, interacting with multi-modal affective feedback methods, such as visual
and haptic modalities, has been proven to be more influential in enabling an
immersive user experience [2,36,74]. Previous research [8,9] imply the possi-
bility of making people co-present by sharing and communicating touch feel-
ings through abstract interfaces. Technological advancements with vibration
motors renders vibrotactile feedback as one of the most utilised modes to convey
affect-related information [57,58,71]. However, non-vibrating interfaces, such as
Shape-Memory Alloy (SMA) based wearable interfaces [28,31,42,51,52,54,67]
are becoming a popular alternative for vibrotactile interfaces as they are more
natural and expressive [31]. Moreover, SMA demonstrates multiple advantages,
such as efficiency in large-amplitude actuation [35], competitive Power-to-Weight
ratio [41], and a smaller form factor. Some of the early explorations concern-
ing SMAs such as Sprout I/O [16], HapticClench [29], and Tickler [43] exhibit
insights about using SMAs in the research domain. Nakao et al. proposed Share-
Haptics [55], an SMA-based haptic system that allowed multiple remote par-
ticipants to share haptic sensations via the hands and feet depending on the
application. Recently, Springlets [31] explored six expressive sensations on the
skin using a single flexible sticker based on SMA springs. Touch me Gently [52]
proposes a forearm augmentation that can mimic the natural touch sensations
on the forearm by applying shear-forces on the skin using an SMA matrix con-
figuration. In this work, we build upon Touch me Gently [52] to sense touch and
share emotive information between a pair of users.

2.2 Art Jamming Interfaces

Dynamic media jamming interfaces allow multiple users to engage with gen-
erative multimedia systems to compose impromptu artworks, particularly in
the audiovisual domain [11]. They mainly focus on multi-user interaction and
the interfaces associated with collaborative interactions. These have gained an
increasingly important role over single-user multimodal interfaces in human-
centered designs, as they facilitate multiple users to work in group tasks [6,20].
For example, VJing is a format of real-time visual performance art that con-
ducts concurrently with music sessions as a visual backdrop, allowing users to
manipulate different video streams in real-time [69]. Meanwhile, drawing can be
a potential collaborative platform for users to perform jamming sessions. Even
before the invention of languages, drawing was one of the earliest ways in which
humans conveyed expressions and ideas [12,24]. Nowadays, users generally have
the tools to become digital artists by adjusting several parameters in the partic-
ular system using graphical or physical controller interfaces [11,33]. For instance,



26 S. Muthukumarana et al.

BodyDiagrams [37] proposes an interface that enables the communication of pain
symptoms via drawing. Similarly, considerable work has been done in the medic-
inal domain to evaluate the expressiveness of drawing in aiding interpretations,
diagnosis, and recovery [26,27,64]. Drawing has also been used as a tool to inter-
pret certain emotions of users [25,48,72], essentially demonstrating the influence
of drawing in affective communication. Our work adds to this body of work by
having the display act as a bridge between socially distanced individuals and as
an interactive medium to connect them.

2.3 Interactive Large Displays

Amongst the multiple advantages of large displays, recent past work has also
considerably highlighted performance benefits [62] and user satisfaction [17].
Additionally, psychological gains are also among the significant advantages of
large displays as they aid memory improvement [18], peripheral awareness [17],
and spatial knowledge [5], etc. Alternatively, large displays have been employed
in shared surfaces across multiple users as they trigger and boost communica-
tion among unknown persons [10,46], enhance co-located collaborative activi-
ties [53,63], and facilitate the sense of community [15,63]. For instance, Zadow
et al. [70] explored the multi-user interaction between personal devices and large
displays. In addition, Graffito [65] presents a case study that explored the ways
crowd-based performative interaction happens with large-scale displays. Gener-
ally, interactive displays invite users to creatively express themselves through the
display. Although most interaction methodologies share texts or images over a
personalised device, such as a mobile phone [3,14,23,45,56,70,73], there has been
considerable interest in the HCI community to blend the natural gestures of users
with large display interactions [1,39]. Sensing mechanisms such as motion track-
ing systems [47], mid-air gestures [10], and gaze estimations [40] have already
been deployed in large displays. In this work, we combine sensing with natural
touch sensation feedback for a multi-sensory experience.

3 Jammify

The goal of Jammify was to encourage users to engage in spontaneous and
impromptu interactions, either with each other or with the system itself. We
see this being especially useful currently, given that the ongoing pandemic has
negatively affected human interaction. Jammify facilitates these interactions by
being a bridge that provides both visual and haptic modalities while maintaining
social distance. Moreover, one of our primary considerations while designing
Jammify was to prevent users from physically contacting the wall or with each
other while interacting with the system.

The overall design architecture of Jammify has two main components, the jam-
ming canvas (public visual feedback) and the arm-sleeve (private haptic feedback).
The jamming-canvas is the platform where two users can perform digital drawings
using simple mid-air hand gestures. The augmented arm sleeve (see Fig. 1d) con-
nects users with a channel to share remote touch sensations between them.
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Fig. 2. Jammify System Architecture: Two large displays visualize the illustrations
users draw. Light controllers control the two large displays according to the gesture
classifier and hand tracker sensed by two depth cameras. The augmented arm-sleeve
incorporates an 8-layer design; a) Electrical insulation layer, b) Copper layer 1, c)
Velostat sheet, d) Copper layer 2, e) Thermal dissipation layer, f) SMA wire layout, g)
Adhesive and stretchable textile, h) Thermal and electrical insulation layer.

3.1 Jamming Canvas

The jamming-canvas consists of a large LED display and a pair of depth cameras
that can track and detect free-hand gestures. The light display controllers and
the depth cameras are controlled by a central computer.

Light Display: The Jammify canvas is a two sided 2 m× 6 m large canvas
made using ten light panels. Each panel has four strands, illuminating 180 iColor
Flex LMX LEDs installed to a plywood panel as shown in Fig. 1a. Altogether,
the entire canvas has 1800 individually addressable, full-color LED nodes. Each
node produces a maximum of 6.56 candela of light output while consuming just
1W of power. The light strands were connected to 8 Philips color kinetic light
controllers with an inbuilt Ethernet controller that allowed individual nodes to
be addressed. We deployed the jamming-canvas right beside the main entrance of
a building, facilitating impromptu interactions with Jammify among people who
pass through. Initial observations show that users were curious to examine the
inside of the wall to see how it is made. Therefore, we integrated a ‘behind-the-
scene’ into our design by keeping an opening for the light display (see Fig. 1b)
for people to see inside.

The shared jamming-canvas operates in two modes: (1) Own-View (OV)
allows two users to draw on the light display individually as two separate draw-
ings, and (2) Shared-View (SV) enables both users to work on the same drawing
simultaneously, as shown in Fig. 3e and 3f. In the OV setting, two users work on
their own illustration independently on the two-sided light displays. For instance,
the OV mode is more suitable for a competitive task, whereas the SV mode is
more suitable for a collaborative task. When no participants are present, all
the lights of the display start fading in and out slowly, creating an appealing
effect [32] for the people passing by.
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Fig. 3. Jammify enables multi-user interaction possibilities based on the diverse combi-
nations of the following modes; (a) One-to-One (O2O), (b) Gestures-to-Shapes (GTS),
(c) Touch-to-Touch (T2T), (d) Gestures-to-Gestures (G2G), (e) Own-View (OV), (f)
Shared-View (SV), (g) Feeling-User (FU), and (h) Feeling-Drawing (FD).

Depth Camera: To control lights using hand gestures, we mounted two Intel
RealSense D435 depth cameras [13] on top of both sides of the canvas (see
Fig. 2). To track hand movements, we wrote a Unity application using Nuitrack
SDK [59]. The position of the hand is mapped to the corresponding pixel coor-
dinates of the light display. To enable drawings on the canvas, we interfaced
the Intel depth cameras with iColor Flex LMX LEDs by using a software con-
troller implemented using ‘color kinetics’ Java Processing API, along with a TCP
library to interface with Unity.

We propose two ways of transforming the interaction in front of the display
(see Fig. 3a and 3b) based on the geometrical location of the hand: (1) One-
to-One (O2O) maps the position of the hand to the one-to-one pixel coordinate
of the display, and (2) Gestures-to-Shapes (G2S) maps the free-hand gestures,
namely swipe-up, swipe-down, swipe-left, and swipe-right to approximations of
pre-defined shapes, namely circles, triangles, squares, and lines respectively to
create collage type illustrations. Both users can switch between different modes
by performing a hand-waving gesture. Holding the hand in the same spatial
location for a period of three seconds would allow the user to choose different
colours for the drawing. Furthermore, users can reset the jamming-canvas by
performing a push gesture. Jammify supports one user per side of the set-up.
We marked a specific location in front of the display where users can interact.
When a user interacts with the system, other people, such as onlookers, are
filtered out based on the horizontal distance from the display.
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3.2 Augmented Arm Sleeve

We propose the inclusion of arm sleeves for two key reasons. Firstly, we wanted
to pair a haptic modality with the jamming canvas to transmit subtle touch
sensations among users. Secondly, we are looking towards an easy-to-put-on
wearable device with a relatively large surface area for interaction with the hands.
Arm sleeves [52] is one such device that enables users to pass subtle emotive touch
responses among each other. Furthermore, it is easy to wear, as the forearm is
a suitably large surface area without being obtrusive. The arm sleeve comprises
of two main components; (1) Sensing Layer Stack to sense and classify the
touch gestures performed on the forearm using a Force-Sensitive Resistor (FSR)
matrix, and (2) Actuation Layer Stack to recreate the touch sensation of the
skin by actuating an SMA-based plaster matrix, placed on top of each other on
the forearm of the user.

Sensing Layer Stack: The sensing layer stack is based on 15 FSRs in a
5 × 3 matrix that covers most of the forearm area. A pressure sensitive con-
ductive sheet (Velostat) was placed in between two non-attached copper layers
(see Fig. 2a to 2d). Depending on the applied force on the node, the Velostat
changes the conductivity and the connectivity of the two non-attached copper
nodes. An overall sampling rate of 50Hz was achieved by switching between five
rows of digital outputs and three analog inputs. The topmost layer is an electric
insulation layer to eliminate direct contact between the copper nodes and the
skin.

The sensing layer stack of the augmented arm-sleeve incorporates the real-
time 2D coordinates associated with the touch gestures performed on the fore-
arm. Based on these touch locations, Jammify allows users to interact in two
ways (see Fig. 3c and 3d): (1) Touch-to-Touch (T2T) that maps the touch loca-
tions of the hand to the exact SMA patch on the augmented arm-sleeve of the
other user, and (2) Gestures-to-Gestures (G2G) that classify six touch gestures
performed on the forearm (stroking down the arm, stroking up the arm, grabbing
the arm, grabbing the wrist, encircling on the arm, and encircling on the wrist)
and activates the same actuation pattern in the SMA matrix.

Actuation Layer Stack: We developed the actuation part of the forearm-
sleeve based on recent research work that demonstrated recreating the perception
of natural touch sensation on the skin [52]. This was implemented with an SMA-
based flexible plaster matrix design with four layers, as shown in Fig. 2 e to h,
to generate shear-forces on the skin. In Jammify, we added a top layer to allow
both sensing and feedback.

The arm-sleeve interface of Jammify also has two operating modes: (1)
Feeling-User (FU) mode that allows users to share touch responses via the fore-
arm augmentation, and (2) Feeling-Drawings (FD) mode that enables users to
feel the artworks drawn on the jamming-canvas (see Fig. 3g and 3h). In FU, a
user can receive haptic responses in the form of feedback, guidance, or reaction
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Fig. 4. Jammify’s Interaction space composes two dimensions: Number of users (Single-
user Interactions versus Two-user Interactions) and the employment of the augmented
arm-sleeve (With the Augmented Arm-sleeve versus Without the Augmented Arm-
Sleeve).

for the drawn elements shared by the other user. We identified this mode as most
suitable for a collaborative task where users can share several responses, such
as emotions via haptic reactions. In the FD mode, we activate the SMA plaster
matrix when the user hovers the hand over the boundaries (edges) of the drawn
elements. This mode is more suited for single-user interactions.

3.3 Interaction Space

Jammify incorporates a combination of two types of inputs to the system (depth
camera and FSR matrix), as well as two output modalities controlled by the
system (light display and SMA matrix), as mentioned above. In this section, we
suggest how these interactions can be combined: Single-user Interactions versus
Two-user Interactions in terms of the number of users, and With the Augmented
Arm-sleeve versus Without the Augmented Arm-Sleeve in terms of the utilization
of the Augmented Arm-sleeve. Depending on the design requirements, Jammify
can refer to different combinations of operation modes (as shown in Fig. 4)
to facilitate various types of applications. We choose three potential types of
applications that Jammify can assist; Collaborative tasks where users can work
together or a single user can collaborate with Jammify, Competitive tasks in
which two users can compete with each other or a single user can compete with
Jammify, and Exploratory tasks where single users can free-play with Jammify.

Collaborative Tasks: Research work on collaborative drawing runs back sev-
eral decades [60,68], and its potential to support creativity is well established
[19,76]. In Jammify, when a pair of users interact with the system in a col-
laborative task, we propose One-to-One (O2O) as the depth camera mapping
mechanism to draw on the canvas freely, Shared-View (SV) as the display mode
for the shared view, Gestures-to-Gestures (G2G) mapping of the FSR matrix,
and Feeling-User (FU) mode as the SMA matrix configuration to share real-time
haptic responses. Similarly, a single user can also accomplish a collaborative task
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with Jammify. In this case, Jammify provides a prepared low-resolution image,
allowing the user to modify the drawing as needed. In contrast to the two-user
condition, we suggest maintaining the light display mode as the Own-View (OV)
mode and the depth camera mapping as One-to-One (O2O) in the single-user
mode. When a single-user uses an augmented arm-sleeve, it can only operate in
the Feeling-Drawing (FD) mode.

Competitive Tasks: Competition tends to have positive effects on creativity
[4,22]. For a competitive task, such as two users engaging in a drawing com-
petition with each other, we propose Gestures-to-Shapes (G2S) as the mapping
mechanism to collage abstract illustration, Own-View (OV) as the display mode
for having two independent views, and Feeling-Drawing (FD) mode as the SMA
matrix setting for users to feel the drawing in an abstract way independently.
One person can compete with Jammify to complete a given abstract illustration
as quickly as possible. The combination of One-to-One (O2O) depth camera
mapping mechanism, Own-View (OV) display mode, and Feeling-Drawing (FD)
mode is an exemplar for a single user interaction in this case.

Exploratory Tasks: Exploratory interactions associated with drawings have
been shown to be applicable in playful interactions [23,77]. Likewise, in the
exploratory mode of Jammify, such as a free-hand drawing interaction, users
can free-play with the system without a particular objective. We propose One-to-
One (O2O) as the depth camera configuration, Own-View (OV) as the display
mode for the individual view, and Feeling-Drawing (FD) mode as the SMA
matrix setting for the user to feel the drawing on the forearm. In the same way,
users can engage in a simpler interplay with Gestures-to-Shapes (G2S) depth
camera mode to create more abstract artworks by performing free-hand gestures
mentioned above.

4 Evaluation

The goal of this user study is to understand users’ perception of the digital art
jamming experience Jammify provides. Ten participants (8 males and 2 females)
aged between 22 and 38 years (M = 29.7, SD = 4.29) were recruited, and among
them, four participants had previous experience with interactive displays. The
jamming-canvas was deployed right beside the entrance of our institute and
the user study was also conducted at the same location. At the beginning of the
study, we explained the study details, instructions, and objectives to each partic-
ipant. We explore several configurations including: Arm-sleeve availability (With
the Augmented Arm-sleeve, Without the Augmented Arm-sleeve), and Types of
the task (Collaborative, Competitive, Exploratory). Altogether, each participant
went through six different scenarios; 2 Arm-sleeve availability × 3 Types of the
tasks (See Fig. 5). In Collaborative tasks, an experimenter acted as the external
person behind the screen. However, participants were unaware of this. We only
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Fig. 5. Participants were engaged in three types of tasks: Collaborative, Competitive,
and Exploratory. a) In the Collaborative task, users were given a partly completed
drawing to complete as a collaborator. b) We provided a monochrome image to fill with
colours in 30 s in Competitive tasks. c) The Exploratory task allowed the participants
to interact with the jamming-canvas as they wish. d) All of the above mentioned tasks
were conducted in two conditions With and Without the arm-sleeve.

informed them that an anonymous external person would be collaborating with
them. In Competitive tasks, participants were asked to fill a monochrome image
with colors within 30 s. To increase the competitiveness, we told them that their
colouring will be evaluated. In Exploratory tasks, participants were allowed to
interact with the display freely. The study took approximately one-hour per par-
ticipant. After each condition, the participants filled out a questionnaire, asking
about the emotions expressed through the interactions, negative and positive
experiences, and comments on drawn illustrations. The quotes were collected
using a questionnaire where participants were asked to select the most preferred
mode and the reason for the selection at the end of the user study.

4.1 Results and Discussion

Exploratory Mode Preferred by Most Participants: When we asked par-
ticipants about their favourite digital art jamming mode, the majority (nine out
of ten) declared that they enjoyed the Exploratory task with the augmented
arm-sleeve the most. They reported the reason as being the “freedom” they had
during the task. For example, P1: “I had complete freedom”, and P4 :“ It gave me
freedom of drawing, so I was able to draw what came into my mind”. The freedom
that the Exploratory mode gives may also have awakened their creativity, which
the majority of participants enjoyed. P8: “I like exploratory mode. It doesn’t
have an explicit task. So no pressure, more creativity”. Only one participant felt
that the Exploratory task required more effort since they needed to complete the
drawing solely by themselves. The majority of participants preferred the Collab-
orative task, as it was less difficult. They specifically mentioned that users could
acquire more support for the drawings in this mode, especially for those who lack
the confidence in their artistic skill. P2: “I’m not good at drawing. Therefore,
drawing with someone else gave me confidence and help me to do a better job at
drawing”. None of the participants mentioned that they liked Competitive mode.
The reason behind this could be the induced temporal cognitive load created by
asking them to finish the task within 30 s, which was not a lot of time to awaken
their creativity, compared to Exploratory or Collaborative (For example, refer
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P8’s statement above). Furthermore, many participants found that they could
not enjoy the touch feedback during the Competitive mode. P4 : “Competitive
felt hurried so I really was not able to respond to the touch feedback, but I could
respond accordingly for the other modes. I enjoyed it”.

Augmented Arm-Sleeve Enhanced the Experience: In terms of the user
experience with the augmented arm-sleeve combined with digital art jamming, all
participants identified this as the most preferred mode compared to Without the
Augmented Arm-sleeve setting. This was also reflected during the questionnaire
when participants used terms such as “nice haptic feedback” (P8), “great com-
bination” (P5), and “amusing feedback” (P7) to describe the haptic sensations
generated by the arm-sleeve. Participants also noted that the haptic sensation
blended with the visual stimulations induced a unique interactive experience.
For example, P6: “It felt more interactive. I felt I can explore stuff in a new
way. It allowed me to be more creative and play around”, P7: “amusing feedback
generated by the arm sleeve made it more interactive”. Moreover, the partici-
pant who liked the Collaborative task mentioned that the arm sleeve gave him a
feeling of the presence of his counterpart, who interacts with him from the other
side of the wall (in this case, experimenter). This shows that the augmented arm
sleeve enhanced the participants’ experience in two main ways: increased the
liveliness of the jamming experience, and increased the sense of presence of a
partner interacting from the other side of the wall. Therefore, the participants’
comments further confirm that the augmented arm-sleeve did not help them dur-
ing the Competitive task (P2, P5). The greater focus on the competitive visual
task caused users not to perceive the haptic sensation, thus making Jammify less
entertaining. Moreover, some of the participants enjoyed the warmth generated
in the arm-sleeve as a pleasing add-on. P6:“warmth generated in the arm-sleeve
felt pleasant as the environment was cold”. This could also be due to users per-
ceiving the warm sensation as a touch from a physical hand, allowing us to close
the perceived gap between users, even with social distancing.

Other Observations: We observed several notable incidents while implement-
ing the jamming-canvas at our institute’s entrance and during the user stud-
ies. As the researchers in our institute passed by, they approached us with
many queries about the set-up and the technological aspects of Jammify. These
inquiries led us to believe that, despite the fact researchers generally lean towards
science and technology as opposed to art, Jammify could nevertheless spark
a sense of curiosity regarding its implementation and deployment. After the
deployment of the set-up, even individuals from non-technical backgrounds,
such as cleaners, delivery persons, and security guards tried to interact with
the jamming-canvas. Although we thought participants would be overwhelmed
after the one-hour user study, most were still interested in playing with the sys-
tem post-study. These instances showcase that peoples’ desire to interact with
Jammify can potentially bridge two important gaps; the first is the gap of social
distancing by allowing multi-sensory interaction between users, and the second
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being the gap between users who are and are not artistically or technologically
inclined.

Design Implications: We discuss the design implications derived using the
observations and results extracted during the design process and user study
of Jammify. We learned that users did not have to physically touch the dis-
play necessarily; however, it is essential to support multiple users and show the
resulting interaction between the users. Thus, when designing multi-user per-
formative interactions [65], sharing the resulting outcome among all the users
would improve the overall interaction depending on the context. Also, the illus-
trations projected on the large display need not be realistic. Greater abstraction
in patterns are suitable as long as users can make a connection to their actions.
With simple, yet never ending abstract patterns, users will find the system play-
ful, and it would support attracting users to engage with the system. Similarly,
we found that any form of pre-assigned tasks for the interaction should be min-
imised; rather, free-form interplay should be prioritised. Also, a system such as
an interactive public wall should have easy access and allow for simple casual
creativity among multiple users. The interaction should reflect this.

Nevertheless, employing an augmented arm-sleeve to enable a touch interface
showed that users prefer a multi-modal feedback approach. However, there are
challenges when incorporating a wearable device that users share in a crowd-
based system. An ideal solution would be providing the device in the form of
a disposable layer, such as a skin wrap. Such an alternative approach would
remove hygiene concerns, necessity of sanitizing hands, and cleaning the device
each time. Although it has practical challenges, haptics, in particular, provide
enormously beneficial opportunities amidst the pandemic.

Limitations and Future Work: We acknowledge that our current number of
participants is lacking for an in-depth quantitative analysis, largely due to the
pandemic situation. Thus, we plan to reserve that for future works, including a
study on long-term deployment. With the forearm augmentation, we employed
the same pair of forearm sleeves for all the participants to wear. We spent a
significant amount of time ensuring they were sufficiently hygienic. Hygiene con-
cerns made us realise the challenging task of re-designing the system to be either
easily sterilisable or disposable. Furthermore, users may sense a slight warmth on
the skin from the heat generated in the SMA wires, although there is a thermal
protective layer in the forearm augmentation just above the skin. Additionally,
some of participants commented on the brightness of the jamming-canvas in low
light conditions. In the future, this can be resolved by employing an ambient
light sensor in the implementation. Currently, the system does not restrict the
drawing privileges of users. Users are permitted to draw anything in public,
potentially resulting in obscene drawings. In the future, these concerns can be
avoided using a machine learning algorithm.

The current implementation of the arm-sleeve can be problematic for hygiene,
yet from an interaction design standpoint, we find the subtle touch sensation
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from the sleeves to be quite crucial while social distancing. Although this proof-
of-concept augmented arm-sleeve provides many advantages, improving the sys-
tem usability in the real-world context requires more work. Those limitations can
be overcome by manufacturing and designing the device in a sterilisable or dis-
posable manner. In the user study, we ensured that our current implementation
was sufficiently disinfected for users to interact with Jammify.

5 Conclusion

We developed Jammify, a multi-sensory system that enable users to share their
remote touch sensations via an augmented arm-sleeve, while they engage in a
collaborative drawing activity on a jamming-canvas that consists of a two-sided
light display. The overall system provides multi-user interaction possibilities by
enabling users to interact with free-hand gestures on each side of the wall in
several modes, such as own-view and shared-view. The user interactions were
promising, as this unique art-jamming system delivers an assertive experience to
the users. We evaluated Jammify with ten participants in three different modes:
Collaborative, Competitive, and Exploratory. We found that the Exploratory
mode was most preferred by participants. Also, based on the findings, we con-
cluded that the augmented arm sleeve enhanced the user experience with Jam-
mify. As it maintains appropriate social distancing, we envision the concept of
Jammify as a blend of haptic and visual modalities in large scale public inter-
active designs so that users may still create content together in these troubling
times.
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Abstract. Personal data representations have been used to support acts
of self-reflection, a topic that has received little attention in the context of
long-distance relationships (LDRs). To explore a design space for reflective
data representations in the LDR context, first-person methods have been
employed together with nine generative sessions with people who had been
or were in LDRs. Unlike previous work, the generative sessions were part
of an autoethnographic exploration. The participants interpreted the first
author’s visualizations, sketched their own visualizations, and imagined
their data as data objects. The insights from those sense-making sessions
were then analyzed in a card sorting activity between the first author and
their partner where seven themes around communication of long-distance
couples emerged. Furthermore, based on the data-object ideas and the var-
ious sense making sessions, design opportunities and challenges are drawn
related to the transformative nature of relationships, negative reflection
and aspects of privacy. In conclusion, personal data are seen as co-evolving
with humans constantly transforming people’s impression of their roman-
tic relationships in mundane environments.

Keywords: Data-objects · Reflection · Long-distance relationships

1 Introduction

People have been experimenting with their personal data through different
formats, e.g., by producing visualizations [23,27,37,47], or physicalizations
[1,21,33]. Those explorations are outcomes of numerous data assemblages [29]
a person produces throughout time. Research on digital data practices have
explored the temporal and emotional qualities of personal data to understand
how people make sense of their data assemblages, but also, how they feel about
them. This sense making process that relates to feelings has been discussed by
scholar within the HCI community [10,11,28], however, it remains an ongoing
challenge. The work in this paper sets out to further explore affective qualities
of digital data, and furthermore, to imagine data objects [50] that may exist in
people’s everyday environments in the context of communication in LDRs.
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In this paper, the lens is set on communication data extending previous work
by examining personal data as an inherently social phenomenon [9,29]. Further-
more, the LDR research context has been selected as romantic partners already
experiment with their data-sets pointing to an area for further exploration. For
instance, we can find examples of this type of experimentation in online forums,
such as Reddit1 where couples share visualizations of their messaging data. The
act of synthesizing [2,41] personal data into alternative formats can help couples
reflect on their shared past data-sets [10]. In those cases, data acquire character-
istics of memorabilia. While acts of self-reflection have been broadly discussed
in data representations, they have received little attention within the context of
romantic relationships [15,44]. Exploring data representations in that context
may open up a path towards more reflective technologies supporting romantic
relationships over time. In this paper reflection [3] is understood as data expe-
riences and stories put together in ways that couples can better understand or
gain some kind of insight through their communication data about their LDRs.

To explore that area, I2 have inquired into LDR couples as their communi-
cation routine usually entails constantly keeping in touch through digital means
(e.g., texting) producing large amounts of information. In fact, Stafford [43],
puts emphasis on the need of LDR couples for continuous close communication,
“relationships are considered to be long distance when communication opportu-
nities are restricted because of geographic parameters and the individuals within
the relationship have expectations of continued close communications.”

Thus, I tried to make sense of Facebook messaging data between my LDR
partner and I through visualizations and cardboard prototypes. Then, I invited
nine people who were themselves in LDRs – or they had been in one – to genera-
tive sessions combined with semi-structured interviews where the visualizations
from the previous step were discussed and further reflected upon inspiring the
participants to imagine data-objects – in that last part people stretched their
understandings about their data by starting to think about them as design mate-
rial [42]. Data-objects [50] are artifacts in the intersection of industrial design and
data physicalization [21].The coupling of personal data and everyday objects can
make objects more affective and able to provoke reflection in everyday life.Last,
my LDR partner was involved in a one-to-one card sorting activity to make sense
of the outcomes of the first and second step. Unlike previous work [7,18,46], the
generative sessions were integral to the autoethnographic exploration. Further-
more, that lengthy and detailed sense making process contributes to the corpus
or research [9,12,30] that aims at understanding how people make sense of their
data using qualitative methods, but also, reflects a typical Research through
Design process [24].

I pose the following research questions: How can LDR partners make sense
of their communication data? How can we invite LDR partners to imagine their
communication data in physical forms? Do data-objects offer opportunities for
design in the area of romantic relationships? Through this research I gained

1 https://www.reddit.com/r/dataisbeautiful.
2 First-person singular narrative will be sustained throughout the paper as this

research heavily draws from first-person methods.

https://www.reddit.com/r/dataisbeautiful
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an understanding of the types of data-objects that people imagined in their
homes and, I illustrated opportunities for design which view data-objects as
living things that co-evolve with humans and help them conceptualize themselves
and their actions. That is in line with Lupton and Watson’s [31] research on
more-than-human perspective which “positions personal data as lively human–
data assemblages that are constantly changing as humans move through their
everyday worlds”. The contributions of this work are first methodological, where
I have approached the broader context of this research on LDRs and fit that into
a unique, idiosyncratic and private setting (i.e., a single couple) leveraging an
interplay between an autoethnographic and a participatory approach. Second,
this work contributes to personal visualizations research [47] as visualizations
were used in novel ways e.g., sketching, and last, I offer opportunities for design
in the context of LDR couples.

2 Relationships of Data Representations and Reflection

2.1 Making Sense of Reflective Representations of Personal Data

As described by Baumer et al. [3], in personal informatics [26], reflection is an ele-
ment that can lead to self-knowledge through numbers. Whilst it is yet unknown
how people self-reflect when triggered by data representations, previous works
have illustrated various ways through which people make sense of their data and
how these sense making processes might relate to self-reflection. For instance, in
personal data physicalization [21], self-reflection may be triggered through asso-
ciation between personal data and different material-structures. However, due
to emotional and temporal qualities of personal data there is much more depth
in those processes which I attempt to illustrate below.

Barrass [1] has created sonifications of his personal data, a singing bowl.
The interaction with the sonification triggers novel associations between data
and sound. Barrass went through several iterations of the sonification. From
that, I can speculate that reflection may occur during an iterative design pro-
cess, and through the interaction with final sonification. In another example,
Huron et al.’s [19] constructive visualizations, build upon constructive theories
of learning, arguing that physical data construction is connected with learn-
ing and reflection, since reflective thought is common in education and learning
[40]. In Karyda et al.’s [22] work on narrative physicalizations, three tailor-made
physicalizations allowed for bodily interactions with people’s data demonstrating
how by involving the body people may arrive in nuanced understandings about
the self.

Involving the body in data physicalization has been a way through which
people can synthesize past data to then reflect on them both individually [19,22]
and collectively [33]. In Data-things [33] people explored their personal data
through knitting. Each participant formed a visualization through sensors placed
on their knitting needles. Later, the same people were involved in the digital
fabrication of their visualizations during which, they reflected on their data not
only through construction but also by comparing and discussing with the rest
of the group. That project illustrated the role of the social in self-reflections.
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While in these examples the acts of constructing and comparing data may
provoke self-reflections, there are social aspects that are rarely discussed in cur-
rent literature on data physicalization. For instance, Data-objects [42,50] are
inherently social opening up opportunities to explore reflection through data
in mundane environments as they can become part of people’s routines. As Li
et al. [25] argue “In comparison to creating completely new devices, augment-
ing current technologies and integrating them into users’ communication ecology
could be more easy and beneficial than introducing totally new devices.” I argue
that, while integrating any device to people’s communication ecology might be
destructive for the couple, data-objects could blend into the background provid-
ing feedback only when people want to interact with them, and therefore, are
appropriate for the context of this research.

In the context of InfoViz, one of the goals of personal visualization is to enable
multi-faceted insights with one of them being reflective insights [37]. In Dear
Data projects by Lupi and Posavec’s [27] that goal of personal visualizations
is very distinguishable. That project employed a manual approach to gathering
and analyzing data. For a year and every week, the two authors would exchange
postcards. Every week both authors agreed on a topic and then focused on
gathering data based on that. Some of their topics were clocks, number of thank
yous, smiles and more. The postcards included in their front drawings of each
topic and on the back, they contained the address and instructions on how
the receiver should read the drawing. As the authors described, the process
of gathering but also visualizing the data was labor intensive and very slow.
However, that process helped the author to realize things they do they were not
aware of such as, Posavec’s who realised that she tells more often thank you to
strangers compared to her family and friends.

2.2 Data Sharing and Reflection in Romantic Relationships

In the context of LDRs there are several examples of tangible user interfaces
(TUIs) [8,34,39,49] that explore remote communication between couples in an
attempt to bridge the physical distance yet none explicitly discuss aspects of
reflection. As Jansen et al. [21] argue while there is an overlap between TUIs
[20] and data physicalization, the former focuses on input and manipulation
while the latter is meant to explore and gain insights so it is more focused on
output and exploration tasks. The focus on insights is interlinked with reflec-
tion and therefore, data physicalization appears to be appropriate for exploring
reflection in the context of LDRs. Below, I present examples which focus on data
sharing between romantic partners. While in most examples it is not apparent
how and if reflection has occurred, when possible, I attempt to speculate on how
the designed artifacts in those works might have triggered people’s reflective
thinking.

Thudt et al.’s [45] work is at the intersection of data physicalization [21]
and romantic relationships. Thudt created ceramic tableware on which she rep-
resented communication of data (e.g., Skype) between herself and her partner.
The purpose of those objects was for data to become part of everyday life in
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a meaningful way during mundane tasks for the purpose of self-reflection. As
Heinicker [35] argues, “being in a long distance relationship requires a thoughtful
way of communication.” For that purpose he created an SMS necklace as a gift
for his long-distance partner where he physicalized Goodnight SMSs that were
exchanged between the two partners. Heinicker views text messages as manifes-
tations of the self in his partner’s life while in a long-distance situation.

Similarly, Helms [18] developed the leaky objects where implicit information
is shared between couples through everyday objects. For instance, a lamp that
is left switched on in someone’s apartment shows presence of someone else, or
a warm stove indicates that someone has used it recently. The leaky objects
is an autobiographical design project where Helms builds upon the notion of
implicit information shared between them and their partner enabling “expressive
communication and ambiguous speculation.” In that project reflection is not
discussed, however, implicit information may have triggered reflections about the
routine of the couple or even other unforeseen thoughts. Differently Branham et
al.’s project, Diary Built For Two [4] focuses on reflection. In that project, the
authors investigate reflection and restorying through exchange of selected diary
entries between romantic partners. Similarly, Thieme et al. [44] developed the
Lovers’ box through which couples exchanged video messages. In that project the
video messages became “mirrors and sources of reflection” about the couples’
relationship and the videos became meaningful artifacts.

Away from the physical, Griggio et al. [15] study couples’ communication
through different streams of data. Those streams illustrate closeness to home,
battery level, steps and more. One of the findings of that study was that there
were no patterns on how couples used the app as couples appropriated the
app and reflected on those data streams in their own idiosyncratic way. This
finding supports the idea of how unique intimate relationships are for those
experiencing them [13], a fact that provides researchers with a great opportu-
nity to develop something for uniqueness within that research context. In fact,
in research about intimate relationships there are several examples of autobio-
graphical design exploration [7,18,46], yet none of those examples explore the
prospect of reflective artifacts which is aimed through this paper.

3 Methodology

This research investigates how can we use communication data to inform the
design of data objects in the context of LDRs. To conduct this research, I have
used an RtD approach [24] which involved several interlinked sense making activ-
ities. Unlike previous work, I have combined first-person methods with co-design
design activities. Traditionally an auto-ethnographic approach would focus on
the individual. In my work, following an RtD approach where iterative thinking
and doing is central, I contextualized nine one-to-one generative sessions as part
of a broader (iterative) sense-making process (three levels of sense-making) which
were all part of the autoethnographic exploration. In particular, this research
started as an autoethnographic exploration where I used the messaging data of
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Fig. 1. Three levels of sense making took place throughout the stud. In level A, I
explored the Facebook messaging data-sets by myself. In level B, I explored the data-
sets with nine people who were themselves, or had been, in LDRs. In level C, I con-
ducted an analysis with my LDR partner of steps A and B in a card sorting activity.

my long-distance partner and I in different sense making activities with the pur-
pose to design data-objects. One of those sense making activities involved nine
people to interpret and sketch visualization based on their own LDR communi-
cation data, which then helped them to imagine their data in material forms.
“Couples build their own idiosyncratic universe which is different from others”
[6]. Building upon this notion, I used interviews with people who had been or
were in LDRs. The purpose of this mixed method approach Fig. 1 was to enrich
the autoethnographic accounts by taking into consideration a broader perspec-
tive yet adjusted to the unique communication routines of a single couple. Prior
to participation, my partner, as well as, all participants of the study read a
detailed description of the project and signed consent forms.

3.1 Visualizing Messaging Data Between My LDR Partner and I

Thus, based on nine months of Facebook messaging data at the beginning of
my LDR relationship, data visualizations were created in traditional graphs but
also in exploratory ways (Fig. 2a, 1b). During those months I was in [European
Country A] and my partner was living in [European Country B] therefore, we
were in the same time zone.

To make sense of those data sets, I formed a mapping (Fig. 2c) where the
traditional visualizations were juxtaposed with questions such as, what are the
main thoughts the graph brings to me? Three main categories were generated
based on the mapping. Intensity, togetherness and flow-maintenance. Following
that activity, I did cardboard prototypes which reflected the categories of the
mapping. After my initial explorations, I realised I needed input to better under-
stand my research context, both from people who were themselves in a LDR, as
well as from my partner. The reason was that I needed to better understand the
data I had extracted from Facebook, as well as, the potential of designing for
data representations in the context of LDRs.
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Fig. 2. (a) InfoViz of the messages using processing, (b) Traditional Visualization of
the nine months LDR graph and (c) Data Visualization Mapping.

3.2 Generative Sessions with People in LDRs

For the second part of this research, I invited nine people (6 female, 3 male) who
were in LDRs, to individual generative sessions that included semi-structured
interviews. Since I was set to explore a sensitive topic such as, individuals’
romantic relationship and also reveal information about my relationship to them,
I intentionally reached to people with who I was acquainted with and I knew
they were or had been in long-distance relationships. Sharing personal infor-
mation mutually, created an environment of trust where the participants were
comfortable to reveal personal information. Three of the participants were in
a cross-continental relationships (P1, P2, P9), the other six were either in the
same time zones (P3) or an hour apart (P4, P5, P6, P7, P8). All the participants
apart from P6 and P7 (25–30) were in the 30–35 age group. All the participants
were in heteronomrative relationships. In my view, it was irrelevant to aim for a
more diverse sample as online communication data between couples should not
be seen as something that is affected by sexual orientation. The main goal of
the generative sessions were to help me better understand my data-sets as those
people were or had been themselves in LDRs.

The generative sessions were split into three parts and seven out of nine were
conducted through Skype. Throughout, I used slides as a visual aid. In the first
part, I invited the participants to help me reflect on my nine-month messaging
data visualizations. I showed three visualizations to them, all presented in Fig. 3.
One that shows the amount and frequency of messages of each person (Fig. 3a),
another that illustrates the overall amount and frequency of messages (Fig. 3b),
and a last that showed the amount of messages sent over day and night (Fig. 3c).
I asked the participants open questions such as, what comes to mind when you
see this graph?, similar to the questions I asked myself while I was doing the map-
ping. In addition, questions that were related to the topics that emerged in my
mapping (e.g. intensity) were added, do you see intensity in the graph? During
the second part of the session, I asked the participants to pick one of the messag-
ing visualizations that were discussed earlier and sketch out on paper a similar
visualization to reflect on their own communication data (Fig. 4). The sketches
were an interpretation of what the participants thought their communication
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Fig. 3. From left to right the visualizations show: a) amount and frequency of messages
of each person, b) overall amount and frequency of messages, c) the average of the
amount of messages sent over day and night.

data might look like resulting into subjective visualizations [47]. After, the par-
ticipants completed their sketches I asked them to present them. Next, I asked
participants questions about the concepts that were discussed previously about
my visualizations (e.g. intensity, maintenance). In the last part of the genera-
tive sessions, I challenged the participants’ perception about their visualization
by inviting them to think of the data as an artifact that has three dimensions
and can be placed somewhere in the participants’ personal environments. This
last part of the generative sessions was also supported by visual inputs, which
were gradually helping the participants to imagine the kind of data-object they
wanted, the texture it would have, the type of modality it would use to show the
data, the interaction it would facilitate, and if or how the participants’ partners
would use that artifact.

3.3 Card Sorting Activity with My LDR Partner

In the third part, a card sorting activity was conducted face-to-face between
my partner and I where our messaging data visualizations, as well as, some of
the concepts from the generative sessions were discussed and reflected upon.
Concepts and quotes were selected from the interviews by conducting a pre-
analysis [48]. To reflect, I used three sets of hexagonal cards. The first set included
visualizations and raw data from the nine-month messaging data. The second
set included concepts around messaging derived from the generative sessions in
the form of provocative statements or direct quotes. The third set were blank
cards used to write down our reflections from synthesizing the other two sets of
cards. The data visualizations, the concepts and our reflections were discussed
and organized in an open-ended way. Though this activity I wanted to combine
a broader understanding about the communication of long-distance couples and
see how those practices were reflected in my own relationship.

3.4 Analysis

All the qualitative data collected from the generative sessions and the card
sorting activity was transcribed. I open coded the generative session data and
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Fig. 4. In this collage I present the visualizations the participants produced during the
generative sessions.

organised it in thematic categories following abductive reasoning [5]. Then, the
categories were challenged by the second author to validate the results. Parts of
the generative session data was also analysed, reflected upon, and categorised
during the card sorting activity. The clusters formed in the latter provide a more
in-depth analysis of the communication practices of the nine participants with
their partners and are presented below.

4 Results

In this section, I present how the participants interpreted, sketched, presented
and reflected on the visualizations. Then, I present the results from the card sort-
ing activity that illustrates current communication practices of the participants
with their partners’ and what that meant from the point of view of my relation-
ship. Last, I present what purpose the participants assigned to the data-objects
and which aspects of communication appeared relevant to materialize.

Notably, six participants reflected on their current or former relationships
already from the beginning of the generative sessions. For instance, P3 reflected
on how she used to communicate 15 years ago with her long-distance part-
ner.“There wasn’t even like MSN chat. We had to go into like chat rooms offered
by specific portals and private mode to be able to talk over chat once a week.”
P4 would link almost every question to the communication practices with her
partner. P1 and P2 compared the second part of the session to therapy with
P1 using the word “cathartic” to describe how she felt visualizing a former-
relationship of hers. Overall, the participants were of the opinion that my graphs
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were too open for interpretation since the peaks and lows opened up for multiple
explanations. For instance, the peaks in the first visualization were translated
as emotional support (P1, P9), doing an activity together (P8, P1), meaningful
discussions/special days (P1, P2, P4, P5, P9) and arguments (P1, P6, P7, P9).
The lows of the graph or the “valleys” (P3) were translated as busy days (P1,
P9), silence due to arguments (P1, P7, P8, P9) and holidays together (P1, P3,
P6, P7, P9). My graphs were described as having a certain “balance” (P1, P8).
The communication is described as frequent, homogenic (P6), constant (P1, P3)
and consistent (P9). My second graph showed separately my amount and fre-
quency of messages and my partner’s too. In that case a discussion was raised
around the length of the messages, about who is “feeding the chat” (P6) mean-
ing who initiates the discussions and about how the communication appears to
be balanced between me and my partner since “the two lines follow each other”
(P7) in a consistent way.

Overall, my Facebook data visualizations provided enough information for
the participants to guess texting habits such as, to understand that one follows
the other, that the communication is balanced, to understand when my partner
and I were physically together and to guess important moments in the data-set
while they knew nothing about the content of the messages.

In the second part of the generative sessions, when the participants were
sketching their communication graphs, the sketches showed a person’s own truth
and a subjective image of their communication with current and former partners.
P1 said “It’s funny to..to think of.. because I’m imagining, right? I’m telling the
story I want to. Not necessarily what happened because we’re not checking the
data sets.” Not all of the graphs resonated with all the participants. Depending
on the type and state of each relationship the participants selected different
graphs to sketch. For instance, P1 created a communication visualization of her
former relationship where the communication was one-sided, her writing to him
a lot, and him not responding. That made her pick graph B because graph A
in her case would not make sense. P2 who was in a cross-continent relationship
selected graph C because through that she could show the different time zones
for her and her partner. P9 was also in a cross-continent relationship however,
in her relationship she uses different channels to communicate with her partner
thus, she came up with her own visualization style.

Topics such as, the communication rituals of each couple, special days of
texting, stand by messages and other practices related to digital data were also
discussed. In relation to communication routines P4 who uses a lot of texting
in her relationship said “...and I have our little messenger open and we just
write the whole day basically.” P6 in an almost ritualistic way waits for the
weekend to talk to her partner. During the week her and him discuss casual
topics and “the weekend is the time for meaningful conversations.” (P6) Those
meaningful conversations might have been initiated during the week with stand
by messages. P4 also talks about messages that might be answered even two
hours later but for her it is fine because this is how the couple communicates.
P9 talks about messages that, due to the time difference, her partner will only
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Fig. 5. This Figure shows, (a) the first cluster that was formed during the session, while
in (b) we can see the entire mapping. (c) is an example of marking the cards to connect
the with cards in other clusters (d) the order in which the clusters were formed.

see nine hours later: “so you can send a text message but you won’t receive a
reaction. Only nine hours later.” In the case of P6, those stand by messages that
are also important become long and concise and the communication begins to
become slow since each partner takes time to reflect and then reply. Or for P2
whose partner lives in North America there are periods when she is worried and
then their communication changes since she starts texting more: “for instance
September is the hurricane season in [...]. So, I guess in September we talk much
more because then you to constantly check where the thunder and hurricanes are
going.” Last the participants talked about other digital communication practices
apart from texting they use in their daily life such as, the journi application3

that P9 uses with her partner and both update every week with pictures from
their days, which gives a glimpse into each other’s life.

4.1 Card Sorting Activity

The card sorting activity was conducted between my partner and I, using graphs
from our communication data, building upon the concepts and ideas that were
discussed in the generative sessions. In this activity, a visualization would be
picked and juxtaposed with another and with the concepts from the genera-
tive sessions. Visualizations, concepts and our reflections were all clustered. The
outcome of that process was a physical mind map of seven clusters which are
presented in Fig. 5b which we see as aspect of communication data that could
be further extended to design for reflection. In Fig. 5d we illustrate the order in
which the clusters were formed. We present them below accordingly.

Balanced Communication. The session started by discussing the day and
night visualization (Fig. 3c). That graph made my partner think of three main
qualities revolving around communication between couples. The graph presented
the communication between the two of us involving a natural external condition
such as, day and night. That led to a discussion of how external factors may
3 https://www.journiapp.com.

https://www.journiapp.com
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influence the communication between a couple. Despite external factors, she
and I learned how to communicate with each other and we co-constructed our
normality through messaging. In that respect, the day and night graph illustrates
a balance of communication between us. The graph illustrates a balance not in
the sense of evenness but in terms of how a couple builds its own normality
of communication. Our normality included a large amount of messages and a
distinguishable difference between day and night. For other couples, this might
appear extreme. However, the normality of the communication between partners
perhaps can always be seen as a product that is co-constructed depending on
external factors and the behavioral traits of the people involved.

Four more data sets were included under this cluster. Those were four of
the days that my partner and I exchanged the most messages which would be
about 1000 messages per day. Two of those data sets had exactly the same
amount of messages which at first glance was an odd finding. However, when
further discussed, we realised that indeed, in terms of balanced messaging “if
you speak around the same time, everyday, it’s very likely for this to happen,”
to have the same amount of messages. Linking this back to the idea of balanced
communication, there was a routine which was built over time. Thus, although
that finding appeared to be odd in the beginning, in essence it was very likely
that the numbers would repeat. While discussing the dates with the largest
amount of messages, my partner and I were trying to remember what happened
in those days. For most of the cases it was quite easy to recall the events. “Do you
remember? It was the day that I was sending you voice messages,” my partner
said. “You were going somewhere, you were hitting the road I remember,” I
replied. Thus, together based on an event we remembered the reason behind
the large amount of messages. At some point I asked her to compare how the
messages sent on January were different from those sent in August. She said
that the first were messages of getting to know each other, while the second
were messages of being already in the relationship. “You know what, everything
connects with each other,” my partner said while thinking about where to place
the cards. That happened when we were half way through the first cluster.

Meaningful Messages. The main data set of the second cluster was the day
my partner and I had exchanged 1445 messages. That date was a very emotional
day for us as we were texting until the next morning. Hence, we connected it
with a card that we then wrote on top “the peaks are meaningful days.” That
led to a discussion of how that data, the number 1445, while it is raw data it was
not perceived as such anymore. It acquired a sentimental, meaningful value for
us. At that point we also discussed how sometimes we save messages by taking a
screenshot, in essence capturing a picture of the communication between us. My
partner and I keep screenshots to remember an important moment to be able to
revisit when wanted. However, meaningful days were also discussed in relation
to the concept of normality of a relationship. “For instance, if the peak of a
relationship are two messages per day, it is still a meaningful day,” my partner
said. At this point the aspects of how a couple constructs their communication,
quantity versus quality and aspect of meaningfulness come together.



54 M. Karyda and A. Lucero

Important Events Feeding the Communication. “When there is something
good happening or something bad you indeed need support, and often in those
two cases you talk a lot (with your partner).” This sentence refers to the dates
when most messages were exchanged. While the card that says joy, sadness and
support is connected with the card that says feeding the chat, forming a separate
cluster both of them connect to all dates with most messages exchanged from
different clusters. To indicate that, we marked the card with different color dots
and connected it with other cards, drawing the same annotation on them as
illustrated in Fig. 5. When I asked my partner if she can find the same emotions
in the days we exchanged less messages, she said, “yes, but, I believe that one of
them (joy, sadness and support) may feed the chat.” That statement indicated
that emotions can be the reason for exchanging more messages than usual. The
main reason is support. You reach to the other person because you want to share
how you feel and find support.

Deception. In this cluster we discussed how the amount of messages may be
deceiving. The visualization of this cluster was line graph which illustrates how
many messages each of us send over time, as well as the relationship of those
messages. There was also a bar graph that shows the overall amount of messages
exchanged throughout the nine-month period. The line graph clearly shows that
the person behind the pink line was constantly sending more messages than
the other person. In the generative sessions this person was named as the one
who was “feeding the chat” (P6). My partner thought the card “who is feeding
the chat” was rather confusing, because, while in the visualization the pink
line appeared to be leading the conversation, in reality things were different.
As she said “often you are the one who is feeding the chat. While you send
much less messages, you often say more substantial things.” The point she was
making initiated a discussion around content versus quantity. In relation to the
line graph my partner said “I think that depending who sees the graph may
understand different things.” Thus, the story told through the visualization may
have different interpretations since the content seems essential in this case to
understand what this graph means.

Quantity vs Quality. While quantity vs quality is a theme that came
up towards the end of the session it has been discussed indirectly through-
out. Quantity vs Quality was written on a card when discussing the amount
of messages and what those numbers meant in the context of our and other
relationships too. That she and I exchange several messages says little about the
relationship. Other couples might exchange fewer messages while the content is
more dense and or complemented by phone calls, which is also reflected in the
generative sessions (P2, P5, P6, P9). Again the theme of normality comes up as
we discussed that couples construct their own normality when it comes to the
amount of messages, content and frequency. My partner argued that the “quan-
tity vs quality” should be placed in the middle of the mapping since it connects
with everything we had discussed. Then she placed the card at the edge of the
table because “this is where everything starts from.”
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My partner thinks that the amount of messages “is irrelevant information
about the communication of a couple.” The quantity does not provide us with
much information. However, as a matter of fact, while the quantity does not say
much about the relationship the interaction between the two lines on a graph
(each line represents each one of the partners) reveal a lot about the relationship
itself. If there is a disconnect between the two lines probably communication is
failing (lack of communication also seen in P1 and P3), or when the two lines
follow each other, it seems that there is a balance in the interaction.

Error Messages. This cluster very well connects back to the amount of mes-
sages. My partner defines several of her messages as “error messages.” The
reason is that as she writes messages very quickly often it is even hard for
her to make sense of them if she reads them after a while. This happens due to
mixed words, auto-correct, as well as, texting sentences that are not well thought
through and do not connect very well with each other.

Zero Messages.“When all the rest were happening (pointing to the mapping on
the table) this happened too (16 days of 0 messages).” It was intriguing that there
were so few days without exchanging messages–we were in the same location.
Reflecting on our communication over time we realised that even when we are
together sometimes we might exchange messages. This fact perhaps illustrates
how instant messaging is a great part of our communication routine. This may
connect again to the normality of a relationship. The fact that my partner and
I constantly exchange messages illustrates how using instant messaging is not
only necessary due to the distance, but instant messaging is also an inseparable
part of how we chose to communicate with each other.

4.2 Imagining Data-Objects

The third part of the generative sessions, which involved imagining the couples’
communication data in material forms, highlighted different aspects around the
meaning, significance and functionality of data objects, as well as, aspects related
to privacy. While the data-object ideas could be separated into data-objects for
reminiscence and reflective data-objects, P5’s and P7’s ideas were not included
as they were not related to data practices. For instance, P5 imagined an artifact
that would enable memories through the body (touch) as he said, he would touch
e.g., Christmas, on his end, an she would feel it on the inner part of the thighs.
He then described a story where him and his partner went sleighing and she fell
off the sleigh resulting in “a horrible blue spot” on her leg. As for P7, his objects
would remind him of the summer when the couple spends time together.

Separating the data objects ideas into data-objects for reminiscence and
reflective data objects Fig. 6 does not mean that objects in the second cate-
gory can provoke reflection while objects in the first category cannot. Reflection
and remembering are two concepts that are tied together in the field of personal
representations of data [10,41], and thus, reflection is not exclusive to one. The
first category relates to memory and the second sees data objects as artifacts
that through ongoing synthesis of information can shape people’s perspectives
about their data.
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Fig. 6. An illustration of the two categories of data-objects.

Data-Objects for Reminiscence. P3, P4 and P6 thought of data-objects as
reminders of their digital communication data. P3 imagined lights on her bed-
room’s ceiling representing humorous messages P3 exchanged with her partner
in the beginning for their relationship. P3 acknowledges the design limitations
such artifact might have, “that period that I chose is the one that we have the
most messages and the most exchange. If it would be light it would become very
bright. – A lot means a lot and that wouldn’t be pleasant.” While P4 imagined
as she said, “the map of our life” (P4), which would show P4’s and her part-
ners story described through the different cities they have visited. Each city
would be represented with a point on the map showing all the digital data (e.g.
text, pictures, etc.) the couple produced to organize each trip. P6’s data-object
was a stamp that would symbolize the trips of the couple similar to the P4’s
data-object but it would also include sound. P6 referred to the limitation such
artifact might have. As P6 said “I don’t want to be reminded all the time that
I’m missing him”, which means that she would require control over the artifact.

Data-Objects to Reflect. Lupton’s characterized personal data assemblages
as companion species [28] suggesting recognizing the interdependency between
humans and data. The type of objects that are presented in this category could
be described as ‘companion species’ mainly because they allow transformation
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from the side of data that is independent from what the person might want, and
thus, demonstrates characteristics of a co-evolving relationship. In particular,
P1, P2, P8 and P9 imagined data-objects that would help them synthesize their
communication data in novel ways rather than just remember past digital data.
The data-objects, as described by the participants, would synthesize the data and
present it back to them in different ways. For instance, P1 imagined an artifact
that would symbolically relate to the communication P1 had with her former
partner. The artifact would have a “didactic” (P1) function which would show
that the communication was one-sided through, among other ideas, bouncing
dice. P2 imagined a soft globe which she could hold between her hands. That
object would surface the aspect of care and show the transformative nature of
a relationship since it would change overtime depending on the communication
data of the couple. P8’s artifact would present “the time of the time” (P8) of
their communication. He imagined a clock which would show the total of their
communication time. This number would change daily providing the average of
each day. P9 imagined of a data sculpture which would represent two timelines
of pictures, one for each partner. The data-object would present an abstract
version of the pictures. The viewers could only see the interaction between the
timelines rather than pictures in full resolution.

5 Discussion

This research involved several sense making activities in which personal digital
data took various formats e.g., different types of visualization. In the second
activity, the visualizations of communication data helped the participants inter-
pret and reflect on their LDRs, while viewing data as design material helped
them imagine data-objects. In terms of using data as design material, Sosa et
al. [42] argue that as sketching, modeling and prototyping are all intended to
help the designer make-sense of the materials they want to manipulate, the
same rational could be applied to the processes required to shape data as a
design material. The findings of this study illustrated how unique but also how
multi-faceted couples’ communication data can be. For instance, communica-
tion data cannot always be pleasing [47] (P1, P3) as it represents a social bond
that transforms over time illustrating both positive but also negative aspects.
Below I present design opportunities that emerged through the study related
to the transformative nature of relationships, negative reflection and aspects of
privacy. The design opportunities I present below draw from the data-objects
the participants envisioned. I speculate that the design opportunities combined
with the seven aspects around communication that were discussed previously
could be used as departure points for designing for reflection in the context of
long-distance relationships.

5.1 Long-Term Use of Data-Objects

Couples reveal themselves over time [38]. Some of the participants talked about
former relationships (P1, P3), others were just living temporarily apart from
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their partners (P9) and last, most of the participants were in LDRs for a long
time (P4, P5, P6, P7, P8). Due to that diversity, the way the participants thought
of the data-objects changed depending on the state of their relationship. This
indicates a path for exploration on the long-term use of data-objects focusing
on the transformative nature of relationships. Mazé and Redström explore what
means to design a relationship with a computational thing that will last and
develop over time [32]. In essence, they investigated objects whose forms are
constituted by their temporal manifestations. While that demonstrates the nat-
ural cycle of a product in the case of data objects the transformation of the form
over time may affect the relationship people will develop with those artifacts.

In particular, to support transformation, data-objects may grow or transform
in ambiguous ways, depending on the communication of the couple. This would
require the device to constantly keep track of the data, translate and represent it
through the properties of the object. For instance, the example of the soft globe
(P2) indicates transformations such as, change of size over-time. Based on Has-
senzahl et al.’s joint action [17] a device that shows live time data, indeed implies
that each partner’s behavior has implications for the other and by extension for
the data-set itself. Thus, the couple by exchanging messages sustain the lifespan
of the device, as well as, affect its physical expression which may be perceived
differently by the respective partners while the relationship evolves.

However, engineering such device may come with limitations. Intimate rela-
tionships, have a beginning and an end. Therefore, it is valuable to critically
reflect on the possible impact of such objects when in use. A data-object that
transforms with the relationship becomes a unique creation bounded between the
respective partners. When a relationship ends, an object like that most likely
will be discarded, as P3 indicated or as P1 suggested, it would be kept some-
where that P1 would only stumble upon it rarely. However, how people would
treat those objects cannot be predicted, as what happens to the object after
the relationship ends mostly depends on the intricacies of the relationship itself.
Most certainly an object that represents live time data and connects to a ‘living’
relationships will pass through a lot of transformations. Grosse-Hering et al. [16]
argue that many objects people acquire for their functional aesthetics are even-
tually discarded while still being fully functional. In that case, the data objects
could be imagined as something similar which in the future might eventually be
discarded, or alternatively kept. As Petrelli et al. argue in their research, 80% of
people had at least one object related to sad events such as death or divorce but
they never displayed those sad mementos in public rooms [36]. Most certainly
an object that represents live time data and connects to a ‘living’ relationships
will pass through a lot of transformations.

5.2 Camouflaged Data in the Home

In the data-object ideas of P9, P8, P2 and P1, the information represented
through the object would be “camouflaged” by the form and format of the objects
providing privacy of information for the couples. Notably, those participants who
imagined data-objects to reflect decided that their object would be placed in their
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living rooms - except for P1 who thought of an object representing a former
relationship - which would allow others (e.g., visitors) to see them. Perhaps that
their information would be camouflaged allowed the participant to imagine the
data-objects in environments (e.g., living rooms) open to acquaintances, family
and friends. On the other hand, P3, P4 and P6 imagined their data-objects
placed in their bedrooms with P4 arguing that she would choose the place of the
data-object depending on the level of privacy in the information.

In terms of privacy, through the generative sessions I found out that data-
objects may offer another layer to the data, which is the aspect of privacy when
the physicalization is placed in real-world settings. Thus, data physicalization
may offer opportunities to revisit the data without “seeing” the data, benefiting
from the ambiguity of the form. Gaver et al. [14] argue that ambiguity is a key
aspect for letting people imagine and interpret things in an open-ended way.
Similarly, Thieme et al. [44] address this ambiguity in their designs for romantic
partners. Thieme et al. [44] argue that the open-ended digital artifact played a
role in provoking reflection to the respective partners. When thinking of data-
objects in LDRs perhaps, systems that allow for this kind of re-visiting may
facilitate reflection on the LDR in a way that is detached (in terms of format)
yet connected (in terms of data) to the actual data. For instance, the content of
important days may become abstract in a way that only the couple recognizes,
the days when zero messages were sent can be shown through long pauses.

6 Conclusion

Reflecting on the methodology, during the generative sessions the roles switched
between participant and interviewee in several moments. The generative sessions
were conducted in an equal ground as the participants were free to ask more
information about the content of my graphs and the other way around. The
sessions made me realize a lot about my own relationships too. P1 said, ”who
is interviewing whom now?” when one of her comments triggered a reflection
about me asking for more attention from my partner, while she is the one who
was always more active in the chat. The personal tone in the generative sessions
was enhanced by the fact that I knew the participants. This fact made it easier
to create an environment of trust. Besides, them feeling comfortable to share, it
was also easier for me to talk about my personal information to non-strangers.

In this paper, I presented a project on designing for reflection in the context
of LDR. I set up several sense making session. In the first, I tried to make sense
of data-sets myself; then I invited others who had experience with LDRs to help
me make sense of my messaging data visualization, sketch and reflect on their
own visualization, and imagine data-objects; last, I made sense of data from the
previous two steps in a session with my LDR partner. Overall, the different sense
making sessions allowed me to work with personal data as my design material.
To further explore data as such, I plan to develop data-objects for my LDR and
observe my partner’s and my response to them over time.
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box: designing for reflection within romantic relationships. Int. J. Hum Comput
Stud. 69(5), 283–297 (2011)

45. Thudt, A., Hinrichs, U., Carpendale, S.: Data craft: integrating data into daily
practices and shared reflections (2017)

46. Thudt, A., Hinrichs, U., Huron, S., Carpendale, S.: Self-reflection and personal
physicalization construction. In: Proceedings of the 2018 CHI Conference on
Human Factors in Computing Systems, p. 154. ACM (2018)

47. Thudt, A., Lee, B., Choe, E.K., Carpendale, S.: Expanding research methods for
a realistic understanding of personal visualization. IEEE Comput. Graph. Appl.
37(2), 12–18 (2017)

48. Visser, F.S., Stappers, P.J., Van der Lugt, R., Sanders, E.B.: Contextmapping:
experiences from practice. CoDesign 1(2), 119–149 (2005)

49. Werner, J., Wettach, R., Hornecker, E.: United-pulse: feeling your partner’s pulse.
In: Proceedings of the 10th International Conference on Human Computer Interac-
tion with Mobile Devices and Services, MobileHCI ’08, pp. 535–538. ACM (2008)

50. Zhu, C.L., Agrawal, H., Maes, P.: Data-objects: re-designing everyday objects as
tactile affective interfaces. In: 2015 International Conference on Affective Comput-
ing and Intelligent Interaction, ACII 2015, pp. 322–326 (2015). https://doi.org/10.
1109/ACII.2015.7344590

https://doi.org/10.1145/3022198.3026320
https://doi.org/10.1145/3022198.3026320
http://doi.acm.org/10.1145/3022198.3026320
http://paulheinicker.com/goodnightsms/
https://doi.org/10.21278/idc.2018.0125
https://doi.org/10.21278/idc.2018.0125
https://doi.org/10.1109/ACII.2015.7344590
https://doi.org/10.1109/ACII.2015.7344590


Supporting Sensor-Based Usability
Studies Using a Mobile App in Remotely

Piloted Aircraft System

Antonio Esposito1(B) , Giusy Danila Valenti1 , Fabrizio Balducci2 ,
and Paolo Buono2
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Abstract. Monitoring user workload during task performance is a rel-
evant and widely investigated topic in the aviation field of study due to
its associations with the level of safety and number of human errors. The
current study aims at assessing the workload of pilots wearing sensors
while performing typical fly operations. To this purpose, a mobile app
able to record physiological measures while performing usability studies
with multiple users, even remotely, is provided. Results coming from a
preliminary test with three pilots reveal the usefulness of the app in the
evaluation of the workload level for each participant and each task.

Keywords: Human factors · Physiological measures · Evaluation

1 Introduction and Related Work

Aviation safety is a complex domain that can be improved not only by taking
into account the reliability of the aircraft and its systems, but also by considering
and monitoring the crew performances. 75% of aircraft accidents are related to
human errors that in most cases derive from the mental workload and fatigue of
pilots and aircraft operators [18]. Human error can be a consequence of design
flaws, inadequate training, incorrect procedures, old manuals and other technical,
environmental and organizational factors [11].

The problem is increased in the context of Remotely Piloted Aircraft Sys-
tems (RPAS) that ranges from small devices, used for play purposes, to large
aircraft, configured with sophisticated equipment and with extremely heteroge-
neous performances, dimensions and characteristics. A common element between
these devices is represented by the absence of a pilot on board, since they are
controlled by a ground operator from a remote station.

Aeronautics is one of the most interested field to issues related to Human
Factors. Understanding the psycho-physical state of pilots and real-time mon-
itoring of the mental workload during simulator training or in real flight can
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improve the efficiency of a crew and the safety of air operations. Workload refers
to the measurement of mental processing requests placed on a person during the
execution of a task [15] and it can affect flight performance predisposing crews
to mistakes [6,20,21]. The required amount of cognitive resources varies with
the current activity. For example, operational phases like landing and take-off,
which are the most critical [19] with the highest workload.

When humans have to perform physical and/or mental tasks, their cognitive
state varies and many parameters such as fatigue, attention and memory must
be monitored [16] measuring, for example, if person A is working harder than
person B or whether task A requires more work than task B by defining practical
and reasonable limits for the workload.

The contributions of this work are: i) a mobile app that interfaces with phys-
iological sensors allowing to support user-based perform usability studies even
remotely; ii) a pilot study that exploits the acquired data to evaluate the work-
load of drone pilots.

The paper is structured as follows: studies in the field of workload evalua-
tion through behavioral, subjective and objective techniques are presented in
Sect. 2; Sect. 3 introduces materials and methods to perform experimental eval-
uation through a mobile app and an electrocardiogram (ECG) sensor. In Sect. 4
there are results about the evaluation of the proposed approach; Sect. 5 provides
conclusions and future works.

2 Evaluation Techniques

There are several ways to estimate mental workload: 1) Behavioral measure-
ments: performance indices based on reaction times and the number of errors
related to the task; 2) Subjective measurements: provided by the operator once
the task is completed through specific questionnaires; 3) Physiological measure-
ments: made with specific equipment that analyzes objective data like heart rate,
respiratory rate, eye movements.

A study conducted by Alaimo et al. [2] analyzed the workload level during
a flight mission performed using a simulator correlating Heart Rate Variability
(HRV) biometric data with the subjective information collected through the
NASA-TLX questionnaire. In particular, heart rhythm was used to determine the
body’s natural response to stressful situations, whereas subjective measures were
used to analyze how the pilot perceives these workloads. From this perspective,
more than one methodology should be considered for workload evaluation.

2.1 Behavioral Measures

Behavioral measures are directly related to the definition of performance pro-
vided by Paas et al. [22] that can be defined as the effectiveness in completing a
particular task. Typical examples relating to the performance measurements can
be considered: i) the detection of the reaction time or the time elapsed between
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a stimulus and the execution of a response; ii) the pace to perform the activ-
ity; iii) the accuracy of the performance or the percentage of errors carried out
during the tasks. In such a way, the workload can be assessed by analyzing the
decrease in the subject performances. Nevertheless, according to Wilson et al.
[27], the performance measures do not adequately reflect the level of workload
experienced since the quality of behavioral measures does not always result in
the operator’s ability/inability to react adequately to the required task.

2.2 Subjective Measurements

Subjective measures are low cost and non-invasive assessment tools for evaluating
workload [2,9,21].

Inspection methods involve expert evaluators and results depend on their
own experience, sensitivity and personal preferences. For this reason, experts
produce their evaluation individually and independently, then they meet and
redact a final report that considers all of them. An example of an inspection
technique is the ‘Cognitive Walkthrough’ which evaluates the task considering
that users usually prefer to learn a system by using it rather than studying a
manual [2,9]. Answering questions for each action allows evaluators to analyze
the problems that a user encounters in formulating objectives to perform a task,
associating the correct action with the aim of carrying out actions.

User-based techniques allow to mitigate the subjectivity of the evaluations
with experts. They consist of groups of users performing tasks in a controlled
environment. A sample of users that is representative of the category to which
the system is addressed is selected and everyone is asked to perform the same
tasks separately. The expert observes and analyzes their behavior to understand
if, where and why they have encountered difficulties. In the “Thinking aloud”
technique users comment aloud thoughts while performing the tasks. Comments
are related to the difficulties, and since the causes of such difficulties may not
be evident, the observer must take notes, recording the situations in which the
user is uncertain or commits some mistakes in order to review them later and
identify issues and propose corrections.

Interviews and questionnaires are part of subjective techniques. They are
usually employed in the aeronautical field to measure the user workload [17]. The
NASA-TLX (Task Load Index), [11,24] the Modified Cooper-Harper Workload
Rating Scale [26], and the SWAT (Subjective Workload Assessment Technique)
are among the most common used questionnaires.

2.3 Physiological Measurements

Physiological measures, based on the detection of several physiological param-
eters, can be considered as a very powerful technique for assessing workload,
and they are widely applied in numerous studies [3,7,25]. Using physiological
measures in the aviation field of study is advantageous for several reasons. First,
these kinds of measures, which are also tested and used in the medical sector,
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have a high level of validity and reliability. In addition, they provide an objec-
tive assessment since their evaluation does not depend on subjective perceptions.
Moreover, the detection of physiological parameters can allow a real-time work-
load assessment, leading to continuous monitoring of variations in the amount
of physical and mental effort experienced while performing a task [27]. The
electroencephalogram (EEG), electrocardiogram (ECG), pupil size, and the eye
movement are very useful methods for measuring workload, and they seem to
overcome some of the shortcomings of both subjective and behavioral measure-
ments [8] and have been successfully employed to evaluate human aspects like
emotions [4].

From this perspective, the shift from low to high workload can be evaluated
in terms of changes of the activity of the Autonomous Nervous System (ANS),
which can be linked to specific physiological responses. Among the different
physiological measures used in this specific sector, indexes based on Heart Rate
Variability (HRV) measurement are very popular thanks to their high level of
sensitivity and efficiency in assessing changes in mental workload [2,13,21]. [10].
HRV is inversely associated with workload: individuals experiencing high levels
of mental effort tend to show a decrease of HRV due to the activation of Sym-
pathetic Nervous System (SNS) and/or to the Parasympathetic (PNS) with-
drawal [23].

The indexes based on HRV measurements can be distinguished into different
categories, and the most common are based on: i) the time domain analysis, ii)
the frequency domain (or power spectral density) analysis, and iii) the non-linear
indexes analysis. The time-domain parameters quantify the amount of variabil-
ity in measurements of the Interbeat Interval (IBI), meant as the time period
between two consecutive heartbeats. Some of the most common time-domain
metrics are the Standard Deviation of NN intervals (SDNN) and the Root mean
square of successive RR interval differences (RMSSD). The frequency domain
indexes involve defining ECG waves as different spectral components through
power spectral density and they can be divided into four frequency bands: HF
(High Frequency) frequencies between 0.15 and 0.4 Hz; LF (Low Frequency)
frequencies between 0.04 and 0.15 Hz; VLF (Very Low Frequency) frequencies
between 0.003 and 0.04 Hz; ULF (Ultra Low Frequency) the band falls below
0.003 Hz. Given the very low frequency of the oscillations, the ULF band’s con-
tribution can only be appreciated in 24-hour acquisitions. Nonlinear indexes used
in HRV analysis include Poincaré plot, detrended fluctuation analysis, approxi-
mate entropy, and sample entropy calculation [12].

3 Materials and Methods

We developed a mobile app to support usability experts to carry out evalua-
tion studies. The app allows to evaluate the subject’s mental load during the
performance of real tasks by measuring physiological data produced by specific
devices. In this work ECG data detected by a Polar H10 sensor have been used.
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3.1 The ECG Sensor

The Polar H10 is equipped with an elastic strap with integrated electrodes.
It records data relating to inter-beat times and Pulse-to-Pulse Interval (PPI)
like ECG, with a sample rate 130 Hz and an impedance of 2MΩ in a range of
±20, 000µV . The signal quality of RR intervals (distance between two R peaks
of ECG wave) of a Holter device and the Polar H10 chest strap at rest and during
exercise both measurement systems are valid for RR intervals detection [14]. The
sensor uses Bluetooth (BLE) or Ant + technologies to communicate and allows
the connection to multiple devices simultaneously. Polar software libraries allows
developers to extract live data directly from the sensors, in order to acquire in
real-time HR data (bpm), RR interval data (1/1024 format), electrocardiogram
data (µV), with timestamp, and record HR and RR data in the device internal
memory using a sample time of 1 s.

3.2 The Mobile App

The app connects to the Polar H10 sensor through the Bluetooth BLE connection
supporting test sessions with two non-exclusive configurations: On-site: users
take the experimental device one at a time wearing the sensor while carrying
out their tasks. The evaluator manages different participant sessions through
the app; Remote: the information about the tasks to perform are sent to the
participant’s device who wears the sensor, so that it can record ECG data. Data
are sent to the evaluator upon completion of all the tasks in a session.

Data coming from local users are combined with the remote ones, flowing
neatly into the experimenter’s device and thus building the global dataset. The
final results is the performing of a hybrid user-test session. When a configuration
file is opened on a device, the tasks to be performed are loaded into the app and
the device is ready to start the test. Once all the tasks have been carried out, the
file containing the measurements is saved and, in case of a remote user, is sent to
the evaluator. The data of the session and tasks are stored in an SQLite DBMS
and the app exports data in raw format as .csv file and as human-readable tables.
Everything is compressed in a .zip file that the evaluator can easily manage.

The initial screen of the app shows the list of the sessions. In sessions created
in the device, the evaluator can add participants. The app displays the list of
subjects (local and remote) who participated in a specific session and the time to
complete each task. Each participant sees only personal tasks and those already
completed (Fig. 1a), displayed with a check on the left of the task name and the
duration time taken to complete it on the right (Fig. 1b). Figure 1c shows an
example of results in the frequency domain, in addition to the values (top), the
Power Spectral Density of the signal (bottom) is given.

To create a new experimental session the evaluator specifies the name of the
test and the number of tasks to perform, then it is possible to rename them
or keep the automatic names as TASKi (i = 1,..., n). In order to carry out a
task where data from the sensor are recorded, a message shows the status of
the connection and, once established, values are shown in real-time with a graph
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Fig. 1. Four screenshots of the app showing, respectively a) the task list, b) the same
list after the task have been renamed by the evaluator, c) the sensor details in the
frequency domain and d) the real-time HR and RR data produced by the sensor.

that depicts the HR values in bpm on the left Y axis while on the right Y axis
are the RR values in ms (Fig. 1d). At the end of a task, by pressing the “STOP”
button on the panel the file is saved.

4 Experiments and Results

A user study to examine the app effectiveness on the HRV acquired measure-
ments was carried out. Three drone pilots, all having an official drone pilot’s
license, were engaged for a flight mission based on five different tasks. In the fol-
lowing section, the drone missions success rates are presented, and successively,
an example of the physiological measurements for the evaluation of workload
during two different flight phases is described.

4.1 Drones Flight Experiment

The evaluation of the usability of piloting systems has been performed exploiting
two types of drones: DJI Fly app for the DJI Mavic Mini drone and FIMI
Navi app for the Xiaomi Fimi X8 SE drone. After having interviews with the
subjects regarding their previous experience with drones, five tasks with different
complexity were designed to stress specific functions. The tests were conducted
individually with three participants, one at a time, and were carried out in the
open field. Each pilot used a drone with active stabilizer and Global Positioning
System (GPS). The task to execute were:

1. Take-off and Hovering : take altitude up to about 10 m for a few seconds and
then descend



Supporting Sensor-Based Usability Studies Using a Mobile App in RPAS 69

2. Straight flight : proceed straight at constant altitude for 30 m and go back to
the starting position by turning (use of the inverted controls)

3. Diagonal and Angle curves: from a low altitude made a diagonal climb of 45◦,
draw a rectangle in flight and then make a diagonal descent of 45◦

4. Curves: fly to the agreed point, circle around it and return to the starting
point

5. Precision Landing : land the drone at a designated point

Table 1. Results of the evaluation. For each on the five tasks, the colored cells report
the performance results for a participant Pi where S indicates Success, F indicates
Failure and P indicates Partial success in the task correct execution.

Task-1 Task-2 Task-3 Task-4 Task-5

P1 S S S S F

P2 S S S S P

P3 S S F S S

As visible in Table 1, while most of the tasks were successfully completed, two
failures and one partial success were recorded. Partial success was attributed in
the event that unforeseen external factors influenced the difficulty.

Fig. 2. HRV indexes between task 4 and task 5.

4.2 Pilot Workload Evaluation

During the drone flight phases, the heart rate variability of the pilots was
recorded and monitored by the app. The measurements of HRV indexes can use-
fully estimate the workload levels associated with the task’s difficulty. Indeed,
the pilot’s emotional state influences the HRV when the participant is not able
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to complete the task successfully. To analyze this effect and compare a successful
task with a failure task, participants P1 and P3 are considered. The results in
Fig. 2 for Task-4 and Task-5, and Task-2 and Task-3 are given respectively for P1
and P3. Results are reported as logarithmic values in the y-scale to compare the
HRV indexes on the same amplitude scale. The HRV indexes taken into account
are inversely associated with the levels of workload (for more details the reader
could refer to [1]). Concerning the results, it is worth noting that for all the HRV
indexes, Task 5-is associated with lower values than Task-4; and the same effect
is found for Task-3 and Task-2. These results can be read as an increase in the
workload level while accomplishing the task or increasing mental workload levels
due to the failure. Moreover, in particular, the workload associated with the pre-
cision landing flight phase is higher than other maneuvers as reported in [2,21];
additionally, the level flight can be considered as a lower demand maneuver and
therefore associated with higher HRV values as shows in Fig. 2 for the Task-2.

5 Conclusion and Future Work

This paper is focused on the support to evaluators in conducting usability study
involving participants that wear physiological sensors. An app that connects
to the sensors, collects the physiological data, makes the computation, shares
the data to the evaluator and creates a basic report that summarizes the main
collected data has been developed and briefly presented. We conducted a test
with three pilots that wore a Polar H10 sensor and performed five typical tasks
having different difficulty.

The use of an app to monitor physiological data has several advantages: the
evaluator is leveraged in taking the task execution times; the data collected from
the sensors are computed and stored directly by the app; the data of the test are
easily shared between the user and the evaluator, also in the case that they are
not co-located; the setting works well also in real scenarios and does not require
a lab. Indeed, the tests with pilots presented in this paper were performed in an
open field. Several apps capable of manipulating the sensor data are available
but, to the best of our knowledge, none also directly connect to the sensor,
support usability studies, store the data and show both real-time information
and the final report of the session.

We plan to integrate new sensors to increase the subjective data, such as ECG
and Galvanic Skin Response. We also plan to add subjective evaluations in the
app (e.g. questionnaires). The integration the two types of workload assessment
will help better estimating the human factors and associated practices for the
workload in aircraft crews. The results presented in this work may also be useful
to the evaluation and improvement of Smart Interactive Experiences [5] (in the
Cultural Heritage domain), and in general when the subject is at the center of
experience and IoT sensors help collecting data.
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Abstract. Digital health assistants are increasingly used to improve adherence to
pharmaceutical treatments because of their intuitiveness, timeliness, and ubiquity.
These applications serve the goals of different kinds of stakeholders, all inter-
ested in ensuring adherence: the patients, the physicians treating the patient, the
pharmaceutical companies sponsoring the treatment, and the software developers
selling the application. If unquestioned, different expectations can be reflected in
digital assistants pursuing erratic, confusing goals.

In this case study, we focus on an application called PatchAi (PA), which
assists the collection of patients’ data during medical treatments; we aimed to
understand the way in which different stakeholders conceive the role of PA. We
carried out 14 interviews, with patients, physicians, pharmaceutical companies,
and software developers. The interviews were recorded, transcribed, and ana-
lyzed with a two-stage thematic analysis, yielding in the end 76.8% inter-coders’
agreement.

We identified six roles of PA, i.e., guide, interlocutor, safe box, lifesaver,
secretary, and travel mate.We also break down the frequency with which each role
is mentioned by the different classes of stakeholders involved in the interviews.
We conclude with some formative design implications.

Keywords: Digital health assistant · Adherence apps · Stakeholders ·
Interviews · Expectations

1 Introduction

Successful medical therapy is based on patient’s medication adherence that, according
to Cramer et al. [8], can be defined as the “act of conforming to the recommendations
made by the provider with respect to timing, dosage, and frequency of medication-
taking during the prescribed length of time” (p.46). The World Health Organization
in 2003 defined adherence as a global problem of striking magnitude both in terms of
the number of patients affected and of the costs it involves for the health system [14].
Non-compliance with a treatment includes taking incorrect doses, taking medications at
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wrong times, being discontinuous in taking the treatment as well as stopping the treat-
ment too soon; these behaviors can result from involuntary forgetfulness of medication,
miscommunication with the care-provider, the complexity of medication, wrong beliefs
and lack of motivation [11].

Smartphone applications are increasingly used to improve adherence [6]. As opposed
to applications that provide medical recommendations and are often questioned for the
authenticity and reliability of their sources [1, 17], adherence applications pursue the
adherence to the treatment prescribed by a physician. Adherence applications support the
daily routine of treatment by reminding patients to take their medication, recording all
taken and missed doses, and sharing the patients’ medication regimens and medication-
taking with the physician [9].

Ahmed et al. (2018) identified three strategies currently implemented by adherence
apps: reminders, education and behaviors. Reminders include alerts, notifications and
text messages to the patients’ phones informing them that the time has come to take
a given medication or provide some data. Reminders improve the accuracy of the data
collected because they help overcome the typical memory biases plaguing other data
collection methods [2]. Educational tools provide information about the medicine pre-
scribed in order to dispel misbeliefs; the reliability and authenticity of the application’s
sources are crucial in this case [17]. Behavioral strategies are persuasive strategies meant
to motivate adherence, hopefully driving the patient towards the state where they feel
empowered [13]. Behavioral strategies include tracking the treatment progress, setting
goals and receiving scores and badges. Data illustrating the patients’ treatment history
also was found to increase treatment adherence significantly [10, 20]. A recent meta-
analysis by Wiecek et al. [21] suggests that a comprehensive multi-component mobile
intervention is the most effective long-term solution, considering that non-adherence is
a complex phenomenon with several determinants.

One strategy to improve the effectiveness of adherence apps is the use of a con-
versational format. A meta-analysis by Wald et al. [19] compared eight randomized
trials using text messages to improve treatment adherence, either as one-way reminders
or as two-way reminders. In the latter case, the patient would send replies confirming
whether a given medication has been taken. A 23% improvement in adherence was
found when this last strategy was applied, compared with a 4% improvement using one-
way reminders. For these reasons, adherence apps use conversational interfaces. Some
can interpret and respond to the patients’ input delivered as free text (or speech), using
natural language processing; other conversational interfaces use predetermined mes-
sages in both the application’s turns and the patient’s replies [7]. Conversational agents
deployed in health services and applications do not “chat” with patients but engage in
goal-oriented transactions with them. These transactions aim to support the patients’
treatment (i.e., treatment implementation, management, adherence, support, and moni-
toring) or a behavior change program; connect patients to health care services; answer
health-related queries or establish a diagnosis/triage [7]. Regardless of their goals, they
are generally well-received, especially for their timeliness and ease of use [7].
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The patient is typically considered the target of adherence application; however,
physicians and pharmaceutical companies study the data collected, or prepare the treat-
ment protocols. The heterogenous agendas of these different stakeholders can be con-
veyed in the app and make the nature of the transaction with the app confusing to the
user. A formative evaluation to identify and compare the stakeholders’ expectations can
help avoid such confusion.

1.1 Study Goal

In the present study, we focus on one adherence app, called PatchAi, henceforth PA.
PA can be installed on the patients’ smartphones to report their health conditions during
the whole duration of a treatment. Its companion web application allows physicians to
monitor their patient’s data remotely. The smartphone interface relies on an intuitive
interface to improve the patients’ retention in the monitoring program. In particular, it
uses a conversational digital assistant to prompt data collection with a set of predefined
options, for instance, asking which symptom was experienced that day and how acutely.
It also ushers the patients to the various features relevant to them or reminds them of
data that was scheduled to be provided. The conversation interface resembles an instant
messaging application. (Screenshots can be found here: https://patchai.io/en). Formative
evaluations are carried out on a product while still formed, oftenwith qualitativemethods
[4]. Our study has a formative goal, i.e., identifying the stakeholder’s expectations about
PA role and possible frictions or gaps between them.

2 Method

2.1 Participants

Four classes of stakeholders had a direct interest in PA: patients, researchers or physicians
monitoring the patient’s treatment, pharmaceutical companies sponsoring a treatment,
and developers working at the application. The main requirement when recruiting mem-
bers of those classes was having a familiarity with treatments involving data monitoring.
We could not reach any patient who was using PA at the time because they were bound
to confidentiality constraints established before the start of our study. Therefore, the
kind of patient’s expectations we collected here are those of patients who would con-
sider using the application prospectively. They were explained the basic features of the
application during a hands-on demonstration meeting organized some weeks earlier by
the company. Only one of them gathered the information on the app from the website.
Physicians, pharmaceutical representatives and developers were already familiar with
PA, being its direct stakeholders.

The stakeholders reached for this study were 14: six patients familiar with clini-
cal trials involving data monitoring (oncological patients and patients suffering from
migraine); three physicians running a medical trial with the PA at the time of the
interview; three developers from PA company; two representatives of pharmaceutical
companies using PA. No compensation was given to participate in the study.

https://patchai.io/en
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2.2 Interviews

The interviews took place in August and September 2020. They were carried out indi-
vidually and remotely, at a time agreed upon with the participants. Each interview lasted
about 30 min, and the audio was recorded. The interviews focused on the application
in general and on the virtual assistant in particular. The interviewees were encouraged
to answer from their perspectives. The interview format was semi-structured, with a
few predefined questions and additional follow-up questions to clarify or elaborate. The
predefined questions were:

– what do you think could be the usefulness of an application like PA?
– do you think that PA application can be useful also to other categories such as
physicians/patients?

– what are the advantages/disadvantages of using this application compared with other
tools you used to collect health data in the past?

– why would patients discontinue sending their data via PA?
– what would be the perfect digital health assistant?

Then the participant was thanked and greeted.

2.3 Ethics

The study complies with the Declaration of Helsinki (2013) and the European General
Data Protection Regulation (2016/679, GDPR). Before the interview, each participant
received the information note and a consent form via email; they agreed to participate by
signing the consent and returning it via email to the principal investigator. No interviewee
was obliged to participate; participation or withdrawal did not affect their participation
in future or current treatments. The information note described the goal of the study (i.e.,
improving PA), the focus, modality, and duration of the interview, the data protection
policy, the participants’ rights, and the contact information of the research team carry-
ing out the study. The interview transcripts are anonymous, and their association with
participants’ identification data was deleted at the end of the study; also, the audio files
were deleted once transcribed.

2.4 Analysis

A two-stage thematic analysis [5, 18] was carried out on the transcribed interviews to
identify the roles attributed to PA. The first phase proceeded in a bottom-up direction:
the principal investigator and another research team member read aloud the interviews
together and identified their recurring themes. Six different themes (i.e., PA roles) were
found. The second phase was top-down. Two members of the research team who did
not participate in the bottom-up phase served as independent coders. They were trained
on two interviews and then coded the remaining 12 interviews autonomously. For each
sentence in the interviews, they decided whether it mentioned any of the six roles or
not; they were instructed to create a new role if the six predefined ones did not fit the
sentence. No new theme emerged during the coding process, thereby indicating that data
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saturation was reached. The agreement between coders was 76.8%. Then, the two coders
jointly decided how to code the sentences on which they initially disagreed. Overall, 352
sentences were coded, containing 373 mentions to PA roles.

3 Results

Overall, the stakeholders referred to six possible roles of PA in the interviews; we named
them “guide,” “interlocutor,” “safe box,” “lifesaver,” “secretary,” and “travel mate.” We
described themusing a rhetorical storyline and some extracts exemplifying them.Rhetor-
ical storylines are “synthetic statements which parsimoniously summarize the unique
topics invoked in the corpus” [12].

Secretary: Interviewees refer to PA as an assistant to overloaded physicians, taking on
the burden of collecting, storing, and analyzing the data from the patients. “At any point
in time, we can say ‘let see how that patient is doing, let’s see how that other patient
is doing” or “I’m interested in knowing, for instance, the frequency and length of the
events in a given month, the medicines taken, everything, in a blink.” Such an assistant
is void of any medical responsibility.

Guide: Interviewees refer to PA as a guide supporting the patients in providing health
data. It helps the patients keep their intended data collection schedule and simplify the
data entry process through a usable interface. This remark is expressed by sentences such
as “[PA] can guide the patient who might have some difficulties in using an application”
or “PA is patient-friendly as they say, I mean it is very close to their [the patients’]
language.”

Interlocutor: Interviewees refer to PA as an interlocutor due to the conversational
format. This role transpires from sentences such as: “PA can communicate with some
empathy, throughwhich one perceives some sort of closeness.” Being an interlocutor, PA
would also enliven the data collection routine by making it more personal and various,
“there must be some variation…or some personalization even, so it is not always the
same over and over.”

Safe Box: Interviewees refer to PAas ameans to collect and preserve data. The emphasis
is here on the data and the quality of their collection, storage, and access. PA allows
collecting accurate data, keeping them safely in compliance with privacy norms, and
making them conveniently inspectable from both patients and physicians. This role
transpires from sentences such as “not to lose, or squander, relevant information about
their symptoms” or “data are managed really accurately, and are always used for positive
goals, for their stated goals.”

Lifesaver: Interviewees refer to PA as a necessary component of the treatment allowing
the patients to play an active role, become more aware of their health condition, and be
useful to themselves and others. This role is expressed by sentences such as “having to
provide regular information becomes part of the treatment itself” or “the patient feels
that their opinion, judgment, disclosures – so to speak – matter.”
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Travel Mate: Interviewees refer to PA as a companion being always with the patients
during their sickness. “Surely, a support like a chatbot makes you feel constantly
assisted.” The installation on personal smartphones and the regular opening of
conversations with the patient contribute to this impression.

For each class of stakeholders, we calculated the number of mentions to each role;
then, we averaged it by the number of stakeholders in that class. The average frequency
per stakeholder class is reported in Table 1 and allows to appreciate the emphases given
by different stakeholders to each role.

Table 1. The average number ofmentions to the six roles within each stakeholder class (amention
is a transcripts’ sentences referring to a role).

Guide Interlocutor Safe box Lifesaver Secretary Travel mate

Patients 5.33 6.00 2.17 1.33 6.50 2.50

Physicians 5.67 0.67 8.67 6.33 10.67 0.00

Pharma rep. 5.50 4.00 3.50 2.00 16.50 5.50

Developers 5.33 8.67 1.67 2.00 2.00 0.33

Given the scope of this study and its small sample size, the data in Table 1 will be
commented qualitatively. It seems that no role is paramount or exclusive to a specific
stakeholder class; at the same time, each class puts a different emphasis on each role.
The patients mainly referred to three roles: PA as a guide, interlocutor, or secretary; less
often did theymention safe box and lifesaver roles. Conversely, safe box and lifesaver are
frequentlymentionedby the physicians, in addition to the secretary role; this suggests that
physicians are very interested in the medical data provided by PA and in being relieved
from the burden of collecting them. Secretary is also the role that the representatives
of the pharmaceutical companies mentioned more often; this reflects their interest in
making the application useful to the physicians, the class of PA with which they are
more in touch. Finally, the developers seem to mention the role of guide and interlocutor
more often than the other roles; this suggests their great concern with the usability and
intuitiveness of the interface as a key strategy to obtaining adherence. In the next section,
we will discuss these results and propose some formative recommendations.

4 Discussions and Conclusions

The previous section highlights the multifacetedness of the application, whose advan-
tages are distributed over a complex ecology of parties with different, interconnected
objectives. This multifacetedness is demonstrated by the six roles that emerged from the
analysis of our interviews. At the same time, Table 1 suggests that these roles are per-
ceived differently by different stakeholders. PA can be conceived as a “boundary object”
[16] shared by four classes of stakeholders: it represents not only an object they have in
common but also one they invest in with different sets of expectations. Our formative
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contribution to the improvement of this application is then to highlight what roles coexist
in the same application and whether there are gaps or frictions between them.

Some roles could become more evident to make adherence more effective. In par-
ticular, two roles that physicians already appreciate in PA could be made more visible
to patients as well: the creation of a safe dataset of health data, on the one hand, and
the close monitoring of a given treatment on specific patients, on the other hand. We
named these roles “safe box” and “lifesaving,” respectively. In both cases, the application
puts patients in control of the monitoring process and makes them responsible for the
treatment’s outcome. These roles then provide a motivational boost to retain the patient
in the treatment they contribute to building. Interestingly, however, the “safe box” and
“lifesaving box” roles do not come forward in the interviews with the patients. We can
assume that it might be even less so to patients who – unlike the ones we interviewed - are
administered a treatment without being part of a clinical trial: they are not instructed to
appreciate the considerable advantages of constant monitoring. To improve the visibility
of these roles to patients, PA could stress the importance of each data received from the
patient. The app, for example, could quantify the advancement in the monitoring process
enabled by the patients’ data; and the physicians’ and scientists’ access to this data could
become visible to the patients, proving to them that their effort is of immediate use.

Some frictions between roles could be prevented from blossoming to keep expec-
tations realistic. For example, there is a potential conflict between the “interlocutor”
and “secretary” roles, which could mislead some stakeholder’s expectations. PA is an
interlocutor because it adopts a conversational format; this is one critical feature making
PA intuitive and pleasant to use and is often mentioned by the patients and developers in
our interviews. PA is also a secretary because it alleviates a burden from the physicians’
shoulders by taking over the most mechanical parts of the monitoring process. This role
is very often mentioned by the physicians and the representatives of the pharmaceutical
companies in our interviews. The friction between these two roles can be generated by
the PA’s conversational format and the immediacy of its interactional style, which might
lead to overestimating its agency beyond the capabilities of a secretary. The patients
might attribute the app the ability to interpret the data collected and even intervene upon
them. Indeed, one patient in our sample expected the PA to be backed up by a medical
team ready to intervene after receiving bad health updates. To avoid this misunderstand-
ing, PA reminds the user that the app should not be considered an emergency alert. The
realistic perception of PA’s skills can also be obtained by checking the way in which the
digital health assistant describes itself and its activities during the conversation with the
patient, avoiding the impression of having some clinical agency.

Our sample was heterogeneous but small and did not include patients using or having
used PA. Regardless of these limits, this study can provide insights that can be extended
to other adherence apps using a digital assistant to address the patients/users. Some of
the expectations that emerged from our interviews can be tracked back to functions that
PA shares with other applications (i.e., sending reminders, storing data, engaging the
user with a conversational interface) and are then likely to appear in similar apps. The
same goes for the formative recommendations we provided in this section. Of general
relevance outside this case study is also themethodwe have adopted, which gives a voice
to the expectations of the different stakeholders having a close role in the application.
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Digital assistants could pave the way to more patient-centered treatment [15]; in order
to do so, their design must have a good user model and consider the different groups of
users involved [3].
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Abstract. Recent advances and availability of consumer hardware has
enabled the proliferation of voice, head-gaze, haptic and gesture-based
interactions in VR applications. However, interactions are often the result
of idiosyncratic designs and little has been investigated about user prefer-
ences and behaviour. Elicitation and Wizard of Oz (WOz) studies showed
potential to design user-informed intuitive and discoverable interactions
in a wide range of domains. In this paper we introduce Welicit, a WOz
tool to support researchers in running VR elicitation studies. The system
provides tools to adapt the elicitation methodology to immersive envi-
ronments by allowing users to experience the result of proposed interac-
tions. We discuss a use case in which the tool has been used to uncover
multimodal speech+gesture interactions in VR.

Keywords: Elicitation studies · Wizard of Oz · Design tools

1 Introduction

The development of interactive systems outside the desktop pushed the narrative
of hand gestures, body movement and voice as natural forms of interacting with
a computer. However, the desired “naturalness” does not solely rely on the prop-
erties of an interaction modality, technique or device: it is delivered by a skilfully
crafted user interface that makes the interaction feeling seamless and meaningful
in the context it is performed [11]. Early research on gestures, voice and body
movement was heavily influenced by technological limitations (e.g., Charade [1])
and designers prioritized interactions that were easy to recognize by the system,
but that did not reflect user preferences and behaviour. Wizard of Oz (WOz)
[9,19] and elicitation methodologies [20] were proposed to counter this issue and
gather feedback from the user to investigate an interaction space we don’t know
much about. Modern consumer VR hardware provides voice, head-gaze, haptic
and gesture-based interactions that are manufacturer- or application-specific. As
research has not yet developed a common framework and guidelines for design-
ing interactions with 3D virtual objects, elicitation and WOz studies could help
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C. Ardito et al. (Eds.): INTERACT 2021, LNCS 12936, pp. 82–91, 2021.
https://doi.org/10.1007/978-3-030-85607-6_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85607-6_6&domain=pdf
http://orcid.org/0000-0003-4035-5271
http://orcid.org/0000-0003-3574-0984
http://orcid.org/0000-0002-9493-7739
http://orcid.org/0000-0001-5819-0511
https://doi.org/10.1007/978-3-030-85607-6_6


Welicit: A Wizard of Oz Tool for VR Elicitation Studies 83

to understand users’ preferences, expectations and behaviours in different VR
scenarios. Our work contributes to tools for interaction design in the form of
enabling technology [8]. We present a visual tool that aims at helping researchers
to setup (pre-experiment), conduct (during the experiment), and analyse (post-
experiment) WOz studies for exploring user interaction for VR experiences. We
discuss a walkthrough use case in which the tool has been used to uncover user
preferences for speech+gesture interaction in immersive VR editing.

2 Background

The design of the tool has been informed by previous research on interaction
elicitation and Wizard of Oz studies as well as software tools that support such
methodologies.

2.1 Elicitation Studies and Tools

Elicitation studies refer to a methodology, originally designed for surface comput-
ing [20], in which the experimenter shows a referent —the effect of an action—
and ask a participant to perform the interaction that would produce that effect.
The methodology, not only aims at producing unique interaction vocabularies
that are easier for the users to discover, use and remember [20]. More broadly,
it has been used in think-aloud experiments to establish a dialog with the par-
ticipants and learn about novel or underexplored interaction spaces [14,16,17].
While various elicitations studies on AR interactions can be found in the liter-
ature [11,17,18], very few studies have explored user-defined immersive interac-
tions for VR [15]. Running elicitation studies for novel interactive environments,
such as the immersive VR medium, can be a non-trivial task: a substantial tech-
nical effort and time is required to setup and run the experiment as well as to
analyse the results [13].

2.2 Wizard of Oz Studies and Tools

In WOz studies, the experimenter, through a purposefully crafted interface, sim-
ulates systems’ functionality that is not already implemented, thus giving partic-
ipants the illusion they are interacting with a functioning system. Researchers
have used this approach to conduct user studies in a wide array of contexts
[3,4,9,12,19]. Relevant for this work is the combination of WOz simulation with
the interaction elicitation methodology to inform the design of interactions for
AR/VR/MR [7,18]. WOz interfaces allow the experimenter to manipulate 3D
objects in the virtual environment [11], which can be used to present the referent
and, more importantly, to show participants the result while they are perform-
ing the proposed interaction [18]. The literature of WOz elicitation studies is,
however, still scarce. Current studies primarily discuss the resulting interaction
vocabulary without providing insights on the technical and methodological con-
siderations of WOz tools [7]. Common issues of WOz systems can be amplified
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when the methodology is applied to immersive VR environments and the WOz
system has to be specifically designed to reduce the cognitive and physical load
of the wizard [6].

3 The Welicit System

Based on the review of the literature and our own experience in conducting WOz
studies, we identified the following design requirements (R) for a WOz tool to
support elicitation studies for VR.

R1. Reduce Technical Knowledge. Researchers might not have the tech-
nical knowledge needed to install and run complex scripts or plugins, tweak
configuration files, or to setup the environment to cast the VR experience from
standalone headsets as well as send commands. The WOz system should be easy
to install and configure (possibly no installation) and it should work with known
technology (e.g., web-based applications in a browser).

R2. Support Collocated as Well as Remote Studies. VR environments
enable different time/space configurations, e.g., single user [4], collocated multi-
users [5], remote multi-users [10]. The system should support the researcher in
the definition of a wide range of experiment configurations, including the case in
which multiple users are interacting in different cross-reality interactions between
physical and virtual worlds [2].

R3. Contextual Richness. Novel interactions in VR are not limited to ges-
tures, but they encompass a wide range of modalities that can be combined
in multimodal interfaces. Very little is known about how best combine differ-
ent modalities or to what extent the semantic of the objects would affect the
user interaction. A WOz tool, therefore, should support exploration of differ-
ent modalities, e.g., hand-free, controller-based, voice, or head-gaze, as well as
interaction with tangible objects. To this end, the tool should also implement
strategies to reduce the effects of legacy bias, such as encouraging participants
to propose more than one interaction for each referents, or priming participants
towards to the use of a new device or sensing modality.

R4. Reduce the Experimenter/Wizard Cognitive and Motor Load.
The major drawback of the WOz technique is the high cognitive and physical
demands it introduces [4]. WOz interfaces can be difficult for the experimenter
to manipulate, and, in order to provide meaningful results, the wizard has to
provide responses as quick and accurate as possible. The system should support
the experimenter in the definition of the wizard interface, possibly providing tools
to easily modify the interface and support more than one wizard. In elicitation
studies, the experimenter has also to show the referents to the users, take note
of the different interactions proposed for the referents as well as the user ratings
for the interactions (questionnaires). The system, therefore, should support the
experimenter in these tasks.
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R5. Facilitate Data Analysis. The literature stresses that analysing results
from an elicitation study is a complex task [13]. The situation is even more
complex for multimodal interaction in VR: the experimenter has to analyse data
from different sources such as audio/video recording as well as the resulting
interaction in the virtual world. The system should provide an interface that
facilitates this process and help the experimenter to organize data for analysis.

R6. Generate Interaction Datasets. Contributions to the field also comes
with the generation of datasets of interactions in different application contexts
that other researchers can use and compare. Generated data can be used to train
AI recognition algorithm, and also to speed the design of the user experience in
case developers do not have access to an actual device.

3.1 Architecture and Implementation

The Welicit tool is built on top of the A-Frame Inspector1, an opensource visual
tool that provides user interface widgets to build 3D scenes and tweak entities’
components and properties. We wanted to integrate a flexible tool to support
WOz interfaces into a design environment for prototyping VR experiences, with
the goal to reduce the technical setup (R1) and provide a unique interface to build
a 3D scene, and define the wizard interface as well as the connections between

Fig. 1. Architecture of the Welicit system.

1 https://github.com/aframevr/aframe-inspector.

https://github.com/aframevr/aframe-inspector
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widgets’ behaviour and 3D objects (R3). Figure 1 shows the architecture of the
system. On a local server runs the application that the experimenter uses to
design the virtual environment, define the details of the experiment, and build
the wizard interface. The system exposes the local development server for other
computers to access, as well as to stream the audio and video (R2). The virtual
scene, the wizard interfaces as well as the interface to run the experiment are
exposed as web applications through a Node.js server, which can be locally or
remotely hosted (e.g., on services such as Replit.com). Having a remote server
with a fixed URL eases the setup of collocated studies (R1). At the same time, it
offers the possibility to have more than one human wizard (R4), and it allows to
run WOz experiment with multiple participants accessing from remote locations
(R2) as well as to run remote users studies with one participant (R2), without
requiring extra configurations (R1). The tool has been implemented using Web
technologies such as React for building the user interface, Node.js for the server,
Websocket and WebRTC API for the communication, WebXR API for hand
joints visualization and recording on supported hardware, and Sensor API to
retrieve data from the absolute orientation sensor of mobile devices.

3.2 System Design

The Welicit system provides tools to setup and conduct an experiment as well
as to analyse data.

Setup. The system provides a step-by-step interface to define details of the
study (R1), such as the study id, the name, the starting and closing date and
the list of participants. In the next screen, the experimenter enters the list of
referents, the maximum number of alternative interactions, the post-interaction
questions, and the number of scenarios to test. We decided to include scenarios
because we envision that for VR interactions it would be meaningful to test
the same set of referents under different conditions, as also reported in [17]. In
case of multiple conditions, the system will automatically counterbalance the
conditions in the experiment to avoid learning bias. Figure 2 shows the main
interface of Welicit for building WOz interfaces. The system supports cross-
device distributed interfaces, that is, the experimenter can select different WOz
components and widgets to compose an interface across different devices. This
has the goal to enable multiple human wizards at the same time, provide extra
flexibility to the interface setup and avoid to clutter the interface of a single
device with too many widgets (R4). Welicit implements a WYSIWYG visual
editor for the composition of the wizard interface (R1): widgets are selected from
a dropdown list and they can be (re)arranged through drag-and-drop interaction.
Once a 3D object in the scene has been selected (mouse click), a panel appears
with the properties of the object that can be controlled through the widgets of the
wizard interface. The widgets that are currently implemented are: button, toggle,
sliders (linear and circular), digital thumbpad, canvas for $1 gesture recognizer
(R3, R4). Additionally, quaternion data from the absolute orientation sensor of
mobile devices (using the Sensor Web API) are supported. This has the goal to

http://replit.com/
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Fig. 2. The Welicit user interface to build the Wizard interface. (a) Drag-and drop
properties of a 3D object to a component of the Wizard interface that will be used
to control the property. (b) Add a new component to the Wizard interface. (c) An
example of a deployed Wizard interface.

enable embodied controls for the experimenters (R4). Each widget has its own
attributes that can be defined by the experimenter. For example, for a slider, the
following attributes can be defined from the interface: the default value, the type
(continuous or discrete), the step, the min and max values and the orientation.

Conduct. Once the experimenter has defined the virtual scene and the wiz-
ard interface, all the code is automatically generated and made available on the
remote server. A URL is generated to open the virtual scene on a VR device.
Other URLs are generated and codified into QRCodes to access the wizard
interface from the browser of the target devices (Fig. 2c). When running the
experiment, the locally hosted server receives data from the virtual scene as
well as audio and video streams from remote or local clients, which the exper-
imenter will use to observe the interaction of the user (R1, R2). During this
phase, Welicit provides an interface to view the interaction of the participant
in the virtual scene, local as well as remote video streams and buttons to go
to the next referent and to record the interaction. The system implements a
functionality to record the interaction as it takes place in the virtual world,
exploiting the motion capture tools of the A-frame Inspector, which allows to
save json files describing xyz position and rotation of camera and tracked con-
trollers with timestamps. The motion capture tool was extended to record hands
joint data on the Oculus Quest 2 (WebXR API) and Oculus Rift (Leap Motion),
and it was tweaked to support two modes of recording: automatic and manual.
In the automatic mode, interactions in the virtual world are recorded as long as
hands or controllers movements are in the field of view of the participants. Auto
recording could lower the cognitive load of the experimenter (R4) and it facili-
tates unsupervised recording of interactions [16]. However, it does not capture
camera-only movements, which are important to study head-gaze interaction.



88 A. Bellucci et al.

To give the experimenter more control over recordings, the manual mode allows
to start and stop recording by pressing the <space> key.

Fig. 3. The Welicit interface to analyse video, audio and VR interaction recordings.

Analyse. In this last stage, the Welicit system offers an interface (Fig. 3) that
shows video and audio streams matched with the interaction performed in the
virtual world. This functionality aims at supporting analysis of complex inter-
actions (R5), for instance multimodal interactions with speech, head-gaze and
gestures, for which the experimenter needs to observe, at the same time, the
participant interaction in the real world and the resulting interaction in the vir-
tual world. The analysis tool automatically organizes recordings according to
the referents and produces one set of recordings for each scenario.

4 Walkthrough Use Case and Lessons Learned

We used the Welicit tool to run a WOz study to understand user preferences
for multimodal speech+gesture interactions for VR editing environments. Our
initial goal was to understand how properties of the objects, such as their size
and position with respect to the user (within or out of reach) would affect the
interaction. We discuss the user study as a walkthrough scenario and to describe
the potential of the tool to support WOz studies as well as lessons learned.

Setup. In the setup stage, we designed a 3D scene of a small flat apartment with
a cup on table and a bed, using existing 3D models. Two researchers defined the
referents to use in the study, namely: select, clone, delete, change color, move,
scale, rotate and undo. Two scenarios were also defined: one for the small object
close to the participant (the cup) and another one for the big object out of
reach (the bed). We then built the user interface for the WOz to run on tablet
device, with two tabs, one for each object, and widgets that allowed to perform
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manipulations of the objects: linear sliders for changing the xyz scale, circular
sliders for xyz rotation, 2D digital thumbpads for moving the object on xy-, xz-,
and yz-axis and buttons to hide/show, duplicate or delete the objects. We also
designed a fake menu: an object with buttons that would appear close to the
object in case the participants felt the need to use virtual UIs. Welicit proved
useful in this phase, since it allowed the two experimenters to quickly run pilot
studies to decide the final design of the virtual environment and the wizard
interface and, at the same time, gain experience in the use of the interface itself.

Conduct. We conducted the experiment with 16 participants, using the Oculus
Rift VR headset and Leap Motion for hand-tracking. Automatically counterbal-
ancing the scenarios as well as presenting the next referent on button press was
helpful: it reduced the cognitive load of the experimenter, who did not have to
worry about remembering or reading on a piece of paper what was the next refer-
ent. We also discovered that, in cases when experiments are not conducted by the
same researcher, the interaction to show to the user should be pre-recorded. This
would assure consistency among studies, since different researchers could show
the interaction in a slightly different way, which could bias the study. Recording
the interaction to present for a referent would also allow to show only before and
after states of an object, and not an animated transition [17]. As we expected,
allowing participants to experience their interactions encouraged them to think
out loud and to propose more than one interaction for each referent.

Analyse. The manual recording feature was helpful to extract the audio cor-
responding to an interaction in VR and the visualization tool allowed to easily
identify and classify it. We discovered that it would be useful to provide the
experimenter with an interface to add time-based annotation during the study.
In the case of voice interaction only, in fact, it was difficult to find when they
were performed and such annotations would solve this problem.

5 Limitations and Future Development

The Welicit tool has technological limitation that will be addressed in future
development. The system supports only single-user immersive experiences on
Oculus Quest 2 and Oculus Rift. There is no mechanism to easily extend the
tool to support additional widgets and sensors; new components could be added
but this would require programming work and we do not describe in this paper
how it could be accomplished. Lastly, user studies with researchers outside our
lab are needed to evaluate the effectiveness of the tool.

6 Conclusions

We introduced a tool to setup, conduct and analyse elicitation studies with the
Wizard of Oz paradigm. Easing the technical and methodological issues of these
studies is an important step to generate user and interaction requirements for
novel VR interactions in different contexts. To this end, we plan on making the
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tool available under open-source license and create a space where researchers
and designers can contribute by sharing their data and experience.
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Abstract. We aim to reduce the virtual reality (VR) sickness by superimposing
discreet auxiliary figures: “gazing point” on the center of the user’s field of view,
“dots” on the four corners of the field of view, “user’s horizontal line” links a
line to the user’s head movement, and “real world’s horizontal line” links to the
real-world horizontal line. We conducted an experiment to evaluate the degree to
which these figures could reduce VR sickness in a VR environment on a head-
mounted display (HMD) by using Simulator Sickness Questionnaire (SSQ) and
skin conductance (SC) on the user’s palm. The results show that the VR sickness
tended to reduce by the superimposition of “dots.”

Keywords: Virtual reality sickness · Auxiliary figure · Simulator Sickness
Questionnaire · Skin conductance

1 Introduction

In recent years, the market size for virtual reality (VR) technologies, such as head-
mounted displays (HMDs) and VR contents, has been increasing. Major VR manu-
facturers have released stand-alone low-cost HMDs. Therefore, users who previously
avoided VR devices because of their complexity and high price have started using them.

However, the spread of VR devices, has also given rise to certain specific health
concerns. A number of users have been affected by VR sickness, and this number is
expected to increase in the coming years. VR sickness refers to the deterioration of
HMD user’s health because of operating the virtual space on a large display and viewing
360° videos on an HMD. The typical symptoms of VR sickness are mild headache and
heartburn followed by dizziness and nausea, which eventually leads to vomiting. These
symptoms and processes are very similar to motion sickness [1].

The cause of motion sickness has not yet been completely elucidated, but one pow-
erful theory is the sensory conflict theory proposed by Reason and Brand [2]. Sensory
conflicts theory classifies motion sickness into two parts: a conflict between the ear canal
and otoliths and a conflict between the vision and the vestibular system. Other theories
concerning the causes of motion sickness include the subjective vertical conflict theory
[3] and the ecological theory of motion sickness [4].
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Sensory conflicts are considered a major cause of VR sickness as in the case of
motion sickness. In a VR environment in which HMDs and other visual systems are the
main stimuli, the vestibular system does not perceive the acceleration of motion even
when the visual system perceives the motion. To solve this problem, researchers have
proposed methods of moving the user’s body directly to stimulate the vestibular system
[5, 6]; another methods have been proposed of presenting a visual effect to reduce the
degree of conflict in the visual system [7–15]. Moving a user’s body is a costly method
that requires a large space. On the other hand, presenting a visual effect does not require
a large space and costs.

Based on this reasoning, we aim to reduce theVR sickness by superimposing discreet
auxiliary figures (see Fig. 1), such as dots and a horizontal line, in a VR space on an
HMD. We hypothesized that the superimposition of the figures could reduce the VR
sickness without disturbing the user’s FOV too much.

Then, we conducted an experiment to measure the degree of VR sickness in a VR
environment on an HMD by using Simulator Sickness Questionnaire (SSQ) and skin
conductance (SC) to measure mental sweating [16–18] on the user’s palm as evaluation
metrics to confirm the reduction effect of each of the auxiliary figures. In the following
sections, we describe some related studies, the designs of the four auxiliary figures, the
details of our experiment, and the results.

Fig. 1. Proposed four auxiliary figures with the superimposition of (a) Gazing point, (b) Dots, (c)
User’s horizontal line, and (d) Real world’s horizontal line.

2 Related Work

As a method to change a user’s field-of-view, Bos et al. hypothesized that appropriate
visual information on self-motion was beneficial in a naval setting and conducted and
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experiment a ship’s bridge motion simulator with three visual conditions: an Earth-
fixed outside view, an inside view that moved with the subjects, and a blindfolded
condition [7]. As the results, sickness was highest in the inside viewing condition, and
no effect of sickness on task performance was observed. Norouzi et al. investigated
use of vignetting to reduce VR sickness when using amplified head rotations instead of
controller-based input and whether the induced VR sickness is a result of the user’s head
acceleration or velocity by introducing two different modes of vignetting, one triggered
by acceleration and the other by velocity [8]. The results show generally indicating
that the vignetting methods did not succeed in reducing VR sickness for most of the
participants and, instead, lead to a significant increase. Duh et al. suggested that an
independent visual background (IVB) might disturbance when conflicting visual and
inertial cues [9]. They examined 3 levels of independent visual background with 2 levels
of roll oscillation frequency. As the results, there were statistically significant effects of
IVB and a significant interaction between IVB and frequency. Sargunam et al. compared
three common joystick rotation techniques: traditional continuous rotation, continuous
rotation with reduced field-of-view, and discrete rotation with fixed intervals for turning
[10]. Their goal is to investigate whether there are tradeoffs for different joystick rotation
techniques in terms of sickness, preferences in a 3D environment. The results showed
no evidence of differences in orientation, but sickness ratings found discrete rotations
to be significantly better than field-of-view reduction. Fernandes et al. explored the
effect of dynamically, yet subtly, changing a physically stationary person’s field-of-
view in response to visually perceived motion in a virtual environment [11]. Then, they
could reduce the degree of VR sickness perceived by participants, without decreasing
their subjective level of presence, and minimizing their awareness of the intervention.
Budhiraja et al. proposed Rotation Blurring, uniformly, uniformly blurring the screen
during rotational movements to reduce cyber-sickness caused by character movements
in a First Person Shooter game in virtual environment [12]. The results showed that the
blurring technique led to an overall reduction in sickness levels of the participants and
delayed its onset.

On the other hand, as a method to add a figure on user’s field-of-view, Whittinghill
et al. placed a three-dimensional model of a virtual human nose in the center of the fields
of view of the display in order to observe that placing a fixed visual reference object
within the user’s field of view seems to somewhat reduce simulator sickness [13]. As
the results, users in the Nose experimental group were able, on average, to operate the
VR applications longer and with fewer instances of stop requests than were users in the
no-nose control group. Cao et al. designed a see-through metal net surrounding users
above and below as a rest frame to reduce motion sickness reduction in an HMD [14].
They showed that subjects feel more comfortable and tolerate when the net is included
than when there was no rest frame. Buhler et al. proposed and evaluated two novel visual
effects that can reduce VR sickness with head-mounted displays [15]. The circle effect
is that the peripheral vision shows the point of view of a different camera. The border
between the outer peripheral vision and the inner vision is visible as a circle. The dot
effect adds artificial motion in peripheral vision that counteracts a virtual motion. The
results showed lower means of sickness in the two effects; however, the difference is not
statistically significant across all users.
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As mentioned above, in many studies, entire view is changed, or figures are conspic-
uously superimposed. There are some superimposed figures that imitate the user’s nose,
which are not so obvious, but it is not effective in some situations, or can only be used
for a first-person’s view. Therefore, we designed a more discreet static figure in virtual
space and a scene-independence figure connecting the virtual world and the real world.

3 Design of Discreet Auxiliary Figures

We designed four types of discreet auxiliary figures to reduce VR sickness (see Fig. 1).

3.1 Gazing Point

The gazing point is superimposed on the center of the virtual space on an HMD (see
Fig. 1a). The aim is to suppress eye movements of the user. We subjectively selected
the size and color of the point so that it would most likely not interfere with the user’s
content-viewing experience and was also not difficult to see. Sprite is the knob of the
Unity standard [19]. The distance from the avatar in the virtual space was 0.31; the
coordinates of the point were x = 0.05, y = 0.05 in the Unity scale, and it was white in
color.

3.2 Dots

Four dots, one at each corner, are superimposed on the four corners of the view of virtual
space (see Fig. 1b). By making the user aware of the center of the relative view from
the four dots, it is expected that eye movement can be suppressed as well as the gazing
point. Additionally, unlike the display of the gazing point, nothing is displayed at the
center of the view, so it does not interfere with the content viewing, and it is thought that
the decline in the sense of immersion can be suppressed. The size and color of each dot
is the same as the gazing point. The positions of the dots are at x= 2.5 or−2.5 and y=
2.5 or −2.5 in the Unity scale.

3.3 User’s Horizontal Line

The horizontal line linked to the user’s head movement was superimposed on the center
of field of view (see Fig. 1c). When the user tilts his/her head, a conflict occurs between
the user’s memorized information of the horizon of the real world and the vestibular and
visual information of the tilt of the virtual space. Therefore, the superimposed horizontal
line linked to the user’s head movement can reduce the conflict. The horizontal line
passes from the screen edge to the screen center and reaches the opposite screen edge.
We subjectively selected the thickness and color of the line so that it would not be
bothersome or hard to view. Sprite is the knob of the Unity standard. In the virtual space,
the distance from the avatar was 0.31; the coordinates were x = 5, y = 0.0025 in the
Unity scale, and the color was white.
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3.4 World’s Horizontal Line

In the virtual space, we superimposed a line that always showed the horizontal line of
the real world (see Fig. 1d). This line clarified how much of the user’s head was tilted
from the real world’s horizon by always presenting the real world in the virtual space.
The user could correct his/her autonomous head tilt and become aware of the degree of
the tilt. The size and color of the line was the same as that of the user’s horizontal line.

4 Evaluation Experiment

We verified the hypothesis that the SSQ score, which is an index of VR sickness, could
be significantly reduced by superimposing each of the auxiliary figures on the field of
view in the VR space. Therefore, we investigated the SSQ scores of the five conditions
by including the condition without superimposition for the four types of auxiliary figures
described in the Sect. 3.

SSQ is a metric that can calculate three sub-scores (oculomotor, nausea, and dis-
orientation) and the total score by asking the participants to score approximately 16
symptoms caused by VR sickness on a four-point scale [20]. These scores have different
calculation methods, and it is difficult to compare the extent to which the scores differ.
In this experiment, the results were expressed as a percentage with the upper limit value
being 100% in each score.

We also measured the palmar sweating as an objective psychophysiological metric
(see Fig. 2). The reason for using SC as one of the indexes of sickness is that it is known
that motion sickness induces sweating [16, 17], and that emotional sweating is caused
by stress and anxiety [21].

Fig. 2. Experimental equipment and scene.

4.1 Equipment and the VR Space

We used a computer (Intel Corei36100 3.70 GHz, GeForce GTX 1050 Ti, Windows10)
to construct and output two 3DVR spaces: a dark tunnel generated from “ModularMetro
Tunnels [22]” and a bright cityscape generated from “Simple Town Pack [23]”; these
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spaces were published onUnity Asset Store.We usedUnity (ver. 2018.3.1f1) [19] for the
construction of 3D spaces and superimposition of the auxiliary figures. The HMD was
GALAXVISIONDeveloper Edition (1920× 1080 pixels, 60Hz); it had a viewing angle
of 100° and a delay of 25 ms. This device was equipped with an input high-definition
multimedia interface, a gyroscope, and an accelerometer. Typical in-ear type earphones
(Final, E-1000) were used to play environmental sounds in the spaces.

For the SCmeasurement, two electrodes of an SC sensor (Thought Technology Ltd.)
were attached to the forefinger and the ring finger of the participant’s non-dominant hand
during the experiment.

To eliminate the influence of temperature on VR sickness, the room temperature was
adjusted to a constant 20 °C using an air conditioner.

4.2 Task

The experimental task was to find white boxes with numbers in the VR spaces. The
movement of the avatar in the spaceswas automatic, and the participant was only allowed
to rotate the view by head tracking. The task of using only head rotations to search for
a box forced the participants to look around in the VR spaces.

The avatar firstmoved automatically in the dark tunnel, andwhen it reached a specific
point, the scene changed to a bright cityscape. Then, the avatar also moved automatically
in the cityscape. Finally, the movement stopped when the avatar reached a specific point,
and the task was finished.We added a pitch of 1.5 Hz to the view all the time. The pitch is
a frequency that easily induces motion sickness [24]. The amplitude was set subjectively
so that it was natural similar to the head pitching.

4.3 Procedure

The experiment was conducted as a within-subject design; therefore, all the participants
performed the experimental task under five conditions. We randomized the order of the
five conditions for each participant.

The task performance time for each condition was approximately 10 min and 30 s.
To avoid the influence of the immediately preceding condition, we introduced a rest time
of approximately 40min between conditions. If the participant did not recover even after
40 min, the rest time was extended. However, even if 40 min had not passed, when the
participant recovered, the rest time was shortened, and the task was performed in the
following condition. The conditions were spread over two days to avoid lengthening
the experiment. Two experiments were performed on the first day, and the remaining
three were performed on the second day. In addition, to avoid the influence of ingested
food, the participants were asked to refrain from eating one hour before the start of the
experiment.

At the start of the experiment, the experimenter took the informed consent of each
participant and told the participant that he/she could immediately stop the task at any time
if he/she felt unwell during the experiment. Then, each participant was asked to respond
to theMotion Sickness Susceptibility Questionnaire (MSSQ) [25], and the questionnaire
survey on the participant’s VR experience. Then, the experimenter attached an SC sensor
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to the participant’s non-dominant hand and measured the sweating data on his/her palm
for 2 min at rest; this was the baseline data.

The experimental scene is shown in Fig. 2. The participants answered the SSQ before
and after the task execution under each condition. In the SSQ before the execution, the
experimenter asked the participants to fill in ‘1’ for all the items and to memorize
their current physical conditions. The SSQ was used to evaluate how much the physical
condition deteriorated after the task execution.After all the conditionswere performedby
the participants, each participant ranked the five conditions of “difficulty of developing
VR sickness” and “immersion in VR environment.”

4.4 Participants

Theparticipantswere nine undergraduates (sixmen and threewomen) aged20 to 33years
who did not have any history of problems with vision and vestibular sensations.

5 Results and Discussions

5.1 Difficulty Rankings to VR Sickness

Figure 3 shows the results of the responses of all participants based on the order of
difficulty of developing VR sickness. From this figure, although we can say that the dots
condition was less likely to develop VR sickness as a high-order tendency, there was no
significant difference between the conditions (Friedman’s test, N = 9, df = 4, p > .05).
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Fig. 3. Results for the order of difficulty in developing VR sickness.

5.2 SSQ

Figure 4 shows the results of the SSQ. No significant difference was found between the
conditions (Friedman’s test, N = 9, df = 4, p > .05), but the without-superimposition
condition had the largest symptomofVRsickness, and the dots condition had the smallest
symptom.

By grouping the rankings for the difficulty to develop VR sickness, we found that
the SSQ was affected by the participants’ preferences for difficulty. Moreover, we found
that the dots condition relatively reduced the VR sickness, although there were no major
differences among the conditions.

The results of the grouping based on the total scores of SSQwere probably influenced
by the presence or the absence of the presentation in the center of the field of view. In our
proposed auxiliary figures, only the dot condition was not superimposed on the center
of the field of view. Therefore, the participants who do not easily develop VR sickness
felt uncomfortable about the obstruction more than the reduction effect of VR sickness.
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5.3 Sweating Rate

Figure 5 shows the changes in the sweating rates from the state of rest for each auxiliary
figure. Although no significant difference was found, the superimposition of auxiliary
figures tended to suppress sweating. In particular, under the user’s andworld’s horizontal
conditions, the sweating was suppressed to almost the same level as that at rest.
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Fig. 5. Result of the sweating ratio of each condition from the state of rest.

6 Conclusion

We designed the discreet auxiliary figures to aim to reduce the VR sickness and not to
obstruct the field of view on an HMD. In the evaluative experiment, although there was
no significant difference between the without-superimposition group and the auxiliary
figures-imposed groups, we found that the VR sickness tended to reduce by the super-
imposition of dots design. Although there were individual differences in whether or not
the dots were suitable, VR sickness did not increase for the dots superimposition case
even when the participants did not think the dots useful.

The experimental results were classified according to the SSQ scores although it was
possible to reduce the sickness of the participants who easily got sick when the auxiliary
figures were used. The sickness of the participants who did not easily get sick became
strong. From these results, we concluded that the presence of an auxiliary figure in the
central field of view influenced intensity of the VR sickness; the VR sickness did not
intensify even in participants who did not easily develop VR sickness under the dots
condition.
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Abstract. In Virtual Reality, visuo-haptic illusions such as hand redi-
rection introduce a discrepancy between the user’s hand and its virtual
avatar. This visual shift can be used, for instance, to provide multiple
virtual haptic objects through a single physical proxy object. This low-
cost approach improves the sense of presence, however, it is unclear how
these illusions impact the hand trajectory and if there is a relationship
between trajectory and the detection of illusion. In this paper, we present
an empirical model predicting the hand trajectory as a function of the
redirection. It relies on a cubic Bézier curve with 4 control points. We
conduct a two alternative forced choice (2AFC) experiment to calibrate
and validate our model. Results show that (1) our model predicts well the
hand trajectory of each individual using a single parameter; (2) the hand
trajectory better explains the detection of the illusion than the ampli-
tude of the redirection alone; (3) a user specific calibration allows to
predict per-user redirected trajectories and detection probabilities. Our
findings provide a better understanding of visuo-haptic illusions and how
they impact the user’s movements. As such they may provide founda-
tions to design novel interaction techniques, e.g. interacting in a scene
with multiple physical obstacles.

Keywords: Visuo-haptic illusion · Hand redirection · Detection
threshold · Trajectory estimation

1 Introduction

The Central nervous system integrates inputs from all senses to construct a
unified percept of reality. Virtual Reality (VR) through Head Mounted Displays
gives means to subtly distort the sense of vision, which can be used to skew
the integration with other modalities such as haptic to create various illusions.
Among these visuo-haptic illusions, hand redirection (e.g. haptic retargeting [2]),
affects the virtual location of the hand so that users reach for a certain physical
target in a different position than its virtual counterpart. This is especially useful
in passive haptics, where a single physical prop can be used for 2 or more virtual
neighboring objects.
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Fig. 1. Model overview. Our hand trajectory model is a Bézier curve. The resulting
trajectory B(l) is defined by 4 control points: P0, C1, C2 and Pt. We show that the
redirection can be accounted for by only adjusting the x coordinate of point C2. This
adjustment depends on the redirection amplitude A and a user-dependent factor b(U).

Several empirical studies have been conducted showing that these illusions
are imperceptible when the amplitude of redirection is below a certain threshold
[14,37]. However, the effect of different amplitudes of illusion on motor control
has not been investigated.

In this article, we investigate how the amplitude of the redirection alters
the hand trajectory. We make the hypothesis that the detection of the illusion
stems from users observing the distortion of their own movement. The detection
of the illusion can then be predicted from a geometric description of the hand
trajectory. In this prospect, we propose an analytic model of the hand trajectory
using cubic Bézier curves, constructed with four control points (see Fig. 1). In this
model, under the approximation that the trajectory is planar, 2D coordinates
of these 4 points are sufficient to describe the hand movement, regardless of the
coordinate system.

We conduct a two-alternative-forced-choice (2AFC) experiment on a target
reaching task under hand redirection illusion. Collected data are used to refine
and validate the model as well as to explore the relationship between trajectory
adjustment, and the ability of the users to detect the illusion.

Our main findings are (1) our model predicts well the adjusted hand trajec-
tory of each individual using a single parameter (see Fig. 1); (2) the hand trajec-
tory better explains the detection of the illusion than the redirection amplitude
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alone; (3) a user specific calibration allows to predict per-user redirected trajec-
tories and the probability to detect the illusion.

Our findings provide a better understanding of visuo-haptic illusions and
how they impact users’ movements. They also provide foundations to design
novel interaction techniques, e.g. interacting in a scene with multiple physical
obstacles or to develop low-cost calibration tasks without exposing the users to
the illusions.

2 Related Work

2.1 Visuo-Haptic Illusions

The brain integrates information from different senses to construct a robust per-
cept [12,13]. The sense with the best reliability will be favored in this integration.
This model of integration has been verified for the combination of vision and
vestibular cues for the perception of displacement [28] and for the localization of
body parts with vision and proprioception [4,5,10]. Vision is often more reliable
than other senses and thus generally favored by the brain. This phenomenon is
called visual dominance [7,17].

Several VR interaction techniques leverage visual dominance to influence
users’ experience in a virtual environment (VE). For example in redirected walk-
ing [30], users have the feeling to walk along a straight line while they are made
to follow a curved path. It’s achieved through a non-strict mapping between
head rotation and orientation in the real and virtual world.

Manipulating virtual representations induce visio-haptic illusions. These illu-
sions trick the user to perceive different shapes [3] or mechanical characteristics
such as weight or stiffness [11,24,33], or to overrate a haptic device’s perfor-
mance [1]. Hand redirection is one of the most popular techniques to induce
such illusions.

2.2 Hand Redirection

Hand redirection refers to an alteration of the mapping between users’ real hands
and their virtual avatars. One of the main application of hand redirection is in
passive haptics, where a single physical object – prop – is used as haptic proxy to
several virtual objects in neighboring locations [2,9,23,26]. During the movement
toward a virtual object, users’ virtual hands are gradually shifted from their real
hands. Users’ unwittingly correct this shift. This leads to the redirection of users’
real hands toward the physical prop.

A critical aspect of this approach is the amplitude of redirection, i.e. the
degree of mismatch between the real hands and their avatars. Indeed with an
appropriate amount of redirection users remain unaware of the mismatch. How-
ever, when this one is too large, the illusion is detected and affects negatively the
user experience [21]. It is thus important to determine the maximum amplitude
of redirection – detection threshold – beyond which users do notice the illusion.
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2.3 Detection Threshold

Several methods have been proposed to determine the detection threshold of
visuo-haptic illusions. One method consists of asking if participants perceived
a manipulation of their visual feedback during the interaction [1,8,20,25,31].
However, participants might have difficulties to judge a barely perceptible phe-
nomena. This method thus requires a large safety margin.

Another method relies on a two-alternative forced-choice experiment (2AFC)
where the participants are only asked in which direction they think the visual
feedback was manipulated. This forced choice approach is more robust to par-
ticipants’ subjectivity and provides a lower bound threshold (by using a psy-
chometric function). This method has been used for instance to study redirect
walking [22,34] and visuo-haptic conflicts [27].

Previous work exploiting these methods investigate hand redirection detec-
tion threshold at the population level [14,37]. However, humans have different
perceptual abilities and this detection threshold differs from user to user. In
this paper, we study whether this detection threshold can be adapted to each
individual with a simple calibration task.

2.4 Redirected Hand Velocity and Trajectory

Some works took an interest on the effect of the redirection on the hand velocity
and trajectory. Gonzalez et al. looked at tangential velocities and noted that the
minimum jerk model (MJM) [16] doesn’t hold for large amplitudes of redirection
[18]. They did not however analyse the evolution of hand trajectory. The correc-
tion of the hand trajectory under redirection has been qualitatively mentioned
by Azmandian et al. [2]. They observed the general shape of the trajectory and
pointed out that it generally exhibits a kink towards the end. In this paper, we
propose a trajectory model linking the amplitude of redirection and the shape
of the real hand trajectory.

3 Approach

Hand redirection has been shown to enrich the interaction in VR, especially when
users explore different haptic features [1,11,24,33] or manipulate several objects
[2,26]. However, it remains unclear how hand trajectory is affected by redirection,
and if there is a relation between the hand trajectory and the detection of the
illusion. Our approach consists of elaborating a mathematical model to explain
and predict the hand trajectory as a function of the amplitude of redirection
(i.e. the angle defined between the virtual hand, the real hand and the starting
position; Fig. 2). We then use this model to explore the relationship between the
users’ detection of the illusion and his hand trajectory.

Beyond a better understanding of hand redirection, the model has several
implications for design. For instance, it can serve to define a light calibration
task to estimate the appropriate detection threshold for each participant. It can
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also provide theoretical foundations to design novel interaction techniques, e.g.
it would be possible to dynamically adapt the amplitude of redirection to control
the hand trajectory and avoid physical obstacles while maintaining the illusions.

3.1 Research Questions

We investigate the relationship between the trajectory (T) of the hand move-
ment, the amplitude of redirection (A) and the Detection Threshold (ADT ).

– RQ1: What is the influence of the amplitude of redirection on hand trajec-
tory? (A −→ T )

– RQ2: Does the detection threshold depend on the features of the trajectory?
(T −→ ADT ). In particular, we aim to study whether the probability to detect
the illusion is better explained by the deformation of the trajectory under
redirection (A + T ), instead of A alone.

3.2 Problem Formulation

Hand Trajectory. Let T = P0, P1, ...Pn the trajectory of the hand movement
where p0 is the starting point and Pn = Pt the position of the target (t). We
assume it exists a function f such as:

T = f(u, Pt, P0, A) (1)

where T is the trajectory produced by the participant u, when reaching the target
t at the location Pt, from the position P0, with an amplitude of redirection A.
We aim to determine the function f to answer the first research question (RQ1).

Model of Gesture Trajectory. We model hand trajectory as a Bézier curve.
A Bézier curve is a polynomial parametric curve, and is defined as:

B(l) =
k∑

i=0

(
k

i

)
(1 − l)k−iliCi (2)

where k is the degree of the Bezier curve and C0, ..., Ck the control points.
This parametric model is widely used in mechanical design and computer

graphics and has also been used to model hand trajectories [15]. This formula-
tion has several advantages. First, it considerably reduces the complexity of the
description of a trajectory as the number of control points is small in comparison
with the number of points of the trajectory k << n. Moreover, the description is
smooth, continuous and invariant to the user speed and sampling rate. Finally,
the position of the control points provides a convenient and geometrical inter-
pretation of the trajectory (see Fig. 1). In particular the first and last control
points are the start and end point of the trajectory, so these are fixed in our
modeling.

C0 = P0;CK = Pt (3)

Figure 4 shows the impact of moving the control point C2 (while keeping the
three other controls fixed) on the Bézier curve.
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Number of Control Points. A choice must be made regarding the degree k of
the Bézier curve, i.e. the number of control points. A higher k better describes
a given trajectory, but it increases the complexity of the model and reduces
its interpretability. Moreover, it is important to use the same k for different
trajectories in the purpose to compare them. Based on pilot studies, we found
that cubic Bézier curves with 4 controls points (k = 4) was sufficient to well
describe, compare and explain the different trajectories.

Based on the Eqs. 1 and 3, we can then reformulate our problem as estimating
the function g such as (see 1):

C1x, C1y, C2x, C2y = g(u, Pt, P0, A) (4)

where Cix and Ciy are the x and y coordinates of the control point Ci. To achieve
this, we conducted a user experiment to collect data and to identify the model
parameters (see Sect. 4). Validation of the model will allow us to predict the
trajectory for a given user u, under any redirection A.

Detection Threshold. Based on the literature [34,37], the population model
predicting the probability P of detecting the illusion given the amplitude of
redirection (A) is a psychometric function:

P (A) =
1

1 + exp −A−PSEG

σ

(5)

where PSEG is the global point of subjective equality, i.e. the amplitude such
as P (PSEG) = 50%. It can be seen as the amplitude where the participants
estimate that no redirection is applied and is usually different than 0. σ is
the spread (inverse slope). ALT and ART are two other specific values such
as P (ALT ) = 25% and P (ART ) = 75%. The detection threshold ADT is then
defined as:

ADT = ART − ALT (6)
The smaller σ the steeper the slope of the psychometric curve is and, in our

case, the smaller ADT is. The same methodology can be applied for the whole
population (population model) or each individual (individual model).

So, the second research question (RQ2) has the objective to estimate PSEG

and σ as a function of the trajectory T:

P (A, T ) =
1

1 + exp−A−PSEG(T )
σ(T )

(7)

4 Data Collection

Our user experiment is similar to Zenner et al. [37] where participants perform
a pointing task in VR while experiencing visuo-haptic illusions. Their primary
objective was to investigate the probability to detect the illusion depending
on the amplitude of redirection. In this experiment, we also investigate hand
trajectory to refine, calibrate and test our model. This experiment has been
approved by the IRB 2020-CER-2020-61.



A Trajectory Model for Desktop-Scale Hand Redirection in Virtual Reality 111

4.1 Participants

10 participants (8 male and 2 female, between 25 and 30 years old) took part in
the study. 2 participants were left-handed, 8 were right-handed. 4 participants
wore glasses and one wore contact lenses. They did not report any other visual
impairment or neuromuscular disorder. All the participants except 2 had expe-
rienced a VR headset before, but all less than three times. None were familiar
with VR.

4.2 Apparatus

Physical Setup. Participants were seated in front of a standard table and with
a fixed position seat. They wore an HTC Vive head-mounted-display (HMD), a
white-noise headphones and a right-hand glove with a cluster of optical markers
on the index finger. Both positions and orientations of the HMD and the glove
were tracked by a motion capture system (Optitrack) providing submillimeter
precision. We thus saved 3D positions of the real hand and projected them on a
horizontal plane. We used a sampling rate of 0.03s resulting in around 40 points
per trajectory.

On the table, there was an haptic marker for “starting position”, a joystick
placed on the left of the starting position and 6 cylindrical targets located along
a semi-circular arc illustrated Fig. 2-left. Only the 4 central targets were actually
touched by participants, the targets at the two extremities of the arc were just
used as lures. These targets are located at 30 cm distance from the starting
position. The 30 cm distance was chosen to be easily reachable by participants
while they are seated on the chair. The angular distance between targets is 15◦. It
is large enough to avoid accidental physical collisions and to study the influence
of target orientation on hand trajectory and illusion detection.

Virtual Scene. The virtual scene is illustrated on Fig. 2-right. It mimics the
real set-up. It is implemented with the Unity3D game engine and shows the table,
the starting position, one virtual target as well as an avatar of the participant’
right hand. The virtual target has the same color and shape as the real one.

Hand Redirection Implementation. The virtual target’s position was com-
puted from the position of the chosen real target and the amplitude of redirection
(see Fig. 2). The shift between the virtual and the real hands was implemented
such as it increases linearly during the reaching motion and the real hand reaches
the real target simultaneously as the virtual hand reaches the virtual target. As
such, users effectively touch a real object which provides a haptic confirmation.
Participants compensate the shift while reaching the target, resulting in a curved
trajectory (see Fig. 2). Note that in our implementation, the hand is considered
as a single point, the forefinger tip.
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Amplitude of 
redirection

Real 
target

(invisible)

Starting 
position

Virtual 
target

Real 
target

(selected)

A

Fig. 2. Left: the experimental table with 6 physical targets. Right: the virtual scene
as seen by participants during the experiment. The phantom of the real hand (left) is
displayed for illustration purpose but was not visible during the experiment. The dashed
lines represent the straightest reach toward the target for the real hand (orange) and
the virtual hand (purple). The curved lines is a representation of the actual trajectory
of the two hands. (Color figure online)

4.3 Experimental Design

Stimulus and Task. The experiment is a two-alternative forced choice (2AFC):
Once the right arm of the participants is in the starting position, the trial starts
and the virtual target is displayed. The participants are asked to touch the target
with their right hand and then to come back to the starting position (we made
this choice to minimize task difference among participants, thus we restrain even
left handed participants in using their right arm). The participants are asked to
move naturally toward the target as we do not know the effect of speed on the
illusion detection. If the participants are too fast or too slow the experimenter
asks them to slow down or to accelerate. After they came back to the starting
position, they move the joystick in the corresponding direction with their left
hand to indicate whether their real hand was positioned on the left or the right
of its virtual avatar. No feedback is provided.

Conditions. In this experiment, we controlled two factors. The primary factor
is Amplitude of redirection with 15 levels from −13◦ to 13◦ (−13◦, −10◦, −8◦,
−6◦, −5◦, −4◦, −2◦, 0◦, 2◦, 4◦, 5◦, 6◦, 8◦, 10◦, 13◦). The second factor is Target
Orientation from −22.5◦ to 22.5◦ (step of 15◦).

Procedure. The participants were first instructed about the goal of the exper-
iment and the task to perform. In particular, the concept of hand redirection
was explained in these terms: “A virtual hand that follows the position of your
hand is displayed in the VE. During the reaching task an offset will be gradually
introduced between this virtual hand and your real hand. The virtual hand will
be located either on the left or the right of your real hand”.
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Participants put on the glove, HMD and headphone. They then performed
a training phase. It consists of 2 blocks of 10 trials where they experience hand
redirection with an amplitude of either −13◦ or +13◦ (corresponding to the high-
est amplitudes in the main experiment). During the training phase, participants
received feedback at the end of the trial regarding the direction (left or right)
of the redirection. They were also informed about the trial time as they have to
calibrate their speed so that the trial time is between 1s and 2s. Finally, during
the first block, the position of the real hand was displayed in the virtual scene
in addition to the hand avatar to understand the concept of hand redirection.

Design. We used a within-subject design. Each participant completed 4 blocks.
In each block, the participants tested the 60 combinations of Amplitude and
Target in a randomized order. In summary, the experimental design is: 10
participants × 4 blocks × 15 Amplitudes × 4 Targets = 2400 trials.

Dependent Variables. The two dependent variables are choice (left or right)
and Hand Trajectory, i.e. the sequence of points to reach the target.

5 Analysis 1: Trajectory and Amplitude of Redirection

In this section, we analyze how the amplitude of redirection influences the posi-
tion of the two control points C1 and C2. We first describe our empirical findings.
We then refine our model and compare four model variants.

5.1 Empirical Results

Method. We first removed 60 (2.5%) outliers trajectories. We calculated for
each amplitude of redirection the distance (MSE) between a given trajectory
and the mean trajectory. Each trajectory with a MSE larger than a threshold
was plotted for a verification of their wrong shape. For the resulting 2340 trajec-
tories, we estimated the four parameters C1x, C1y, C2x, C2y of the Bézier curve
that minimize the Dynamic Time Warping (DTW) distance [32,35]. DTW is
appropriate as it is independent of the user speed. We use the python package
DTAIDistance for calculating the DTW distance and the function “minimize” of
the “scipy.optimize” package with the Nelder-Mead algorithm for the optimiza-
tion method. The resolution of the Bézier curve is 250 points per trajectory.

Result. The Fig. 3 shows the mean value of the four parameters with 95%
confidence Interval (CI) as a function of the amplitude of redirection. We were
expecting that the four parameters vary with the amplitude, but the results show
that three parameters can be approximated by a constant: C1x = 0.35 cm (ci =
[−0.0, 0.8]), C1y = 15.3 cm (ci = [15.2, 15.4]), C2y = 43.4 cm (ci = [42.6, 44.2]).
However, C2x linearly increases with the amplitude (R2 = 0.99, MSE = 1.9).
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Fig. 3. The value of the four parameters C1x, C1y, C2x, C2y as a function of the
amplitude of redirection. Error bars show 95% confidence interval.

Discussion. We learned three things. First, as C1 is fixed and aligned with−−−→
P0PT , it confirms that the initial direction of the user’s movement is towards
the virtual target. Second, as only one parameter varies, these results suggest
that using a Cubic Bézier curve model is appropriate. Third, it exists a simple
and elegant linear relationship between C2x and the amplitude of redirection. We
can thus revisit our model, reduce its complexity and improve its explainability.

5.2 Refining and Evaluating the Model

Based on our findings, we revisit our model (Eqs. 3 and 4) and propose four model
variants summarized in Table 1. Three parameters (C1x, C1y, C2y) are fixed. We
introduce two novel parameters a and b to approximate the x coordinate of C2:

C2x = aA + b (8)

where A is the amplitude of redirection, a is the slope, i.e. the sensitivity to the
amplitude and b, the intercept, reflects the natural human bias at doing curved
trajectories even when no hand redirection is applied [36]. To study whether
these two parameters are the same for all participants (population parameter)
or participant dependent (individual parameter), we defined four model variants
(Table 1) reflecting the four configurations.

5.3 Model Comparison

We compare the capacity of the model variants to accurately predict the tra-
jectories of each class Cu

A where A is the Amplitude of redirection and u a



A Trajectory Model for Desktop-Scale Hand Redirection in Virtual Reality 115

Table 1. Comparisons of four model variants in terms of fixed and free (population and
individual) parameters, number of free parameters (k), distance (DTW), Likelihood
and BIC. The model with b as user-dependent parameter has the lowest BIC score.

Model Fixed
parameters

Population
parameters

Individual
parameters

k DTW -LL BIC

M C1x C1y,
C2x

a, b – 2 670 501 1012

Mb C1x C1y ,
C2x

a b 11 576 401 857

Ma C1x C1y,
C2x

b a 11 661 457 969

Ma,b C1x C1y,
C2x

– a, b 20 559 396 896

user (participant). To achieve this, we first define d(A, u,m) the average DTW
distance between the predicted trajectory Tpred(A, u,m) and all observed tra-
jectories T 0

obs(A, u)...TN
obs(A, u) of the class Cu

A for a given model m:

d(A, u,m) =
1
N

N∑

i=0

DTW ( Tpred(A, u,m), T i
obs(A, u) ) (9)

We can then use a Boltzmann soft-max function to transform the distance
d(A, u,m) into probability P (Cu

A | A, u,m):

P (Cu
A|A, u,m) =

e−β d(A,u,m)

∑
a e−β d(A,u,m)

(10)

where the parameter β indicates how much the probability distribution is con-
centrated around the positions of the smallest distance. We chose β = 1.

Model Likelihood. Based on the Eq. 10, we now compare the result of models
fitness function. In Bayesian terms, we compare the likelihood of the data given
the model, that is the maximum probability P (Cu

A) that the model chooses the
correct class of trajectories Cu

A. Formally, we estimate:

LL(m) =
∑

A,u

log P (Cu
A|A, u,m, θp

m) (11)

where θu
m is the set of parameters of the model m for the participant u.

BIC Score. In the process of model selection, it is common to include a
penalty term for model complexity, i.e. for the number of parameters [29]. The
Bayesian Information Criterion (BIC score) is commonly used. It is estimated
as BIC = −2LL + k × log(N) where LL is the likelihood (Eq. 11), k, the num-
ber of parameters (i.e. individual parameters + population parameters), and
N = 150 ( 10 participants × 15 amplitudes ), the number of points to predict.
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Result. The Table 1 indicates that the model Ma,b better fits the data. It is
not surprising as it has much more parameters than the other model variants.
When penalizing for the number of parameters, the BIC score suggests that Mb

better explains the data. This result indicates that a is not sensitive to the user
id. In contrast, model prediction benefits the estimation of b for each user.

5.4 Discussion

RQ1: What is the influence of the amplitude of redirection on hand trajectory?
Our analysis showed a clear impact of amplitude of redirection on hand tra-
jectory. More precisely, we learned that 1) if we model hand trajectory as a
simple cubic Bézier curve, the amplitude of redirection only affects the x coor-
dinate of a single control point (C2). This makes the model highly interpretable
(Fig. 4). Moreover, 2) this x coordinate increases linearly with the amplitude of
the redirection; 3) the slope is independent of the participant, i.e. increasing the
amplitude by 1◦ moves C2x of 1.13 cm on the right; 4) the intercept is user depen-
dent (mean = 2.1 cm, std = 3.9). This result is inline with [36] indicating that
even when no redirection is applied humans perform curved trajectories (due to
visual perceptual distortion). The degree and direction of curvature depends on
the participant.

Fig. 4. Visualisation of all the trajectories for three different amplitudes of redirection
and for the same participant. We display the Bezier curve resulting from the model Mb.
All the control point are fixed except C2 that have a linear relation with the amplitude.

Interestingly, the calibration of the model is easy to perform. Indeed, the
individual parameter b is the intercept, i.e. it is the value of C2x when A = 0
(Eq. 8). It is thus possible to estimate b for each participant without experienc-
ing hand redirection. b can be estimated by simply performing a reaching task
without illusion.
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6 Analysis 2: Detection Threshold

In this section we study the second research question RQ2: Does the detection
threshold depend on the features of the trajectory?. We first evaluate the prob-
ability to detect the illusion as a function of the amplitude of redirection and
then as a function of the deformation of the hand trajectory.

6.1 Amplitude of Redirection and Detection Threshold

Figure 5-Left illustrates the probability P (A) to detect the illusion as a function
of the amplitude of redirection A (psychometric function corresponding to the
Eq. 5) for the whole population. We found PSEG = −1.13◦, ALT = −4.52◦,
ART = 2.27◦. We compute the detection threshold ADT = ART - ALT = 6.79◦.
Our results are in the same order of magnitude than Zenner et al. study [37]
(PSEG = −0.28◦, R = 8.19◦). The difference can be due to the experimental
setup and/or the absence of haptic confirmation at the end of the movement.

6.2 Hand Trajectory and Detection Threshold

We now investigate the link between the hand trajectory and the probability
to detect the illusion. As C2x is sufficient to describe the hand trajectory, we
analyze the probability to detect the illusion P (C2x) as a function of C2x with
the same methodology of Sect. 6.1. We discriminated C2x into 15 groups based on
its magnitude. We made this choice to compare the two psychometric functions,
P (A) and P (C2x) of the Fig. 5.

Figure 5-right shows the result of the psychometric fit for P (C2x) (MSE =
64.0) which is better than the one of P (A) (MSE = 68.3), Fig. 5-Left. It shows
that the more the hand trajectory is curved the easier the illusion is detected.
This result was expected given the linear relation between A and C2x outlined
in Sect. 5. However, the fact that both the amplitude of redirection and the
trajectory explain the illusion detection requires further explanations.

Fig. 5. Psychometric fit of the answer of the 2AFC experiment. Left: detection accord-
ing to the amplitude of redirection. Right : detection of the illusion according to the
C2x coordinate.
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6.3 Further Explanations

To better understand the role of C2x on illusion detection, we analysed its mag-
nitude as a function of the absolute amplitude of redirection (|A|) and whether
the participants answer correctly (detection of the illusion) or not (the illusion
works) to the 2AFC task. We removed extreme amplitudes 0◦ as there was no
error and ±13◦ as all participants detected the illusion for these amplitudes.

Fig. 6. x coordinate of C2 as a function of the redirection amplitude and whether the
answer of participants is correct or false.

Our results are illustrated Fig. 6. A two-way ANOVA confirmed the effect
of Amplitude on the amplitude of C2x (F5,45 = 109.4, p < .0001). ANOVA
also revealed an effect of Answer (Correct vs., False) on the amplitude of C2x

(F1,9 = 7.6, p < .05). A post Tukey-test indicates that at a given amplitude, C2x

is larger when the illusion is detected (mean = 3.4 cm) than when the illusion is
not detected (mean = 7.4 cm). ANOVA does not reveal Amplitude × Answer

interaction effect.

Discussion. The amplitude of redirection is the primary factor to explain and
predict whether the participants will detect or not the illusion. However, given
an amplitude of redirection, we demonstrate that the curvature of the hand tra-
jectory, i.e. the magnitude of C2x, refines the prediction. Indeed, participants
performing low curved trajectories (i.e. small C2x) are less likely to detect the
illusion. The user dependent parameter b reflects this natural tendency to per-
form curved trajectories (to the right (b > 0) or to the left (b < 0)) under no
redirection. We thus decided to study more precisely the influence of b on the
detection threshold.
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Fig. 7. Evaluation of PSEI (in blue) and σI (in orange) for each participant (1–10)
according to parameter b. (Color figure online)

6.4 User-Dependent Detection Threshold

We now evaluate the relation between the user-dependent parameter b and the
probability to detect the illusion expressed in Eqs. 5 and 7:

P (A, b) =
1

1 + exp−A−PSEI(b)
σI(b)

(12)

where PSEI is the Point of Subjective Equality for each Individual (PSEG was
the Point of Subjective Equality global, i.e. for the whole population). Figure 7
illustrates PSEI and σI as a function of b. While no clear relationship is revealed
regarding σI (R2 = 0.25; MSE = 14.39), there is a weak relationship between b
and PSEI (R2 = 0.63; MSE = 12.32):

PSEI = −0.39 × b − 0.19 (13)

Thus there is a relation between the value of C2x when no redirection is applied
C2x = b and PSEI . In other words, a user performing naturally a curved tra-
jectory to the right (b > 0) will be more sensitive to a redirection to the right
(PSEI < 0). This result is important, because after estimating b, a designer
can estimate PSEI of a user and know in which direction (left or right) the
user is less likely to detect the illusion. The designer can also measure b of each
individual of a given population and estimate the unique range of amplitude of
redirection that best fit this population.

This is what is illustrated Fig. 8. On the left, we see the range of amplitude
of redirection (blue) which is not detected for each participant. The intersection
is small: The vertical surface inficates the maximual ranges for which the illusion
is not detected for respectively 70%, 80% and 90% of the population. It results
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that only the amplitudes of redirection in [−0.7◦; 0.7◦] is not detected for 70%
of the population.

However, when b is known for each participant, it is possible to choose a
unique range of amplitude of redirection and to adapt it to each participant
(based only on the parameter b). This is what is illustrated on Fig. 8-right where
each range of amplitude is virtually re-centered based on b, offering a range of
[−1.7◦, 1.7◦] which is almost four times larger.
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Fig. 8. Left: the horizontal blue rectangles depict the range of redirection amplitudes
for which the illusion is not detected for each participant. The vertical surfaces indicate
the maximal ranges for which the illusion is not detected for respectively 70% (green),
80% (red) and 90% (yellow) of the population. The wider are these ranges, the more
flexibility is offered to the designers. However, increasing the number of participants
decreases this population range. Right: when taking individual differences, i.e. b into
account, we can artificially recenter their range, increasing the range of amplitudes for
the whole population. (Color figure online)

7 Discussion

7.1 Main Findings

We revisit our two research questions from Sect. 3.

RQ1: What is the influence of the amplitude of redirection on hand trajectory?
We have shown that a cubic Bézier curve constructed using four control points
Ci, i ∈ [0; 3] approximates the hand trajectory quite faithfully. Moreover, the
coordinates of 3 out of 4 control points do not depend on the redirection for
a given user. The control point C2 is the only one which is modified by the
amplitude of redirection: C2x linearly increases with the amplitude such as
C2x(A) = 1.13A + 1.97 at the population level. At the individual level, further
analysis revealed that the intercept is user dependent, C2x(A, u) = 1.13A+b(u).
These results demonstrate that 1) the amplitude of redirection influences only
a single feature of the trajectory when described with a Bézier curve; 2) the
trajectory can be better approximated when considering the parameter b which
3) can be easily estimated for each user. Indeed, b indicates the curvature of the
trajectory when users do not experience an illusion.
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RQ2: Does the detection threshold depend on the features of the trajectory?
It was well known that the detection threshold depends on the amplitude of redi-
rection. We demonstrated that it also depends on the trajectory. In particular,
we demonstrated that once the amplitude of redirection is given, users perform-
ing trajectories with low curvature (i.e. smaller C2x) are less likely to detect the
illusion. Our hypothesis is that users detect the illusion through observing the
distortion of their hand motion.

To determine individual detection thresholds, we used a psychometric func-
tion with two parameters PSEI and σI . Our analysis shows a relationship
between PSEI and b but not with σI . In other words, estimating b for each
participant can increase the range of amplitudes of redirection of 258% without
risking the illusion to be detected by at least 70% of our participants.

7.2 Implications for Design

Our findings on RQ1 suggest a method for designers to anticipate user hand
trajectory during a redirected reaching task. In particular, designers can easily
elaborate a calibration task to estimate b and refine the trajectory model as it
does not require to expose the users to the illusion (A = 0). This trajectory
model can for instance be exploited advantageously to make users unwittingly
circumvent obstacles or encountered-type haptic devices [6,19]. Our findings on
RQ2 indicate a simple way of adapting the range of amplitude of redirection to
each user. The knowledge of the parameter b allows the computation of individual
PSEI . The designer can then center the population range of amplitudes around
the PSEI to minimize the risk of detecting the illusion. Again, this only requires
to estimate b without exposing the user to the illusion.

7.3 Limitation and Future Work

Future studies should be conducted to validate the robustness of the model.
First, left-handed participants had to reach for targets with their right hand.
This choice was made to facilitate the comparison of data between participants.
Even though we interact with the environment with both hands, we favor our
dominant hand for reaching tasks. Thus this could have impacted the hand
trajectory and their illusion detection threshold. Moreover, the speed of the
hand can have an impact on the detection of the illusion and was not constant
among participants. Then, participants were informed about the illusion at the
beginning of the experiment, thus the calculated detection threshold is likely
bigger.

Furthermore, concerning the trajectory model, we assumed that 3 of the 4
coordinates of the Bézier control points are fixed. However the Fig. 3 shows that
C1x and C2y are slightly affected by the amplitude of redirection. As future work,
we plan to refine our model to investigate whether it significantly improves the
prediction of the beginning and the end of the trajectory. The distance to the
target is fixed in our task and different distances should be tested as well.
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Finally, the use of a 2AFC experiment for the determination of detection
threshold is debatable. On one hand, users can sense that something is odd in
their movement, without being able to pinpoint the relative position of their real
and virtual hand. On the other hand, if users do not focus on the position of their
hands we would certainly find a larger range of non-detection. We hypothesize
that there is not a clear breaking point of the illusion. In particular, we plan to
investigate whether user involvement might have an impact on sigma and thus
on the ability to detect the illusion.
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37. Zenner, A., Krüger, A.: Estimating detection thresholds for desktop-scale hand
redirection in virtual reality. In: 2019 IEEE Conference on Virtual Reality and 3D
User Interfaces (VR), pp. 47–55 (2019). https://doi.org/10.1109/VR.2019.8798143

https://doi.org/10.1145/3025453.3025962
https://doi.org/10.1109/3DUI.2010.5444703
https://doi.org/10.1109/3DUI.2010.5444703
https://doi.org/10.1109/WHC.2015.7177685
https://doi.org/10.1109/WHC.2015.7177685
https://doi.org/10.2312/egs.20011036
https://doi.org/10.2312/egs.20011036
https://doi.org/10.1145/3173574.3173702
https://doi.org/10.1109/TASSP.1978.1163055
https://doi.org/10.1145/3290605.3300550
https://doi.org/10.1145/3290605.3300550
https://doi.org/10.1109/TVCG.2009.62
https://doi.org/10.1016/S0020-7373(70)80008-6
https://doi.org/10.1109/VR.2019.8798143


Complex Contexts and Subtle Actions:
Design and Evaluation of a Virtual Coach

for Utilitarian Cycling

Matthias Wunsch(B) and Geraldine Fitzpatrick

TU Wien, 1040 Vienna, Austria
mail@matthiaswunsch.com, geraldine.fitzpatrick@tuwien.ac.at

http://igw.tuwien.ac.at/hci/

Abstract. The role of HCI to support cyclists has been researched for
many years. However, there has been relatively little work on the inter-
action with and acting within real-world traffic situations. We collabo-
rated with professional cycling instructors to understand experiences of
(novice) cyclists in complex real-world urban traffic situations and exist-
ing coaching and teaching strategies. Building on this understanding, we
designed a system informed by these strategies: an on-the-bike Virtual
Cycling Coach (VCC), a system aware of its user’s actions and context
that delivers coaching interventions in appropriate moments. In a quali-
tative in-the-wild study with 25 participants we evaluated if the VCC –
as Wizard-of-Oz prototype – can offer a coaching experience. Our find-
ings show that the VCC enables processes such as reflection and learning
comparable to conventional coaching settings. We discuss limitations and
implications for similar designs in complex, highly context-dependent
realms.

Keywords: Mobile HCI · Virtual coach · Cycling

1 Introduction

Cycling as a low-emission and space-efficient urban mobility option can con-
tribute to ecologically sustainable development in an urbanizing world [20,49].
The benefits of utilitarian cycling in urban contexts are also substantial on an
individual level. Cycling is often a time efficient mode of transportation and has
lower costs than other transportation options [16]. It offers immediate health
benefits, lowering the risks of cardiovascular disease, cancer, and other causes
of mortality [7]. It even brightens one’s mood [27,30]. However, these intrinsic
benefits only weakly relate to the actual experience of adopting urban cycling
for commuting or other personal transportation needs, as making it a routine
activity means more hurdles to clear [37]. To exemplify this: In a recent study
about cycling, a population of 3.000 persons from 50 U.S. metropolitan areas was
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surveyed. Therein, 10% had used a bicycle for transportation in the last 30 days,
and over 50% of the respondents were categorized as “interested but concerned”,
that is: they are physically able to ride, but are uncomfortable with biking on
a major street without or with a bike lane, and neutral to interested in riding
more [11]. This gap represents an opportunity for design to meet preferences and
reduce existing friction in adopting cycling. While this is most typically tackled
by civil engineering and transportation research, previous HCI research has also
contributed to supporting cycling through exploring technology for navigation,
context awareness and behavior change via different modalities (for example
[1,9,14]). However, there is little research that considers the interplay between
an interactive system, a complex context – such as traffic, street design, other
road participants, etc. –, and the actions of a cyclist. Hence, the experience of
urban cycling is mostly dependent on and left to the design of the built environ-
ment.

We report on a series of studies to create an interactive system capable of
providing situated, in-the-moment coaching support for cyclists. This paper is
structured in two sections following our research trajectory: In the first section we
present our studies on novice cyclists and how they are supported by professional
cycling instructors. We explore the coaching strategies used in these settings and
the experiences of the cyclists. We also highlight limitations of these programs
and the opportunities for a technical system to provide situated support. In the
second section, we describe the design and evaluation of the subsequent mobile
HCI intervention: the “Virtual Cycling Coach” (VCC), an on-the-bike virtual
coach, that is aware of its user’s actions and context. To provide in situ support
to cyclists on their bike in real contexts, it delivers coaching interventions in
appropriate moments.

2 Related Work

As cyclists have to act within and interact with a complex context, they need to
exercise skillful control over their bicycle, while applying knowledge and being
exposed to a variety of potentially dangerous situations [34,35]. Transportation
research shows a positive relation between the available dedicated bicycle infras-
tructure – such as a network of separated bike lanes – and the degree to which
citizens choose cycling [12,36]. Starkly simplified, this can be viewed as the built
infrastructure being designed for ease of use, thereby reducing the level of pro-
ficiency needed to cycle.

A large theme in HCI research is interactive technology for supporting cyclists
through navigational guidance. De Waard et al. [50] compare a map displayed
on a smartphone, auditory route guidance and a dedicated system with flashing
lights for supporting navigation. Modes of interactions such as tactile feedback
for navigation support have been studied in detail [2,35,43,48]. The use of pro-
jections from the bicycle has been explored for both navigation by projecting a
map [9] and to project turn signals on the street [10]. On bicycle navigation has
also been studied with the goal of supporting excursions and the exploration of
unfamiliar environments by bicycle [33,35].
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Previous studies do show that the experiential quality of a route plays a
role in navigation and people trade maximum directness for lower stress [8].
Route choices can also differ dependent on the level of cycling experience, with
inexperienced cyclists being more sensitive to factors related to separation from
automobiles, whereas experienced cyclists are more likely to choose routes with
shorter travel times [44]. This relation between a navigation support system
and the cyclist’s experience of built infrastructure has not been studied so far
in HCI research. Context awareness in this area of transportation and mobile
HCI has been almost exclusively limited to geolocation data. Providing feedback
on action on a bike has been studied in multiple ways: Okugawa [32] explored
training systems that provide immediate feedback on the pedalling cadence in
sports-oriented cycling. Matviienko et al. [28,29] compared the effectiveness of
visual, auditory or vibrotactile cues to warn children while cycling. There is
also research on how such warnings could be realized in real-world settings using
vehicular ad-hoc network technologies [19]. Context aware sensing has been used
to help cyclists regulate their speed to cross all traffic lights on green, taking into
account both the context and actions of the cyclist [1].

Cycling has also been studied from a behaviour change agenda. In a recent
review, Klecha and Gianni [22] outline commonly used approaches: Support-
ing eco-friendly choices such as cycling is done with information and guid-
ance using journey planning services [21,25,40]. Game-like designs are used in
“sustainability challenges”, as well as rewards, that usually are virtual points
[6,14,51,55]. Social influence and social comparison are used and instantiated
e.g. with leader boards [13,21,25,51,54]. Another approach is self-monitoring,
often enabled through graphical, statistical representations of reported or logged
mobility behaviour [6,14,40,51,55]. As these studies focus on choices, none have
been concerned with the experience of a mobility practice and how technology
could be used to offer in-the-moment support within the complex context often
found when cycling in an urban environment.

As for coaching, we understand it broadly ‘as a collaborative solution-
focused, result-orientated and systematic process in which the coach facilitates
the enhancement of life experience and goal attainment in the personal and/or
professional life of normal, nonclinical clients’ [17]. Existing meta-reviews on the
effectiveness of coaching show that it has significant positive effects on perfor-
mance/skills, well-being, coping, work attitudes, and goal-directed self-regulation
[46]. There is the subset of virtual coaching or e-coaching, characterized by using
information and communication technologies as means to facilitate coaching. In
a meta-analysis for health care, coaching has been shown to improve outcomes
in supporting and motivating chronically ill adolescents [47]. Another study on
virtual coaching – including ones fully executed by systems through a set of
pre-defined questions – did produce comparable outcomes to conventional inter-
personal coaching [15]. There are no studies so far that investigated a coaching
approach in the domain of utilitarian cycling.
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3 Existing Teaching and Coaching Strategies

To inform the design of our technology intervention, we focus on users that are
beginning to ride bicycles to fulfil their transportation needs. To gain a better
understanding of the experiences of (novice) cyclists, we worked together with
a local bike advocacy group in Vienna, Austria, that offers classes for beginning
and for advanced cyclists. Furthermore, we worked with a cycling coach from
the same region specialized in supporting his customers to learn cycling for
utilitarian purposes.

3.1 Methods

Empathetic participant observation is key for gaining knowledge about the expe-
riences of people in this situation [53]. For this, we conducted one observation
lasting for two hours in the beginner’s class with five students, unstructured
in situ ethnographic interviews with the students as well as in situ interviews
with the three cycling instructors. We also conducted two observations in the
advanced class, which, at that point had nine participants and two instructors,
each lasting for one hour. The two cycling instructors – one being the same as the
one in the beginner’s class – were interviewed in situ. Field notes and memory
protocols were used to record our observations and interviews.

In addition to the cycling classes and to gain insights into a more coaching-
oriented approach, we had two 1.5 h long expert interviews with the cycling
coach. He furthermore provided video material demonstrating his coaching app-
roach. Notes and the provided video material were used here as primary data.

Analysis. Thematic analysis was used to identify and structure emerging
themes regarding the experiences of urban cycling [3,4]. The collected notes
and descriptions where coded, analyzed and structured by a pair of researchers
to produce the results described in Sect. 3.2. Given the qualitative paradigm,
our own subjectivity was part of that analysis process. Particularly, we had to
reflect on our own knowledge about urban cycling, and how they are similar
or different to our data. In reflection on and engaging with the data, we could
emphasize with the experiences of urban cyclists we observed in the teaching
settings.

3.2 Findings: Existing Support Strategies

To answer, how professional instructors teach and support cyclists we present
the course structures, course curricula, strategies for scaffolding of learning expe-
riences, framings, the use of feedback and motivational support, the student’s
agency and the role of reflection in the trainings.
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Course Structures. There are different courses for a beginner and an advanced
level. The former prepares the students for recreational cycling in traffic-free
areas, the latter prepares them to ride their bikes for everyday trips in an urban
environment. The classes consist of ten sessions, held weekly, each lasting for two
hours. The number of students per class could go up to 20. As not all of them
attend all sessions, some sessions have had only five attendees. In the coaching
setting, the coach has only one student for usually three to five sessions, each
lasting for two hours and being typically about one to two weeks apart. While
the coach did also offer trainings on a beginner and advanced level, the content
was mainly driven by the student’s needs.

Training Content. The curriculum for the beginner level covers various exer-
cises to practice basics of riding a bicycle, such as balancing, controlled steering
and braking, riding along given paths, e.g. a straight line or around obstacles,
shifting gears or viewing technique. At the advanced level, students practice rid-
ing in more complex situations, such as riding on streets according to traffic laws,
including right-of-way, signalling, turning at intersections, entering and exiting
separated bike-infrastructure or interacting with motorists. Hence, students have
to be able to handle their bicycle well enough to participate in the advanced level
trainings, including being able to stop and start riding without falling over, brak-
ing sufficiently if necessary and being physically capable of riding a bicycle for
several kilometres.

Scaffolded Learning Experiences. The training at the beginner level take
place in socially and spatially safe spaces. The novice cyclists are provided with
an accepting, patient and open-minded social space where students do not have
to feel ashamed when they have problems or fail to do certain exercises and
“where it is okay, to learn cycling as an adult” [Instructor 1]. These trainings are
conducted within recreational areas with no motorized traffic. For the cyclists
this prevented feeling overwhelmed by the complexity of the surroundings. For
beginners the physical and mental effort of controlling a bike, such as balancing,
adjusting speed, pedalling also takes away mental capacity, with beginners often
riding at low speeds and basically just trying not to fall. This mental depletion
reduces the cognitive capacity for coping with interacting in complex situations
(also see [5,52]).

For the advanced level, the instructors or coach select routes that are appro-
priate to the current level of competencies of the student(s). The selection of
these routes is done very deliberately, to provide the right sort of experience –
or teachable moments – to the students. An example is riding within a lane with
shared traffic, i.e. together with motorized vehicles and next to parked cars. The
loud, heavy and fast-moving vehicles are stress-inducing and typically result in
negative emotional responses. We observed that defensively riding cyclists tend
to ride at the very right side of the lane. However, if there are parking cars next
to the lane this means riding within the “dooring zone”, i.e. being in danger of
colliding with a car door while it is opened. Hence, the intuitive response of the
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cyclists – riding on the very right side of the street to give way to faster moving
traffic – results in a more dangerous situation for her. Coaching can help here
by both pointing out the risk of opening doors when riding too close to parked
cars and by offering reassurance that a cyclist can ride within the lane to have
sufficient safety distances. However, giving such feedback in the moment was
hardly possible for the instructors as the moving group and noisy surroundings
did not provide an opportunity to do so.

Re-Framing. Metaphors and re-framings are deliberately used, especially in
the coaching sessions. For example, motorized vehicles are often perceived as
dangerous and scary, resulting in an overall negative experience of cycling close
to them. The coach would use phrases to re-frame this experience, for example:
“Cars are easy. They are loud and fast, but you can predict them. They cannot
move suddenly or change direction at once”. Another example is fear, which is
a negative emotion commonly experienced by novice cyclists. The coach would
acknowledge that and frame it as a signal. His students should understand this
signal as “telling them that something is not right”, and how to act upon it.
The instruction was to slow down or pull over and stop if one is scared. Beyond
that, with their own behaviour and attitude towards cycling, the instructors and
coach act as a role model. They convey a defensive, aware and anticipatory way
of riding a bicycle and the joy and simplicity of doing so. In talking to their
students, they also share their attitude towards cycling in the city, as being a
sometimes challenging but mostly a rewarding mode of transportation to them.

Feedback and Motivational Support. In the beginner’s class, the instructors
observed the students and provided feedback to them. This was possible as the
students stayed mostly within a small physical area – typically not more than
30 m away from the instructor. Critical feedback such as “take care” or “that
was not so good” was given when students acted in ways that could result in
minor accidents or fall-overs. This was often followed up by advice, verbally and
in most cases by example, i.e. the instructor demonstrating an exercise. More
often than that, positive and reinforcing feedback was used such as “that was
good” or “you are doing much better now than the last time”. This was often
followed-up with an instruction to keep doing this exercise or that the student
would be now “ready for more”. Besides that, the instructors of the class are
also trying to keep the mood up and to keep their students motivated to keep
trying and practising.

The advanced class also rode as a group in traffic, which made it difficult for
the instructors to give feedback immediately. Even the coach, who typically only
has one student to take care of, was challenged by the lack of immediacy. He
was therefore at the time experimenting with providing students with annotated
video recordings of their rides for them to analyse and reflect upon later.

Agency. We observed that the setup as a group with an instructor riding up-
front reduced the agency of individual students. They were mostly focused on
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following and imitating the rider in front of them, being less aware and less
considerate than when riding on their own. In contrast, in the coaching sessions,
the student typically rode ahead with the coach riding behind them, creating a
situation where learners could not rely on someone else to guide their actions
and had to take more responsibility for their decisions.

The coach also highlighted the need “to read” traffic situations, that is the
capability to anticipate actions of other cyclists, motorists and pedestrians. It
also included to ability to see what the built infrastructure enables and requires
from the cyclist, to detect possible sources of danger, and to ride as effortless
and safe as possible. With this he emphasises cyclists to see themselves as being
in control of their situation.

Reflection. During the rides, the coach would stop whenever he “felt it to be
appropriate or necessary”, to discuss and give feedback on what just happened.
This reflection-on-action [39] is a main instrument in his teaching approach and
according to him it should happen as often and as immediate as possible to
create a strong learning experience for the student. He also used photos from
the ride with the students to support them re-living the experience and thereby
reflecting on and learning from it. The time between the individual sessions –
one to two weeks – was meant to help students reflect and to let the learning
“sink in”.

Limitations. Both the class and coaching settings struggle with providing feed-
back in the moment while being in traffic. In classes, the instructors had to wait
for the whole group to come to a safe stop before giving feedback. This delay
made the feedback hard to understand, as the situation it was referring to (1) had
often happened minutes before and (2) was experienced differently dependent
on each cyclist’s position within the group. Teachable moments mostly occurred
for individuals and not the entire group. Hence, even though the group allows
more students to practice at the same time, the lack of intermediate feedback
on an individual’s teachable moments likely results in a less effective learning
setup.

The one-on-one coaching setting offered more tailored and adaptive train-
ing to students. This however could not scale to the needs of the students in
the classes. There, the needs and problems could vary substantially between
students. E.g. a set of students did have a drivers licence and were therefore
familiar with traffic rules and signs, but struggled with handling the bike and
fear from motorized vehicles. Within the same class, other students were han-
dling the bicycle proficiently but failed to follow the traffic signs and general
traffic rules.

Another limitation regarding scale was the actual spatial context of the ses-
sions. The coach tried to ride in areas that his student would be riding in the
future as well. Organizationally this was not possible for the classes. Therefore,
the students could never practice riding where they live or riding a route they
would need in their everyday routines. This points to a more general limitation
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of the transferability of the learned skills into different contexts. For example,
one participant in the class reported that she is taking it already for the second
time and does really enjoy it but does not feel confident enough yet to ride in
the area she is living in.

4 In-Action-Support for Challenging Experiences: The
Virtual Cycling Coach

Based on the studies presented above, we designed the Virtual Cycling Coach
(VCC) – a system that acts as a virtual coach on the bike with the goal of
supporting the development of a general urban cycling competence. We follow
the definition outlined by Siewiorek [24,41]: “A virtual coach system is an always-
attentive personalized system that continuously monitors user’s activity and
surroundings and delivers interventions – that is, intentional messages – in the
appropriate moment”. The VCC is designed to explicitly create a learning and
practicing opportunity out of an occurring experience or teachable moment. The
concept of a virtual coach tackles the limitations found in the existing teaching
approaches: As it is always present, a virtual coach can give immediate feedback
in a teachable moment and do so within a spatial context most relevant to a
user. It also scales up the tailored approach found by the cycling coach.

4.1 Design

Monitoring User’s Actions and Context-Awareness. The design of a
virtual coach was chosen to enable individualized, in-the-moment and on-the-
bicycle support for its users. For this, the VCC has to have the capability to
“understand” both the context of the rider as well as her actions within it,
with no input from a user. Building a system capable of such an awareness was
beyond the scope and resources of this research project. To avoid limiting the
design by that, we used a Wizard-of-Oz-prototype, where a present researcher
would control the VCC. On the bicycle, a web-application running on a regular
smartphone acted as a software client. The present researcher would trigger the
VCC using the GUI of a web-based controller. A web-backend enabled the com-
munication between controller and client. Using such a Wizard-of-Oz-prototype
allowed us to focus on the effect of the VCC on the study participants and gain
insights into the feasibility of such a design.

Interaction Design. For the output, we chose an audio-based voice user
interface (VUI). Its ubiquitous use in navigation systems and prior studies
with cyclists repeatedly reported this as being the preferred interaction mode
[23,26,28,38]. The VUI of the prototype used pre-recorded audio messages and
did not offer an option to freely communicate with the cyclist.
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Coaching Interventions of the Virtual Cycling Coach. The VCC should
be offering support similar to the advanced level training described above, i.e.
persons that can balance, steer and control a bicycle and knew essential traffic
rules. The curriculum was created for typical situations in which cyclists felt they
needed reassurance. Our knowledge on which situations these are was grounded
in the study on existing coaching and teaching settings. The interventions –
examples are shown in Table 1 – are informed by the insights reported from the
exploratory studies presented above. Additionally, guidelines for cyclists from
Boston (MA), educational material from bike advocacy groups1 and textbooks
used for cycling education in primary schools in Austria have been used to design
the individual interventions.

Coaching Strategy. The coaching interventions target the “manoeuvring
level” of cycling [52], that includes e.g. decisions are made about the course
and tactics in traffic, selection of appropriate speeds in a specific situation or
interaction with other traffic participants. They span from easy to more chal-
lenging exercises to allow the VCC to scaffold learning by providing exercises
that are challenging, but not too challenging [42]. A session could start with
riding on a quiet street and looking back or giving hand signals. Later on, more
complex contexts can be combined with more difficult exercises, e.g. doing a left
turn on a busy street intersection. An excerpt of the curriculum developed for
the VCC is shown in Table 1.

Similar to the professional cycling coach, the VCC should promote an overall
defensive, aware and anticipatory way of cycling. The messages should convey
this approach of cycling while also including questions to provoke reflection-in-
action [39]. For example, while riding in traffic the VCC would prompt aware-
ness and anticipation, but also reflection with messages such as “What can you
anticipate? Hear! Look around!” Other messages were “Think! What could be
a danger to you? How can you react to that?” or “Do you think that the cur-
rent distance to the parked cars is sufficient?” This approach also allowed us to
include a set of generic messages. Those enable the VCC to stimulate reflection
beyond pre-defined situations.

4.2 Methods for Evaluation

The prototype of the Virtual Cycling Coach was qualitatively evaluated to study
the experiences created by using it in a real-world scenario to see if the coach-
ing reflection-in-action approach could be achieved. Prior to conducting this
study, a formal ethical review by the Committee on the Use of Humans as
Experimental Subjects (COUHES) at the Massachusetts Institute of Technol-
ogy (MIT) has been completed. The evaluation was conducted in two subsequent
rounds, in Greater Boston, MA, US and Vienna, Austria. Both cities do see a

1 http://www.bikeleague.org/ridesmart,lastaccessedatFeb2021.

http://www.bikeleague.org/ridesmart, last accessed at Feb 2021
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Table 1. Excerpt from the curriculum for the Virtual Cycling Coach.

Coaching intervention Triggers and simulated

inputs

Voice interface output

Bicycle handling

techniques, e.g. looking

back during riding,

accelerating and braking

precisely

Riding in a safe space (e.g.

no motorized vehicles, little

complexity)

Simulated input:

geolocation, object

detection

“Now speed up a little and

try to brake as hard as you

can.” “Watching out is

crucial for cycling. Now try

to ride in a straight line

while looking behind you

from time to time”

Raise awareness in traffic:

Prompt awareness and

anticipation; trigger

reflection on own awareness

When entering more

crowded context, e.g. enter-

ing an area with motorized

traffic

Simulated input:

geolocation, object

detection

“What can you anticipate?

Hear! Look around!” and

“Think! What could be a

danger to you? How can

you react to that?”

Re-framing negative

emotions as helpful

indicator: Using fear as a

signal; practicing slowing

down and stopping as a

behavioural strategy to

cope with fear

When in a crowded traffic

situation

Simulated input: object

detection, noise levels

“I want you to know: Fear

is good! It tells you that

something might be

wrong.” “If you are scared

slow down or stop”

Own actions in traffic:

Teaching safe practices for

right and left turns

Participant is approaching

an intersection

Simulated input:

geolocation

“Let’s practice right turns.

The sequence is: Look

back, signal, turn if

possible”

Reassurance: Provide

support and reassurance to

take space on the road to

have sufficient safety

distances (e.g. to

overtaking or

unpredictably moving

vehicles)

Participant has been riding

too close to a pedestrian,

parked vehicle or a physical

obstacle

Simulated input: object

detection and

sonar/radar/LIDAR based

distance measurements

“Take your space, there

has to be room for error.”

“Try to have more safety

distance around you or

slow down”

Riding next to parked

cars/dooring prevention:

Reflect on how they ride

next to parked cars and the

danger of opening doors.

Participant riding on a

street next to parked vehi-

cles. Participant riding with

sufficient space to parked

vehicle (under 1.2 m)

Simulated input: same as

above

“Let us focus on riding

next to the parked cars. Do

you think that the current

distance is sufficient?”

“Good, you are currently

riding with enough

distance to the parked

cars”

Provide situated,

in-the-moment feedback to

reinforce desired actions

Participant actively follows

instruction by VCC

Simulated input:

comparison between

current state and desired

state

“Good”

“Good, let’s repeat this”

Provide critical feedback

on an undesired action of a

participant

Participant rides close to a

pedestrian Participant did

not anticipate other

vehicles

“Try to do this better the

next time”
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steady increase in bicycle ridership.2 Both provide dedicated cycling infrastruc-
ture. However, this is mostly retrofitted to existing streets resulting in complex
negotiations with other road users, particularly at intersections.

The sessions using the VCC lasted between 20 to 45 min. Each session began
with an introduction to the idea of the Virtual Cycling Coach and a short semi-
structured interview to assess the participants level of experience and confidence
in urban cycling. Depending on those, we adjusted the time spent with exercises
of the coaching curriculum to the participant. E.g., a novice cyclist would have
been given all basic exercises and doing those in a traffic-free or low-traffic area,
whereas an experienced cyclist would have started to ride within denser traffic
right from the beginning.

Participants were recorded and asked to think aloud to collect data on
thoughts that occur in-the-moment. Observational material was collected as well,
including the choices of the participant such as the speed, the distance to other
vehicles or pedestrians as well as their overall handling of the bike. Participants
did not know from the start of the session that the output of the VCC was
directly controlled by the researcher.

First Evaluation Round: Cambridge, MA, United States. Fifteen adults
were recruited in the Greater Boston area (MA, United States) using mailing lists
from the Massachusetts Institute of Technology (MIT). Six of the participants
were MIT students. Seven participants were female, eight were male, their age
ranged from early 20 to early 60. The evaluation study took place in Cambridge
over a period of two weeks. In this round, the participants put a smartphone
with the VCC client in a pocket and could hear the VCC via earphones they
wore.3 The present researcher followed the participants on a bike controlling the
VCC and partially instructed participants where to go. Furthermore, he used
traffic related stops (e.g. at red lights, stop signs, etc.) to gather in situ feedback
from participants about their experience using the VCC. A voice recorder with a
clip-on microphone was given to the participants to record better quality audio
of them thinking aloud during the rides and talking with the researcher(s). The
sessions were recorded using two GoPro action cameras, one on the handlebar
recording the participant and one on the participant’s helmet. In the second week
of the study, we added a third camera which was mounted on the researcher’s
bike to record the participant with more distance from behind. While starting the
video a live timecode from the VCC server was shown into the camera for syncing
with the log-files of the VCC stored at the server. The log-files – containing when

2 https://www.nast.at/leistungsspektrum/verkehrsmanagement-und-verkehrssteue
rung/verkehrsdaten/, https://www.cambridgema.gov/CDD/Transportation/getting
aroundcambridge/bikesincambridge/biketrends, both last accessed at Feb 2021.

3 The earphones did not block outside noise. The volume of the VCC was set to a
level so that participants were able to hear traffic while the VCC was talking to
them. This setup with a low audio volume was chosen for obvious safety reasons
and participants did not find it distracting. However, at times they could not hear
messages from the VCC.

https://www.nast.at/leistungsspektrum/verkehrsmanagement-und-verkehrssteuerung/verkehrsdaten/
https://www.nast.at/leistungsspektrum/verkehrsmanagement-und-verkehrssteuerung/verkehrsdaten/
https://www.cambridgema.gov/CDD/Transportation/gettingaroundcambridge/bikesincambridge/biketrends
https://www.cambridgema.gov/CDD/Transportation/gettingaroundcambridge/bikesincambridge/biketrends
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which message was said to the participant – where later combined with the video
and audio recordings in a single video file used for analysis.

Follow-up interviews have been conducted three months after the sessions.
Those were semi-structured open-question interviews reflecting on the experi-
ence of using the VCC and cycling thereafter. Those follow-up interviews were
conducted via Skype or phone and lasted between 12 and 30 min. We were able to
conduct those interviews with all but one of the 15 participants of this evaluation
round.

Second Evaluation Round: Vienna, Austria. The main reason to conduct
this second evaluation round was to examine if an observer effect has been intro-
duced due to the researcher riding behind participants. To reduce such a possible
observer effect, the VCC client smartphone was put in a casing, mounted on a
bicycle’s handlebar. The casing – shown in Fig. 1 – included a second smartphone
that would live-stream a video to the researcher showing the current location
and environment. This eliminated the need to follow the study participants as
the VCC could now be controlled remotely by the researcher who stayed at the
meeting point, using a laptop to use the VCC controller. The casing housed a
speaker, thereby eliminating the need for study participants to wear earphones
and the need to synchronise the log-files with the videos for analysis as the VCC
messages were recorded on video. A 360◦ camera was mounted on top to record
the sessions.

Ten adults living in Vienna were recruited using university mailing lists and
via social media. Two of the participants were university students. Eight partic-
ipants were female, two were male, age ranged from between 20 and 40 years.

Fig. 1. The hardware iteration of the Virtual Cycling Coach used in the second evalu-
ation round: Mounted on the handlebar, the casing housed a front-facing camera that
live-streamed a video feed to the controlling researcher (the wizard), a smartphone
with an attached loudspeaker for outputs of the audio interface, and a 360◦ camera on
top for recording the session.
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The evaluation study took place in Vienna over a period of eight weeks. The
researcher instructed participants to ride for about 20 min without any more
specific information regarding the route.

Sample. The overall study sample included 15 women and 10 men. 12 par-
ticipants reported public transport as their main mode of transportation, 11
reported bicycling, one was primarily walking, and one did primarily use her
car. As for their experience with urban cycling, one participant had none, 13
participants had some experience – i.e. they rode a bike a few times per year in
the city – and 11 had substantial experience in urban cycling.

Analysis. The collected data ranged from interview recordings, field notes and
video-recordings shown in Fig. 2. The latter offered detailed, contextualized infor-
mation on the experiences of the study participants which were annotated along
with the transcripts. The data was partially transcribed and summed up by three
researchers. A thematic analysis was used to provide a detailed account within
the data [4]. The coding of the data was also informed by the exploratory studies,
however unexpected themes that emerged from the data have been taken into
account as well. We aimed at finding “repeated patterns of meaning” [4] across
the data set. Those identified themes and presented in the results lean towards
the semantic end on the spectrum from semantic to latent themes.

Fig. 2. Combined video and log data used for analysis of the rides using the Virtual
Cycling Coach (VCC) from the first evaluation round (left). 360◦ video from second
evaluation round (right).

4.3 Findings from Qualitative Evaluation of the Virtual Cycling
Coach

Using the Virtual Cycling Coach was overall appreciated by the study partic-
ipants. They found the idea interesting and saw value in the in the moment
feedback. Participating in the VCC evaluation study already affected the antici-
pation of the cycling experience. The bicycle ride was about “learning”, “coach-
ing” and “support”, thereby changing the framing of cycling from a generic
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everyday experience to a deliberate learning experience. As creating a learning
and practicing opportunity out of an occurring experience or teachable moment,
in-the-moment guidance was a prominent feature – allowing users to gain pro-
cedural knowledge. For example, to teach a turn sequence when a participant
approached an intersection, the VCC would provide this message: “Let us prac-
tice right turns. (pause) The sequence is: Look back, signal, turn if possible”.
This framing was reported back by the study participants, as they all viewed
using the VCC as a learning or coaching experience.

Participants were often prompted by the VCC to repeat exercises and those
could take place in several different locations. E.g., the VCC would prompt to
focus on the viewing technique and signalling whenever participants made turns
at intersections, or would prompt them to keep enough safety distance to pedes-
trians as soon as there were interactions with those. Repetition also resulted in a
strong memory of the actual coaching messages: Even in the follow-up interviews
which took place three months after the VCC sessions, participants could recall
the VCC’s messages and often even the exact wording of those. Repetition and
reinforcement in the use of the VCC added a quality of learning to the overall
cycling experience, similar to the existing non-technological approaches outlined
in Sect. 3.2.

Furthermore, the VCC was designed to scaffold the learning experience for
its users, e.g. by doing certain exercises in safe or less complex environments.
Scaffolding was important for the challenge to be at the right level in relation
to the competences of the participant, that is being not too easy but also not
too hard [42]. A typical session therefore started in areas with little or no traffic
from motorized vehicles, as shown in Fig. 3. We could observe how this helped
participants develop competencies like looking back while riding or riding with
one hand on the handlebar to signal turns. “I didn’t look back much because I
was scared. I thought that I would lose control. But after doing it a few times
in a safe environment it was fine”. [Judd—follow-up interview—all names are
changed for anonymity].

Fig. 3. Start of a session with the VCC in an area without motorized vehicles to reduce
overall complexity of the context.
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Effective Feedback and Reassurance. Feedback from the virtual cycling
coach was given repeatedly based on the quality of a participant’s actions. Less
experienced cyclists noted that this was helpful for them to understand what is
the right or safe thing to do. This reduced the feeling of uncertainty for novice
cyclists. Deliberately riding and reflecting on cycling in urban traffic also led
participants to ask themselves specific questions. Those were mostly legal ques-
tions regarding the rules of traffic that emerged during the sessions or related to
best practices, e.g., in what areas cycling is allowed, how much space a cyclist is
allowed to take or different types of signalling turns by hand. Having the external
support structure during the ride can provide answers to such specific questions.

The more experienced cyclists expressed that the VCC was a way to reassure
them that they were right with their own thinking or, in other words, that the
strategies they had created based on experience were right. “I think of some of
this confusion what the best practices are. [. . . ] There are things to know like
what are the legal obligations and what is the safest”. [John—during session].

An instance for that was how to interact with motorized vehicles in tight
spaces, where many cyclists had a feeling that they were blocking cars and
supposed to ride on the very right side of the road. The focus on how and why
to act in a certain way further reduced uncertainty and increased confidence
in acting according to the guidelines used to inform the curriculum. The VCC
reassured them that they should always keep a 1-meter (3 foot) safety distance
to parked cars, often meaning that they had to use the full lane. “I remember
particularly [. . . ] needing to make sure that you take over the road. If there is a
road that you sharing with a car. So that you don’t feel shy”. [Sara—follow-up
interview].

During these rides the participants often raised additional questions on laws,
best practices and guidance. This indicates that the VCC promoted the engage-
ment with “how” one was cycling in the given urban environment. Participants
also developed a more pronounced view of themselves within urban traffic. The
language used to express that points at a strong feeling of agency for their actions
and that they view those actions and themselves situated within traffic. Using
the VCC is by design a reflective activity. This might result in developing a more
pronounced outside view of seeing one’s actions from the perspective of others
as well. “And still, everyday things! Thinking about: where are my relations to
other cyclists, vehicles? Am I being predictable, visible? It’s something that it [the
VCC session] certainly made me aware of: my physical surroundings and how I
fit into those and to ensuring my own safety”. [John—follow-up interview].

Reflection. While it is difficult for the cycling instructors and the coach to give
in the moment feedback as well as to prompt reflection-in-action, technology
makes it possible to deploy that. Participants knew upfront that the aim of this
study was to support them in urban cycling by setting up an explicit learning
structure, with the participant being in the role of the learner and the VCC
as well as the present researcher taking up the role as coach. Even without the
Virtual Cycling Coach being active, the very presence of this structure led to
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reflection-in-action. Participants said they were more aware of how they were
riding and that they acted more deliberately, knowing that their actions were
observed. So, with and without the VCC being active, a reflection-in-action was
present as illustrated in the excerpt above. Our analysis did not reveal differences
between the two study waves that would based on an observer-effect.

The messages from the Virtual Cycling Coach were mostly understood by
participants as advice on what to do, rather than prompts for reflection-in-
action. However, here, it is of relevance how specific the VCC messages are. A
message can contain specific advice such as: “Always keep a safety distance of
at least 1 m to pedestrians”. This was expected by the participants. But the
VCC could also prompt a participant with general and unspecific messages such
as: “Think! What could be a danger to you? How can you react to that?” We
found that those did help to further trigger reflection, with the first step being
a participant finding what to reflect on in the specific moment.

The following description of a segment from a evaluation session highlights
the role of reflection: The participant is riding in an area with other cyclists
and pedestrians and no motorized traffic. The VCC says “Let us practice some
basics”. The participant is riding at a low speed while thinking aloud: “Make
sure you don’t get in the way of other bikers”. Then, the VCC says “Watching
out is crucial for cycling. Now try to ride in a straight line while looking behind
you from time to time”. The exercise is meant to deliberately practice looking
back without loosing control or balance. The participant is trying to ride in a
straight line while looking back, which at first he does not achieve. While doing
so, he is thinking aloud: “Ok, the straight line, that’s difficult, because you don’t
really know where you are going.” Now, another cyclist and a pedestrian enter
the area and pass close by. The participant continues to think aloud: “Watch out
for this biker and this person. But let’s try it again. Let’s try it again. Looking
back, looking forward. That one went well. So after about three times it got a
lot better”. Repeating the exercise did improve his ability to ride straight. Here,
the previously established reflection process made the participant continuously
improve his actions without the VCC intervening in any particular moment.

Development of Competences. With coaching being an essential aspect of
the VCC it does not come as a surprise that a theme of developing compe-
tencies is a result of interacting with it. Especially in the follow-up interviews
participants reported a rise of their overall awareness during urban cycling. They
were supported by the VCC to cycle in a defensive, aware and anticipatory way.
The Virtual Cycling Coach also helped to develop particular competencies and
change specific aspects of how participants rode within the city. Those competen-
cies were directly related to the curriculum of the VCC, for example instructions
and feedback on riding along pedestrians or viewing technique.

“I felt better checking for cars behind me as we kept biking. That was a helpful
one.” [Macy—follow-up interview].

“[I] also remember [the VCC] telling me to look around occasionally. Which
I’ve been doing, but I try to be a little more aware of how I get information. When
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there is not much traffic I still usually rely on my ears [. . . ] but I am trying to
make a more conscious effort to pay attention”. [Anna—follow-up interview].

We included regular cyclists to uncover differences between them and less
experienced cyclists. From those experienced cyclists, two did mention that
the VCC experience did not have had any effects on their competencies or
behaviours. Other experienced cyclists reported that using the VCC had more
relevance to them than they initially expected. The in situ approach of the VCC
made them aware on aspects of cycling that they had either not considered before
or had not embedded in their cycling routines yet.

“I’ve had a lot of experience cycling before. But there were some things that
I took away from it – that have actually stayed with me as I am cycling. Kind of
remembering some of the instructions, you know, look back when I am turning
right and things like that. So in a kind of surprising way I am remembering it
even though I didn’t think I would get much out of it back at that time”. [Sam—
follow-up interview].

5 Discussion

We used a prototype that simulates understanding of context, actions of users
and is able to provide relevant in situ interventions in-the-wild. Our findings
show that the tight coupling between real experiences of users and the interven-
tions by the virtual coach enabled meaningful learning and reflection.

Technologically, there is currently no system capable of understanding traffic
contexts, human actions and human experiences. Especially not one that could
be fitted and used on a bicycle. Resorting to safe spaces like a design studio [39] or
even a cycling simulator would be a way to study a system in a more controlled
and safe environment. However, this would not generate comparably realistic
experiences [29], while the Wizard-of-Oz prototype did sufficiently simulate the
system and allowed us to study the interplay between the real contexts, the user’s
in-the-moment real actions and experiences. As there are fast advancements in
the field of autonomous systems [18], especially regarding systems capability to
understanding contexts, technology will eventually be suitable to be used on a
bicycle eliminating the need for the Wizard-of-Oz prototype. Our insights allow
to inform the design of such systems already today.

In line with existing research on interaction design for cycling, partici-
pants generally liked the audio-based voice user interface (VUI). But there
were instances, particularly when riding in loud traffic, where instructions could
become difficult to hear. Future work using voice user interfaces on bicycles
should therefore offer a way for users to easily change the playback volume.
Failures of the system, such as providing an inappropriate message, where seen
as flaws of the prototypical setup by participants within the evaluation study.
However, future work could explore the trust between riders and such a coaching
system and how it is affected by failures. Similar designs for support systems in
real settings could also be improved by adding turn-by-turn navigation. And the
other way around, bicycle navigation systems could benefit from a VCC, i.e. by
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guiding novice cyclists to traffic free areas or offering a routing suitable for the
cyclists current level of experience and competence. This could help to reduce
the mental load of its user, and would likely be anyway in line with preferences of
unexperienced cyclists for potentially slower routes if they offer a more pleasant
experience [8,44].

A future approach might be to always offer a virtual coach. This would allow
to extend existing learning contexts, i.e. by being always present if a person
wants to have some support or feedback in everyday settings, similar to existing
advanced driver assistance systems. This would allow the VCC to provide coach-
ing interventions over an extended period of time and when suitable situations
and teachable moments occur, as these moments produce the reported processes
of learning and reflection-in-action.

With the two rounds for evaluating the VCC we have also seen limitations of
the system compared to human interaction. Compared to real cycling instructors
or coaches, the VCC is lacking the flexibility and capability to react to every
event in some form. It also lacks the depth of the emotional support possible in
communication between humans. However, our findings show that the VCC can
create comparable learning experiences and reflection. A real system could very
well complement, rather than replace, existing class or coaching settings. This
is very similar to the use of virtual coaches e.g. in health care, where they are
deployed in addition to conventional care [24,31]. Beyond the domain of health
our work can also inform research in care for elderly, social-emotional-learning,
or on-the-job coaching.

6 Conclusion

By studying professional cycling instructors conducting their classes, we uncov-
ered both how novice cyclists are taught to develop their urban cycling com-
petences. We designed and built a prototype of a Virtual Cycling Coach, with
our evaluation showing it can be a meaningful support that can generate similar
processes to existing teaching settings. It can enable a deliberate learning expe-
rience, provide effective immediate feedback and reassurance, prompt reflection
and support the development of competences. These findings have implications
for similar designs and the development of mobile applications with dependencies
to both context of use and actions of users.
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5. Brisswalter, J., Collardeau, M., René, A.: Effects of acute physical exercise char-
acteristics on cognitive performance. Sports Med. 32(9), 555–566 (2012)

6. Broll, G., et al.: Tripzoom: an app to improve your mobility behavior. In: Proceed-
ings of the 11th International Conference on Mobile and Ubiquitous Multimedia,
pp. 1–4 (2012)

7. Celis-Morales, C.A., et al.: Association between active commuting and incident
cardiovascular disease, cancer, and mortality: prospective cohort study. BMJ 357,
j1456 (2017). https://doi.org/10.1136/bmj.j1456

8. Crist, K., Schipperijn, J., Ryan, S., Appleyard, B., Godbole, S., Kerr, J.: Fear
factor: level of traffic stress and GPS assessed cycling routes. J. Transp. Technol.
9(1), 14–30 (2018)

9. Dancu, A., Franjcic, Z., Fjeld, M.: Smart flashlight: map navigation using a bike-
mounted projector. In: Proceedings of the SIGCHI Conference on Human Factors
in Computing Systems, pp. 3627–3630 (2014)

10. Dancu, A., et al.: Gesture bike: examining projection surfaces and turn signal
systems for urban cycling. In: Proceedings of the 2015 International Conference on
Interactive Tabletops & Surfaces - ITS 2015, pp. 151–159. ACM Press, Madeira
(2015)

11. Dill, J., McNeil, N.: Revisiting the four types of cyclists: findings from a national
survey. Transp. Res. Rec. 2587(1), 90–99 (2016)

12. Fishman, E.: Cycling as transport. Transp. Rev. 36(1), 1–8 (2016)
13. Gabrielli, S., Maimone, R.: Are change strategies affecting users’ transportation

choices? In: Proceedings of the Biannual Conference of the Italian Chapter of
SIGCHI, CHItaly 2013, pp. 9:1–9:4. ACM, New York (2013)

14. Gabrielli, S., et al.: Designing motivational features for sustainable urban mobility.
In: CHI 2013 Extended Abstracts on Human Factors in Computing Systems, CHI
EA 2013, pp. 1461–1466. ACM, New York (2013)

15. Geissler, H., Hasenbein, M., Kanatouri, S., Wegener, R.: E-coaching: conceptual
and empirical findings of a virtual coaching programme. Int. J. Evid. Based Coach.
Mentor. 12(2), 165–187 (2014)
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L.: Visual map and instruction-based bicycle navigation: a comparison of effects
on behaviour. Ergonomics 60(9), 1283–1296 (2017)

51. Wernbacher, T., Pfeiffer, A., Platzer, M., Berger, M., Krautsack, D.: Traces: a
pervasive app for changing behavioural patterns. In: European conference on games
based learning, p. 589. Academic Conferences International Limited (2015)

52. Wierda, M., Brookhuis, K.A.: Analysis of cycling skill: a cognitive approach. Appl.
Cogn. Psychol. 5(2), 113–122 (1991)

https://doi.org/10.1007/978-3-540-30119-6_23
https://doi.org/10.1007/978-3-540-30119-6_23


146 M. Wunsch and G. Fitzpatrick

53. Wright, P., McCarthy, J.: Empathy and experience in HCI. In: Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems, pp. 637–646. ACM
(2008)

54. Wunsch, M., Stibe, A., Millonig, A., Seer, S., Chin, R.C.C., Schechtner, K.: Gamifi-
cation and social dynamics: insights from a corporate cycling campaign. In: Streitz,
N., Markopoulos, P. (eds.) DAPI 2016. LNCS, vol. 9749, pp. 494–503. Springer,
Cham (2016). https://doi.org/10.1007/978-3-319-39862-4 45

55. Wunsch, M., et al.: What makes you bike? Exploring persuasive strategies to
encourage low-energy mobility. In: MacTavish, T., Basapur, S. (eds.) PERSUA-
SIVE 2015. LNCS, vol. 9072, pp. 53–64. Springer, Cham (2015). https://doi.org/
10.1007/978-3-319-20306-5 5

https://doi.org/10.1007/978-3-319-39862-4_45
https://doi.org/10.1007/978-3-319-20306-5_5
https://doi.org/10.1007/978-3-319-20306-5_5


Exploring How Saliency Affects Attention
in Virtual Reality
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Abstract. In this paper, we investigate how changes in the saliency of
the Virtual Environment (VE) affect our visual attention during different
tasks. We investigate if users are attracted to the most salient regions in
the VE. This knowledge will help researchers design optimal VR environ-
ments, purposefully direct the attention of users, and avoid unintentional
distractions. We conducted a user study (N= 30) where participants per-
formed tasks (video watching, object stacking, visual search, waiting)
with two different saliency conditions in the virtual environment. Our
findings suggest that while participants notice the differences in saliency,
their visual attention is not diverted towards the salient regions when
they are performing tasks.

Keywords: Virtual Reality · Saliency · Visual attention

1 Introduction

Virtual Reality (VR) has become an important research topic in human-
computer interaction. Over the years, researchers have studied various topics
in VR like perception (immersion, presence, cognition) [5], novel input devices
[13], locomotion [3], navigation [27], and avatars and virtual humans [21]. More
recently, researchers have looked into how VR could be used to simulate real-
world situations, for example, for research purposes [14,15] and training [7], and
looked in more detail into VR study methodologies [19].

However, our understanding is still limited as to how the design of the vir-
tual environment (VE) influences human visual attention and behavior. Though
factors affecting visual attention in the real world have been studied [12,22],
we know very little about its effects in VR. One of the key factors affecting
visual attention is saliency, termed as “the tendency of humans to be drawn to
areas or objects that stand out amongst the background, when viewing natural
scenes” [10].
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Fig. 1. We explored how different levels of saliency in a virtual environment affect the
user’s attention while performing tasks. a) Saliency condition 1: original paintings, b)
Saliency condition 2: color of the paintings changed. (Color figure online)

Saliency is potentially a confounding variable in VR studies, and understand-
ing its effects will help researchers design their experiment. Saliency is both a
challenge and an opportunity for almost any VR experience, ranging from games
[16] to cinematic virtual reality [20]. Salient parts of the environment may dis-
tract players and viewers unintentionally; however, saliency can also be used to
subconsciously direct users’ attention towards relevant objects in the environ-
ment [2]. Therefore, understanding how saliency affects visual attention in VR
is useful for many purposes.

Prior work explores saliency in virtual reality [1,4,17,23], but we lack an
investigation into how saliency affects visual attention during various tasks, and
whether this has an effect on task performance and behavior. Therefore, in this
paper we conduct a preliminary exploration to understand if the saliency of VEs
influences the user’s visual attention while performing different tasks. Saliency is
an umbrella term that consists of many factors such as color, shape, illumination
and texture. Investigating each factor is out of scope for this paper, thus as a
first-step towards research in this direction we study saliency in VR using color.

To this end, we conducted an experiment (N = 30) where users performed
tasks in VR (stacking 3D objects, searching for a specified object, watching a
video, and waiting), while we manipulated the saliency of certain objects (paint-
ings) in the environment. Our primary research question was: Does saliency
in a virtual environment affect visual attention and task performance?

Our findings show that although participants notice changes in saliency,
their visual attention is not diverted towards the salient regions when they are
performing tasks. Participants also completed their tasks as efficiently in both
saliency conditions, showing that saliency did not affect task performance.

2 Background

Saliency affects our visual attention [29]. Researchers have widely explored the
effects of saliency in real-world environments and built saliency-based models.
A popular saliency-based search model was presented by Itti and Koch [8]. The
authors applied the model to a demanding search task and results show that
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saliency has a great impact on our visual attention and behaviour. Following this
work, Underwood et al. [24] studied if saliency dominantly determines the visual
attention given to objects, and if a cognitively demanding task can overtake this
effect. Their findings suggest that when building saliency models, one should
consider cognitive load as a metric [24].

Studies have also investigated whether saliency can be used to direct the
user’s attention. For example, Vig et al. [26] used machine learning to model
how modifying the saliency of videos can redirect attention. Veas et al. [25] used
visual saliency modulation to make subtle changes in videos, and were able to
unobtrusively direct the viewer’s attention to the modified regions. However,
Meur et al. [11] found that saliency-based distortion of videos had only a mod-
erate effect on which regions received the viewers’ attention.

In this paper, we are motivated to understand how saliency functions in VR.
Due to the diversity in graphics, art style, lighting, and hardware, VR can be
salient in many ways. We argue that exploring such effects in VR is important
because we are yet unaware how this may affect user behaviour in VR.

3 Study: Investigation of Saliency in VR

To answer our research question, we conducted a user study in VR where par-
ticipants performed tasks with a varying degree of saliency in the virtual envi-
ronment. We implemented a virtual office room with paintings, tables, chairs
and a screen. The VR environment was built using Unity and SteamVR. As the
head-mounted display (HMD), we used the HTC VIVE Pro. The VIVE Pro has
an integrated eye tracker from which we obtained gaze data.

3.1 Design

We used a within-subjects design where all participants experienced all condi-
tions. We had two independent variables: 1) task and 2) level of saliency.

Tasks. We selected the following four tasks (Fig. 2), as these represent typical
tasks in VR [18] and were also different in nature, ranging from physical tasks
to more passive tasks. Participants performed each task twice (with and without
change of saliency) in a counterbalanced order.

– Manipulation Task: Participants used the VR controllers to stack num-
bered cubes on the table (Fig. 2a).

– Search Task: Participants searched for a hidden object (a red cube) in the
room. They needed to use the controller to grab it and move it on the table
(Fig. 2b).

– Video Watching Task: Participants watched a one-minute video on the
screen in front of them (Fig. 2c).

– Waiting Task: This was a deceptive task where the participants were told
to wait for the experimenter’s instructions. This one-minute task was used to
allow the participants to observe the environment (Fig. 2d).
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Fig. 2. Participants performed four kinds of tasks: a) Manipulation task where par-
ticipants stack the numbered colored blocks, b) Visual search task where participants
look for a hidden red cube, c) Video watching where participants watch a one minute
video on the screen, d) Waiting task where participants wait for further instructions.
(Color figure online)

Saliency. We used two saliency levels (original, changed saliency) as shown
in Fig. 1. Prior work explored several approaches to measure and quantify the
saliency of an image or video [6]. To identify the salient regions of the virtual
environment for our study, we used Saliency Toolbox [28]. The saliency maps
show that when the color of the paintings is changed to red, they become more
salient. We measured the saliency for three colors (red, blue and green) but red
showed the highest increase, thus we selected it for our experiment.

3.2 Participants and Procedure

We recruited 30 participants (18 males, 12 females) with an average age of 27
(SD = 4.04) through university mailing lists and social media. 25 participants
were students, five were professionals in different fields. 12 participants had no
experience with VR or eye tracking.

Upon arrival, participants filled their demographic information (age, gender,
background, experience with VR), signed a consent form, and were explained the
tasks in the study. The task order was balanced using Latin square. After the
study, they filled in the final questionnaire in which we asked open-ended ques-
tions about the objects they noticed in the environment, if they felt distracted
while performing the tasks, and if their visual attention was diverted. The study
lasted approximately 30 min. During the experiment, we recorded gaze data from
the participants. Each participant was awarded 5 EUR.

4 Results

4.1 Attention Towards the Salient Regions

We quantified and visualized the number of times participants glanced at the
salient regions (the paintings) between the conditions. This was calculated using
the number of times the gaze ray intersected with the observed virtual objects.
To eliminate false positives, we only considered measurements from the moment
the user’s gaze left the initial starting point, similar to prior work [9]. After the
study, we asked participants which objects in the room attracted their attention.
15 participants mentioned the paintings on the wall.
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There was no significant difference in glance counts among any of the tasks
between saliency levels (Table 1). This indicates that the saliency conditions of
the VE did not affect the participants when they were focused on a task. We
visualized the glances as colored dots as shown in Figs. 3, 4, 5, and 6. The figures
show that in both environments, users were focused on the tasks. We see greater
variation for the search task and waiting task. This is because in search task
participants were looking for a specified hidden object, and in the waiting task
participants did not have anything particular to focus on.

Table 1. Result of the Friedman Test for gaze on the paintings, between two different
saliency conditions.

Rating Manipulation Searching Video Waiting

Chi-Square χ2(2) 2.778 3.333 .043 2.133

ρ .96 .068 .835 .144

Fig. 3. Gaze visualization for the manipulation task between a) Original saliency and
b) Changed saliency.

4.2 Task Completion Time

The average task completion times show no significant difference between the
two saliency levels. Table 2 shows the results from comparing the original and
changed saliency and its effect on task completion time. Given the waiting task
and the video watching task were of fixed length, we see no difference in com-
pletion time between the two conditions (original and changed saliency). For
the manipulation task and search task, there is also no statistically significant
difference between saliency levels (Table 2), although there is a slight difference
in the average completion times.

We also asked participants if they noticed anything unusual in the room. 16
out of 30 participants replied that they noticed the paintings on the wall changed
color between tasks.
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Fig. 4. Gaze visualization for the search task between a) Original saliency and b)
Changed saliency.

Fig. 5. Gaze visualization for the video watching task between a) Original saliency and
b) Changed saliency

Fig. 6. Gaze visualization for waiting task between a) Original saliency and b) Changed
saliency.

Table 2. Friedman Test between original and changed saliency condition for task
completion time.

Rating Manipulation Searching Video Waiting

Chi-Square χ2(2) 1.2000 .133 1.33 2.133

ρ .273 .715 .715 .144
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5 Discussion and Future Work

In our study, participants noticed the most salient VR regions in their field of
view. This is in line with existing literature, that suggest that humans attend
to the most salient regions of their surrounding [29]. Therefore, this preliminary
investigation suggests that participants pay attention to saliency in virtual envi-
ronments similar to real environments. We investigated how the salient regions
would attract attention during different tasks. Tasks are frequently performed
in VR (for example, user studies in VR, gaming, and other virtual experiences).
Hence, it is important to understand how the virtual environment affects our
behavior during VR experiences.

We found that the participants were unaffected by the saliency during the
tasks. In both saliency conditions, participants did not noticeably glance at the
salient regions during their tasks. They also performed their tasks equally fast
in both settings. The short duration required to complete each task may have
impacted the viewing behaviour of the participants. It is possible that if each
task required a substantially longer time to complete then the participants would
have been likely to also glance more at their surroundings during the tasks. In
the future, we wish to investigate how different categories of tasks as well as task
duration may be affected by saliency.

Saliency can be used to highlight information to users in VR, which is benefi-
cial for many applications like virtual advertisements, storytelling, gaming, and
shopping. However, based on our results, designers should be aware that salient
regions do not gain the user’s constant attention while they are focused on other
tasks, even if the salient regions are located within their field of view. There-
fore, designers should consider utilizing the more relaxed periods in their VR
experiences (e.g., after a task has been finished) to guide users through saliency.

Our early investigation had some limitations and therefore there is room for
more in-depth studies in the future. First, we only explored one type of subtle
change in saliency and we only focused on the most salient objects in the envi-
ronment (the paintings on the wall). The saliency of a VE can be manipulated in
various other ways—and to a varying extent—and these should be investigated
in the future. In particular, research should investigate the effect of combining
other forms of saliency to understand its effect in VR, mainly combining color
with shape and illumination as all these play a role in the design of VR envi-
ronments. Second, visual attention could be further investigated by considering
additional measures such as eye blinking and fixation time. Third, we wish to
explore visual attention during a more diverse set of tasks. In particular, we plan
to include VR tasks of varying cognitive requirements to see if saliency plays a
bigger role in cognitively demanding tasks.

6 Conclusion

To explore the effect of saliency on visual attention and task performance in
VR, we conducted a preliminary study where participants performed several
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tasks in VR while we manipulated the saliency of the environment. We learned
that although participants do notice different saliency levels in the VE, it has no
significant effect on visual attention or task performance. Rather, participants
focus on the objects relevant to their task, and are more prone to detecting the
salient regions in the environment between the tasks. We believe that our work
helps us understand how saliency affects attention in VR. For example, designers
of virtual environments and virtual experiences who want to use saliency changes
to guide users, could consider leveraging the downtime between tasks for more
effective guidance.
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Abstract. Target acquisition in an occluded environment is challeng-
ing given the omni-directional and first-person view in virtual reality
(VR). We propose Solar-Casting, a global scene filtering technique to
manage occlusion in VR. To improve target search, users control a refer-
ence sphere centered at their head through varied occlusion management
modes: Hide, SemiT (Semi-Transparent), Rotate. In a preliminary study,
we find SemiT to be better suited for understanding the context without
sacrificing performance by applying semi-transparency to targets within
the controlled sphere. We then compare Solar-Casting to highly efficient
selection techniques to acquire targets in a dense and occluded VR envi-
ronment. We find that Solar-Casting performs competitively to other
techniques in known environments, where the target location information
is revealed. However, in unknown environments, requiring target search,
Solar-Casting outperforms existing approaches. We conclude with sce-
narios demonstrating how Solar-Casting can be applied to crowded and
occluded environments in VR applications.

1 Introduction

While Virtual Reality (VR) presents end-users with rich 3D environments, an
on-going challenge within VR involves the acquisition of targets to support subse-
quent manipulation. As a result, 3D selection in VR remains an active research
area, particularly given the variety of possible 3D environment configurations
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necessitating interactive support [2]. Most VR systems use some variant of Ray-
Casting for 3D pointing [5], which enables users to select using a virtual ray.

Among the many concerns with 3D target acquisition, targeting occluded
objects is a significant challenge with Ray-Casting [2,20]. Two types of occlu-
sion exist within virtual environments: an object is either partially-occluded
or fully-occluded by other objects in the scene. Each type of occlusion has its
own issues. While a partially-occluded target can be seen, selecting it efficiently
and accurately is challenging because of distracting neighbour targets [9,23]. An
example of partial occlusion might be selecting a single piece of data from a
3D visualization. As for fully-occluded scenarios, since targets are completely
hidden, it is hard to locate targets, resulting in subsequent difficulties selecting
and interacting. Examples of this include tasks such as browsing 3D models [34]
or interacting with 3D scenes.

To motivate this work, we have identified two design requirements (DRs)
absent from existing Ray-Casting techniques based on the presented litera-
ture. These are (1) the lack of ability to handle both partial-occlusion and
full-occlusion in virtual environments; and (2) the need to explore the environ-
ment and dynamically control the interaction space to overcome visual occlusion.
These DRs are absent because target acquisition techniques that require some
augmentation to control depth [4,20] or progressive refinement [9,23] demand
one degree of control such that adding another degree of control (to limit or over-
come occlusion visually or trajectorially) on the occlusion space will increase the
complexity of manipulating the controller. It is also difficult to manage visual
occlusion and selection-based disambiguation because target selection is a local
interaction, whereas visual occlusion – and techniques to allow users to overcome
it – require global interaction in the immersive environment.

Motivated by these design requirements, we propose Solar-Casting, a 3D
pointing technique designed to support rapid, and low-error target selection
across different levels of occlusion. We use a reference sphere or Solar that
is centered at the user’s head and works as an interactive volume. Users can
effortlessly control the radius of Solar with a touch enabled surface. The sphere
plays a vital role. It first filters inner items, by either hiding (Hide) or turning
them semi-transparent (SemiT). This has the effect of making items outside the
egocentric sphere visible to users, thereby reducing the effects of occlusion. In
one variant (Rotate), a simple manipulation on the touch surface rotates items
on Solar ’s surface; in another a ray or other interaction metaphor can be used
to select objects on the surface. Finally, since this occurs uniformly, by simply
looking around, the user can identify items of interest.

To evaluate Solar-Casting, we conducted two experiments using different
occlusion levels. In the first study, we compared Solar-Casting with existing
Ray-Casting techniques in an occluded environment where a visual cue was pre-
sented so users could quickly locate the target. Our results showed that Solar-
Casting had competitive performance to competing techniques. In the second
study, we evaluated Solar-Casting without any visual cues such that users needed
to search for occluded targets. The results highlight Solar-Casting’s strengths in
occluded environments, particularly increasing accuracy in dense and highly-
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occluded instances. In summary, our contributions include: (1) proposing an
efficient pointing technique for selecting targets at different occlusion levels; (2)
conducting experiments to evaluate and investigate Solar-Casting’s pros and
cons in occluded environments with/without visual guidance.

2 Related Work

Numerous techniques have been proposed for 3D selection in virtual environ-
ments [2]. Ray-Casting [24] and the virtual hand [27] appear as two key 3D
pointing metaphors [36]. Bowman et al. [7] introduce Ray-Casting with reeling
to add a single degree of freedom, making it possible to change the length of
the ray. In the ray-depth technique [37], users are able to adjust control display
(C/D) ratio while adjusting the depth of the ray. Both Ray-Casting and vir-
tual hand techniques offer complementary strengths and weaknesses [12,36,43].
Ray-Casting works well with distant objects, but the virtual hand needs aug-
mentations, such as the Go-Go technique [35] to acquire out-of-reach objects.
Argelaguet et al. [1] propose Ray-Casting from the eye, where a ray originates
from the user’s eye, yet is controlled by their hand. They found that Ray-Casting
from the eye was helpful for selection tasks in cluttered environments. A vari-
ation of using the head as a focal point for cursor manipulation has also been
adopted in AR headsets such as the Microsoft HoloLens.

While the majority of techniques are tuned for selecting visible targets virtual
environments [2], techniques for selecting occluded targets through transparency
or cut-outs have received some attention. Considering first, transparency, the
BalloonProbe [15] uses an invisible or transparent (wireframe) sphere that forces
distortion in a 3D virtual environment, reducing occlusion. XPointer [41] is an X-
ray mouse cursor technique for 3D selection, which enables users to select initially
hidden objects via object-based transparency by changing the cursor’s penetra-
tion. Tilt-Casting [33] uses a virtual plane as a filtering surface, and objects
above the surface are invisible, allowing objects on and below the plane to be
seen and selected, and Sun et al. [42,44] propose a layer-based transparency tech-
nique to select and manipulate objects that are originally fully occluded. Finally,
Elmqvist et al. [16] propose an image space algorithm to achieve dynamic trans-
parency for managing occlusion of important target objects in 3D. Cut-away
techniques [13,34] permit a user to look “through” occluding objects by inter-
actively cutting holes into the occluding geometry. Similarly, the Cut Plane
technique [30] uses a plane to split the entire scene, makes one side of the plane
translucent, and reveals occluded targets on the other side. Many of these tech-
niques are either geared toward 3D views [33], are tuned to select occluded
targets at a known location [15,41], or provide limited support for visual search
during selection tasks [42,44].

Beyond transparency and cut-outs, there exist a number of other input
or view manipulations that allow users to select partially occluded targets or
that rearrange targets spatially to handle occlusion. For example, the flexible
pointer [18] bends a ray to avoid obstacles, thus allowing the user to select par-
tially, but not fully occluded objects. Similarly, Outline Pursuits [40] enables
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users to select a partly occluded target by following its outline with their gaze.
Flower ray [20] presents all intersected targets with a ray in a marking menu
and allows users to select the intended target. SQUAD [3,23] adopts a similar
design. Users first specify a spherical volume containing all targets of interest and
then refine the initial selection progressively by selecting the subset of objects
containing the desired one from a four-item menu until the target is finally
selected. Expand [9] is an extension of SQUAD, where objects are placed in a
grid for users to choose from. In a more dense environment (e.g. point clouds),
the Slicing Volume [28] supports selection of occluded targets by first defining
a specific region, followed by intersecting desired targets with a slicing plane.
Most recently, Yu et al. [52] propose various Ray-Casting techniques to select
fully occluded targets, including filtering targets globally or rearranging targets
in a local space. However, all of these view manipulation techniques are designed
based on the assumption that targets are either always at least partially visible
to the users, that their location is known a priori, or that their location context
can be disrupted without cost. In many scenarios, we cannot make any of these
assumptions.

Regardless of how a previously occluded target becomes visible, the next step
is to acquire it precisely. This is challenging for Ray-Casting techniques in virtual
reality due to unintentional hand tremor and distant target location magnifying
small rotation changes into large-scale distant movements. Grossman et al. [20]
adopt various disambiguation mechanisms (e.g. depth-aware bubble cursor, and
two-step selection) into Ray-Casting techniques so users can disambiguate dif-
ferent targets along a ray and select targets effectively. The bubble cursor is
perhaps the most popular selection facilitation technique [19,47]. Alongside its
use by Vanacken [47], in RayCursor [4], a 3D bubble cursor is implemented to
select the closest object to the cursor when users manually move a cursor on the
ray to disambiguate object selection, and Moore et al. [29] find that choosing
the closest target (de facto a bubble cursor technique) performs the best for
virtual hand pointing. More recently, Lu et al. [25] investigate multiple variants
of the bubble mechanism for Ray-Casting, i.e., selecting the closest object to the
ray or cursor, and argue that the bubble mechanism significantly improves the
performance and preference for Ray-Casting selection.

Other selection mechanisms have also been explored. Sun et al. [45] proposed
a manual disambiguation mechanism for positioning 3D objects in depth. Mul-
tiple degrees-of-freedom (DOF) are often implemented to manipulate a ray or
other virtual representations, such as a plane or sphere, and then perform pre-
cise 3D target acquisition [21,22,33]. Finally, multiple devices have also been
explored: ARPen [48] uses a pen and smartphone to perform image plane selec-
tion [32] in a AR system; and Slicing Volume [28] uses controllers, a pen and
a tablet to select targets intersecting with a plane in a scalable region. In con-
trast, our technique, Solar-Casting, uses a single touch surface (in our case,
a smartphone display that also drives the VR display) to control the neces-
sary degrees-of-freedom to simultaneously control the interaction space, remove
occlusion, explore the scene, and, finally, select targets precisely in an occluded
VR environment.
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3 Solar-Casting

Our Solar-Casting technique is built in several steps. We begin by creating our
own instance of the Ray-Casting technique with an interactive sphere to sup-
port global filtering and pointing with one control action. We design three global
interaction modes: SemiT (Semi-Transparent), Hide and Rotate, and then eval-
uate these modes in a preliminary study. Last, We add head control to constrain
the interaction region of the global occlusion function and two facilitation tech-
niques for fast and stable manipulation of the cursor and the ray, as in [4]. This
section describes each of these aspects of Solar-Casting in turn.

Fig. 1. Illustration of Solar-Casting with SemiT mode: (a) a red sphere is occluded by
blue spheres, when Solar turns on (b) and users move up on the touchscreen to increase
Solar ’s radius, objects inside Solar and within field-of-view (fov) become translucent
(c&d), so users can easily select the occluded target. For objects inside Solar but
outside fov, their status will automatically update after entering fov (e). (Color figure
onine)

3.1 Solar Metaphor

As we observe the evolution of pointing and selecting in 3D environments, we see
a clear progression from using rays [4,18,41], to surfaces [30,33] and volumes [28]
to enable filtering and target selection. As existing Ray-Casting techniques that
support depth manipulation already require a degree of control [4,20], one chal-
lenge is that to support occlusion management, at least one other degree of con-
trol is required; otherwise, the occlusion management space is local and fixed [47]
to the ray. This means that, while users can easily select a target when its loca-
tion is revealed, it is difficult to identify occluded desired targets at unknown
locations if some mechanism for visual search of the virtual space is not sup-
ported.

To achieve dynamic global filtering and local pointing with only one degree
of control, we use a semi-transparent sphere (Solar) centered at the user’s head.

Solar ’s status depends on touch events, provided by the entire touchscreen
of the connected device. When the touch area is held over Ttrigger (Solar trigger
time), Solar turns on and users observe the virtual environment through it.
When fingers leave the touch surface, Solar turns off and users are able to
observe objects with their original appearance. Ttrigger is set to 300 ms, a value
that reduces Heisenberg effect [6] and works well in practice.

With Solar on, a ray and a cursor are defined in relation to Solar ’s volume.
When a ray does not intersect with any object, the ray extends to the inner
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surface of Solar (Fig. 3(2)). However, if the extension of the ray beyond Solar ’s
surface intersects with an object outside the sphere, the ray snaps to the inter-
sected object (Fig. 3(3)). Furthermore, when Solar is activated, users can either
rotate or scale the translucent sphere to interact with occluders. By integrating
these motions with progress refinement [9,20,23] and a virtual x-ray [2,17], we
propose three modes to handle occlusion using Solar : Rotate, Hide and Semi-
Transparent (SemiT). Users perform defined interactions as described in the
following section to enter modes and the corresponding outcome is preserved
even when Solar is off.

We can envision manipulating Solar in one of two ways, either by rotat-
ing it, sheering the display space such that hidden objects become visible; or
by expanding and contracting it, i.e. by scaling Solar along its radius. As with
flower-ray [20] and Expand [9], Rotate mode rearranges objects in the envi-
ronment to minimize occlusion. With Rotate mode, objects that intersect with
Solar ’s surface can rotate around Solar ’s center, similar to the Arcball Rota-
tion [38] (Fig. 2). Therefore, when the environment is not fixed and a target is
occluded by multiple objects, it is easier to point at the target after rotating the
object away from the occluders.

Alongside Rotate, Solar can also be scaled, and objects inside Solar can be
filtered using complete or partial transparency. We introduce Hide and SemiT
modes, a virtual x-ray metaphor [2,17,28,33]. This metaphor presents two alter-
native filters that permits users to see through objects between the user and
the surface of the sphere, thus making the occluded (beyond the sphere’s sur-
face) objects visible. As their names suggest, Hide is used to hide occluders
while SemiT turn occluders semi-transparent. We use a similar design as [28,33]
where the spatial relation between objects and the Solar ’s surface defines objects’
selectability. When Hide is on, objects intersecting with Solar or outside of it
are visible and selectable while inside Solar, they are invisible and unselectable.
When SemiT is on, objects inside Solar become semi-transparent and unse-
lectable. Figure 2 shows these filter mechanisms.

3.2 Interaction Mapping

To support filtering with Solar, the user must be able to control rotation or scal-
ing. To rotate objects intersecting with Solar, we map the horizontal movement
of a finger on the touchscreen (Δh) with their rotation (θ, in degrees) on Solar
around its Yaw axis using the following function: θ = f(vΔh

) · Δh. Here, vΔh
is

the finger speed and f(vδh) is a transfer function for both movement mapping
and gain control of rotation. When users want to point at a occluded object but
not move its neighbour objects too far, they should move their fingers horizon-
tally on the touch surface slowly. Therefore, f(vΔh

) is designed as a bounded
linear interpolation depending on finger speed [4].

The scaling of Solar has a similar design, where the vertical movement of a
finger on the touchscreen (Δv) maps to the radius of the Solar (R, in meters).
When a finger moves up/down on the touchscreen, the radius increases/decreases
correspondingly. We use the distance from the head position to the position of
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the connected device when Solar is initialized, defined as Ro. Solar’s mapping
function is, therefore, defined as:

R =

{
Ro R is initialized or smaller than Ro

R + g(VΔv
) · Δv otherwise

(1)

Similar to f(vΔh
), g(VΔv

) is also a bounded linear interpolation gain function.
They both depend on the finger speed but not the cursor position, as gain
functions on finger speed are more reliable and faster [4].

Fig. 2. Left: moving up/down on the touchscreen of a smartphone scales up/down Solar
(Hide or SemiT). Mid: moving left/right on the touchscreen rotates objects intersecting
with Solar left/right around Solar ’s yaw axis (Rotate). Right: modes will only be
applied to targets within Solar and a user’s fov.

3.3 Facilitation Techniques

To facilitate selection, Solar can include pointing facilitation. We include both
a bubble cursor mechanism [19] and jitter filtering, as follows.

Bubble Mechanism. Solar-Casting’s bubble mechanism is implemented by
selecting the nearest on- or outside-Solar targets by calculating their Euclidean
distance from the point where the ray intersects the Solar to surrounding targets
when the ray does not intersect with any object. The target selected by the
bubble mechanism is highlighted with a different colour (Fig. 3 (2&4)).

Fig. 3. Bubble mechanism in ray: (1) If a ray intersects with an object on Solar, the
object is highlighted; (3) If a ray intersects with an object outside of Solar, the cursor
snaps to the target and the ray gets extended; (2&4) If a ray does not intersect with
any object, the closest target to the cursor will be highlighted.
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Ray Filtering. Jitter is a common issue in Ray-Casting for 3D target acquisi-
tion, especially when pointing at small and distant targets, due to unintentional
hand tremor and noisy sensing from input devices. Ray filtering smooths ray
related movement during selection. In the Solar-Casting technique, we use the
1efilter [10] as it offers a good trade-off between precision and latency.

3.4 Preliminary Study on Solar-Casting Mode

We conducted informal preliminary tests with 5 adults for feedback on our three
occlusion mitigation modes (Hide, SemiT, and Rotate) and their combinations
using Solar-Casting (Fig. 4).
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Fig. 4. Mean selection time (left) and error rate (right) results for the preliminary
study, with 95% confidence intervals.

The results showed that, among all modes, Hide, SemiT and their combina-
tions with Rotate had similar, good performance in terms of selection time, but
Hide had a trend to lower error rate than all other modes. This is consistent
with previous findings [2], suggesting that semi-transparency might compromise
the task as spatial relationships between semi-transparent targets and unfiltered
targets become unclear. However, for Hide, as context is removed, participants
have more difficulty searching for targets. As P2 commented, Hiding is bad for
real UI, how will you know things are hidden?

Rotate was slower than other modes because two steps were needed to han-
dle occlusion. Participants first moved vertically on the touchscreen to scale
Solar such that it intersected with occluders. Then, they moved horizontally to
rotate occluders away. Participants reported that Rotate was difficult to use if
a goal target was occluded not only by its neighbors but also by other distant
targets that blocked the intersecting ray. Unlike Hide and SemiT, which pro-
vided straightforward visual feedback, sometimes it was hard for participants to
identify intersecting objects on Solar ’s surface.

Regarding mode combinations, some participants felt that they caused unex-
pected results: when they intended to use Hide or SemiT, Rotate was triggered
by accident as they carelessly swiped horizontally, and objects intersecting with
Solar ’s surface were rotated away. Essentially, when in combination, Rotate was
difficult to use and resulted in mode errors. Rotate alone was also slower than
other visualizations.
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4 General Experimental Setup

We designed and conducted two studies to evaluate Solar-Casting for selecting
targets in 3D virtual environments, at different occlusion levels. Given the results
of the pilot study, we eliminated Solar rotation and used SemiT in both studies,
as Hide partially sacrifices context by suppressing part of the virtual environment
(inside Solar’s sphere).

In Study 1, a visual indicator (orange triangle) was provided and a small
portion of targets were noticeable even in the high occlusion environment (Fig. 5
(left)) to investigate how visual guidance influences selection in an occluded
environment [31]. In Study 2, the visual indicator was removed and targets were
fully blocked in the full-occlusion environment (Fig. 5 (right)). Aside from this
significant difference, the two studies had a similar experimental design and
protocol.

Fig. 5. Three occlusion levels in Study 1 (left) and Study 2 (right): a red sphere (target)
is surrendered by blue occluders, which are generated around the target in a spherical
coordinate system (r, θ, φ), r in meter, θ, φ are in degree. (Color figure online)

4.1 Apparatus

We used a Huawei VR Glass as the head-mounted display (HMD) in both stud-
ies. It has a resolution of 3200 px × 1600 px, with a pixel density of 1058 ppi.
The display of this VR Glass is rendered by a connected smartphone, which
conveniently provides both a touch surface and a Ray-Casting device for use in
the VR environment. We note that smartphones are frequently explored as an
input device for selection [11] and manipulation [51], and current VR controllers
generally include a touchpad or joystick which can be used for controlling Solar.

4.2 Procedure

In both studies, participants were welcomed to the experiment room and sat in
a swivel chair. They first read the study instructions and verbal consent was
obtained. Before the study, they were first asked to answer a questionnaire on
demographic information (gender, age) and daily and weekly usage of mobile and
VR devices. Participants were warned about potential motion sickness induced
from VR, and were allowed to have breaks between experimental blocks. If they
felt uncomfortable at any time during the study, the study immediately stopped.
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After sanitizing the VR glass and phone with alcohol wipes, participants wore
the VR glass, and started a training session to practice each technique with 6
trials. They then entered the experimental scene and finished the study with the
provided techniques. Techniques were counter-balanced using a Latin square [49].
When participants completed the study, they removed the VR glasses and com-
pleted a survey of 7-scale Likert items grading their experience.

5 User Study 1: With Visual Guidance

In the first study, our goal was to evaluate Solar-Casting’s performance in dense
and occluded environments, where visual cues can help to identify objects.

We designed a comparative study including four interaction techniques:
Solar-Casting, Expand [9], Depth Ray with a localized transparency func-
tion [47] and Depth-Casting, a technique similar to Tilt-Casting [33] or Slicing-
Volume [28], which were chosen because of their characteristics (Table 1).

Table 1. Characteristics of the selected baseline techniques.

Technique Interaction space Strategy

Expand Limited Progressive refinement

Depth ray Limited Visual filtering (virtual X-ray)

Depth-Casting Scaled Visual filtering (virtual X-ray)

While Expand, Depth Ray and Tilt-Casting were all previously used in phys-
ical displays for occlusion management, and Slicing Volume used two controllers
for volume control, we adapted them to a VR HMD and a phone-control envi-
ronment with the following modification:

– Depth Ray: The cursor movement along the ray was controlled by the phone
by moving the finger on the touchscreen and any target within 0.1 m to the
cursor is rendered as semi-transparent while the closest one is highlighted via
a bubble cursor mechanism [19].

– Expand: A semi-transparent sphere with radius 0.1 m, is rendered when a
ray is intersecting with any target. When a finger is moving down on the
touchscreen, i.e. a pull gesture, targets intersecting with the sphere are cloned,
arranged into a grid, and presented in front of the user.

– Depth-Casting: The tilted plane is always displayed in front of the user ver-
tically, which dynamically scales and occupies over 90% of the view frustum
based on the depth. Targets in front the plane are rendered semi-transparent
and only targets intersecting with the tilted plane are selectable. Second, tilt-
ing of the phone changes the depth of the plane instead of rotating the plane
around its pitch axis [33,46]; third, as the cursor is restricted to the tilted
plane, cursor position is controlled by the head movement. We also imple-
mented a relative mapping [39] on the phone to accommodate one-hand use
and target positions which are hard to acquire with the head.
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5.1 Experimental Design

Participants were instructed to perform a sequential pointing task as quickly
and accurately as possible. A block design was adopted. In each block, given
the technique, participants were asked to perform selection on 10 goal targets
for each occlusion level (Fig. 5) and targets of all occlusion levels were generated
around users at the same time (all were at least 0.6 m away from users).

Participants first pointed to a white sphere (dummy target) in order to fix
the initial cursor position and start the timer for measuring the selection time
of the sequential trials. Target width was 0.06 m and the distance D between
two consecutive goal target was chosen from (0.4 m, 1.0 m, 1.6 m), so ID ranged
from 2.94 to 4.79 bits [26]. To select a target, participants either had to position
the cursor over it or move the cursor as close as possible, to allow selection with
the bubble mechanism. When either hovering over a target or moving as close
as possible to it, the target would be highlighted (in orange), indicating it was
selectable. The pointing task moved to the next trial only when the target was
correctly selected. If participants made an erroneous selection, a misclick was
recorded. Once a goal target was correctly selected, this goal target became blue
and the next goal target became red. There was only one goal target in red at
a time and an orange indicator was shown above it to help participants quickly
locate where they should point to. The connected phone would vibrate for 0.1 s
and 1 s when participants completed a block and a technique respectively.

In summary, we designed a within-subjects experiment with indepen-
dent variables: Technique (Depth Ray, Depth-Casting, Expand, Solar-Casting),
Occlusion (None-Occluded, Low-Occluded, High-Occluded), and Block (1–4).
Therefore, each participant needed to perform 4 Technique × 3 Occlusion ×
4 Block× 10 trials = 480 trials.

5.2 Participants

We recruited 12 participants from our organization, of which 11 reported their
ages (22 to 26, μ = 23.6, σ = 1.3). Among 12 participants, 1 was female, all were
right-handed and 1 an experienced VR user. The study lasted about 60 min.

5.3 Results

We conducted a multi-way repeated-measure ANOVA (α = 0.05) for selection
time (ST) and error rate (%Err) respectively on three independent variables:
Technique, Occlusion and Block. ST refers to the time elapsed between selec-
tions while %Err refers to the percentage of erroneous trials among 10 trials.
Taking into account the non-normal distribution of ST and %Err, a Box-Cox
transformation [8] and Aligned Rank Transform (ART) [14,50] was applied to
the data respectively. Greenhouse-Geisser corrections was applied to the DoFs
when sphericity was violated using Mauchly’s test. Pairwise tests with Bonfer-
roni corrections were conducted when significant effects were found. Effect sizes
were reported as partial eta squared (η2

p) values.
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Fig. 6. Mean selection Time (left) and error Rate (right) for Technique and its interac-
tion effect with Occlusion. Statistical significances are marked (++ = p < 0.01). Error
bars represent 95% confidence intervals.

Learning Effect. With Box-Cox transformation (λ = −0.1) and Aligned Rank
Transform (ART) on ST and %Err respectively, we found only a significant effect
of Block (F3,33 = 4.46, p < 0.05, η2

p = 0.03) on ST. Pairwise t-test did not report
any significance between blocks. Therefore, all 4 blocks were kept.

Selection Time. We found a significant effect of Technique on ST
(F3,33 = 14.83, p = 0.001, η2

p = 0.28). As shown in Fig. 6 (left), the pairwise t-test
showed that Depth-Casting (mean = 4.23 s) took significantly longer (p< 0.001)
than other techniques: Solar-Casting (3.53 s), Depth Ray (3.60 s) and Expand
(3.66 s). We also found a significant effect of Occlusion on ST (F2,22 = 1312.59,
p< 0.001, η2

p = 0.85). It took participants significantly longer (p< 0.001) select-
ing targets in high-occlusion environments (5.53 s) than in low-occlusion envi-
ronments (3.52 s) and non-occluded environments (2.20 s). We also found a sig-
nificant interaction effect of Technique × Occlusion (F6,66 = 40.11, p< 0.001,
η2

p = 0.28) on ST. In non- and low-occlusion environments, Solar-Casting (1.93 s
& 3.21 s respectively) was significantly faster (p < 0.001) than Depth-Casting
(3.03 s & 4.23 s), but in high-occlusion environments, they had similar perfor-
mance.

Error Rate. We found a significant effect of Technique on %Err (F3,553 = 33.03,
p< 0.001, η2

p = 0.15). The pairwise comparison showed that Solar-Casting
(11.87%), Depth-Casting (11.26%) and Expand (9.12%) caused significantly
less erroneous selection than Depth Ray (19.45%, p< 0.001). Meanwhile,
Expand caused significantly (p< 0.005) less erroneous selection than Solar-
Casting and Depth-Casting. We found a significant effect of Occlusion on %Err

(F3,553 = 27.71, p< 0.001, η2
p = 0.09). Obviously, participants made significantly

more erroneous selection (p < 0.001) in the high-occlusion environment (16.97%)
than in the non- and low-occlusion environments (9.20% &12.60% respectively).
We also found a significant interaction effect between Technique and Occlusion
(F3,553 = 15.23, p< 0.001, η2

p = 0.14). Looking at Fig. 6 (right), in both non- and
low-occlusion environments, Solar-Casting (8.42% & 6.50%) and Depth-Casting
(8.77% & 9.68%) had relatively low error rates, and in the high-occlusion envi-
ronments, the error rate increased (Solar-Casting: 20.67% and Depth-Casting:
15.32%); while Expand kept relatively low-error rate across three levels of occlu-
sion environments (Fig. 7).
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Preference. Friedman tests reported a significant effect of Technique on all
attributes except for Hand Fatigue: χ2

Accuracy(4) = 15.13, p< 0.005, χ2
Cognition(4)

= 8.70, p< 0.05, χ2
Ease(4) = 21.11, p< 0.001, χ2

HandControl(4) = 8.50, p< 0.05,
χ2

Speed(4) = 21.28, p< 0.001, χ2
WristControl(4) = 12.79, p< 0.01, χ2

WristFatigue

(4) = 13.02, p< 0.001. The pairwise Wilcox test showed that participants felt
Solar-Casting significantly easier and faster to use (p< 0.05) and had better
accuracy, hand and wrist control (p< 0.05) than Expand. Regarding user feed-
back, P1 commented that it would be better if Solar’s sphere could reset after
each successful selection. P1, P4, and P8-9 mentioned that Expand did not work
well with high occlusion scenes, as it was difficult to intersect the desired region
where the target object was. P2, and P10 complained about the wrist fatigue
in Depth-Casting, as users needed to precisely control the plane tilt using their
wrist. P1-P3, and P6-P10 mentioned that it was difficult to move the cursor in
Depth Ray (P3: It would be nice to filter all objects along the ray). In the non-
occluded condition, participants indicated a preference for selecting the target
directly rather than moving the cursor along the ray.

Discussion. Solar-Casting was at least as fast and accurate as the other three
techniques. However, note that the target indicator was the dominant factor
in selection performance, which drastically decreased the visual search time in
the task. Users were given the visual cue of the low- and high-occluded tar-
gets and they only needed to reveal and select them. Therefore Solar-Casting’s
visual search benefits were not represented in the above analysis. As expected,
occlusion level had a significant impact on selection time. All four techniques
performed more slowly in high-occlusion environments. Although users were
informed of the target’s location by the target indicator, it still took longer
for them to reveal the occluded target for subsequent selection. In terms of error
rate, Expand had a consistently low error rate through different occlusion lev-
els. This is understandable given the characteristics of progressive refinement,
considering that the visual representation of objects during selection is consis-
tent in Expand. Meanwhile for the other three techniques, occlusion had a more
significant impact on error rate.

6 User Study 2: Without Visual Guidance

Different from the former study, in the second study, the visual cue was removed
and a new occlusion design (Fig. 5 (right)) was adopted so that participants
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needed to use the provided technique to explore the scene and point at targets
across different occlusion levels.

In our pilots, in the full-occlusion environment, Expand was extremely time-
consuming and demanded significant effort, as participants needed to try every
cluster with a pull gesture on the touchscreen. Without a visual cue, users felt
dizzy quickly rotating their head and turning around to search for occluded
targets. Therefore, Expand was eliminated from User Study 2 and targets were
all presented in front of the participants. Since targets were all presented in front
of participants, the front cube might block the user’s view, therefore, for the
partial-occlusion environment, we slightly rotated cubes round the goal target
to a random degree (0◦ - 45◦) to ensure that at least a small portion of a target
was visible to participants.

6.1 Experimental Design

Similar to Study 1, a within-subjects experiment was designed with indepen-
dent variables: Technique (Depth Ray, Depth-Casting, Solar-Casting), Occluded
(None-Occluded, Partial-Occluded, Full-Occluded), and Block (1–4). As targets
were all presented in front the user (at least 0.6 m away from users), the distance
D between two consecutive goal target was chosen from 0.3 m, 0.6 m, 0.9 m, so
ID ranged from 2.58 to 4.00 bits given that target width was still 0.06 m. Given
the difficulty of the task, the number of trails per condition was reduced to 8.
Therefore, each participant performed 3 Technique× 3 Occlusion× 4 Block× 8
trials = 288 trials.

6.2 Participants

We recruited 12 participants, exclusive from User Study 1, from our organization,
aged from 21 to 31 (μ = 25.5, σ = 3.1), of which 4 were female, all were right-
handed and 2 were experienced VR users. The study lasted about 90 min.

6.3 Results

Learning Effect. With Box-Cox transformation (λ = −0.1), a repeated mea-
sures ANOVA found a significant effect of Block (F3,33 = 2.79, p = 0.04, η2

p = 0.05)
on ST. However, pairwise t-test did not report any significance between blocks.
Therefore, all 4 blocks were kept.

Selection Time. We found a significant effect of Technique on ST
(F2,22 = 23.13, p< 0.001, η2

p = 0.39). As shown in Fig. 8 (left), the pairwise t-test
showed that Depth-Casting (mean = 8.02 s) took significantly longer (p< 0.001)
than other techniques: Solar-Casting (6.77 s), Depth Ray (6.78 s). We found
a significant effect of Occlusion on ST (F2,22 = 593.98, p< 0.001, η2

p = 0.90).
The pairwise t-test showed that participants spent significantly longer time in
a partial-occluded environment (4.94 s) than in a none-occluded environment
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Fig. 8. Mean selection Time (left) and error Rate (right) for Technique and its
interaction effect with Occlusion. Statistical significances are marked (++ = p < 0.01,
+ = p < 0.05). Error bars represent 95% confidence intervals.

(2.67 s, p < 0.001), yet significantly shorter time than in a full-occlusion environ-
ment (13.96 s, p< 0.001). We also found a significant interaction effect between
Occlusion and Technique on ST (F4,44 = 57.00, p< 0.001, η2

p = 0.38). In both non-
and partial-occluded environments, Depth-Casting (4.48 s & 6.23 s respectively)
was significantly slower (p< 0.001) than Solar-Casting (1.88 s & 4.70 s respec-
tively) and Depth Ray (1.65 s & 3.88 s respectively) while in the full-occlusion
environment, there was no significant difference though Depth Ray (14.81 s) was
relatively slower than Depth-Casting (13.34 s) and Solar-Casting (13.72 s).

Error Rate. We found a significant effect of Technique on %Err (F2,412 = 9.19,
p< 0.001, η2

p = 0.04). The pairwise comparison showed that Solar-Casting
(10.72%) was significantly more accurate than Depth-Casting (14.85%) and
Depth Ray (15.96%). We also found a significant effect of Occlusion on
%Err (F2,412 = 62.77, p< 0.001, η2

p = 0.23). Obviously, error rate increased while
the occlusion level increased. Participants performed significantly more accu-
rate selection in the non-occluded environment (5.21%) than in the partially-
(14.14%) and fully-occluded (22.18%) environments. We also found a significant
interaction effect of Technique and Occlusion on %Err (F4,412 = 10.83, p< 0.001,
η2

p = 0.10). While Depth-Casting and Depth Ray made significantly more erro-
neous selections in the full-occlusion environment than in the partial-occlusion
environment, Solar-Casting still achieved high accuracy in both environments
(fully-occluded: 13.41%, partially-occluded: 13.02%).
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Fig. 9. The median score and lower/upper quartiles are visualized for each measure.
Lower scores indicate worse performance.
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Preference. Friedman tests reported a significant effect of Tech-
nique on Wrist Control and Fatigue: χ2

WristControl(4) = 14.00, p< 0.001,
χ2

WristFatigue(4) = 12.19, p< 0.01. The pairwise Wilcox test reported that
DepthCasting demanded significantly (p < 0.05) more wrist control and caused
significantly (p < 0.05) more wrist fatigue than Solar-Casting. Figure 9 also
showed that Solar-Casting had relatively high scores across all attributes.

Given the local transparency function of Depth Ray, some participants
reported that it was difficult to see where the goal target was in the full-occlusion
environment as targets outside the transparency volume and in front of the goal
target in depth might block the view. To handle this issue, some participants
(P1,P3-P6,P9) believed that a global filtering mechanism along the ray would
be much welcome in Depth Ray, instead of on the cursor. As Solar-Casting
supported global filtering, P5 and P7 felt Solar-Casting needed careful manipu-
lation, (P5: I like Solar-Casting, but I found Depth-Casting very fast at searching
targets). Similarly, P3 commented that the tilting mechanism in Depth-Casting
was better than finger swiping in Solar-Casting or Depth Ray, yet P6 prefer
swiping over tilting.

Discussion. In this study, we noted that, across all occlusion levels, Solar-
Casting outperformed Depth-Casting in terms of speed, and outperformed both
Depth-Casting and Depth Ray in terms of error rate. While Solar-Casting’s and
Depth Ray’s speed was near identical in our experiment – their speeds differ by
less than 2%, not significant – Solar-Casting’s lower overall error rate argued for
the effectiveness of SolarCasting for elegantly supporting selection regardless of
level of occlusion.

Looking, specifically, at levels of occlusion, we saw that Solar-Casting’s sig-
nificant accuracy advantage was particularly acute for the full occlusion condi-
tion, and that Depth Ray was consistently less accurate. Further, we saw that,
regardless of occlusion level, Depth-Casting was significantly slower than both
Solar-Casting and Depth Ray. Solar-Casting’s and Depth Ray’s speed parity
holds across occlusion levels (see Fig. 8).

7 Overall Discussion

As we note in our second study, our final Solar-Casting design supports high
accuracy, particularly for fully-occluded contexts, and its speed is at least as good
as competing techniques regardless of occlusion levels. Together, these results
demonstrate that Solar-Casting achieved our design goals.

The target layouts, Fig. 5, were initially inspired by [47], and serve to cre-
ate occluding distractors around targets. We noted that occlusion in VR could
happen with/without visual guidance, and within/outside the fov; therefore,
our designs in both studies were, essentially, a generalized version of [52]. This
balance between preserving aspects of prior study design while seeking more
representative tasks is challenging, and does represent a potential limitation.
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While Solar-Casting appears highly effective for supporting selection despite
occlusion, there are ways that Solar-Casting could be enhanced, particularly
with respect to control of the Solar’s volume. Compared with techniques using
a spherical volume [9,23] at the end of a ray, Solar-Casting required increased
effort to point at occluded objects at a large distance because users needed
to perform repeated scaling actions, i.e. clutching, to increase the volume of
Solar and filter occluders. We continue to explore clutching-mitigation strategies,
including tuned CD gain functions for controlling Solar’s radius, which may
reduce clutching and further speed performance.

Looking specifically at Depth Ray and Solar-Casting, we discovered that
compared with local filtering, global filtering greatly increased the accuracy but
not speed of selection. During the search-point process, participants’ attention
was limited regardless of the filtering range, while this range controlled the pres-
ence of occluders. Meanwhile, comparing results in two studies, we observed
that visual guidance not only greatly increased the accuracy but also the speed
of selection. This is understandable as visual guidance is a strong stimulus to
improve participants’ attention. Therefore, future work also includes investigat-
ing approaches to improve users’ attention with Solar-Casting.

We used the Huawei VR glass, a system in which the connected phone serves
as both the computing and input device. One advantage of this setup is sim-
pler configuration (the smartphone is “at hand”) and our smartphone-based
implementation of Depth Ray and Expand is useful as it demonstrates their
performance on smartphones (as opposed to a dedicated controller). However,
Solar-Casting is independent of the input device or HMD. It can be generalized
using any other headsets and input devices with suitable mapping on Solar ’s
scaling and rotation parameters. Exploring optimal mappings for varied hard-
ware controllers is another avenue of future work.

To highlight Solar-Casting’s benefits in virtual environments with occlusion,
we conclude by demonstrating Solar-Casting’s use in two scenarios to manage
occlusion. In Fig. 10 (a), we created an interior design example, where SemiT is
applied to the environment globally such that pillars become translucent so users
can easily point at the partially occluded chair. Similarly, in a fully-occluded
environment, like a refrigerator in Fig. 10 (b), users can gradually scale Solar,
filter unwanted food items and then point at the occluded bowl.

(a) Pointing at a partially occluded chair (b) Acquiring a fully occluded bowl

Fig. 10. Two typical scenarios in virtual environment: Solar-Casting can easily be
applied in either (a) a partial-occlusion environments or (b) full-occlusion environments
to achieve fast and stable target acquisition.
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8 Conclusion

In this paper, we present Solar-Casting, a dynamic pointing technique for global
filtering and selection in occluded virtual environments. Solar-Casting uses a
scalable, semi-transparent sphere as the reference for object manipulation and
filtering to address occlusion. In a pilot study evaluating three filtering modes –
Rotate, Hide and SemiT – we find that Hide and SemiT have better performance,
and SemiT improves users’ awareness of the environment. We then evaluate
Solar-Casting’s performance in two formal experiments. In the first, we compare
Solar-Casting with several techniques with a visual cue pointing to occluded
targets. We find that Solar-Casting has competitive performance. However, the
advantage of Solar-Casting is that it supports search and selection concurrently,
even when target locations are not known a priori. To highlight Solar-Casting’s
search advantages, in a second experiment we evaluate Solar-Casting without
visual guidance. We find that Solar-Casting achieves significantly more accurate
selection without any degradation in speed, regardless of occlusion level. Overall,
these findings demonstrate that Solar-Casting is an effective tool to support
search and target acquisition in cluttered virtual environments.
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Abstract. In this paper, a study aimed at investigating the effects of
real (using eye tracking to determine the fixation) and simulated foveated
blurring in immersive Virtual Reality is presented. Techniques to reduce
the optical flow perceived at the visual field margins are often employed
in immersive Virtual Reality environments to alleviate discomfort expe-
rienced when the visual motion perception does not correspond to the
body’s acceleration. Although still preliminary, our results suggest that
for participants with higher self-declared sensitivity to sickness, there
might be an improvement for nausea when using blurring. The (per-
ceived) difficulty of the task seems to improve when the real foveated
method is used.

Keywords: Virtual Reality · Motion sickness · Foveated rendering

1 Introduction

The perceptual mismatch in sensory cues between the vestibular and the visual
systems is known to induce in human subjects the so-called motion sickness
that may strongly affect users’ experience in Virtual Reality (VR) where they
navigate synthetic environments while being still [9]. The visual discomfort can
harm the diffusion and acceptance of immersive VR applications [13].

As discomfort is often related to the optical flow perceived at the margins of
the field of view, a potential solution to reduce this effect is to reduce the amount
of this optical flow. A reasonable way to do this consists of blurring or obscuring
the images at the margins of the field of view (marginal blurring/FOV reduction).
An approximation of foveated rendering can be obtained by assuming that the
user’s gaze is consistently directed along the virtual camera axis. Therefore,
image quality is varied with the distance from the center of the viewpoint [12].

Nowadays, low-cost eye-tracking devices are integrated into several Head
Mounted Displays for Virtual Reality, making it possible to implement a truly
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Fig. 1. The three rendering methods used in the study. (a) (Real) foveated: the user is
looking at the visual target on the right (in focus), and the rest of the image is blurred.
(b) No effects: everything is in focus. (c) Marginal blur (simulated foveated): the gaze
is assumed in the center of the image, and pixels far from it, including the visual target,
are blurred

foveated rendering, modifying the image’s appearance far from the actual user’s
gaze point. A few recent papers [1,11] proposed the use of eye-tracking to imple-
ment foveated rendering for the reduction of motion sickness.

There is some empirical evidence on the positive effect of optical flow reduc-
tion techniques (for example, [1,5]). Yet, the advantage of using a foveated app-
roach by tracking the user’s gaze rather than a simulated one (assuming that the
gaze point coincides with the image center) has not been thoroughly investigated,
at least for the blurring technique.

In this work, we explicitly investigated the differences between real and sim-
ulated foveated blurring rendering while moving on a roller coaster in an immer-
sive VR environment. Figure 1 exemplifies the effect seen by users in the two
foveated conditions with respect to a view when no effects have been applied. To
engage participants in being actively scanning the environment, we asked them
to perform a recognition task. We did not expect improvements in the recogni-
tion task since it was just designed to engage participants visually. The blurring
effect was not so strong to prevent recognition of the surroundings.

We expected that both real and simulated foveated blurring reduced in some
respect visual discomfort or the task difficulty and real foveated being better than
the simulated one. Specifically, we measured visual discomfort using a reduced
version of the validated questionnaire proposed by Sevinc and colleagues [15]
that consider three scales for nausea, oculomotor fatique and disorientation.
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2 Related Work

A large amount of research work has been dedicated to the study of visually-
induced motion sickness (VIMS) [9,14]. Several authors agree on the necessity
of finding good strategies to reduce this effect in virtual environments, and dif-
ferent approaches based on specifically designed rendering solutions have been
proposed.

Carnegie and Rhee [5] proposed a dynamic depth of field blurring to reduce
the amount of perceived motion showing a reduction of nausea and disorientation
discomfort in a user study.

Fernandes and Feiner [7] proposed a dynamic reduction of the field of view
that seems to help the participants of a user study to stay in the Virtual Envi-
ronment longer and feel more comfortable than they did in the control condition.

Buhler et al. [3] proposed two visual effects: the “circle effect” (blending the
view of a different static camera outside a circle) and the “dot effect”, (adding
rendered dots in peripheral vision that counteracts the virtual motion of the
environment when the user is moving), to alter the visualization in the peripheral
area of the perceived visual image aiming at reducing effective optical flow. The
study did not show significant effects for reducing VR sickness due to the large
variability of the effects.

Cao et al. [4] proposed the addition of static rest frames and dynamic rest
frames (with velocity-dependent opacity) to limit sickness. Nie et al. [10] used
adaptive blurring of the background. The method detects not salient regions and
applies selective blurring only to them.

FOV reduction, DOF blurring, and rest-frame have been compared in a racing
game task in [16]. A comparison of some of those techniques is proposed in [6].
The study suggested a weaker effect of the rest frame with respect to other
methods.

A selection of the methods has also been implemented in a Unity toolkit and
made available in an open-source repository [2].

As suggested in [11], gaze estimation might be an effective approach to select
the regions where applying optical flow reduction. The use of eye-tracking to
control sickness reduction algorithms has been proposed first in [1]. In this work,
the authors compare foveated vs non-foveated large FOV reductions without
specific tasks performed by the users.

In this work, we aimed to assess the effect on real vs. simulated foveated
blurring empirically. Our study complement and extend the results provided by
Carnegie and Rhee [5] on foveated blurring while offering empirical support to
the approach of using “real” foveated as initially proposed by Pai and colleagues
[11].

3 VR Environment and Task

The VR environment used for the study realizes a roller coaster simulation with
a heavily textured scene with a relevant optical flow at the margins of the visual
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field to foster sickness (Fig. 2). This setting has been chosen because of its natural
form of constrained navigation, limiting possible biases related to user control.

The simulation program was implemented in the Unity framework. The VR
experience was created to use HTC Vive Pro Eye Head-Mounted Display (HMD)
equipped with 120 Hz eye-tracking technology. In each ride, the user goes through
a VR roller coaster experience in which they are sitting in a cart, moving auto-
matically through the course that consisted of a set of rails organized in a closed
loop. The course features a variety of turns, uphill and downhill sections, and
speed variations introduced to induce motion sickness. A full lap around the
course track takes about 160 s.

The simulation can be executed with three different visualization modes:
foveated blurring, in which only a circular area is in focus (centered on the actual
user’s gaze point as tracked by an eye-tracking device embedded in the HMD)
while the rest of the image is blurred; simulated foveated blurring, similar to the
above but the gaze point is assumed fixed in the middle of the rendered frame;
and no effects, on which no blurring effects are applied and all the scene in focus.

For both the blurring modes, the in-focus area is a circle with radius r while,
outside of it, a Gaussian blur with standard deviation σ is applied. The effect
is smoothed from the edge of the in-focus circle with a ramp up parameter that
scales linearly with the distance from the center of the circle. The parameters r
and σ have been tuned in a set of pilot studies with participants not involved in
the main study.

A set of 35 visual targets (similar to those visible in Fig. 1) are placed at
different heights and angles on the sides of the track. Each one displays a string
of 4 letters. Five of the targets contain the “X” character, and they have to be
identified by the users while riding the roller coaster. This recognition task is
relatively easy, but it requires active visual search and attention.

Acknowledging the limitations of the eye-tracking device [17], the recognition
task has been designed in such a way that visual search does not require frequent
and fast head movements.

Fig. 2. View of the roller coaster environment. The user position is anchored to a cart
moving on the red rail track surrounded by heavily textured buildings. (Color figure
online)
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4 The Study

The study design was a full factorial experiment with three within-subject condi-
tions based on the visualization modes described above: (i) (Real) Foveated, (ii)
Simulated foveated, and (iii) No effects The study was carried out in the VIPS
lab at the University of Verona and received ethical clearance by the Human
Research Approval Committee of the same university. The hypotheses were the
following:
– H1 : in general, foveated blurring reduces visual discomfort and the (per-

ceived) task difficulty, with respect to the no effects condition (as partially
demonstrated by Carnegie & Rhee [5]);

– H2 : the real foveated blurring technique reduces visual discomfort and task
difficulty with respect to simulated blurring (as proposed, without empirical
evidence, by Pai et al. [11])

4.1 Participants and Procedure

Thirty-eight (38) participants have been recruited (20 females with age between
18 to 25, 18 males with age between 18 to 25, and 2 males with age between
26 to 30). All of them had normal or corrected to normal vision. Twenty (20)
participants had no previous experience with VR, and 13 had only one previous
experience.

Each participant was tested individually. Upon arrival, s/he received the
informed consent form, the privacy form, and the information about the COVID-
19 procedure adopted. S/he was also informed that the experiment can be inter-
rupted at any moment (nobody actually did) and was asked to fill the pre-task
questionnaire.

Then, the participant was invited to wear the HMD and perform the eye
tracker’s calibration. This procedure provided an initial exposition to VR for
the participants without previous experience and assessed their willingness to
continue the study.

The participant was then assigned to a randomized order and repeated the
roller coaster experience in the three conditions. The positions of the targets
to recognize were also randomized within the conditions and the participants.
Each condition involved one single ride in the roller coaster in one of the visu-
alization modes described above, followed by a 3-min break before starting the
next ride. For the recognition task, the participants had to verbally report to
the experimenter when they located a target with an “X” inside.

The participant was eventually thanked and dismissed. No compensation was
provided for the participation.

4.2 Measurements

A pre-task questionnaire was used to collect demographic information (gen-
der and age), previous experience with VR, self-reported vision problems, self-
reported sensitivity to sickness (measured on a 4-item scale from never to very
often).
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Measures of visual discomfort and task difficulty have been collected after
each condition. For measuring visual discomfort, a reduced version of the Sim-
ulator Sickness Questionnaire (SSQ) [15] has been used. Specifically, we used
the items General discomfort, Fatigue, Eyestrain, Difficulty focusing, Sweating,
Nausea, Blurred vision (all 4-point Likert scales from none to severe) which
correspond to the scales of Nausea, Oculomotor, and Disorientation.

In order to measure the perceived task difficulty, a single item on a 4-point
Likert scale (from very simple to very difficult) has been used.

5 Results

Although the variability in the data is very high (see Table 1), the three SSQ
scales have a good level of reliability (their Cronbach’s alpha values are 0.71 for
the Nausea scale, 0.84 for the Oculomotor scale and 0.76 for the Disorientation
scale). It is worth noting that at least part of the variability is due to the self-
declared sensitivity to sickness: its Pearson correlation with the Nausea scale is
r = 0.48, p < 0.01; with the Oculomotor scale is r = 0.56, p < 0.01 and with
the Disorientation scale is r = 0.59, p < 0.01.

A first attempt to fit a Linear Mixed Effect Model on each scale by using
both condition and the pre-test variables of gender, sight, and sensitivity to sick-
ness as fixed effects with the individual participants as random effects confirms
a statistically significant effect of sickness on each scale and also an effect of con-
dition on the Nausea and Disorientation scales (but not for Oculomotor scale).
Neither gender nor sight have statistically significant effects.

Friedman non-parametric tests (using the individuals as grouping variable)
revealed a difference between the three conditions on the Nausea scale (Fried-
man, f = 10.84, p < 0.01), and Conover post-hoc tests confirm a significant
difference between the no effects condition and the other two (respectively
p = 0.0054 for foveated vs no effects and p = 0.0054 for simulated vs no effects)
but no difference between foveated and simulated. No statistical differences were
found for the other two scales (respectively, Friedman f = 1.54, p = 0.46 for Ocu-
lomotor and Friedman f = 3.36, p = 0.19 for Disorientation). A significant effect
has been found for the difficulty of task (Friedman f = 12.12, p < 0.01). Conover
post-hoc tests confirm a difference between foveated and simulated conditions
(p < 0.01) and between no effects and simulated (p < 0.01) but not between
foveated and no effects.

To better discount the effect of self-declared sensitivity to sickness, we decided
to categorize sickness as low when the value of self-declared sensitivity to sickness
was equal to 1 and high for the values 2, 3 and 4. This procedure partitioned
the data into two groups of 21 participants with low sensitivity to sickness and
17 participants with high sensitivity to sickness.

Among the participants with low sensitivity to sickness, a Friedman non-
parametric tests (using the individuals as grouping variable) revealed a difference
among the three conditions for the Nausea scale (Friedman, f = 9.29, p <
0.01), and Conover post-hoc tests confirm a significant difference between the
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Table 1. Means and standard deviations in the different conditions and levels of sen-
sitivity of sickness. The values displayed in bold have statistical significant difference
with the others across the same condition.

Scale nausea Scale oculomotor Scale disorient. Task difficulty

All Low

sick

High

sick

All Low

sick

High

sick

All Low

sick

High

sick

All Low

sick

High

sick

Foveated 1.90 1.74 2.92 2.02 1.87 3.00 1.83 1.68 2.83 2.07 1.96 2.50

(.74) (.67) (.17) (.67) (.53) (.41) (.72) (.56) (.88) (.69) (.66) (.50)

No effects 2.07 1.91 3.08 2.01 1.85 3.06 1.89 1.72 3.00 2.13 2.03 2.25

(.79) (.70) (.57) (.71) (.55) (.83) (.71) (.54) (.72) (.63) (.60) (.50)

Simulated 1.92 1.74 3.08 2.08 1.88 3.38 1.96 1.78 3.08 2.40 2.31 3.00

(.77) (.66) (.32) (.77) (.58) (.60) (.74) (.60) (.63) (.77) (.74) (.82)

no effects condition and the other two (respectively p < 0.05 for foveated vs
no effect and p < 0.01 for simulated vs no effects) but no difference between
foveated and simulated. No statistical differences were found for the other two
scales (respectively, Friedman f = 0.12, p = 0.94 for Oculomotor and Friedman
f = 0.047, p = 0.98 for Disorientation). A significant effect has been found for
difficulty of task (Friedman f = 8.16, p = 0.01). Conover post-hoc tests confirm
a difference between foveated and simulated conditions and between no effects
and simulated but not between foveated and no effects.

For the participants with (self-declared) high sensitivity on sickness, there
is no difference for the Nausea scale (Friedman f = 2.63, p = 0.27) nor for
the Oculomotor scale (Friedman f = 4.38, p = 0.11) and the task difficulty
item (Friedman f = 4.8, p = 0.09). There is a statistically significant effect
for the Disorientation scale (Friedman f = 7.66, p < 0.05). Conover post-hoc
tests reveal a difference between foveated and simulated but not between those
two and no effect. As expected, there are no differences in the recognition task:
94% of the participants recognized more than 4 targets and only 5 participants
recognized 3 or less.

6 Discussion

Our results, although still preliminary, provide evidence that both techniques
of foveated blurring reduce visual discomfort (hypothesis H1), specifically for
nausea, while the real foveated reduces the perceived task difficulty (hypothesis
H2), but only for users with low sensitivity to sickness. Participants with high
sensitivity for sickness do not seem to benefit from the blurring techniques for
reducing nausea or the perceived task difficulty. Still, we found a small effect on
reducing disorientation.

Although still preliminary, our results consider the moderating effect of indi-
vidual sensitivity to sickness and provide some evidence that it plays a role in
the foveated rendering effect. In this respect, it contributes with new evidence
to the growing body of research. Indeed, the variations in the scores, although
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small, were, at least for the Nausea and Disorientation scales in line with those
found in other studies [1,5].

Differently from previous works, we had noticeable effect only on the Nau-
sea and Disorientation scale and not on the Oculomotor scale for the SSQ.
That might be due to the constrained navigation or the short duration of the
ride that could have limited the VR experience’s sickness effect. Another expla-
nation might be that our task required more cognitive attention than simple
navigational tasks used in other studies, and that may have an impact on the
perception of ocular strain [8].

Another novel result is that we also measured the effect on the perceived task
difficulty and observed a small but significant effect, particularly in differentiat-
ing real from simulated foveated blurring.

Our experiment had some weaknesses and limitations that we plan to over-
come in future studies. The single session duration was perhaps too short to
create a relevant sickness on many subjects. The number of subjects tested was
higher than in other studies but still limited;. It would be better to have a larger
number of participants would allow to using more powerful statistical tools. Both
the sensitivity level of sickness and the experienced sickness were self-reported
while in further studies they should be objectively measured.

For active recognition, it would also be helpful to use a more challenging
task. Although we still believe that an active task helps control the participants’
engagement with the environment, our task was probably too easy.

Finally, an important issue to be considered is related to the accuracy and
the latency of the eye tracker. Recent studies [17] revealed that the device we
used is less precise and accurate far from the center of the headset FOV. The
latency of the tracking could, in principle, also limit the sickness reduction.

7 Conclusion

In conclusion, our results suggest that for participants with higher self-declared
sensitivity to sickness, we found some evidence that the foveated technique pro-
vides a small benefit on disorientation for simulated blurring but not enough to
improve with respect to applying no effects. For participants with lower sensitiv-
ity to sickness, there might be an improvement for nausea when using blurring.
Still, the specific technique does not matter, although the (perceived) difficulty
of the task seems to improve when the real foveated method is used.

The effects of the differences are minimal (and the sample is small); therefore,
the present study results should be considered an indication for further research
rather than robust evidence. Nevertheless, we believe that this study contributes
to the ongoing discussion on the effects of foveated techniques and, in partic-
ular, on the opportunity to implement “real” foveated using eye-tracking. The
difference found in our study between participants with different levels of sensi-
tivity to sickness has never been reported in the literature and deserves further
investigation.
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Abstract. Science and technology have been typically associated with masculin-
ity. Research contradicting this belief has beenmainly focused on our unconscious
awareness. In this paper, we propose two interactive systems designed to make
gender bias noticeable. One that combines physical and virtual environment and
present the numbers of college applications (Gender by Numbers, that interacts
with our consciousmind) and one that usesQR codes to visualize a gender bias rid-
dle (RiddleMe This QR, that interacts with our unconscious mind).We conducted
a study that aimed to infer which of the strategies could trigger a difference using
the conscious and unconscious measures. We found that Gender by Numbers only
reinforced the mentality that men should pursue engineering and women should
go into a more characteristic job like kindergarten teacher or nursing. Riddle Me
This QR uncover the possibility of mentality change. The next step is up to each
individual to have the will to break that prejudice.

Keywords: Gender bias · Technology · High school · Tangible · Riddle

1 Introduction

Social biases have long affected our society [1]. Currently, our global marketplace is
more and more guided by technology [2] and men still dominate, despite the vast growth
in the number of women in science, technology, engineering and math (STEM) fields
[3, 4]. This is a common phenomenon that has long been held true, creating beliefs
and assumptions that specific occupations require either masculine or feminine traits
– it is what we perceive as a stereotype, matching society’s collective knowledge [5,
6]. Whereas prejudice is observed as the operation of social stereotypes [7]. If women
enter a technology area, we consider it a win-win for them as the world gains new
perspectives on problem-solving [4]. Diversity in the working classes leads to creativity,
productivity, and innovation [8].Research onways to reduce prejudice has beenprimarily
focusedon intergroup interactionswith different groups.GordonAllportwas one of those
researchers who focused on conscious response and self-reporting. Patricia Devine and
others, on the other hand, observed that bias can be engaged in unconscious awareness,
hypothesizing that to break the bias habit there must be awareness, motivation and
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training [9–11]. There are at least two ways to raise awareness about implicit bias: one
is to openly inform people of its presence with lectures and workshops; the second is
making the bias salient, that is, calling attention to the likelihood of a specific bias in
others can boost self-awareness of their own biases [9].

2 Related Work

Implicit cognition can be measured using a simple test named The Implicit Associa-
tion Test (IAT). This test detects our stronger pairs of associations, identifying implicit
stereotypes. To understand IAT, imagine you have a basket of apples, both green and
red, and you need to separate them as fast as you can, green to the left and red to the
right. As the difference between them is the colour, the task is easily done. Now imagine
you need to separate them by condition, fresh or rotten (regardless of the colour). Your
sorting speed would decline. The IAT uses this tactic to associate our speed with tasks
about race, gender, religion, age, and so on [12, 13].

Devine assumed that the implicit bias is identical to a habit, that can be diminished
over amixture of self-awareness, involvement about the hurtful effects of the bias and the
deliberated use of strategies to overcome them. In a study, all participants were requested
to complete the Race Implicit Association Test, getting their results in the end. While
the control group went home, the other group watched a 45-min interaction slideshow
that included an education and training piece. In the educational part information was
brought in the sense that prejudice was a habit that could be overcome, the development
of the implicit bias and its damaging effects. While in the training part strategies were
introduced to reduce implicit bias, the acquirer of information about our-group members
and it was explained that those strategies needed to be practiced to break the prejudice
habit. All participants repeated the measurement in the following two, four, six and eight
weeks later. Devine found that those who participated in the intervention had lower their
implicit values than the control group, maintaining it, through the eight weeks. The study
did not affect the racial attitude nor the motivation, however participants did increase
their involvement about discrimination and awareness of their self-bias. In the end, giving
the participants strategies to overcome their own bias is not enough, they need to have
confidence in themselves that they could use the strategies to overcome their bias [10].

Our work focused on the design and evaluation of two prototypes that uses technol-
ogy make the bias salient. To that effect, we explored studies related to the extent of the
message persuading someone. Baesler and Burgoon [14] were interested in the impact
of messages. They bestowed messages centered on statistical evidence and narratives
in three time periods (i.e., immediate, 48 h later, one week later). Both demonstrated
persuasive power; however, to last at least one week of persuasion, the message had to
be composed of statistical and memorable content. A study by Woolley [15], showed
evidence that when a group of people cooperate among themselves, their intelligence is
greater than a group of individuals. Furthermore, that inclination to cooperate efficiently
is related to the number of women in the group. However, when the problem is associ-
ated with gender, the efficiency stops. The author Skorinko [16], thought that students
could learn about stereotypes if riddles (surgeon is male, surgeon is female) were used
in the classroom, discovering first-hand if their ability to solve problems is influenced
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by stereotypes. “A father and son are in a horrible car crash that kills the dad. The son
is rushed to the hospital; just as he’s about to go under the knife, the surgeon says, ‘I
can’t operate – that boy is my son!’ Who is the surgeon?”. In four studies she explored
the cognitive performance (time taken to solve and recognition of difficulty), subjective
learning (if they learn) and objective learning (knowledge) about gender stereotypeswith
the use of opposite riddles. Her results showed that both riddles indicated an increased
understanding about gender stereotypes (subjective learning). As for the riddle compari-
son, when the solution was female, students were slower and rated the riddle as difficult,
but it provoked a better performance in the quiz (objective learning), unlike when the
solution was male.

One study used the combination of the virtual and physical environment to create a
preliminary concept to display a gender imbalance of the student’s choice for an academic
career. Named Gender By Number, with the physical environment as the selection of
the sex and academic career of the student while its results would show in the virtual
environment show in statistic view [18].

Even though there are studies focused on improving gender inclusiveness in compu-
tation [19, 20], some of them believed that the software that people used is the problem:
by disrupting the female problem-solving capabilities [21–23]. One example is this study
that created the GenderMag (Gender-Inclusiveness Magnifier). This technique aids the
creators to detect problems with their software with a “gender-specialized cognitive
walkthrough” and a group of Gender Mag personality within the five factors in problem-
solving approach: Motivations, Information Processing Styles, Computer Self-Efficacy,
Attitudes toward Risk, and style of Learning new technologies [22].

The present article’s goal is to test which type of intervention (Gender by Numbers:
conscious or RiddleMe This QR: unconscious) has the demonstrated potential to change
stereotypes views on occupation and gender. We predict that Riddle Me This QR that
interacts with our unconscious mind would indicate a change in the stereotype views on
occupation and gender. For this purpose, we conducted a study with forty-five students
to interact with one of the prototypes that will be better explained in the next section.

3 Prototypes

In this study, two prototypes were developed centered on our conscious (Gender by
Numbers) and unconscious (Riddle Me This QR) mind. Our aim is to explore how
a combined environment (physical and virtual) can facilitate a clear reflection of the
uneven number of genders, through statistic (Gender by Numbers) or the answer to a
riddle (Riddle Me This QR).

3.1 Measurement of Our Conscious and Unconscious Mind – IAT

As we were interested in one of the topics: Gender - Science (generally associating
liberal arts with females and science with males), we reproduced that topic to create a
measurement of our conscious and unconscious mind (IAT) about two departments cur-
rently available in our hometown University: Exact Sciences and Arts and Humanities.
We transformed the eight words [24] into five words to assimilate the degrees available
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in our hometown University. The five Exact Sciences words (biology, biochemistry,
economics, engineering and mathematics), the five Arts and Humanities words (culture,
education, communication, languages and psychology), have the equivalent number of
female and male gender words; five male gender words (father, uncle, man, grandfather
and son) and five female gender words (mother, aunt, woman, grandmother and daugh-
ter). Both projects have the same instructions; a computer with a keyboard is needed;
the “E” key should be pressed to associate to the group on the left side of the screen and
the “I” key for the group on the right. The project is composed of seven parts, only two
parts are important to measure the stereotype - part 4 and part 7 – with the rest being
mainly for practice (see Appendix A).

The purpose of this project is to measure the time participants take to associate engi-
neering/male and engineering/female, as well as their counterparts, humanities/female
and humanities/male. Each word appears 500 ms after interacting with a key, registering
the time the user takes to press the correct button (time in milliseconds) and the number
of mistakes the user makes. After part 7, the participant’s time is calculated by the dif-
ference between the time for Engineering/Male against Engineering/Female. At the end
of the IAT, the participant is presented with four questions (based on Project Implicit
[24], see Appendix B). All the information was saved in a text file.

3.2 Gender by Numbers - Conscious

Gender by Numbers has been recreated based on [18] with the data from our home coun-
try. From1063 degrees,we created 23 names to use as tags (based on the areas established
by the Education/Training and Course Area [25]) for example, for the degree Computer
Science, we had the name Engineering and Related Areas and 2 tags for sex. All we
needed was to associate each tag with the amount of data for each institution. A rasp-
berry pi three and the Phoenix MFRC-522 RFID tags used as the physical environment
to show the data in the virtual environment, screen. To interact with the prototype, the
user only had to choose a tag corresponding to a course and a tag corresponding to their
sex to see the numbers. (See Fig. 1).

Fig. 1. On the left the interface of Gender by Numbers, with the example of the number of male
students’ applicants in the area of Humanities. The inside of Gender by Numbers. In the middle,
we can see the power bank connected to the raspberry pi 3, and on the right, we see the back part
of the tag readers.
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3.3 Riddle Me This QR – Unconscious

Fig. 2. The two components of Riddle Me This QR. To visualize the riddle, participants had only
to access the wifi connection created by the raspberry pi and scan the QR code to access the riddle.

Riddle Me This QR was inspired by [16] but with a different implementation, using
QR codes to transmit the riddle. A QR (Quick Response) code is a form of barcode that
allows us access to a web information, in this case, a riddle (see Fig. 2). The information
of the riddle is stored in the previously mentioned raspberry pi. The QR code generator
was used to open a website where the riddle is shown – through the raspberry pi [26].
All answers and participants’ names were saved in the raspberry pi.

4 Method

Our study aimed to answer the following questions: Can the mindset of gender bias of
students be changed with technology? Which type of intervention (Gender by Numbers
or Riddle Me This QR) has the demonstrated potential to change stereotypes views on
occupation and gender?

4.1 Design

Forty-five students at the local high school (15 female, Mage = 16.71, SDage = 0.99)
participated in this study (15 students for each experiment). The study used a between-
participants design with a control group (just waits), experiment 1 (Gender by Numbers)
group, experiment 2 (Riddle Me This QR), registering the time they took to complete
the IAT (milliseconds) and their responses to the explicit test serving as the dependent
variables. The study is composed by: (a) IAT, (b) Interaction with one of the prototypes
(A or B) or just wait (each with 15 min), (c) IAT.

4.2 Procedure

Before the study, students were asked to take home a written consent form for them
and their parents to sign. On the day of the study, students were randomly assigned
to three groups: the control group, the Gender by Numbers group and the Riddle Me
This QR group. The experiment consisted of three phases. In the first phase, the student
had to do the IAT. In the second phase, the student had to interact with one of the
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prototypes with a maximum duration of 15 min: In experiment 1 (Gender by Numbers),
students participated together (based on the fact that when a group of people cooperate
among themselves their efficiently is greater than working alone, especially if there
are of opposite genders [15]). Interacting with the pieces, to see the real numbers of
each course. In experiment 2 (Riddle Me This QR), students interacted with the riddle
individually (to learn by themselves about the stereotypes). Finally, in the third phase
the student does the IAT.

5 Results

The times of the measurements for the three studies are shown in Table 1. The best
result outcome would be in the intervals of −5 to 5 s, i.e., take for example in Table
1, in the control group, the number −12.14 means that the students took 12 s more on
average to associate engineering/female than to associate engineering/male. While if the
number were positive, the opposite would happen, on average, the students would have
taken 12 s more to associate engineering/male than associate engineering/female. As
said before the intervals between −5 to 5 are the best outcome as they would associate
to any professions as female or male occupation.

Table 1. The average times in seconds for each group in the pre-study, post-study and its
difference.

Pre-study Post-study Difference

Control group −12.14 −11.41 0.73

Gender by numbers −3.69 −8.25 −4.56

Riddle me this QR −10.37 1.44 11.80

Table 2. The average time in seconds of each in the pre-study and post-study and its difference
in the engineering/male on the left and engineering/female on the right.

Engineering/Male Pre-study Post-study Difference Engineering/Female Pre-study Post-study Difference

Control group 42.54 36.37 −6.17 Control group 54.68 47.78 −6.90

Gender by numbers 52.96 50.24 −2.72 Gender by numbers 56.65 58.49 1.84

Riddle me this QR 54.51 57.75 3.24 Riddle me this QR 64.88 56.31 −8.57

In the control group, there was not much difference, improving their times by only 1
s. In Gender by Numbers, there was an increase by almost 5 s, and finally, in Riddle Me
This QR, we see a very significant improvement, by almost 12 s. Table 2 presents the
analysis regarding the engineering/male and engineering/female. With this separation of
engineering/male and engineering/female, we better analysed the reason for the previous
results (Table 1). In Table 2 on the left, we see that in the control group and the Gender
by Numbers group, the average times decrease, this was not observed for the Riddle Me
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This QR. In Table 2 on the right, the same happens with the control group, decreasing
their times as the Riddle Me This QR group, with an improvement of 9 s.

A Mann-Whitney test was conducted to analyse if there was any difference in the
post-study. In the unconscious measure, the times associating engineering/male of the
control group (Mdn = 36210 ms) were significantly less than those in the other two
groups after interacting with the Gender by Numbers (Mdn = 48945 ms) U = 49, p
= 0.008, r = −0.481 and Riddle Me This QR (Mdn = 47790 ms) U = 46, p = .005,
r = −0.504. However, only between the experiences was found a significance for the
conscious measure, specifically in the third question (“Do you associate engineering to
female or male?”). In experiment 1 (Gender by Numbers), students were associating
engineering/male (Mdn = 3), while in experiment 2 (Riddle Me This QR), they were
associating engineering/ female (Mdn = 4) U = 55, p = .016, r = −0.456.

Analysing the groups individually, the pre-test and post-test with aWilcoxon Signed
Ranks Test, we found that in the control group, the times in engineering/female was
compared with the times in engineering/male, the pre-test and post-test. In the pre-
test, milliseconds were significantly higher on engineering/female (Mdn = 51577 ms)
than on engineering/male (Mdn = 42062 ms), T = 14, p = .009, r = −0.675. The
same happened on the post-test, the times in milliseconds were significantly higher on
engineering/female (Mdn = 44850 ms) than on engineering/ male (Mdn = 36210 ms),
T = 15, p = .011, r = −0.66. For the experiment groups, no significant difference was
found for the times they took to associate engineering with females or engineering with
males. Nor was the significance found between the explicit questionnaires.

6 Discussion

Our study addresses whether any of the interventions (Gender by Numbers or RiddleMe
This QR) shows the potential to change stereotype views on occupation and gender. For
this purpose, we collaborated with a high school to interact with their students to answer
this question. Our results showed that for the unconscious measure, the students in the
control group in the post-study were significantly faster-associating male/engineering
than the other two groups (Gender by Numbers and Riddle Me This QR). By analysing
the difference between the pre-study and post-study, we can see the effects in implicit
measure, while in the control group, the difference is small, in the experiments group,
we can see a much larger difference. In the Gender by Numbers, by showing the real
numbers of engineering application, it reinforced the mentality that only men should
pursue engineering. While in Riddle Me This QR, the opposite happened, the mentality
that awoman can pursue engineering appears to be started to get noticed. In the conscious
measure, only a significant association was detected between the two experiment groups
(Gender by Numbers and Riddle Me This QR). That association was found on the third
question (“Do you associate engineering to female or male?”). While in one experiment,
an association of engineering/male was detected (Gender by Numbers), in the other
(Riddle Me This QR), the opposite was detected, an association of engineering/female.
This difference can be explained because each experiment highlights a different part of
ourmind (unconscious and conscious).While Gender byNumbers highlights the present
situation, as there are more men than women in engineering areas, Riddle Me This QR
highlights that male are not the only ones that can pursue engineering.
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7 Conclusions and Future Work

Tonso and Adichie tell us about their view on what was happening with women and
engineering, the very low enrolling numbers, perpetuating it as a male career [27, 28].
High school students used one of the two prototypes mentioned above to visualize
which had the demonstration potential to type views on occupation and gender. Both
interventions raised interest and curiosity among students. This study suggested that
Riddle Me This QR has the potential to drive the change in stereotype views, and the
next moves are the individuals’ desire or motivation to change. We believe that the
use of technology to make the bias salient is a promising new direction for that end.
Future work will explore a new prototype that combines the two presented prototypes
to combine the best of the two approaches - the numbers and the riddle, the conscious
and the unconscious.
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Abstract. Sketching is a vital step in design processes. While analog
sketching on pen and paper is the defacto standard, Virtual Reality (VR)
seems promising for improving the sketching experience. It provides myr-
iads of new opportunities to express creative ideas. In contrast to reality,
possible drawbacks of pen and paper drawing can be tackled by altering
the virtual environment. In this work, we investigate how hand and pen
transparency impacts users’ 2D sketching abilities. We conducted a lab
study (N = 20) investigating different combinations of hand and pen
transparency. Our results show that a more transparent pen helps one
sketch more quickly, while a transparent hand slows down. Further, we
found that transparency improves sketching accuracy while drawing in
the direction that is occupied by the user’s hand.

Keywords: Virtual Reality · Sketching · Transparency · Occlusion

1 Introduction

Virtual Reality (VR) headsets have become increasingly popular for both con-
sumers and professionals in recent years. While some use their headsets only for
entertainment purposes, VR looks promising for serious tasks such as 3D mod-
eling [4], note taking [18], or exploring spreadsheets [7], among others. Bringing
existing applications to VR is not restricted to implementing their original func-
tionalities. For sketching, VR allows one to implement new ideas and features
that are not feasible in the real world e.g. 3D modeling [11] or sketching in mid-
air [4]. Moreover, VR enables users to be immersed in their favorite surroundings
without any visual distractions as they would appear, for example, in an open
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Fig. 1. The five transparency variations of hand and pen for sketching in VR: (a) both
opaque H100P100, (b) both semitransparent H50P50, (c) hand invisible and pen opaque
H0P100, (d) hand opaque and pen is replaced by a cursor H100P0, and (e) only the
cursor with invisible pen and hand H0P0. Best seen in color.

office space. Further, VR allows the investigation of creative content in 3D space
alone or together with others [6]. For example, an artist could get an impres-
sion of how a painting appears in a museum, gallery, or to viewers. Designers
could quickly sketch a logo and add it to a product to get first impressions of
their work [12] or feedback from customers. Engineers could sketch ideas, discuss
implications of different design decisions in the context of technical drawings.
Moreover, physics laws do not restrict the possibilities of such a sketching envi-
ronment, enabling, for example, a transparent hand or pen which are not prone
to occlusion. Nevertheless, while hand or pen transparency for sketching in VR
sounds promising, to our knowledge, its effect on user performance has not been
investigated in research thus far. Insight into the application of transparency to
sketching utilities or the user in VR and its influence on the performance of the
user could help VR designers and developers to improve future applications and
experiences and enhance user performance by applying transparency to certain
virtual objects.

Previous work has frequently explored hand transparency for integrating
physical keyboards in VR, enabling occlusion-free typing [13,27]. Their study
results look promising, suggesting that novice users benefit most from trans-
parent hands [13]. For sketching in VR, different commercial solutions exist
(e.g., Google Tilt Brush1 and Gravity Sketch2). Additionally, some researchers
explored sketching experiences in VR [4,5]. However, all existing solutions focus
on 3D sketching only, using VR controller-input (e.g., Gravity Sketch) or pen-
input with different types of haptic feedback [4,5]. So far, little research explored
2D sketching in VR, which remains relevant, for example, for early design stages
or user interface design. More importantly, no existing studies provide a system-
atic evaluation of users’ performance with controller/pen or hand transparency.

In this paper, we investigate the effect of different levels of hand and pen
transparency on 2D sketching in Virtual Reality. To enable accurate sketching
in VR, we developed a sketching system called VRSketch that allows tracking of
a physical pen, the user’s hand, and a sheet of paper to sketch on. The tracked
items are integrated into the Virtual Reality experience in real-time, enabling
fluid sketching. In a user study, we compare sketching performances for different

1 Google Tilt Brush. https://www.tiltbrush.com, last retrieved August 12, 2021.
2 Gravity Sketch. https://www.gravitysketch.com, last retrieved August 12, 2021.

https://www.tiltbrush.com
https://www.gravitysketch.com
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hand and pen transparency levels for drawing on a 2D surface; a sheet of paper
(c.f., Fig. 1). Our results show that higher pen transparency allows users to sketch
faster, while not losing accuracy. Moreover, while drawing participants achieved
a mean deviation of slightly above 0.1 cm for each of the investigated techniques,
indicating overall good performance for 2D sketching in VR.

1.1 Contribution

Our contribution is twofold: 1) we propose a system called VRSketch that allows
sketching in Virtual Reality, and 2) conduct a comparative evaluation of five
different levels of hand and pen transparency to understand the impact on users’
2D sketching performance.

2 Related Work

In the following, we review previous work exploring pen input for Augmented
and Virtual Reality, and hand/pen occlusion for different input modalities.

2.1 Pen Input for Augmented and Virtual Reality

As pens offer users a familiar form of input, they have been frequently investi-
gated for Augmented Reality (AR) and Virtual Reality (VR).

For AR, researchers explored how digital pen input can be used to anno-
tate analog paper documents, augmented via either projection [10,22,28] or by
using an Head-Mounted Display (HMD) [16]. Interestingly, annotations written
with the help of an AR pen are processable with Optical Character Recogni-
tion (OCR), and the resulting text can serve as input to interact with applica-
tions [16]. Beyond written text, pen input also allows direct ways of interacting
with AR applications, for example, to navigate menus [25]. Moreover, previous
works investigated pen input in AR for 3D modeling, empowering users to design
based on three-dimensional real-world objects [26].

For VR, researchers examined different interaction types with a digital pen
in different scenarios. For example, for pointing and selecting interactions [17] in
scenarios such as interacting with spreadsheets [7]. A interest of previous work
is text input either by selecting letters on a virtual keyboard [3] or with the use
of OCR [8]. Moreover, previous work studied sketching in VR using a pen as
the input device. Here, an early approach is the Virtual Notepad by Poupyrev
et al. [18]. The Virtual Notepad enables users to take notes and sketches in
an Virtual Environment (VE), using a tracked tablet and pen. In later years,
sketching with a pen in VR was primarily used for 3D sketching, often in the
context of 3D modeling. In this context, either by expanding base sketches in
the third dimension by lifting out single lines with pens [11] or by sketching
lines mid-air [2,4,5]. The main focus of recent research on sketching mid-air is
to create a believable haptic sensation for users. Results show that constraining
the degrees of freedom by, for example, sketching on movable physical surfaces
allows for higher accuracy [2,5] and can enhance interactions [4]. Further, virtual
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environments can provide other helpful features like gridlines that allow the user
to draw 3D sketches by hand [19].

In sum, for sketching in VR, researchers focused mostly on 3D sketching,
aiming for believable haptic sensations when drawing mid-air. Thus, typical 2D
sketching experiences received little attention, while they remain relevant for
many use-cases and allow for more straightforward to implement haptic feedback.

2.2 Hand and Pen Occlusion for Input

One problem when using pens for input is the obscuring of content or interface
elements. When using a pen on a tablet, up to 47% of a 12′′ display can be
hidden by hand, pen, and arm [24]. Besides hiding parts of interface, it can also
result in a loss of precision and speed during input [1,14]. To avoid occlusion,
interfaces can detect occlusion and display content in visible areas [24,30] or
add offsets to controls [23]. However, while this improves precision for targeting
tasks, it decreases the precision for tracing operations like sketching [15].

Another approach to compensate for occlusion while sketching is replacing
the hardware pen tip with a semitransparent one rendered on the tablet [14]. A
semitransparent pen tip leads to a 40% reduction in error rate and an improve-
ment in drawing speed of up to 26% [14]. We adopt this promising concept to
VR and take it further by applying the transparency to the pen and the hand.

3 Sketching in Virtual Reality

The goal of our work is to understand the influence of hand and pen transparency
on a user’s 2D sketching performance in VR. Inspired by the idea of the Phantom-
Pen [14], we extended the concept to include both the user’s hand and the used
pen. We hypothesize that transparency can improve performance, empowering
users to sketch more precisely and quickly than they otherwise could. Further-
more, we are interested in optimizing the experience and precision of sketching
in VR. To investigate VR sketching, we implemented the VRSketch system that
allows real-time tracking of a physical pen, the user’s hand, a sheet of paper,
and a table.

To systematically explore the design space, we first identified pen and hand as
two involved entities that may be improved by transparent rendering. Then, we
continued by differentiating three levels of transparency (similar to the work of
Knierim et al. [13]) that are invisible (0% opacity), semi-transparent (50% opac-
ity) and opaque (100% opacity) for the hand and pen each. Semitransparency in
particular has the potential to help with spatial orientation by displaying infor-
mation without occlusion of content [29]. The complete design space and the
selected evaluation conditions are presented in Fig. 2.

From the design space, we selected the following combinations of hand and
pen transparency as conditions for our comparative study:

H100P100 is our baseline condition in which we render the user’s hand and pen
fully opaque, similar to a real-world environment (see Fig. 1a).
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H50P50 renders both hand and pen semi-transparent, providing spatial infor-
mation and paper content (see Fig. 1b).

H0P100 shows the pen as fully opaque with no transparency, but it does not
render the user’s hand (see Fig. 1c).

H100P0 displays the user’s hand as opaque with no transparency, while the pen
is reduced to a small cursor point, representing the pen’s tip (see Fig. 1d).

H0P0 removes all occlusion caused by hand and pen, rendering only the small
cursor representing the tip of the pen (see Fig. 1e).

4 Evaluation

To investigate 2D sketching in VR and the benefits of semi- and full-transparency
for pen and drawing hand, we conducted a comparative user study with the
selected conditions from the design space (see Fig. 2). We opted for these condi-
tions as they seemed promising to uncover the effects of transparency on sketch-
ing while keeping the experiment time within a reasonable limit. Especially the
semi-transparency applied to the pen and hand seemed promising from the lit-
erature [13]. Future research might investigate the remaining conditions of the
design space.

Fig. 2. The design space for hand and pen transparency and the five investigated
conditions for 2D sketching in VR.

4.1 Study Design

To investigate different pen and hand transparency levels for sketching in VR, we
conducted a within-subjects controlled laboratory user study in Virtual Reality
with the Oculus Rift headset. Our independent variables were technique with
five levels (H100P100 vs. H50P50 vs. H0P100 vs. H100P0 vs. H0P0, see Fig. 1) and
line type with two levels (connected vs. unconnected). Each technique was tested
in a block consisting of four measured trials, with two trials evaluating connected
lines and two trials evaluating unconnected lines. In each trial, participants had
to draw a pattern consisting of 16 lines, drawing 64 lines for each block in total.
To make the task more realistic, we varied the lines’ orientation, introducing
16 different orientations (starting at 0-degree with 22.5-degree steps). Within
each block, each line orientation was tested twice for each of both line types. We
counterbalanced all blocks and the line types within each block using a Latin-
square design to avoid learning effects. We used quantitative methods to evaluate
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sketching performance, taking pattern completion time, sketching accuracy, and
the questionnaires as our dependent variables.

For this study, we asked: (RQ) Which level of transparency for hand
and pen results in the best sketching performance in Virtual Reality?
We posit the following hypotheses:

H1 Semi-transparent rendering of the user’s hand results in the shortest pattern
completion times because it allows users to see the paper underneath while
not losing spatial understanding.

H2 We expect higher sketching accuracy for all conditions that render the pen
semi-transparent or opaque compared to conditions in which it is fully trans-
parent and replaced by a cursor because the cursor does not convey posture.

4.2 Apparatus

We implemented the VRSketch system to enable 2D sketching via pen in VR.
We create an empty virtual room, centered around a sketching table, presented
on the Oculus Rift headset. The scene was created using the Unity game engine
2018.2.20f1 and was running on a Windows PC with an Intel i7-7700K, 32 GB
RAM, and an Nvidia Geforce GTX 1080 Ti. We spatially synchronized VR and
reality by tracking the real-world scene with an OptiTrack system and its Motive
2.2.0 motion capture software. The tracking apparatus involved seven OptiTrack
Primex 13W cameras near the sketching table to enable a high precision cap-
turing of the sketching movements (see Fig. 3a). Furthermore, four additional
OptiTrack Primex 13 cameras were placed at a greater distance for more gen-
eral tracking. For the physical representations, we used a 3D printed pen and a
DIN A4 sheet of paper, both shown in Fig. 3a. The paper was glued to a thin
sheet of acrylic glass for durability and flatness. Both had a unique configuration
of retro-reflective markers to get tracked as rigid bodies by the OptiTrack Sys-
tem. Besides, the user’s hand was tracked by wearing a thin glove with markers.
Thus, we could render both the hand’s general position and the grip motion
when picking up the pen. We also tracked the table, the chair, and the VR head-
set to complete the spatial synchronization. After initial positioning, the head
movement was tracked by the sensors of the HMD. The lines, sketched by the
user, are determined and rendered by the Unity application via calculating the
pen tip’s contact points with the paper. For measuring the sketching precision,
the calculated line points were logged with timestamps. We controlled the degree
of transparency for hand and pen via adjusting the alpha channel of according
texture in the Unity game engine.

4.3 Participants

We recruited 20 volunteer participants (7 female), aged between 19 and 60 years
(M = 33.3, SD = 13.7). None suffered from color vision impairments. Participants
with corrected-to-normal vision were requested to wear their contacts or glasses
during the study. We asked participants to rate their sketching skills on a 7-point
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Fig. 3. a) Hardware setup of the VRSketch system where hand, pen, paper, table,
and chair are tracked via configurations of retro-reflective markers. Seven of the eleven
OptiTrack cameras are close to the table for more precise tracking. b) Overview of the
unconnected test patterns in the upper row and the connected ones in the lower row.
The lines had to be drawn in the direction of the arrows.

Likert-scale from 1 (cannot sketch at all) to 7 (can sketch on a professional level).
Participants stated that they had limited sketching skills (Md = 2.05, IQR = 2.0).
Furthermore, we asked participants for their experience with Virtual Reality.
Five participants had never tried VR before, three used it once, and twelve
participants said they use a VR headset regularly (at least once a month).

4.4 Procedure

At the beginning of the study, we informed participants about the procedure
and asked them to sign a consent form. Afterward, we collected the participant’s
demographic data, sketching skills, and experience with VR. We then introduced
the participant to the Oculus Rift and adjusted the headset for optimal fit and
correct interpupillary distance. Then, we started the study. The study was con-
ducted in five blocks for each participant, with one technique tested in each
block. We counterbalanced all blocks using a Latin-square design. In each block,
participants first took a seat at the sketching table, put on the tracked glove,
and the HMD and picked up the tracked pen. Each block started with a warm-
up pattern, which participants could try until they indicated that they were
familiar with that block’s respective technique. After the warm-up, participants
continued with the measured trails. Participants had to trace lines in four test
patterns for each block, two unconnected, and two connected ones (see Fig. 3b).
After one pattern was complete, the experimenter started the next pattern. After
all four patterns were complete, the participants could take off the headset, pen,
and glove, and fill out the questionnaires: UEQ-S [20], NASA Raw-TLX [9] and
IPQ [21]. After completing all blocks, we conducted a final interview with the
participants asking them about their impressions of sketching in VR and the
individual techniques. Each participant took approximately 70 min to finish the
experiment.
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4.5 Data Preparation

In addition to the observations of users’ impressions, sketching precision is used
for the quantitative evaluation of the different techniques. We use the mean
deviations of the drawn lines from the corresponding target lines of the patterns
to measure precision. Four out of 400 (1%) recorded patterns were corrupted
due to technical difficulties and replaced with the same participant’s matching
pattern of the same technique. We first corrected the lines’ position and rotation
according to the paper’s position to calculate the mean deviations (see Fig. 4).

Fig. 4. To calculate the mean deviation, the points of the sketched lines (a) are assigned
to the lines of the target pattern (b). The assigned points are rotated around the center
of the target line and the center is moved to the origin (c). The points are restricted to
the area between the start and end of the target line, and the sketched line is resampled
with 100 equidistant points (d).

The line points were each assigned to a specific target line, as shown in Fig. 4b
and c. A point was always assigned if its minimum distance to the target line
was less than 1 cm, whereby in the case of connected lines, the bisector between
two lines served as the limit for the assignment. The lines were resampled at
100 equidistant points in line with previous work [2,26] (see Fig. 4e). The mean
deviation of a drawn line from its target line is then calculated as the arithmetic
means of the Y-values’ amounts at the measurement points.

4.6 Results

In the following, we present the results from our study analysis. We use mean
(M), standard deviation (SD) to describe our data. We do not assume normal-
distribution of our data, and thus, apply non-parametric tests. We ran Friedman
tests and post-hoc Wilcoxon Signed-rank tests with Bonferroni correction to
show significant differences.

Pattern Completion Time. To understand how quickly participants were able
to sketch with each technique, we looked at their pattern completion times. The
times in ascending order are: H100P0 = 41.88 s (SD = 16.25 s), H0P100 = 44.08 s
(SD = 15.37 s), H50P50 = 45.86 s (SD = 19.01 s), H0P0 = 48.32 s (SD = 23.13 s),
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Table 1. Significant comparisons of pattern completion times for the different tech-
niques (with r: >0.1 small, >0.3 medium, and >0.5 large effect).

Comparison W Z p r

H100P100 vs. H50P50 2291 3.22 0.011 0.25

H100P100 vs. H100P0 2654 4.96 <0.001 0.39

H50P50 vs. H100P0 2318 3.35 0.007 0.26

H100P0 vs. H0P0 742 −4.21 <0.001 0.33

and H100P100 = 50.17 s (SD = 21.66 s). Figure 5 compares the pattern completion
times. A Friedman test revealed a significant effect of technique on pattern com-
pletion time (χ2(4) = 35.91, p< 0.001, N = 20). Post-hoc tests showed significant
differences between some of the evaluated conditions (see Table 1). For the com-
pletion time, we conclude: H100P0 < H50P50 < H100P100 and H100P0 < H0P0.
For H0P100 we cannot make a statement.

Fig. 5. Boxplots of pattern completion times for the different techniques.

Sketching Accuracy. Throughout the study, participants drew exactly 6400
lines. To evaluate the sketching accuracy of each technique, we applied our data
preparation step described in Sect. 4.5. The mean deviations of each line within
each technique in ascending order are: H100P100 = 1.02 mm (SD = 0.55 mm),
H50P50 = 1.04 mm (SD = 0.55 mm), H0P100 = 1.06 mm (SD = 0.55 mm),
H100P0 = 1.06 mm (SD = 0.6 mm), and H0P0 = 1.08 mm (SD = 0.58 mm). The
mean deviations are compared in Fig. 6. We applied a Friedman test,
which revealed no significant differences between the techniques (χ2(4) = 8.23,
p = 0.083, N= 20).

Sketching Accuracy for Different Sketching Directions. The area in the
direction of sketching can be occluded, for example, by the virtual pen or the
hand of the VR user. Hence, the sketching direction could influence sketching
performance. To gain further insides about the effect of the transparency, we
reviewed the influence of the sketching direction on the sketching accuracy by
clustering the different line orientation into quadrants. The quadrants are Q1:



204 J. Auda et al.

Fig. 6. Boxplot of the mean sketching deviations for the different techniques.

upper right, Q2: upper left, Q3: lower left, and Q4 lower right. For example, if
a line is drawn towards the upper left relative to its starting point, it belongs
to Q2. The edge cases are clustered as follows: drawing upwards Q1, drawing
to the left Q2, drawing downwards Q3, and drawing to the right Q4. The mean
deviations for each technique and quadrant are shown in Table 2. To analyze the
data of the different quadrants, we compared both the different techniques in
each quadrant and the different quadrants of each technique.

Table 2. The mean sketching deviation (in mm) per technique and quadrant.

Technique Q1 Q2 Q3 Q4

H100P100 0.97 (SD 0.51) 0.96 (SD 0.46) 0.92 (SD 0.49) 1.06 (SD 0.54)

H0P100 1.04 (SD 0.53) 1.03 (SD 0.55) 0.94 (SD 0.49) 1.09 (SD 0.57)

H100P0 1.05 (SD 0.61) 1.08 (SD 0.51) 1.02 (SD 0.58) 1.09 (SD 0.65)

H0P0 1.05 (SD 0.61) 1.13 (SD 0.58) 1.06 (SD 0.6) 1.11 (SD 0.56)

H50P50 1.08 (SD 0.59) 1.15 (SD 0.61) 1.08 (SD 0.57) 1.14 (SD 0.61)

Comparison of Techniques within Quadrants. We performed Friedman tests for
each quadrant. For Q1 (χ2(4) = 4.15, p = 0.386, N= 20) and Q4 (χ2(4) = 3.88,
p = 0.422, N = 20), we observed no significant differences between the tech-
niques. However, the Friedman tests for Q2 (χ2(4) = 24.09, p = 0, N = 20) and
Q3 (χ2(4) = 20.64, p = 0, N = 20) revealed a significant effect of technique on
the mean deviation. Post-hoc tests showed significant differences between some
of the conditions (see Table 3). We conclude that H100P100 leads to significantly
higher accuracy than H50P50, H0P100, and H0P0 in Q2 and that H50P50 and
H0P100 lead to significantly higher accuracy than H100P0 and H0P0 in Q3.

Comparison of Quadrants of Each Technique. For the comparison of mean
deviations in the different quadrants for each technique the Friedman tests for
the techniques H100P0 (χ2(3) = 3.61, p = 0.307, N = 20) and H0P0 (χ2(3) = 6.3,
p = 0.098, N= 20) revealed no significant differences. For the techniques H100P100

(χ2(3) = 12.1, p = 0.007, N= 20), H50P50 (χ2(3) = 19.19, p = 0, N = 20), and
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Table 3. Pairwise comparisons of mean deviations with significant results for the
different techniques in the quadrants Q2 and Q3.

Quadrant Comparison W Z p r

Q2 H100P100 vs. H50P50 20404 −3.19 0.014 0.13

Q2 H100P100 vs. H0P100 18443 −4.37 <0.001 0.17

Q2 H100P100 vs. H0P0 19110 −3.97 0.001 0.16

Q3 H50P50 vs. H100P0 20066 −3.39 0.007 0.13

Q3 H50P50 vs. H0P0 19947 −3.46 0.005 0.14

Q3 H0P100 vs. H100P0 20438 −3.16 0.015 0.13

Q3 H0P100 vs. H0P0 20780 −2.96 0.03 0.12

H0P100 (χ2(3) = 14.79, p = 0.002, N= 20) the Friedman tests revealed a sig-
nificant effect of the quadrants on the mean deviation. Post-hoc tests showed
significant differences between some of comparisons (see Table 4).

Table 4. Pairwise comparisons of mean deviations with significant results for the
techniques H100P100, H50P50, and H0P100.

Technique Comparison W Z p r

H100P100 Q1 vs. Q4 19307 −3.85 0.001 0.15

H100P100 Q2 vs. Q4 18994 −4.04 <0.001 0.16

H100P100 Q3 vs. Q4 21033 −2.81 0.03 0.11

H50P50 Q1 vs. Q3 31759 3.67 0.001 0.15

H50P50 Q2 vs. Q3 32367 4.04 <0.001 0.16

H50P50 Q3 vs. Q4 19011 −4.03 <0.001 0.16

H0P100 Q2 vs. Q3 33294 4.6 <0.001 0.18

H0P100 Q3 vs. Q4 19255 −3.88 0.001 0.15

Here we conclude that for technique H100P100 Q4 is significantly worse then
for all other quadrants, that for H50P50 Q3 is significantly better then all other
quadrants, and that for H0P100 Q3 is significantly better than Q2 and Q4.

Questionnaires. Furthermore, we asked participants to fill out three different
questionnaires (NASA Raw-TLX, User Experience Questionnaire, and iGroup
Presence Questionnaire) after each technique. In the following, we report on the
gathered results using median and interquartile range (IQR).

NASA Raw-TLX. To evaluate the workload of the different techniques, we ana-
lyzed the results of the NASA-TLX. The median scores in ascending order
are: H100P0 = 18.75 (IQR = 19.58), H0P0 = 19.17 (IQR = 21.25), H0P100 = 20.42
(IQR = 12.08), H100P100 = 20.83 (IQR = 20.62), H50P50 = 22.92 (IQR = 14.17).
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To compare the scores, we conducted a Friedman test that revealed no signifi-
cant effect of technique on the NASA Raw-TLX score (χ2(4) = 5.83, p = 0.212,
N = 20).

User Experience Questionnaire. For insights on the user experience, we con-
ducted the short version of the UEQ (see Table 5).

Table 5. Results of the UEQ-S for the different techniques.

Technique Pragmatic quality Hedonic quality Overall quality

Median IQR Median IQR Median IQR

H100P100 1.0 2.31 1.62 1.0 1.19 1.56

H50P50 1.75 1.62 1.88 1.31 1.75 1.22

H0P100 1.62 2.12 2.0 1.31 1.62 1.28

H100P0 0.75 1.62 1.62 0.81 1.38 0.81

H0P0 1.5 1.81 1.5 0.81 1.62 1.22

To compare the overall quality for the individual techniques, we conducted a
Friedman test which revealed a significant effect. However, a post-hoc tests did
not reveal any significant differences.

iGroup Presence Questionnaire. The results of the iGroup Presence Question-
naire (IPQ) are shown in Table 6. A Friedman test revealed a significant effect of
technique on overall score. Post-hoc tests showed a significant difference between
H100P100 and H0P100 (W = 16, Z =−2.77, p = 0.04, r = 0.44), meaning that ren-
dering hand and pen opaque results in lower presence, than rendering only the
pen opaque and not the hand.

Table 6. Results of the IPQ for the different techniques.

Technique General presence Spatial presence Exp. realism Involvement Overall score

Median IQR Median IQR Median IQR Median IQR Median IQR

H100P100 4.0 1.0 4.2 1.05 2.75 0.81 2.75 1.19 3.32 0.96

H50P50 4.0 1.0 4.3 1.25 2.75 1.31 2.75 0.88 3.54 1.07

H0P100 4.5 1.0 4.1 1.5 3.0 1.06 3.0 1.25 3.46 0.91

H100P0 4.0 1.0 4.0 1.1 2.75 1.25 2.75 0.75 3.39 0.68

H0P0 4.0 1.0 3.9 1.45 2.88 0.94 2.88 1.06 3.11 0.89

5 Discussion

In the following, we discuss the most important findings of our user study.

Pattern Completion Time. In our results, we found that the more the opacity
of the pen is reduced, the faster participants were able to sketch. This result
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is in line with similar findings in previous work. For example, Lee et al. found
that rendering the pen tip transparent also increases the sketching speed [14]. In
contrast, reducing the opacity of the hand resulted in longer pattern completion
times. However, in H1, we expected a semi-transparent rendering of the user’s
hand would result in the shortest completion time. We could not verify this
in our study, and hence, cannot accept our hypothesis H1. However, mixing
transparency and opacity, one on the hand and one on the pen, resulted in
shorter completion times compared to both elements being fully transparent or
fully opaque. This might indicate that providing both overview by transparent
elements and spatial information by visible elements together could indeed be
beneficial. In the future, further research could investigate more fine-grained
levels of transparency to uncover its definite influence on completion time.

Sketching Accuracy. We found no significant influence of transparency on user’s
accuracy, neither for transparency of the hand nor for the pen. Therefore, we
cannot accept our hypothesis H2. While this result is in line with previous work
(e.g., transparent hands for typing on physical keyboards [13]), we expected a
higher sketching accuracy for semi-transparent rendering as it empowers users
to see otherwise occluded sketch areas. Nonetheless, we think that we did not
observe an effect because humans may have adapted to this constraint due to
excessive practice (writing with a pen is one of the first skills we learn at school).
Overall, the measurements with a maximum mean of 1.08 mm for mean deviation
show the high precision of VR sketching with VRSketch. In comparison, Arora
et al. [2] found a mean deviation of 2.54 mm (SD = 1.87 mm) for the data subset
with the closest conditions of drawing straight, short lines on a horizontal writing
surface using a VR-HMD. We downloaded the corresponding GitHub repository3

and applied our algorithm shown in Fig. 4. The high precision of sketching with
the VRSketch system confirms the positive effect of concrete writing surfaces
and visual guidance aids, as shown by Arora et al. and Wacker et al. [2,26].

Accuracy and Sketching Direction. For example, for H100P100, sketching in Q4
(downright/below hand and arm) was significantly worse than in all other direc-
tions, which shows the influence of occlusion as described by Vogel et al. [24]. In
general, from our results, we learned that fully seeing the hand makes it easier
to sketch away from arm and hand, while eradicating the pen makes it more
challenging to sketch towards the down left quarter. Based on our findings, we
suggest that it may be beneficial to adapt the transparency, dependent on the
sketching direction dynamically, to reach an optimal accuracy.

Perceived Workload. For the NASA Raw-TLX [9] questionnaires, we observed
that not rendering the pen resulted in a lower workload. In contrast to previous
work [13], we found that not rendering the hands did not lead to significantly
higher workload. Quite the opposite, transparent and opaque hands and pen
resulted in a higher workload. However, these results were not statistically sig-
nificant.
3 https://github.com/rarora7777/VRSketchingStudyCHI17.

https://github.com/rarora7777/VRSketchingStudyCHI17
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User Experience and Presence. In the conducted UEQ-S questionnaires, we did
not find any significant differences between the techniques. Nevertheless, our
findings point in the direction that seeing the hand fully visible results in less
pragmatic quality, while overall, the results indicate a good user experience.
Seeing only the pen significantly increases presence compared to seeing the pen
and virtual hand. This finding is very interesting and in line with some VR
games4 that as soon as one grabs an object, do not render the users’ hands
anymore but instead only show the object that the user is holding.

Limitations. Our work is limited by the rather complex setup that we used to
implement our VRSketch system. It relies on several expensive OptiTrack sensors
and enough space to set up the tracking system. Nonetheless, we argue that as
VR advances tracking accuracy improves and in a few years, it may be possible
to track physical objects in our surroundings to integrate them in the experience
(as is demonstrated with integrated hand-tracking on the Oculus Quest).

6 Conclusion

In this work, we investigated five different levels of pen and hand transparency
for sketching in VR. We proposed the VRSketch system that integrates users’
hands and a pen into a virtual sketching environment. Our results show that
drawing lines with our VRSketch system, on average, results in a mean deviation
of slightly above 0.1 cm. Moreover, we could show that not seeing the pen, allows
users to draw more quickly while not losing accuracy. In the future, we want to
experiment with dynamic transparency that adjusts pen and hand rendering
based on the user’s current sketching or writing direction.
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Abstract. Creating tactile patterns on the body via a spatial arrange-
ment of many tactile actuators offers many opportunities and presents a
challenge, as the design space is enormous. This paper presents a VR
interface that enables designers to rapidly prototype complex tactile
interfaces. It allows for painting strokes on a modeled body part and
translates these strokes into continuous tactile patterns using an inter-
polation algorithm. The presented VR approach avoids several problems
of traditional 2D editors. It realizes spatial 3D input using VR controllers
with natural mapping and intuitive spatial movements. To evaluate this
approach in detail, we conducted a user study and iteratively improved
the system. The study participants gave predominantly positive feedback
on the presented VR interface (SUS score 79.7, AttrakDiff “desirable”).
The final system is released alongside this paper as an open-source Unity
project for various tactile hardware.

Keywords: Tactile patterns · Tactile pattern design · Tactile
feedback · Design tool · Design interface · VR tool · Spatial input

1 Introduction

Beyond haptic renderings, which may be realized using physics simulations (e.g.,
contact or impact forces), tactile patterns (TPs) can be used for abstract con-
cepts such as eliciting emotions or guidance during navigation. However, the
design of tactile patterns for such abstract concepts requires manual exploration
of the design space. It is also interesting for non-technical people (e.g., for per-
sonalized touch sensations between remote humans). With the emergence of
high-fidelity haptic feedback, the demand for interfaces that can be used to
design TPs and effects rose as well. Several works appeared in the recent past
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[6,13,20,33,36,42] but none of these approaches is designed for a high number
of actuators that may be spatially oriented in more complex shapes than just a
2D grid.

Fig. 1. The final version of VRTactileDraw in action. Users wear an HTC Vive Pro
VR headset and a tactile display [26] (center). A user draws symmetric strokes on the
3D model head in VR (left) and then replays the resulting pattern (right). During
drawing, the user can feel the resulting tactile actuation.

This work introduces a pattern design interface for tactile feedback systems
that feature many actuators in complex spatial arrangements around the body
(e.g., [3,4,10,14,26,29,32,41]). The need for a pattern designer for systems,
including many arbitrarily distributed actuators on the human body, can be fur-
ther motivated by the wide range of novel use cases the systems above enable.
For example, full-body suits potentially enable the feeling of physical closeness
to a remote person by ”distantly touching or brushing“ a model body in any
desired location, effectively creating a real-time TP. Another example would be
creating TPs for an immersive movie where viewers wear a tactile system when
watching action-packed scenes and feel specifically designed effects on their body.
Imagine feeling the shockwave of an explosion or a giant spider crawling up your
spine and over your head before finally becoming visible in the movie scene from
above.

In our prior work [24], an iterative design process was followed, which includes
several design and implementation phases and two think-aloud studies with feed-
back from technical and non-technical users. The goal was to develop two variants
of an intuitive TP designer (see Fig. 2):

– A curve interface, which behaves like an audio/video editor, allowing the user
to modify the intensity-over-time curve of each actuator.

– A drawing interface, which allows the user to directly draw actuation strokes
onto a body part, with interpolation between the actuators.
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Fig. 2. Curve interface (left) and drawing interface (right) from prior work [24].

With the TP designer from our prior work [24], created patterns can be
played while drawing. Heat maps provide a live visual representation of vibration
intensity. Users who wear the tactile feedback system can simultaneously feel the
created pattern. The two variants have different advantages and disadvantages,
but we focused on improving the drawing interface, as users tended to prefer it
over the rather complex curve interface. Some of the most severe disadvantages
of the drawing mode are related to the 2D user interface. In particular, the
following tasks are difficult to perform with the 2D interface:

– Drawing a stroke on a non-flat body part from a 2D camera perspective as
this leads to distortions.

– Moving the camera around the modeled body part while drawing a stroke.
– Adjusting the stroke intensity level while drawing a stroke.

These issues with the 2D interface led us to develop a VR user interface
for the same purpose. A VR interface can address the above challenges. It offers
increased spatial awareness, ease of moving around a 3D model by simply walking
around, and a more direct spatial mapping when drawing. While developing the
VR interface, we had the following research questions in mind:

– RQ1 - Usability: What kinds of interactions are suited best for designing
tactile patterns in VR? How can the required interface functionality be made
as simple and intuitive as possible, and what levels of and usability does the
designed VR interface achieve?

– RQ2 - Comfort: How can the VR experience be made comfortable for the
user, and what levels of and comfort does the designed VR interface achieve?

The final version of the resulting VRTactileDraw system is shown in Fig. 1.

2 Background and Related Work

We first give an overview of tactile feedback systems without going into too
much detail, as the specific actuator configurations and application areas are
less relevant to this work. Then we discuss several TP editors and conclude with
the specific prior work on which this paper is based.
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2.1 Tactile Feedback

Early work on tactile displays appeared in 1957 by Geldard et al. [16] and was
neatly summarized alongside newer work and general guidelines by Jones and
Sarter [23]. Their research review in the area concludes that different levels of
vibrotactile intensity and frequency are hard to distinguish and even interfere
with each other. Simultaneously, stimulus location and duration are easier to
identify and can thus achieve a higher bandwidth of communicated information.

A variety of tactile feedback systems appeared after the initial steps in this
domain with a large number of different use cases, including situational aware-
ness, navigation and guidance, vision substitution, obstacle avoidance, notifica-
tion, target acquisition, and others:

– vibrotactile belts: e.g. [15,34,45]
– vibrotactile systems on the arm, wrist, or hand: e.g. [4,33]
– vibrotactile systems on the head: e.g. [8,11,26]
– vibrotactile systems on the back: e.g. [22,38]
– full body suits: e.g. [3,10,14,29,32]

Except for full-body, head-worn, and vision substitution systems, most of
the systems above feature a relatively low number of actuators in a simple con-
figuration and require only moderate work to define meaningful TPs manually.
However, there are systems with large numbers of actuators or complex actuator
arrangements [3,4,10,14,26,29,32,41], which pose an obvious challenge to the
design of TPs. They currently require a significant amount of manual work by a
pattern designer or algorithmic support to generate meaningful TPs due to their
complexity. In such situations and without the support of a suitable interface,
creating high-quality TPs is a daunting task. These use cases are likely to profit
most from the proposed system, as it is expected to drastically reduce the amount
of work needed for generating meaningful TPs. It enables fast prototyping and
allows even non-technical users of the system to define their own TPs.

Fig. 3. HapticHead for vibrotactile feedback around the head [26].

One system that benefits from the VRTactileDraw system is HapticHead [26].
HapticHead is a vibrotactile interface with a total of 24 actuators located around
the head in a sphere-like arrangement (see Fig. 3). The actuator type we used
in this work is a common coin-style Precision Microdrives model 312-101 [35]
(12500 rpm at 3.3V, 12 mm coin type, 2.6 g normalized amplitude, 40 ms lag
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time, 132 ms rise time, and 285 ms stop time). Combined with the high update
rate of the HapticHead system 90 Hz, this actuator type can playback any tactile
intensity, roughness, and rhythm within its limits (namely rise and stop time).
Typical, predefined patterns such as sine or sawtooth are also possible.

2.2 Tactile Pattern Editors

Single Actuator Multi-actuator device

In
di

re
ct

 re
pr

es
en

ta
tio

n 
/ 

M
et

ap
ho

r-
ba

se
d

D
ire

ct
 re

pr
es

en
ta

tio
n

of
 s

ig
na

l Haptic Icon Prototyper PosVibEditor

iPhone

Demonstration-based
Tool

VibScoreEditor Tactile Editor

TactiPed

Cuartielles et al.

VRTactileDraw
Time-based
Dimension

Time and spatial
Dimensions

Audio/Musical

Touch

Visual

Tactile Animation Authoring Tool

HFX Studio

VibroPlay

Swindells et al.

Macaron
Precision

Blind Theatre editor in-VR

3DTactileDraw

Fig. 4. Design space of TP editors after [33], modified to include VRTactileDraw and
various other recent works.

Seifi et al. [42] evaluated three possible interfaces that allow users to define TPs
for a single actuator in a Wizard of Oz study. They conclude that users want
more control (intensity, roughness, and rhythm) over TPs than a simple choice
among preset patterns. Macaron is a web-based TP editor for single actuator
TP design [40]. Swindells et al. published an editor to merge simple haptics with
audio and video channels [44].

Cuartielles et al. [6] briefly present four different approaches to TP editors and
give recommendations on how a TP editor should allow interaction (touch-based,
not overly complex, and allowing immediate replay of the created pattern). The
“Blind Theatre Editor” (2009) mentioned in [6] is an approach to generate TPs
for up to 64 haptic actuators. However, while it allows defining an intensity curve
for each actuator individually on a timeline, like the curve mode in [24], it is also
quite complex, shows just a rough indication of spatial actuator position, and
can only be used by technicians [6].

The posVibEditor [36] aims to support TP design for multiple actuators and
arbitrary waveforms but lacks in selecting a particular actuator from a large
number of possibilities as the actuators are not visualized on the affected body
part. Moreover, each actuator curve has to be defined individually, leading to
a high degree of control on the generated pattern but is rather complex. The
bHaptics Designer [3] by bHaptics Inc. is similar to the posVibEditor. It was
released alongside a commercial tactile suit and accessorizes for VR gaming and
also features grid and timeline editing of TPs using the mouse and keyboard [3].
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TactiPEd [33] is a visual interface to easily prototype TPs for multiple actu-
ators. [33] surveys several systems and approaches and discusses their strengths
and weaknesses, including some of the ones above (see Fig. 4). The philosophy
behind TactiPEd is closely related to this work, as the goal is to provide a
simple visual interface to define TPs for multiple actuators. While [33] works
for actuator arrangements of up to 6 to 8 actuators, such as in a wristband, it
is unclear whether it scales to more complex spatial arrangements due to the
missing spatial 3D mapping. The Tactile Animation Authoring Tool, presented
with an algorithm to interpolate between actuators in grid displays, is similar
to the algorithm used in this work. It allows users to draw strokes on a 2D grid
representation of actuators, thus enabling rapid prototyping of TPs for 1D or
2D tactile grids [38]. It has not been released publicly nor validated in usability
studies with standardized usability measures.

HFX Studio [7] is a haptic editor to design patterns for VR use cases with
the human perceptual model in mind. The intention is to design haptic patterns
for VR, but the actual pattern editing is performed outside of VR using Unity
timelines with a mouse and keyboard. Thus, while the aim is related to the
aims of VRTactileDraw, the interaction concept is very different. In principle,
HFX Studio can design TPs of similar spatial complexity like the ones resulting
from VRTactileDraw. However, the effort and time investments in designing
such complex TPs are considerably higher than our approach. In Danieau et
al.’s [7] study task of drawing a tactile arrow on a model, users took more than
three minutes on average, while the same task takes just a few seconds with
VRTactileDraw. Nevertheless, HFX studio is one of the most advanced haptic
editors, as it aims for high precision and even allows defining effects for other
modalities (like thermal and pressure) in addition to vibration.

VibroPlay [21] is the first short concept of an in-VR TP editor that allows
direct manipulation of a pattern by touching actuators in a model (only sup-
ports binary on or off), which is distinct to our approach. The concept was
neither fully documented nor tested in a usability study. Finally, 3DTactileDraw
[24], mentioned in the introduction, shows a first implementation of two possible
user interfaces for designing TPs using strokes on a model for a large number
of actuators in arbitrary configurations. The implemented curve interface (see
Fig. 2, left) is closely related to many of the approaches above. The drawing
interface (see Fig. 2, right) pursues a novel approach to define TPs. With the
drawing interface, individual actuators no longer have to be defined separately.
Instead, the user can draw a stroke on the model of a body part. An interpo-
lation algorithm, first published in [25,26] and similar to TactileBrush [22,38],
takes care of modeling the resulting TP. This drawing interface was preferred
by most participants of the user studies that compared the curve interface, and
the drawing interface [24]. However, due to the nature of a 2D user interface
and mouse and keyboard input, this system has some inherent limitations. For
this reason, we decided to realize the TP editor in a VR environment. Unlike
most previous related works, the simple and intuitive design of VRTactileDraw
focuses on novice users.
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3 Iterative Design Process and Implementation

We started by reviewing TP design interfaces from related work. We settled on
using the Unity IDE for VR scene modeling with the HTC VIVE Pro, including
the wireless add-on, as the basis of our system. The HTC VIVE has left and
right-hand controllers, which are used simultaneously. These controllers feature
several buttons, including an analog trigger button and a touchpad, which offer
various possibilities for the design of VR interfaces.

3.1 Virtual Reality Interface Design

Apart from appropriate hardware, a suitable user interface design is needed for
effective tool selection and to prevent so-called VR sickness (in particular nau-
sea) from occurring [30]. Previous work on VR sketching showed prototypes of,
e.g., a color selector menu [9]. We mostly followed the guidelines by Sherman
et al. [43] for general guidelines, Alger [1] for recent VR interfaces, and Lin et
al. [31] for measures to prevent VR sickness. Lin et al. [31] recommend using
independent visual backgrounds to reduce VR sickness. With RQ2 in mind, we
implemented this by using a low-poly background from the Unity asset store. We
chose a background with few environmental features (e.g., mountains and trees)
to prevent distraction and for performance reasons. The VR environment should
be rendered at least as fast as the VR headset refresh rate to reduce the likeli-
hood of VR sickness and nausea [43,46]. Alger recommends using radial menus
anchored on the controllers or hands themselves combined with a touchpad [1].
We found this a useful recommendation for implementing several different inter-
face options for the HTC Vive controllers as we aimed to design our interface as
simple and intuitive as possible (RQ1). The final mapping of interface functions
to controller buttons is shown in Fig. 5. Because drawing in mid-air sometimes
leads to inaccuracies, it is necessary to let users rapidly delete and re-draw a
stroke in case of erroneous input.

3.2 Goals and Basic Features

We defined the following set of goals for the system, which originate from earlier
work [24], VR interface design guidelines mentioned above, our research ques-
tions defined in the introduction, and pilot testing:

G1 Make the VR interface easy and intuitive to use so that non-technical and
first-time VR users can still design their imagined TPs for a complex tac-
tile interface on an experimental basis, without having to rely on external
documentation or training.

G2 All settings within the interface should be within reach, and easily usable,
comparable to Tilt Brush [17] and adhere to the design guidelines set by
Alger [1].

We identified the following basic features of the VR TP design interface,
which originate from pilot testing and adapting related work in VR [24]:
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– Drawing strokes of varying intensity levels by “laser pointing” at a modeled
body part.

– Instantly rendering the stroke that a user is currently drawing as a TP (the
user should see real-time visual feedback and feel tactile feedback).

– Selecting existing strokes by pointing and clicking or through menu buttons.
– Replaying the entire pattern, which may consist of several strokes that may

overlap in time.
– Changing the TP playback speed seamlessly within a certain range (e.g.,

0.1–3.0 times the original speed).
– Jumping to a desired position within the TP and looping the TP.
– Changing the start time of a stroke relative to other strokes after drawing it.
– Deleting strokes and patterns.

3.3 Design and Implementation

Based on related work and the goals and essential functions outlined above, we
started designing a VR interface for TPs from scratch. In our first sketching
sessions, we came up with the concept of two radial controller menus as sug-
gested by Alger [1], where one “draw” controller in the user’s dominant hand
would be responsible for the main functions (e.g., draw, delete stroke/entire pat-
tern, return to the main menu). In contrast, the “select” controller in the user’s
non-dominant hand is mapped to secondary functions, such as stroke selection,
pattern playback speed, start/pause, and current position in the pattern. Fur-
thermore, we designed a simple main menu for choosing between the available
patterns, specify global settings, and potentially delete patterns.

We used Unity v5.6.6f for the implementation. The project is designed so
that it can easily be used with a variety of tactile interfaces.

We implemented the aforementioned basic features and made them accessible
via two controller menus as shown in Fig. 5. To quickly delete multiple strokes,
we implemented a multi-tap for the “delete stroke” button so that users can
delete strokes in rapid succession without a confirmation dialog. We decided not
to implement an undo function for this feature, as it is easy to draw a new
stroke in case of accidental deletion. Deleting all strokes at once is also possible
by deleting the entire pattern in the main menu.

As shown in Fig. 6, we designed a head-up display (HUD) embedded in the
upper center of the user’s field of view. The HUD shows the current and total
time in the pattern, an overlay of all strokes with their respective colors, the
selected pattern speed, and whether pattern looping is turned on. It also seam-
lessly shows the current position on the timeline while changing the current time.
This HUD makes it easy to use these functions without looking at the controller.
We also decided to show the current stroke intensity percentage as a hint that
stroke intensity is proportional to force applied to the trigger button (hidden
while no stroke is being drawn).

Since the user can draw multiple strokes which have to be visually distin-
guished, we select colors for our strokes by picking colors from a color alphabet
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Fig. 5. Final mapping of the controller menu in the final prototype. Some functions
were not yet present in the user study. Left: selection controller, right: drawing con-
troller. Menu items can be selected by moving the thumb in the appropriate direction
on the touch pad and then pressing down. Pressing down multiple times without fully
lifting the thumb triggers the action repeatedly. Some menu items lead to an adjustable
slider, which is confirmed by pressing down (bottom center).

Fig. 6. First version of the head-up display with annotated elements.

designed by Green-Armytage [18]. It ensures a high contrast between the colors
and works well on bright backgrounds.

We initially implemented the same interpolation algorithm for tactile actu-
ation as in [24,26], but finally settled on a different algorithm. The original
algorithm was targeted explicitly at guidance, whereas in this work, each actu-
ator’s intensity depends on one or more drawn strokes. The original guidance
algorithm would sometimes stimulate an actuator farther away to get a person
to move their head in that direction. In contrast, the new algorithm always picks
the actuators closest to the stroke. The new interpolation algorithm works as
follows: For a single position on a stroke, we gather the N = 3 closest actua-
tors. These are driven at an intensity proportional to their distance to the stroke
position, normalized over all N actuators, and multiplied by the stroke’s inten-
sity at the current position (0..1). In case multiple stroke positions of different
strokes affect an actuator at the same time, the results are added up per actuator
and capped at the maximum intensity. This algorithm is less suitable for tactile
interfaces that do not feature a dense layout of tactile actuators. For exam-
ple, HapticHead has closely spaced actuators to take advantage of the tactile
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funneling illusion, which may cause users to perceive stimulations as smoother
and in-between actuators [26,27]. The interpolation algorithm can easily be
replaced by a more appropriate algorithm for less dense arrangements.

4 User Study

We validated our system in a user study with 17 participants from different
backgrounds and gathered feedback on possible improvements.

4.1 Design and Study Tasks

We chose the think-aloud method [47] for our study as it helps to expose usability
flaws. In a think-aloud study, the user interface should be self-descriptive so that
the user can work on a given task without any advice from the experimenter [47].

To make participants fully explore the possibilities of the interface, we
designed a set of 10 tasks. Most of these tasks are open so that the partici-
pants may take various approaches and may reach different results.

Specifically, the tasks ask the participants to design a TP which:

1. asks the user to stop,
2. notifies the user of an up-leading staircase,
3. asks the user to turn right,
4. asks the user to crouch,
5. lets the user feel a growing tension,
6. asks the user to look up,
7. warns the user of a future earthquake,
8. asks the user to run forward,
9. lets the user feel a slow heartbeat, and

10. lets the user feel a simultaneous vibration left and right.

Tasks 1–8 represent general use cases of the tactile interface. Task 9 was
chosen so that users experiment with the “Loop” feature and task 10 requires
users to experiment with the “set stroke time” feature.

4.2 Implementation

We implemented the aforementioned counterbalanced tasks in the interface by
embedding the textual instruction statically in the scene’s background. Users
are constantly reminded of what they are currently working on.

4.3 Procedure

After reading and signing an informed consent form and optionally a photo-
graphic release form, we explained the think-aloud study method [47] to the
participant. For hygienic reasons, participants wore a balaclava under the Hap-
ticHead prototype, which played the TP. On top of that, they wore the HTC
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Vive Pro, which rendered the VR scenes. The only other instruction to each par-
ticipant was that they are supposed to go back to the main menu after finishing
a task, possibly take a break and then start the next task.

Before starting the actual experiment, we tested each of the 24 actuators of
the HapticHead individually to make sure there were no defects. The partici-
pant then started working on the first task after tapping the appropriate “new
pattern” button in the main menu. A balanced Latin Square counterbalanced
tasks to distribute order effects. In case the participant gave us consent, we also
recorded the entire session on video for later analysis. All participants gave us
consent for video recording, at least for internal uses. In the end, the partici-
pant filled out a final questionnaire containing several Likert scales and comment
fields about his or her experiences. Since we wanted to measure the final usability
(RQ1) and comfort (RQ2) of our system, we used system usability scale (SUS)
[5] questions in the final questionnaire, and users also filled out an AttrakDiff
questionnaire [19]. The participants received a bar of chocolate as a small sign
of gratitude.

4.4 Participants

We invited a total of 17 participants (one woman and 16 men, 12 technical and 5
non-technical backgrounds, mean age 24 years, SD 3.4 years). Eight participants
had prior experiences with VR headsets, and 11 frequently use game controllers.
Six participants indicated drawing about once a month, five about once a year,
and the others never performed any drawing activity.

4.5 Results

Fig. 7. Questionnaire on intuitiveness and interface design presented as a diverging
stacked bar chart.
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Fig. 8. Questionnaire on comfort presented as a diverging stacked bar chart.

The final questionnaire was split in SUS questions [5], questions on intuitiveness
and the design of interface elements (Fig. 7), and the comfort of using the VR
interface, HapticHead, and VR controllers (Fig. 8). The system usability scale
(SUS) score of our system reached a mean of 79.7 (SD=11.2). The AttrakDiff
questionnaire [19] was external as we used the official one1. Results of AttrakDiff
are shown in Fig. 9.

Our participants generally designed quite different patterns, but some general
similarities could be found among the responses as seen in Fig. 10.

4.6 Discussion

Generally, the VR TP designer was well received by the study participants. A
SUS score of 79.7 is between “good” and “excellent” according to [2]. A meta-
analysis of 5000 SUS evaluations showed that a system with a SUS score of 80.3
is better than 90 % of all evaluated systems [5,37]. The AttrakDiff scores show
a similarly positive result. The system is generally rated as desirable (Fig. 9),
with a little higher pragmatic than hedonic quality (answers RQ1). However,
the AttrakDiff result is influenced by two questions that generally penalize VR
systems: Since the system is a solo VR experience, it is more isolating than
connective (the real world is completely shut out), and it separates the user from
the world and other people around, instead of bringing them closer together (see
Fig. 9, right). Without these two categories, the already good AttrakDiff scores
would likely be even higher.

There are possible solutions to make users feel less isolated from the world
and other people. For example, it is possible to put the entire experience into an
AR context instead of VR, using a device like the Microsoft HoloLens. Doing this
would make users feel more connected to the real world and further bring them
closer to other people. Multiple users could collaboratively work together on a
single pattern: All participating users could feel the pattern they collaboratively

1 http://attrakdiff.de/index-en.html – accessed September 04, 2020.

http://attrakdiff.de/index-en.html
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created. Patterns could be discussed immediately. New ideas could be brain-
stormed, explored, and refined together.

Figure 7 shows that the overwhelming majority of the participants liked
the concept, implementation, and intuitiveness of the design (answers RQ1).
Nonetheless, the following analysis concentrates on the few negative responses
we got in the questionnaires.

P2 strongly disagreed that the vibrations he felt on his head were matching
his drawing. This participant tried to specifically target individual actuators and
insert pauses of no actuation, which was difficult with the prototype and chosen
interpolation algorithm. It incorporated the N = 3 closest actuators instead of
just one. While it is possible to add pauses with the “set stroke time” function,
this is not as intuitive as a “record mode,” which this participant suggested
instead of stopping the time while a stroke is not being drawn. P8 was the
other participant who was mostly negative on the questions shown in Fig. 7 and
answered positively on some of the tiring questions in Fig. 8. At 33 years, P8 was
the oldest participant and did not like the concept of vibrations on the head.

Regarding comfort, Fig. 8 shows that the majority of users were happy with
the design and software prototype (answers RQ2). Some participants could not
adjust the VIVE Pro headset in such a way that they could sharply see the
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VR scene and interface. While we made sure that the headset was adequately
adjusted at the beginning of the study, it may shift slightly on the head during
the study, which leads to the display surface not being in focus. Also, three par-
ticipants did not like the VR headset with HapticHead below it and described
it as disruptive or annoying. Nevertheless, only one of our 17 participants would
have preferred working with a standard 2D UI instead of a VR interface. Five
of the participants agreed that working with the controllers was exhausting or
tiring. We can relate this to the clunkiness and weight of the VIVE controllers
(203 g each). Future systems might offer different controller types, e.g., Valve
index controllers2, which naturally fit around the hands without needing a per-
manent firm hand grip.

(a) Task 7, P6 (b) Task 7, P16 (c) Task 8, P7 (d) Task 8, P17

Fig. 10. Example TP designs by our participants. Task 7 was to design a pattern to
notify the user of an earthquake, while task 8 encouraged the user to run forward. The
heat map in (c) and (d) shows the stroke’s start and intensity.

Another interesting finding is the appropriateness, complexity, and similarity
of the TPs designed by our participants. While appropriateness is difficult to
measure as it is highly individual, pattern complexity varied strongly between
participants. Some used only a single short stroke, while others used multiple
strokes of varying intensity for the same task. Not all of the designed patterns
were similar, but certain tasks had a considerable level of agreement. Figure 10
shows a number of example designs. The task to design a TP for notifying the
user of an earthquake evoked mostly high-intensity patterns, which spread over
multiple regions of the head. Other tasks, e.g., the task to encourage the user to
run forward, produced simpler lower intensity patterns. An interesting avenue
for future research may be a study on how users define and recognize their own
TPs and how the TP designs of different users differ in certain relevant aspects
(e.g., intensity, complexity, and head region).

In terms of usability comparison vs. related work, we cannot directly compare
our system’s usability against other TP editors, as no other work we know of
published standardized usability measures such as SUS or AttrakDiff. In terms
of performance, our system is faster for rapid prototyping of complex TPs than

2 https://www.valvesoftware.com/en/index/controllers – accessed August 20, 2020.

https://www.valvesoftware.com/en/index/controllers
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TP editors based on timelines or intensity curves for individual actuators. For
example, HFX Studio [7], as one of the most sophisticated TP editors, conducted
a study in which participants had to draw a tactile arrow on the back of a
torso model. Their users took more than three minutes on average to complete
the task, while the same task using VRTactileDraw is as simple as drawing an
arrow in any drawing application and only takes a few seconds. The only other
work using a similar algorithmic interpolation approach as VRTactileDraw, the
Tactile Animation Authoring Tool [38], is likely to have a similar TP prototyping
performance, but only in the case of a 1D or 2D tactile grid. However, we are not
aware of a public release of the tool or any usability evaluation with standardized
usability measures.

4.7 Improvements After the User Study

We implemented the following features that our participants suggested:

– Set stroke duration function: Allows changing the total duration of an indi-
vidual stroke after drawing it with visual feedback (changing bar length) in
the HUD. Eight participants suggested this.

– Symmetric mirror drawing mode: Strokes on one side of the model are simul-
taneously drawn on the other side of the model (symmetric relative to the
mid-sagittal plane). This was requested by five participants and generalizes
to other systems beyond HapticHead due to the human body’s symmetry.

– Show actuator positions option: This option in the main menu shows the
positions of all actuators so that users can consider actuator locations while
drawing patterns. Four participants requested this.

– Record mode: While pushing a record menu button on the select (left-hand)
controller, time moves on even while not drawing a stroke compared to the
regular mode, in which pattern recording time stops when no stroke is being
drawn. A red recording icon on the HUD shows whether the record mode is
active at a given time. A single participant suggested this function. We still
found it to be a worthwhile addition.

With these changes, there are two drawing modes: normal and mirror.
Switching between these modes is performed by the VIVE controller grip but-
ton. Otherwise, most of the new functions can be reached through the controller
menus’ final mapping (see Fig. 5).

Fig. 11. Final version of the HUD. Recording mode is currently active and a stroke is
being drawn.

We also polished the overall look and feel of the HUD by adding a vertical
red time indicator, choosing appropriate background transparency, and hiding
elements that are not strictly necessary in a given context (see Fig. 11).
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Even though related work [38,39] found that users might want to manipulate
created paths after initial creation, only three participants would have liked an
option to manipulate stroke intensity after creation. No participant suggested
altering the strokes spatially. Thus, we chose not to include an option to manipu-
late strokes, as the current implementation allows rapid deletion and re-drawing
of a stroke, which is only marginally slower than selecting a different tool and
manipulating a stroke.

5 Limitations

While our software prototype already received predominantly positive feedback,
we did not conduct a follow-up study of the changes made after the user study.
Since we implemented features that the participants suggested and that we con-
sidered valuable, we estimate the SUS and AttrakDiff scores to improve with
these changes. We aim for the final verification of this hypothesis in future work.

Nine of our 17 participants in the user study had no prior experience with
VR systems. Thus a novelty effect [28] cannot be precluded. Even if we had
recruited only participants with prior VR experience, a novelty effect could still
occur as the TP editor itself would be novel to them. Thus, the ratings of our
TP editor are likely positively biased. The novelty effect wears off over time [28],
so a long-term study in future work may procure more accurate ratings.

6 Open Source Release and Extension to Other
Prototypes

The user study was conducted with a tactile display from prior work [25,26].
However, the prototype can easily be extended to support different body-worn
tactile feedback systems, like tactile vests or full-body suits [3,4,10,14,26,29,
32,41]. We provide an open-source release3 of VRTactileDraw. The interface is
implemented in a modular, extensible way so that it is easy to replace the main
components to fit specific requirements. In order to use the VRTactileDraw editor
with a different tactile output system, a developer has to perform the following
steps, further specified in the documentation:

– Replace the provided models of the head and human body with a targeted
body part model (e.g., chest).

– Create copies of the Actuator Prefab model, assign unique ids, and position
the actuators according to the tactile system’s specification. This is all done
inside the Unity editor.

– Implement a script to drive the new tactile system, including the system-
specific communication protocol. The RaspberryCommandSender class may
serve as an example.

3 VRTactileDraw open-source release: https://github.com/obkaul/VRTactileDraw.

https://github.com/obkaul/VRTactileDraw
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With the open-source release, we provide a documented framework for devel-
opers to use on their own tactile prototypes. The original software prototype for
HapticHead is included in the framework. Besides, we provide other examples of
tactile displays: two different tactile vests, including the respective 3D model of
a complete human body.

Fig. 12. VRTactileDraw driving a 52-actuator tactile vest mockup, and the users’ view
inside an HTC Vive

Figure 12, left, shows VRTactileDraw in action on a virtual tactile vest with
52 actuators around the torso and over the shoulders. The VR software compo-
nents are fully implemented, but the tactile output system is currently a mockup
only.

Fig. 13. VRTactileDraw driving the MultiWave prototype vest [41]: A wearable vibro-
tactile vest containing 76 actuators (left) and the user’s view inside an HTC Vive
(right). The user is replaying a TP and simultaneously feels vibrations as indicated by
the heatmap.

Figure 13 shows VRTactileDraw driving a fully implemented tactile vest sys-
tem [41]. MultiWave is an FPGA-based controller for multiple tactile actuators
connected to a tactile vest prototype, which is intended for mobile haptic feed-
back in virtual or augmented reality [41]. It consists of 76 actuators controlled
by MultiWave via Bluetooth or WiFi. VRTactileDraw can be used to generate
TPs for MultiWave and the tactile vest, e.g., to realize navigation for visually
impaired people and to provide orientation feedback and effects in VR environ-
ments.
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7 Conclusion and Future Work

We present the first full-fledged design, implementation, and evaluation of a TP
editor where the actual TP editing process is entirely conducted inside a virtual
environment. VR interfaces are well suited for designing TPs for complex spatial
arrangements of tactile actuators. Users can freely move around and generally
have a better understanding of spatial relationships than in 2D UIs (see [12]).
Our system is also more scalable in terms of the number of actuators and spatial
actuator configurations than traditional timeline-based TP pattern design UIs.
In traditional timeline-based TP editors, a designer has to define an intensity
curve for each actuator. Simultaneously, in our approach, an interpolation algo-
rithm takes care of calculating intensity curves of all actuators in real-time based
on simple strokes drawn by potentially novice users.

VRTactileDraw is generally easy to use and understand, especially when con-
sidering the complexity of the created patterns generated out of simple strokes.
Thus, we can answer the research questions defined in the introduction as fol-
lows: The presented VR interface with its minimalistic environment and self-
explanatory interactions is indeed highly suitable to design tactile patterns as
it allows rapid prototyping, the SUS, and AttrakDiff scores indicate a desirable
system and most of our users were able to design TPs without any prior knowl-
edge freely and rated it as generally intuitive (see Fig. 7 and 9, answers RQ1),
and it was highly accepted amongst our study participants in terms of comfort
(see Fig. 8, answers RQ2).

Apart from extending our system to other tactile prototypes, as mentioned
in the previous section, another direction for future work was already hinted at
in the discussion: Multiple users could collaboratively design TPs, either in the
same VR environment and simultaneously experience the created patterns or in
an AR variant that shows the natural environment, other users, as well as the
designed TPs. This collaboration would make users feel less isolated from the
world and their colleagues, facilitate discussion about and refine patterns, and
probably lead to a better overall result. However, it would require that each user
is equipped with a tactile feedback device.

These collaborating users would not even need to be at the same physical
location but could be represented by avatars and work together at a distance,
sharing the created patterns. Furthermore, one user could draw a tactile stroke
on a body part, while another user would simultaneously feel the tactile feedback.
This would allow for the exploration of novel use cases compared to simple TP
design, like feeling the touch of another person, hugs, “cuddles,” and possibly
experiencing a faraway person’s emotions. Future work may also investigate the
effects of drawing TPs from a third-person perspective and experiencing the
synchronous tactile sensation on the process of designing tactile patterns and
the outcome.

All the use cases mentioned above of extending our concept to multiple users
are another considerable advantage of our in-VR (or potentially AR) concept
over traditional TP designers. These are not easily extended to multiple collab-
orating users working in the same environment.
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Abstract. In this paper, we investigate how mismatches between bio-
logical gender and avatar gender affect interpersonal distance (IPD) in
virtual reality (VR). An increasing number of VR experiences and online
platforms like Rec Room and VRChat allow users to assume other gen-
ders through customized avatars. While the effects of acquaintanceship
and gender have been studied with regard to proxemic behavior, the
effect of changed genders remains largely unexplored. We conducted a
user study (N = 40, friends = 20, strangers = 20) where users played a
two-player collaborative game in Rec Room using both male and female
avatars. We found that with swapped avatar genders, the preferred dis-
tance increased between friends but not between strangers. We discuss
how our results can inform researchers and designers in the domain of
multi-user VR.

1 Introduction

In virtual reality (VR), users can embody avatars to represent themselves that
are drastically different from their real selves. Social VR platforms such as Rec
Room and VRChat allow the users to engage in immersive social interaction
with each other through these avatars online. Interestingly, the virtual avatar
can influence how their user is perceived by others and thus how they interact
with each other. This creates a need to better understand the effect avatar
appearance and how it may impact user behaviour in the context of social VR.

An important factor of social interaction is non-verbal behavior such as gaze,
touch and proxemics, i.e., the distance to others [1]. Knowledge on non-verbal
behavior change in VR as a function of avatar appearance is important because
it guides the way we design VR spaces much like in the real world. For example,
c© IFIP International Federation for Information Processing 2021
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Fig. 1. The Rec Room setup. a) Participants starting the game. b) Participants play-
ing in the game room. c) Collaboration between participants. d) Participant being
interviewed in the second room.

in the real world we design meeting spaces at work in such a way that people can
comfortably interact at a so-called social distance, whereas homes accommodate
for personal distance.

Previous research has studied how the appearance and gender of agents affect
proxemics in VR with virtual agents [1,29,36,42]. Specifically, the interpersonal
distance (IPD) that users keep between themselves and a virtual, computer-
controlled agent has been explored. Female agents produce shorter IPD than
male agents. However, the influence of gender and gender mismatches (i.e., users
embodying an avatar with a gender different from their own) on interpersonal
distance in dyadic interaction between VR users has not yet been explored.

Moving from computer-controlled agents to user-controlled avatars also opens
up the dimension of familiarity that is well-studied in real life [10] but not
in social VR. It remains unclear how familiarity links to avatar appearance,
i.e., does it matter whether the persons interacting in VR are acquaintances in
the real world or whether they do not know each other, and how does avatar
appearance mitigate familiarity?

In this paper we close this gap. Our work is driven by the following research
questions: (1) How do mismatches between biological and avatar genders affect
interpersonal distance in VR? (2) What is the influence of the relationship
between users in the real world on the effects of a gender mismatch?

We conducted a user study (N = 40, friends = 20, strangers = 20), where par-
ticipants played a collaborative two-player game in Rec Room1. Participants

1 Rec Room: https://recroom.com/.

https://recroom.com/
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embodied avatars of both their own gender as well as the opposite gender. We
measured the distance that participants kept to each other, and we especially
focused on the distance they chose to stop at when approaching each other
(called preferred distance).

We found that (1) the preferred distance increases between friends as a result
of the mismatch between avatar and biological gender; (2) the preferred distance
is not affected by gender mismatches between strangers; and (3) users are largely
unaware of changes in their preferred distance.

Our findings are valuable for researchers and designers alike. Researchers
should ideally be aware of the real-world relationship between users, and their
gender, when studying proxemics and social interaction in VR. Both factors
can influence proxemics and ultimately the results, particularly if participants
embody avatars with a different gender. Designers of virtual environments can
also benefit from this knowledge during the design of a VR experience; we provide
a discussion on this at the end of this paper.

2 Background

Our work draws from previous work on 1) proxemics and social interaction, 2)
proxemics in VR, and 3) gender swapping.

2.1 Proxemics

Hall [5] proposed that four circular regions of egocentric space, defined by
increasing radii, are distinctly reserved for social interactions: intimate space
for the partner or family (0–45 cm), personal space only reserved for interac-
tion with close friends (45–120 cm), social space for interaction with strangers
(120–365 cm), and public space for the general public (365–762 cm).

Further research has refined this concept and found that a multitude of other
factors influence IPD during interaction between two humans such as ethnicity,
culture, and age. In non-acquainted pairs, two males keep a greater distance from
each other than mixed sex pairs, and female pairs prefer shortest distances [11].
Uzzell and Horne [33] identified that sexual identity and sexual orientation deter-
mine the sex effect on IPD, rather than biological sex. This is likely because
sexual attraction can modulate IPD to a large degree [37].

Proxemic theory can be used to facilitate interaction and guide the design of
space and has thus found use in HCI. For example, McDaniel et al. [22] used tac-
tile rhythms to provide cues for appropriate IPD to blind individuals. Proxemics
have also been used to facilitate novel digital play experiences [25], public display
interaction [18,26], and cross-device interaction [9], among others. Marquardt et
al. [20] developed a proximity toolkit aimed to provide fine-grained proxemic
information and thus to allow for prototyping in proximity-aware devices.
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2.2 Proxemics in VR

Prior research sought to understand and compare real-world behavioral concepts
to the virtual world [4,19]. Welsch et al. [38] used VR to investigate how psy-
chopathy impacts judgement on comfortable IPD when confronted with threat-
ening social interactions. They found that psychopathy produces smaller IPD in
such situations. Llobera et al. [17] observed that as distance between participants
and virtual characters decreases, the level of physiological arousal increases.
Therefore, VR can be considered a viable tool to study social interaction as
it allows for experimental control but also realism of social interactions [3].

The effects of gender on interpersonal distance were studied using VR by
Iachini et al. [15], which showed that the effects of sex seen in the real world
are at times present in VR, but there is also evidence that they are sometimes
absent [12,31]. This may be because gender effects on IPD are currently not
fully understood. As VR allows for the manipulation of virtual avatars and their
gender, it is possible to study the effect of gender independent from the real user
gender, and thus attain a more nuanced understanding on gender effects on IPD.

2.3 Gender Switching

Proxemics have also been studied in computer games. A preference for personal
space and effects of avatar gender are present in games such as Second Life [7,40]
and thus proxemic theory also carries to this domain. While such games are not
VR per se, they share many similarities in that players embody a customizable
avatar, explore a virtual world, and socialize with other players.

Gender switching is often observed among online gamers, particularly those of
massively multi-player online role-playing games (MMORPGs) [13,32,35]. Gen-
der swapping is more often observed among male gamers [13,35], some reporting
advantages of embodying a female in a male-oriented environment [13]. At the
same time, women frequently suffer from harassment in online video games [6].

In VR, effects of gender have been studied extensively. For example, Yee et
al. [41] examined the behavioral outcome of conflicting gender cues in the virtual
world. In VR, gender switching (embodying avatars of different genders) has been
explored in the context of sexual harassment [27] and violence [8]. Martens et
al. [21] studied the similarities and differences in gender behaviour in a virtual
environment by manipulating the participants’ gender. However, we are unaware
of studies that focus on gender switching and its effects on proxemics.

2.4 Summary

In summary, proxemics have been studied extensively in social encounters both in
the real world and in VR. In VR, we know from existing research that a multitude
of factors can affect IPD, like the appearance of avatars and the users’ gender [14].
However, we currently lack an understanding of how gender swapping affects the
IPD. It also remains unclear whether real-world acquaintanceship plays a role in
gender swapping. Hence, we assess whether there is a difference between groups
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of friends and groups of strangers, and how they perceive other users in VR with
different avatar genders.

3 Study

We ran a user study to understand how users maintain IPD in a VR environment.
Participants attended the study in pairs and completed playful tasks together,
embodying an avatar of their own gender as well as an avatar of another gender
as shown in Fig. 2.

Fig. 2. Avatars used in the study. a) Male avatar. b) Female avatar.

We recruited 40 participants (35 males, 5 females; 15 male-male groups, 5
male-female groups) with an average age of 23.7 years (SD = 7.75). Due to a
significantly higher number of males using Rec Room, there exists a possible
gender imbalance among the set of participants. A more balanced gender dis-
tribution could have been more easily achieved in a lab setting. However, we
opted for participant-owned HMDs and Rec Room. We ran the study in Rec
Room because such online social platforms are where gender swapping takes
place: users interact with each other, strangers and friends alike, and they have
diverse avatars to choose from and can change them at will. Also, having users
participate from home, with their own equipment, using a familiar online plat-
form, is a far more natural setting than artificial settings typically seen in labs.
For an in-depth discussion on the approach we used in this remote VR study,
see Rivu et al. [30].

Half of the pairs were friends and half were strangers. Participants used
various head-mounted displays, the most popular being PlayStation VR (45%),
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Oculus Quest (25%) and HTC Vive (10%). Participants were mainly recruited
online from the Rec Room community on Reddit and Facebook. The sessions
took around 30min, and each participant was awarded 5.

3.1 Study Design and Tasks

We conducted a mixed within and between subjects design with the following
independent variables:

– Relationship (between-subjects): strangers, friends
– Gender (within-subjects): own gender, changed gender
– Gender group (between-subjects): male-male, male-female

Based on the availability of avatar design that Rec Room offers, we instructed
the participants to change their avatar to represent either the male or the female
gender of the avatar. We ran the study in the online VR platform Rec Room,
in which we set up custom rooms where participants played a two-player collab-
orative game (Fig. 1). The game consisted of two tasks. Our game design was
based on giving two players the opportunity to interact and move around, which
is crucial for studying proxemics. Thus, our game was representative of what
users do on such platforms.

The first task was “Find the password” where players needed to find a clue
in the room to unlock a door with a three-digit password. Participants needed
to collaborate by looking around the room together and picking up objects that
might be related to the password.

The second task was a “Guess the color of the drawn object”. Out of five
differently colored key cards on a table, one would open the back door. One
player, who was told the correct color (e.g., red) by the experimenter via chat,
had to draw an item on the whiteboard using marker pen (feature available in
Rec Room) that would have a characteristic color (e.g., a tomato), matching
the color of the correct key card. The second player would guess the color from
the drawn object and then pick the key card of that color. An example of the
second task is shown in Fig. 1c). The two players decided between themselves
who would draw. Both tasks were designed to maximize user interaction.

After each completed task, the participants were asked to walk up to each
other and congratulate their partner on having done a good job. At this point
we measured the distance between users (referred to as preferred distance). This
type of approach to measuring interpersonal distance is commonplace in prox-
emics research and psychology [36,38,39].

The participants played both tasks in two sessions, thus completing both
tasks twice. In the second round the gender of both participants was changed
to the opposite gender (counter-balanced). The study was conducted completely
virtually and participants attended from their homes. Thus, we had no control
over the physical settings and the participants’ arrangements. However, we rea-
son that since participants use their own VR setups, and they are Rec Room
users, they are familiar with their own physical space and understand the require-
ments of Rec Room.
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3.2 Apparatus

We built two custom rooms for the study in Rec Room (Fig. 1). In one room,
participants played the game. In the other room, participants were briefed before
the start of the study and later filled in a questionnaire and answered interview
questions. Each player was interviewed separately.

The experimenter was remotely present, using an avatar of their biological
gender. During the tasks, she was outside the room where the game was taking
place, but was available through the audio channel. In the instruction phase and
the post-study interview the experimenter was visible to participants.

3.3 Data Collection

Demographics and Qualitative Measures. The demographics questionnaire
consisted of 14 questions where we asked participants about their gender, age,
country of origin, prior experience with VR, and relationship to the other player.
We also conducted a post-study questionnaire and interview asking about their
own perceived behavior and their perception of their game partner after the
gender swap.

Proximity Detection. Since Rec Room does not allow the users’ location
to be logged and transmitted, we implemented eight virtual proximity sensors
(using the look-at Gizmo and Rangefinder components available in Rec Room)
in each corner of the game room. Each look-at gizmo followed one of the players
and the rangefinder output the distance (in centimeters) between player and the
proximity sensor in real-time on a screen which was placed outside of the game
room. Each player had 4 proximity sensors assigned to track them. The output
data for player 1 was indexed from A to D, starting clockwise from the upper-left
corner (Fig. 3). Player 2 was indexed from E to H. During the experiment, the
data output was screen-recorded in 30 FPS. The distance data was extracted
from the video using the Optical Character Recognition API (OCR.Space).

The distance between participants was determined as follows. Taking the
coordinates of 3 points A(x1,y1), B(x2,y2), C(x3,y3) and their distance to
player1 (L1, L2, L3), we calculate the coordinates for player1 using three func-
tions:

(y4− y1)2 + (x4− x1)2 = L12

(y4− y2)2 + (x4− x2)2 = L22

(y4− y3)2 + (x4− x3)2 = L32

After obtaining the coordinates for each player, we calculate the distance
between them using the distance formula: d =

√
(x2− x1)2 + (y2− y1)2, where

(x1,y1) and (x2,y2) are the coordinates for each player.
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Fig. 3. Position tracking setup. a) Rangefinder to detect distance, b) Layout of position
labels for each player between the Rangefinders.

Categories of Distance. We measured two distinct categories of distance:

– Preferred distance: distance between players at which they congratulated
each other after each task.

– Minimum distance: overall minimum recorded distance between players.
Only idle periods were counted where players remained stationary for more
than four seconds. This decision was data-driven. We made an informed deci-
sion that if players were stationary even after four seconds, they were not
moving and standing at x distance away from the other player which gave us
the minimum distance between players.

3.4 Study Procedure

The procedure is illustrated in Fig. 4. The study started with participants enter-
ing the room where they were instructed. This room was separate from the room
where the participants played the game. Participants first filled in the demo-
graphics questionnaire and gave their consent for data collection by pressing
a virtual button (Fig. 1). We then started the video recording, and asked par-
ticipants to move to the game room. The study was divided into two sessions,
with each session consisting of the same two tasks. In each session, participants
used an avatar of either their biological or opposite gender. At the beginning
of each session, participants were asked to change their avatar before the game
starts. At the end of each session, participants were asked to walk up to and
congratulate their partner (preferred distance measure). Between the sessions,
the experimenter reset the room and the clues for the tasks.

Finally, participants moved to the other room to respond to a questionnaire
and interview questions. This phase was done individually, so the other partic-
ipant waited in the game room while the first participant was interviewed. The
interview was recorded.
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Fig. 4. Study procedure.

Table 1. Distance analysis consisting of preferred distance and minimum distance.

Distance (avg) Male/Male Male/Female Friends Strangers

Preferred distance (own gender) 1.64m 1.58m 1.45m 1.80m
Preferred distance (changed gender) 1.84m 1.76m 2.00m 1.64m
Minimum distance (own gender) 1.33m 1.26m 1.13m 1.50m
Minimum distance (changed gender) 1.11m 0.79m 1.09m 0.97m

4 Results

We present quantitative results from our statistical analysis on IPD as well as
qualitative insights. Average distances of IPD measured as a function of rela-
tionship and gender switch are listed in Table 1.

4.1 Relationship (Stranger/Friend)

Friends (using their biological gender) maintained a preferred distance of 1.45m
which increased to 2.00m with swapped gender. For strangers, the preferred
distance using a biological gender was 1.80m and 1.64m with swapped gender.

We calculated a repeated measure ANOVA (Type III; alpha = .05) on both
groups showing that for strangers, the difference is non-significant whereas for
friends, there is a significant difference in the distance due to the gender swap of
the avatars (p=0.031, F = 5.458). The distribution of preferred distance between
each study condition is shown in Fig. 5. No significant effect was found for min-
imum distance (p > .10).
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Fig. 5. Preferred distance between each relationship and gender.

4.2 Gender Group (Male–Male/Male–Female)

We compared the IPD between M/M groups and M/F groups (due to the high
number of male participants, we did not have F/F groups). We ran repeated
measures ANOVAs on both groups, in both minimum distance and preferred
conversational distance. Neither the main effect of gender swap nor the paired
gender was statistically significant (preferred distance: F = 0.003, p = .958, η2

= 1.575e-4; minimum distance: F = 0.357, p = .558, η2 = 0.019).
While we did not find an effect, it is known from prior work that gener-

ally differences exist between gender groups, although differences can be smaller
between mixed groups and homogeneous groups [33], especially in VR [12].

4.3 Perceptions of Gender Swapping

Participants stated whether they believed changing the gender of the avatars had
any effect on them in terms of behavior and experience (5-point Likert scale).
The majority (72.5%) strongly believed changes in gender did not affect their
own behavior or how they perceived their partner (Fig. 6). Only two participants
(5%), belonging to the friends group, somewhat agreed their behavior changed.
The remaining participants somewhat disagreed or were neutral about changes.

Similarly, the majority of participants strongly believed that changes in
avatar gender did not affect their experience. However, out of the five female
participants, two (40%) strongly agreed that the change in the other player’s
avatar affected their experience, whereas only three out of 35 male participants
agreed (8.5%). This indicates that female players perceive their experience in
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social VR differently compared to males, but this cannot be reliably inferred
due to the low number of female participants.

In the interview, we furthermore asked if the gender of the other person’s
avatar affected the distance participants chose to keep to them. Almost all par-
ticipants, 37 out of 40 (92.5%), answered negatively. A few participants believed
that this was because the avatars did not look realistic.

Fig. 6. Post-study questionnaire results.

4.4 Mismatch of Avatar Gender and Voice

When asked about their attitude towards the mismatch of voice and avatar
gender, nine out of 40 participants (22.5%) expressed that they felt weird. Among
those, only one person was from the friends group while eight were from the
strangers group. This indicates that the mismatch of voice and gender may create
more discomfort among strangers. Many found the mismatch acceptable though
some believed it could cause confusion during social interaction. P7 stated: “It
didn’t bother me, but if we were to play paintball, I would be confused, I wouldn’t
register the voice to a different gendered avatar, so it would cause confusion’
(friends group, female). P23 stated: “I don’t like it very much, mostly people
trying to deceive other people” (strangers group, male).

4.5 Gender Choice

When asked about how they generally choose the gender of their VR avatars, the
majority of participants preferred using avatars of their own gender as it is what
they identify with. Some participants preferred the male avatar as it potentially
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reduces chances of sexism and harassment within the social VR community.
This again highlights the current attitude women face in online video gaming
world [6,34]. Many participants stated to regularly use different genders. Two
participants explained that they don avatars of different gender for a different
experience. Three participants said they relate to both avatar genders. For some,
virtual worlds allow self-exploration through different avatar appearances.

5 Discussion

Overall, our research shows that IPD in VR is affected by the gender of the
users’ avatars and the relationship between the users.

5.1 Gender Mismatches Increase the IPD Between Friends but Not
Between Strangers

The preferred distance between friends was significantly larger when they embod-
ied avatars with opposite gender. Preferred distance was measured after each task
when the participants walked up to and congratulated each other. The appear-
ance (e.g., gender) of the avatar affects how we perceive our friends in VR. We
are likely seeing proxemics in action [1,10,29,42]: as a friend becomes less famil-
iar in VR due to the unfamiliar visual appearance, the IPD transitions to what
is commonly observed between strangers.

Despite the significant difference with preferred distance, there was no sig-
nificant difference in overall minimum distance. One reason for this could be
that when users are actively focusing on completing a task, changes in avatar
appearance are less of a factor.

Between strangers, there was no significant difference in distance despite gen-
der swapping. This is likely because there is no established familiarity between
strangers, so gender mismatches are less pronounced. This is supported by the
fact that with their own genders, the IPD was significantly greater between
strangers than friends, so a more intimate IPD was never there.

5.2 Users Are Unaware of Gender Swapping Effects

The majority of participants believed that gender mismatches did not effect their
behavior or experience. This strong consensus is interesting as we nonetheless
found a clear difference, suggesting that changes in IPD in VR are subconscious.
Due to gender mismatch, participants also experienced a mismatch of voices and
among the ones who were affected by it, the majority belonged to the strangers
group. This is interesting because avatar appearance affected friends more than
voice mismatch, whereas strangers are more affected by voice mismatch.

There were also some interesting, generalized remarks about intentionally
embodying avatars with a different gender. Some females find donning a male
avatar to be more secure, and some see it as an opportunity to explore themselves
with different appearances. Some also raised concerns about the intentions of
another person if they are donning a different gender.
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5.3 Own and Other Gender

We always swapped the gender of both participants, i.e., when two male partici-
pants met they were both assigned female avatars in the next round. We found an
effect of gender swap on IPD for friends but not for strangers. This leaves room
for interpretation on the subjectivity of the gender swapping effect on IPD. One
could argue that changing both the own gender but also seeing a change in the
other’s gender could have produced the estrangement, accompanied with larger
distances, among friends because the perceived gender composition changed.

We argue that rather the perception of the other person than the change
of the own avatar produced the effect. First, rather the gender composition
than the own gender produces variation of IPD. Welsch [38] asked subjects to
position virtual characters in a third-person view. They found that both the sex
of the approached and the approaching character affected IPD. The real sex of
the participant did not contribute to understanding IPD. This interpretation of
a mere perceived sex effect runs counter to our data. Second, IPD for female
pairs is smaller than for male pairs [12,33]. Considering that the majority of
our sample was male, IPD should have been reduced following a gender swap.
We therefore believe that the mere effect of gender composition cannot account
for our results; rather the in-congruence of avatar gender and perception of real
gender in the other person, estranges friends.

Nonetheless, future work could vary the gender swap independently, i.e., only
one person from each pair changes their avatar gender. One could also change
other unique features of participants that are familiar with each other. Also,
one could add an embodiment phase in which the avatars and thus also the
perception of the own avatar gender is reinforced among the users.

5.4 Implications for Research and Design

Researchers should account for the effects of gender mismatches in their studies,
as they may affect results. Researchers should ideally report the real-world gen-
der of the participants, their potential relationship with other participants, as
well as the appearance and gender of the avatar of each participant. Particularly
when participants are friends, gender mismatches may have a strong effect.

Designers have been using proxemics theory to aid in their work [2,23,28]. We
believe VE designers can similarly use the knowledge from our work to inform
their designs. Gender mismatches cause changes in IPD between friends, which
should be taken into account when creating collaborative virtual environments.
For example, VEs could consider how the interactive functions would remain
accessible to users who might be less than ideally positioned due to keeping more
distance to others (e.g., standing further away than intended). At the same time,
because users are largely unaware of changes in IPD, designers could consider
ways to attract and guide users to more ideal positions.

Designers should also consider the level of intimacy that arises from the con-
text of the VE as well as the relationship between VR users. For example, in
therapy there may be a therapist present as an avatar alongside the patient.
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Given the patient and the therapist are strangers, they may be positioned at
a greater distance and overtime when acquaintanceship occurs, their selected
positions should change. Another context of use can be rooms designed to facili-
tate corporate meetings and conference. In this context, design guidelines should
adhere to the interaction models based on IPD.

5.5 Limitations and Future Work

We swapped genders by switching between pre-defined male and female avatars
available on the Rec Room platform. While Rec Room allows changing avatars,
there is no option for modulating the user’s voice. Thus, when users donned
avatars with a non-matching gender, there was a mismatch of voice and avatar
characteristics. This may result in unfavorable evaluations [16,24], increase the
need for distance [36], and may be pronounced in people that are familiar with
each other. Future work may explore this effect of voice mismatch on proxemics.

Given the low number of male-female pairs, and the lack of female-only pairs,
we cannot make strong conclusions for mixed-gender pairs and especially female-
only pairs. However, we argue that currently the majority of HMD owners are
male [30] and therefore our study provides a representative sample of HMD users
and motivates further research in the area. We further plan to explore the effect
of gender mismatch in larger virtual groups instead of pairs.

6 Conclusion

In this paper, we explored how gender swapping affects interpersonal distance in
VR. We conducted a user study using an online VR platform, Rec Room, with
40 participants (20 strangers, and 20 friends). Participants completed playful
tasks in pairs, and used both male and female avatars.

Our findings show that with swapped genders, the preferred distance
increases significantly between friends but not between strangers. Also, users
are largely unaware of these effects, as they believe that their behavior does not
change despite the gender swap.

We hope our findings to (a) raise awareness among researchers that gender
mismatches might present an issue in VR studies focusing on proxemics and
needs to be accounted for, (b) inform VE designers to account for (unconscious)
changes in IPD between users, and (c) provide a starting point for future work,
investigating in detail how VR environments could be designed for and adapted
to cases where acquainted users might use avatars of various genders.
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ticipants for our study. The presented work was funded by the German Research
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Abstract. This course will introduce attendees to the challenges and benefits of
integrating User-Centred Design (UCD) methods into the Google Design Sprint
(GDS) process. The course will introduce this new User-Centred Design Sprint
process, and participants will practice selected methods from the process during
the course. By the end of the course, participants will know why, when and how
to use User-Centred Design Sprint. Delivered by experienced members of IFIP
TC13, this course will appeal to researchers and developers working in the early
stages of designing software products.

Keywords: User-Centred Design methods · Google design sprint · Software
design

1 Introduction

The Google Design Sprint process [1] has gained popularity in the software industry for
being suitable for analysing user needs and designing a running prototype for a software
system in five days. A team of 7–10 people collaborates through one week to better
understand the users’ needs and the suitability of the design for users. At the beginning
of the process, the team has a relatively vague idea for the user needs for the software
product, but on the fifth day, a running prototype is evaluated in think-aloud evaluations
with five users to evaluate the users’ experiences and the usefulness of the product.

This course’s proposers have taught the Google Design Sprint process in an inter-
national, 2-week intensive course in 2018 and 2019 [2, 3]. During these courses, we
combined the Google Design Sprint process, with User-Centred Design (UCD) meth-
ods, in a process called User-Centred Design Sprint, or UCD Sprint in short [3]. We
developed the process through three editions of the intensive course, focusing on UCD
methods in the first edition of the course [4] and integrating the Google Design sprint
and the UCD processes in the second and third edition of the course [2, 3]. In the last
version of our course, we saw that conducting three days of UCD activities before the
Google Design Sprint process and two days after it significantly extended the course
attendees’ understanding of the user needs.

We want to introduce the challenges and benefits of integrating user-centred design
methods into the Google Design sprint process to course attendees. The course will

© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
C. Ardito et al. (Eds.): INTERACT 2021, LNCS 12936, pp. 253–256, 2021.
https://doi.org/10.1007/978-3-030-85607-6_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85607-6_17&domain=pdf
https://doi.org/10.1007/978-3-030-85607-6_17


254 M. Larusdottir et al.

introduce the User-Centred Design Sprint process, and participants will practice four
methods from the process during the course. At the conclusion of the course, participants
will be introduced to how they can use the process professionally.

2 User-Centred Design and Google Design Sprint

User-Centred Design (UCD) is a rich and varied discipline. The primary aim is to com-
bine design and evaluation in developing a software system and focus these activities
on the prospective users of the system that is being developed. The literature includes
extensive research on UCD concepts, principles and methods. One of the classical refer-
ences provides an overview of the discipline [5]. Other references focus on the principles
behind UCD [6] or identify how software practitioners define and work with UCD [7].

Teaching UCD is of crucial importance to increase its influence in software devel-
opment. Software development will not change towards a more user-centred approach
unless there are practitioners available with UCD skills. Nevertheless, the literature on
the teaching of UCD is minimal. An early workshop aimed to produce a list of skills
that are necessary and important for UCD practitioners. They see UCD as a process that
should yield a high utility and usability level by developing good task flows and user
interfaces. Therefore, UCD practitioners should have the knowledge, skills, and other
characteristics needed for considering and involving users [8].

Created to better balance his time on the job and with his family, Jake Knapp opti-
mized the different activities of a design process by introducing a process called the
Google Design Sprint (GDS) [1]. Knapp noticed that despite the large piles of sticky
notes and the collective excitement generated during team brainstorming workshops,
the best ideas were often developed by individuals who had a big challenge and not
too much time to work on them. Another key ingredient was to have people involved
in a project all working together in a room, solving their part of the problem and ready
to answer questions. Combining a focus on individual work, time to prototype, and an
inescapable deadline, Knapp called these focused design efforts “sprints”.

The GDS is a process to solve problems and test new ideas by building and testing a
prototype in five days. The central premise for the process is seeing how customers react
before committing to making an authentic product. It is a “smarter, more respectful,
and more effective way of solving problems”, one that brings the best contributions of
everyone on the team by helping them spend their time on what matters [1].

3 Description of the Course

Total duration of the course is 3 h. The course will be scheduled in three sessions and
the content of each session is described below.

The learning objectives are that:

• participants will gain knowledge on how theUser CentredDesign sprint process could
be used in software development

• participants will gain skills in using four methods from the process
• participants will gain knowledge on how to further study the process
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Content and Structure of the Course
Session 1 (50 min)

• Introduction to the course schedule and the presenters (10 min).
• Introduction to the User-Centred Design Sprint process (20 min).

– How is the process?
– How does it relate to the Google Design Sprint process?
– How does the process relate to User-Centred Design?
– How can it be used on software development?

• Introduction to the User Group Analysis method - one of the methods in the UCD
sprint process. Participants do a short exercise in using the User Group Analysis
method (20 min).

BREAK (15 min)
Session 2 (50 min)

• Introduction to UX goals, which is another UCD method in the UCD sprint process.
Participants do a short exercise on stating UX goals (30 min).

• Introduction to the Mapping method. Participants do a short exercise on that method
(20 min).

BREAK (15 min)
Session 3 (50 min)

• Introduction to the design and evaluation methods used in the User-Centred Design
Process. Participants do a Crazy-4 exercise (30 min).

• Introduction to how the process could be used in industry and research.
Q/A session at the end (20 min)

4 Intended Audience

Our intended audience are lecturers, IT professionals, researchers and students at the
INTERACT conference who have done prototyping and evaluations with users. It is
beneficial if the participants are familiar with the Google Design sprint process, but it is
not a prerequisite.

Participants can be:

• Lecturers in interaction design, interested in including a User-Centred Design Sprint
approach in their teaching,

• IT professionals that are interested in learning about the user-centred way of running
a design sprint,

• Researchers and students interested in rapid user-centred design methods.
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5 Reading List

Recommended reading is:

• About GDS: https://www.thesprintbook.com/the-design-sprint
• Also about GDS: https://www.gv.com/sprint/
• About UCD: https://www.interaction-design.org/literature/topics/user-centered-
design

Addtionally, we would like to point your attention to a long paper published at
INTERACT 2021 describing a study on the User Centred Design Sprint process [3].
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Abstract. A workflow for building a Digital Twin with a 3D interface for VR
and desktop output was developed by focusing on the interaction with the virtual
model, an easy deployment of the framework and a straightforward reusability. The
case study was conceived for supercomputing datacenters, but its main strength
lies in flexibility and adaptability.
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1 Introduction

Replicating production entities, processes and systems as Digital Twins more than dou-
bles the effectiveness attainable with design optimization, process control, life cycle
management, predictive maintenance, risk analysis, and more [7, 8]. Anyway, the digi-
tization of a “shadow” version [8] can be implemented through different solutions, from
the simpler to the more complex and similar solutions can be adapted to radically differ-
ent realities. Following the five-dimension digital twin model proposed in [2], a simple
yet effective workflow was developed for the building of the digital twin of a physical
entity. The workflow was tested first on an imaginary production chain, the Cube Cook-
ies factory, then on the real test case, the CINECA supercomputing datacenter. Such
workflow is focused on the interaction with the virtual model, the easy deployment of
the framework and the straightforward reusability. The tool set is shaped in such a way
that the system is deployed through a web-based application, thus without local soft-
ware installation, and allowing easy-to-use interactions with the virtual environment by
means of several input devices, such as the common keyboard and pointer, the extended
reality devices as a cardboard using a smartphone or a virtual reality headset.

The dataset used for the supercomputing datacenter digital twin is taken by Exa-
mon [12] monitoring infrastructure, developed under the European project IoTwins [9].
IoTwins approach is based on a technological platform allowing a simple and low-cost
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access to big data analytics functionality, AI services and edge cloud infrastructure
for the delivery of digital twins in manufacturing and facility management sectors.
This workflow enriches the Examon infrastructure with an easy-to-use visualization
component.

2 Immersive Digital Twin, from 3D Web to VR

2.1 Workflow

As shown in Fig. 1, the workflow starts with the creation of a virtual model using
Blender [1], a 3D Computer Graphics toolkit, where CAD and BIM models can be
easily imported and simplified. Notwithstanding, Blender allows to obtain a faithful
replica of the physical entity thanks to its several tools for realistic computer-generated
imagery.

Fig. 1. The developed framework and workflow for the building of a digital twin.

Besides, Blender allows exporting 3D models on a webpage by means of an add-on
for Verge3D [3], a real-time rendering engine and Computer Graphics toolkit used to
produce immersive 3D web-based experiences. This tool has multiple functions within
the framework: it allows to obtain high modularity and standardization of the virtual
model, for instance creating arrays of identical object components of the physical entity
without the need to model each of them in Blender. In this way the virtual model can
more easily co-evolve with the constant changes in the physical world. In addition to
the geometrical modeling, it enables the behavioural modeling of virtual environments
and of the digital twin itself, defining a set of actions and logics that the virtual world
must perform to fulfill functions, respond to changes and interact with the user. Thus,
in general, Verge3D enables the attachment of value-adding services to the digital twin,



A Flexible and Adaptable Workflow 261

such as the real-time monitoring and diagnosis and the visualization of the digital twin
connection data.Moreover, Verge3D, used in combinationwith Javascript library JQuery
[4] and front-end web programming toolkit BootStrap [5], allows to quickly design and
customize responsive website and interact with the digital twin by means of keyboard
and pointer or thanks to the WebXR Device API with extended reality devices. Finally,
Verge3D can run on several devices such as desktop, smartphone or tablet by means of a
webbrowser application. The back-end of theweb application for the digital twin is based
on Django [6], a high-level Python Web framework. Django allows the management
of the application of the website, the communication with databases of several types,
supporting as many features as possible on all database backends. In this way, taking
advantage of theAJAX call allowed by JQuery, the virtual model can query the databases
hosting the digital twin connection data.

The framework can be easily reused and adapted to several physical entities, thanks
to the workflow, which is based on the abstractions of the main processes, features and
purposes of a digital twin and to the flexibility of the proposed tool set.

Fig. 2. Production units with annotations in the Cube Cookies Factory. Navigation and interaction
are performed with cardboard, through a smartphone.

2.2 The Implementation

Two applications of the workflow described above are presented: the production chain
of an imaginary Cube Cookies factory and the datacenter of CINECA supercomputing
center.

The geometrical modeling of the Cube Cookies factory can be seen in Fig. 2 where
the status information panel is built through Verge3D functions and can be updated in
real-time from the application interface. The behavioural modeling function of Verge3D
can also be seen in Fig. 2: if one of the production chain units stops functioning in
the physical world, the corresponding conveyor belt in the 3D model, which would
normally be animated, stops accordingly, thanks to the animation management features
of Verge3D.

The geometrical modeling of Cineca datacenter can be seen in Fig. 3. As in the
previous application, if a node of a rack of the supercomputer has an issue in the physical
world, the corresponding rack in the 3Dmodel would be highlighted with a red flickering
outline, thanks to the post-processing features of Verge3D. Regarding user-interaction
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with the virtual environment, in Fig. 3 the rack door is opened by double-clicking on
it, showing the red outline of a node. This allows a system administrator to identify
the location, both in the virtual and physical world, of the node having an issue. The
digital twin can be navigated in two modalities: on the website or using Virtual Reality.
In the first case, the navigation happens through the keyboard and pointer, while in the
second case, using the WebXR Device API the user can access the scene and use the
controllers of the virtual reality headset or the cardboard pointer to move within the
virtual environment or, as shown in Fig. 2, to point to a production unit and click to show
its status information panel.

Fig. 3. User interaction and issue tracking in the data center digital twin.

3 Conclusions

We have tested the workflow on two digital twins: first on an imaginary production
chain, the Cube Cookies factory, then on the real test case, the CINECA supercomputing
datacenter. Such workflow is focused on the interaction with the virtual model, that we
exemplified through the control panel in the Cube Cookie factory, the easy deployment
of the framework and the straightforward reusability, that we demonstrated by easily
adapting the workflow to both a shop floor factory and a supercomputing center.

The next step is to link online the digital twinwith theExamondatabase to visualize in
real time the datacenter behaviour. According to anAgile approach [11], use caseswill be
collected among the final users of the applications in order to address the requirements
with adequate interactions. The digital twin, including the visualization system, will
be replicated and deployed on the new CINECA datacenter that will host Leonardo
preEXASCALE supercomputer, the next CINECA HPC cluster [10]. The Leonardo
digital twinwill be a completemonitoring systemused byCINECAsystem administrator
and technician to improve the ease of maintenance and reduce the intervention time in
the case of failure.
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Abstract. Decision-making systems have been widely used in the
Financial Services domain. AI is bringing both many innovations and
opportunities as well as new risks linked to ethical considerations. Cus-
tomer trust is at the forefront of customer retention. To build trust,
there is the need to make the decision process Interpretable, Understand-
able, and Trustworthy for the end-user. Since products offered within the
banking sector are usually of an intangible nature, customer trust per-
ception is crucial to maintain a long-standing relationship and to ensure
customer loyalty. To this end, in this paper we propose more insightful
and user-friendly explanations for decisions made by AI systems in the
financial domain.

Keywords: Trustworthy AI · Financial services · Credit scoring ·
Fairness · Explainability · Human-centered computing

1 Introduction

Artificial Intelligence (AI) has increasingly played a predominant role in the
interaction with consumers, citizens, and patients in the last years. It has been
capable of revolutionizing their daily lives and improving all those user-centered
services that are expanding out from the back office into customer-facing appli-
cations1. However, users often interact with such systems without even knowing
that life-changing decisions like mortgage grants, job offers, patients screenings,
etc., are in the hand of an AI-based system. Sometimes, such decisions may result
arbitrary or inconsistent and limit users’ ability to access the opportunities for
which they are indeed qualified [1]. In particular, AI adoption is growing rapidly
in the financial sector. Financial firms have widely used it to monetize data

1 https://www.fca.org.uk/publications/research/research-note-machine-learning-uk-
financial-services.
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assets, improve customer experience, customize product and service offerings,
drive business growth, and enhance operational efficiencies.

On the other hand, AI has shown its weakness by emphasizing social and
ethical issues such as gender and demographic discrimination [3,4], and lack of
interpretability and explainability. As these applications become key enablers
and more deeply embedded in processes, financial services organizations need to
cope with AI applications’ inherent risks. This is true both from a compliance
point of view (regulatory and ethical norms) and because the lack of trust is the
leading barrier to AI adoption and acceptance by users. Building trust requires
transparency and clear communication with internal stakeholders and customers,
who should know when, how, and why AI is being used. This is especially true
in a sector heavily regulated, such as the financial services one.

AI-based systems are increasingly attracting the attention of regulatory agen-
cies and society at large, as they can cause, although unintentionally, harm.
Indeed as reported by the Ethics guidelines for trustworthy AI from the Euro-
pean Commission’s High-Level Expert Group on AI: “The development, deploy-
ment, and use of any AI solution should adhere to some fundamental ethical
principles such as respect for human autonomy, prevention of harm, fairness,
and explainability” [10]. Moreover, the GDPR set off the right to explanation:
users have the right to ask for an explanation about an algorithmic decision made
about them. In the UK, the Financial Conduct Authority (FCA) requires firms
to explain why a more expensive mortgage has been chosen if a cheaper option
is available. The G20 has adopted the OECD AI Principles2 for a trustworthy
AI where it is underline that users should not only understand AI outcomes but
also be able to challenge them. In the financial sector, this is not an easy task to
solve. As on one side, it is required to show how an outcome has been reached
and whether it was fair and unbiased. On the other, not all the rationales behind
a decision can be disclosed to prevent users from gaming the system.

In this paper, we propose an approach to provide more insightful explanations
to make the interaction more user-friendly and, at the same time, to reinforce
customer trust in the system.

2 What Does It Mean to Be Fair?

There is no single, globally accepted definition of fairness in AI [17]. However,
being fair implies ensuring the same quality of service to all people, avoiding dis-
criminating against minorities, and using protected characteristics like gender,
nationality, age. AI-based systems should allocate opportunities, resources, or
information fairly, thus avoiding societal or historical biases. The definition pro-
vided by Mehrabi et al. [13] summarizes well these concepts: the absence of any
prejudice or favouritism toward an individual or a group based on their inherent
or acquired characteristics.

In our analysis, we refer to Credit Scoring (CS) systems that compute the
probability of a customer to repay a loan. We use this case study since for
2 https://oecd.ai/ai-principles.

https://oecd.ai/ai-principles
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credit loan the concept of equal opportunity is crucial, and it lies very often in
the hands of ML algorithms. Indeed, governments have addressed demographic,
gender, and racial discrimination as regulatory compliance requirements since
the 1960s [5,7,8]. Since those norms were not set to prevent discrimination in
not-human decision making (as in the case of ML algorithms), “Ethics guidelines
for a Trustworthy AI” [10] and “The White Paper”3 were released to give guide-
lines for ethical and safe use of AI. Some critical keys requirements are “equity,
diversity and not-discrimination” enclosed in the concept of fairness.

Going deeper with this analysis, the concept of fairness in CS could linked
to one or more of these three criteria [11]: (i) Independence [6], (ii) Separation
[9], and (iii) Sufficiency [3].

The (i) Independence guarantees that the fraction of customer classified as
good-risks is the same in each sensitive groups. Therefore, if the gender is con-
sidered as sensitive, both men and women should have the same percentage of
good-risk classification. The (ii) Separation criterion is related to the concepts of
misclassification. Accordingly, the errors in classifying will be the same both in
sensitive and non-sensitive groups. Finally, the (iii) Sufficiency criterion states
that the probability that an individual belonging to the good-risk class is clas-
sified as good-risk will be the same for both sensitive groups. In this case, if
the algorithm shows a gender bias, for example, a woman that belongs to the
good-risk customer could be classified in the bad-risk class.

Once defined the concept of fairness and described the dimensions it is based
on, the next question is: how can the customer be sure that the decision made by
the algorithm is fair? We introduce now the next step that allows the customer to
realize that the decision is fair. In particular, the person accountable for the AI
system should be able to explain their outcome to the customer. The following
section will address what explanation means and how to reach this goal.

3 From Model Fairness to End-User Explanation

Several definitions are provided in the literature on what explainable means
when we talk about an ML algorithm. The most relevant one for our purpose is
provided by Bracke et al. [2] “explanations can answer different kinds of questions
about a model’s operation depending on the stakeholder they are addressed to”.
This definition introduces an interesting characteristic of the explanation that
has to consider the point of view of a specific stakeholder. Accordingly, in a CS
scenario, for example, the explanation for a given decision might be different
if addressed to customers rather than to the risk management functions. From
the customer’s point of view, which is the most interesting in our analysis, the
explanation should describe the motivations behind a decision in a way that
is easy to understand. Naturally, as abovementioned, the decisions are made
by algorithms thus, it is crucial to know how these algorithms work. The ML

3 https://ec.europa.eu/digital-single-market/en/news/white-paper-artificial-intellige
nce-public-consultation-towards-european-approach-excellence.

https://ec.europa.eu/digital-single-market/en/news/white-paper-artificial-intelligence-public-consultation-towards-european-approach-excellence
https://ec.europa.eu/digital-single-market/en/news/white-paper-artificial-intelligence-public-consultation-towards-european-approach-excellence
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Fig. 1. An example of generation of natural-language explanations

algorithms belong to two main classes: interpretable and uninterpretable. More
specifically, the former implement a white-box model, the latter a black-box one.

On this perspective, Sharma et al. [15] distinguish model-agnostic and model-
specific explanations. Model-agnostic methods provide an explanation that is not
dependent on the ML model adopted and are generally used for black-box models.
A surrogate model is thus implemented with the aim of simulating the behavior
of the original algorithm.

Several methods have been proposed to explain black-box models. Two of
the most important are LIME and SHAP. LIME trains local surrogate models
explaining single data [14]. It generates a perturbation of initial data creating
a new dataset and observing how the prediction changes through training an
interpretable model. The analysis of the outcome of the perturbated data allows
to interpret the original model. SHAP [12] is inspired by the cooperative game
theory based on the Shapley Values. Each feature is considered a player that
contributes differently to the outcome (i.e., the algorithm decision). SHAP does
not compute all the possible combinations between all the features but performs
only a random set of combinations for efficiency constraints. SHAP provides a
ranked list of the features that contributed to the outcome ordered from the
most to the less important. However, this explanation probably is not so clear
for a customer who does not have experience with how an algorithm works. For
this reason, if we want to improve the user’s trust and general user experience
with the system, we need to make the explanation more understandable. In that
direction, we guess that an effective solution could be to transform the output
produced by software like LIME or SHAP in a natural language sentence. We
propose the pipeline described in Fig. 1. Customer characteristics are the input,
then the algorithm makes a decision, e.g. the computation of the CS, and shows
using SHAP the features that contributed the most to the decision. At this
point, another module takes as input the decision and the SHAP output and
generate a natural-language explanation: e.g. Dear Giulio, your loan application
has been rejected since you don’t have an account with us, the credit amount you
asked for is too high compared to your income, and the duration is too long. An
interesting opportunity in this context could be provided by a counterfactual
explanation that explains how the output of the algorithm could be changed
[16]. For example, the system can add: In the case you decide to open an account
with us, to reduce the credit amount to 10,000$, and to reduce the duration to
12 months, the application will be probably accepted. Conversely, model-specific
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explanations are based on the analysis of the structural information and the
internal components of the algorithm that should be interpretable natively. From
a technical perspective, these algorithms are easier to explain, but in this case,
as well, most users will not be able to understand them. Therefore, the scenario
is quite similar to the previous one and also here the exploitation of natural
language can improve comprehensibility.

4 Future Directions and Challenges

In the credit risk context, we analyzed which fairness metrics can better evaluate
the ML model and which explanation tools can get a better insightful interpre-
tation of the decision process. For decision-making systems, it is necessary to
understand the causality of learned representations, and visualization tools need
to be human-centered through natural language. It turns out that Shapley val-
ues can help scientists to understand something more on what features have
more influence on the outcome. However, no explanation has been developed
specifically for the knowledge domain of the end-user. One of the possible future
directions concerns the development of intelligent conversational systems that
can adapt the explanation to the type of user they interface with, guaranteeing
the fairness of the treatment received and proposing counterfactual analyses of
their characteristics. The explanation needs to be more Human-centered and
more user-friendly without disclosing all the financial institution’s decision cri-
teria, risking adverse actions from unfair users.
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Abstract. This paper reports ongoing research for the definition of a
data-driven self-healing system using machine learning (ML) techniques
that can perform automatic and timely detection of fault types and
locations. Specifically, the proposed method makes use of spectrogram-
based CNN modeling of the 3-phase voltage signals. Furthermore, to keep
human operators informed about why certain decisions were made, i.e.,
to facilitate the interpretability of the black-box ML model, we propose
a novel explanation approach that highlight regions in the input spec-
trogram that contributed the most for the prediction task at hand (e.g.,
fault type or location) - or visual explanation.

Keywords: Self-healing system · Interpretability · Fault prediction

1 Introduction and Context

Electrical grids are susceptible to a variety of electrical abnormalities, failures,
and security threats, which if not tackled abruptly, in some cases they can leave
a devastating impact on lives and the country’s critical industries, leading to a
national dilemma as the result of a cascading effect [5,6]. Over the last decade,
the problem of automatic fault detection has been studied from various view-
ing angles using a combination of tools and techniques from computer science,
electrical engineering, statistics, and artificial intelligence (AI) and in particu-
lar using automatic data-driven machine learning (ML) algorithms [2,7]. From
a software point of view, the use of SCADA (Supervisory Control And Data
Acquisition) has dominated the electrical industry. SCADA is a control sys-
tem architecture composed of computers, networked data communications, and
graphical user interfaces (GUIs) for high-level process supervisory management
tasks [4]. The users of the SCADA, however, can be diverse ranging from elec-
trical engineers to expert data-scientists, and lower professional-level workers.
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Fig. 1. The 3-layered management architecture of an electricity provider network. The
red modules show our contribution.

2 Overview of the Self-healing Management System
of an Electricity Provider Workflow

We model the self-healing management system of an electricity distributor as
shown in Fig. 1 according to hierarchical architecture, where the lowest layer is
the closest level to the input data (i.e., raw electrical signals), and the highest
level is semantic data that are supposed to be understandable to the human
observer, thus bottom (data)→top (user). We describe the functionality of
each layer below:

1. Data-collection level: The main role of the data collection layer is the
acquisition of electrical, and logical data e.g., whether the fault breaker status
is close (0) or open (1). The data collection task by an electricity provider
is mainly managed by the SCADA (short for Supervisory control and data
acquisition) system, which is a standard approach to different types of input
data.

2. Automation levels: This level is responsible for automating the decision-
making by the system. Fault classification is the functionality that is inside the
operative center, however, traditionally it relies on the knowledge of specialists
that analyze fault to understand if it is necessary to inspect the feeder. Attack
detection (remote control part of smart grid), is mainly managed by the
telecommunication network. The workforce management unit relates to the
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crew who directly goes to check the problem. Service impact analysis deals
with regulatory and quality of service. We have added an accurate data-
driven location prediction system (where the latter is shown with red color)
for isolating faulty zones or their precise location. We believe this can be a
crucial part of modernized self-healing SGs since it expedites the dispatch of
the crew members to the targeted (faulty) areas.

3. Information level: This level is responsible for reporting the monitoring
status and fault decision outcomes to the user/operator. Practically, this is
implemented in electricity providers using SCADA dashboard and data dash-
board that can summarize data or give some detailed information to the user,
depending on the type level of analysis he is interested in.

In the next section, we elaborate our contribution to the existing management
self-healing system of the electricity provider.

3 Our Proposed Contribution

We propose ISCADA, interpretable SCADA that aims to augment fault pre-
diction results in SGs with information that facilitates interpreting them to
both experts and non-experts operators or users. To this end, we have built
a deep-learning-based fault prediction system1 that can provide accurate and
interpretable fault type and location with relatively high precision. ISCADA
extends the traditional SCADA by adding other components in the specific lay-
ers, as shown with red colors in Fig. 1. They include a fault location detection
(automation layer) and interpretable fault prediction visualization (data layer).
We now describe the main idea and the functioning mechanism behind the pro-
posed work.

As shown in Fig. 2, starting from the raw 3-phase voltage signal collected
from a hypothetical faulty area (zone A), we transform the data into a spectro-
gram representation, which will serve as a visual time-frequency representation
of the original signal [3]. This representation is not only an efficient represen-
tation of the signal as it contains both time and frequency representation, but
also a suitable technique for visual inspection of the fault prediction results
according to time and frequency changes in the signal. For the fault prediction
system, we build a data-driven classification system utilizing a powerful deep
convolutional neural network (CNN). Furthermore, an approach based on
gradient-weighted class activation mapping (Grad-CAM) [8] technique is utilized
to highlight important regions in the spectrogram that can explain fault type
and location, or visual explanation. The result of the explanation is a heatmap
visualizing where on the spectrogram images the network was paying attention
to. These can provide insightful visual cues to the human operator about the
characteristics of the faults and can keep them in the loop.

A hypothetical extension of these results would involve how to turn such
interpretable outcomes [1,2] into an explanation for non-expert users. In our

1 This work is currently under review at a journal/transaction.
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Fig. 2. Illustration of the principles behind the proposed intereptable fault prediction
system

scenario, we can use the result of fault prediction as an input to a knowledge
graph or other semantic repository of knowledge that can be also found freely on
the web. An example of such freely available resource we can name of DBPedia,
as shown in Fig. 2. The results are presented to the user in terms of multi-
modal explanation using natural language (results returned from the KG)
and visual outcome (the result of the automated fault prediction system shown
with the red zone over the spectrograms).

4 Conclusion

In this paper, we have reported the results of an ongoing research work aiming
at the definition of an interpretable and accurate data-driven self-healing sys-
tem using machine learning (ML). The end goal on the one hand is to perform
automatic and timely detection of fault types and locations; on the other hand,
we aim to make the prediction results interpretable to the user. We discussed
briefly the main insights behind our proposed CNN-based modelling of fault
spectrograms and the Grad-CAM technique, and how the latter can be used to
make the decisions made by the system more transparent.

Acknowledgments. This work has been partially funded by e-distribuzione S.p.A
company, Italy, through a PhD scholarship granted to Fatemeh Nazary.
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Abstract. Healthy Ageing represents one of the most crucial topics that our soci-
ety will face in the next decades, due to the progressive demographic ageing of the
population, (e.g., in Italy old-age dependency ratio is estimated to reach 59,7%
by 2065). These statistics highlights the need of a new paradigm for active and
healthy ageing, as well as a healthcare system able to support elderly population
in age-related diseases management.

In this work we present Let’s dance, an innovative exergame that aims to pro-
vide a new way to deliver physiotherapy for mild or moderate Parkinson’s disease
patients. Within the game, the patients are asked to reproduce the choreography
proposed, whose dance moves are aimed toward the achievement of specific ther-
apeutic goals (e.g., optimize motor coordination, physical endurance, etc.). The
game is part of a broader integrated platform that through sensors and actua-
tors located on a robot device in the clinical environment and on patients them-
selves, can track in real-time both the game performance and the clinical KPIs and
determine the assessment of patient’s therapeutic progress.

In this paper we present the first prototype of Let’s dance and a use-case
scenario.

Keywords: Parkinson · Exergame · Rehabilitation

1 Introduction

According to the World Health Organization (WHO), noncommunicable diseases
(NCDs) are responsible for almost 70% of all deaths worldwide [1].

The epidemic of NCDs poses devastating health consequences for individuals, fam-
ilies and communities, and threatens to overwhelm health systems. The socioeconomic
costs associated with NCDs make the prevention and control of these diseases a major
development imperative for the 21st century.

NCD management is the way to improve the quality of life for patients and their
families and to reduce the costs of the treatment for health systems. Scientists, in fact,
have proven that good management of NCD at home reduce drastically hospitalizations.
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NCDmanagement implies adopting healthy lifestyles, eating healthy foods and prac-
ticing physical activity in order to reduce the risk of complication and prevent the prob-
lems related to the disease. The difficulty lies in how to persuade the patients and their
families to change their habits. Patients need to be continuously motivated, monitored
and supported during the therapy.

In order to support patient empowerment and improve compliance with the medical
prescription, game dynamics can help. Games are very useful because they give further
motivation to reach the therapeutics goals even if patients lack intrinsic motivations
connected to their health. In other words, patients that usually resist adopting healthy
behaviors, if involved in a game tend to be more willing to adopt the same behaviors.
“Let’s Dance” is an exergame used in rehabilitation for patients affected by Parkinson’s
Disease (P.D.). Usually, the rehabilitation activity for P.D. merges physical and cognitive
activity: “Let’s dance” game uses a rehabilitation protocol based on Irish dance [2] to
involve patients in a joyful and engaging rehabilitation activity in two different game
settings: at home and in the hospital. Game dynamics are inspired by the famous Ubisoft
game “Just dance”.

In this paper we present the game Let’s dance and specifically section two describes
how the motivational levers are used to engage patients and convince them to comply
with the medical prescriptions; section three describes the game dynamics and software
architecture; section four reports some conclusion and future work.

2 Engagement Design

One of the first problems faced in the design phase was how to engage patients in the
hospital or at home. Elderly people often reject technology and tend to think that it is a
further and useless complication in everyday life. The challenge needed to be overcome
(1) how to make the game appealing in the eyes of the patient and (2) how to convince
the patient to play it repeatedly.

The first challenge was approached by presenting to the patient the game as digital
therapy. It is not just a game but also a way to undergo rehabilitation. The game, during
the exercises, can “observe” patients, gaining implicit feedback and calculating scores
about their health. At the end of each game, session feedbacks are released. They are used
to show health improvement or to suggest to the therapist new exercises that best fit the
patient’s condition. The second challenge was approached including a game dynamic
where two couples of patients face each other to win the title of best dancers. The
collaborative/competitive dynamics is very useful to include patients who are not very
competitive and play just for fun.

3 Game Description

“Let’s Dance” is an exergame that aims to support patients suffering from mild or mod-
erate Parkinson’s disease in the rehabilitation process, by introducing a new way of
approaching the therapy based on Irish dance. The game is used both at the hospital
(within a specific clinical environment used for rehabilitation treatments) and at home,
and it has been designed to ensure a rehabilitation protocol completely safe as regards
to traumas and falls that may occur during physical activities.
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3.1 Game Session at the Hospital

The game session at the hospital involves the participation of 1 to 4 users that can share
similar therapeutic goals about motor and cognitive abilities. Prior to the game session,
the users carry out awarm-up phase, preparatory to the correct execution of rehabilitation
activities. Based on the specific users involved, the therapist can set a number of initial
parameters, such as the music track, the exercise duration and, most importantly, the
therapeutic goals on which to focus the session (see Fig. 1).

Fig. 1. Setting of initial parameter for the therapy.

Once the game level starts, each player has two key elements on the screen: a visual
representation of steps (hereinafter the “Virtual Dance Teacher”) that mimics the move-
ments that the player will have to perform (each of which represents a game task), and
a humanoid avatar (hereinafter the “Player”), that replicates each gesture made by the
user in real space. During each game level, the Virtual Dance Teacher shows to the user
a number of steps to perform: the user has to recreate precisely each movement, both in
terms of correct physical performance and timing of execution. For each task performed,
the game provides audio-visual (positive or negative) feedback relative to the player’s
performance (see Fig. 2).

Fig. 2. Game scene.

At the same time, as the users carry out the exercise, the range of sensors set up
in the game environment (both artificial vision setting and biofeedback sensors) track
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the users’ key kinematic and clinical parameters. These data, elaborated by the Data
Analysis component, are used by the AI reasoner (alongside the game performance) to
plan a new and subsequent task sequence to be performed by the user. In this way, the
game is able to dynamically adapt both to the players’ performance and clinical status,
generating levels suitable for the correct users’ rehabilitation and safety.

After the last task, users perform cool-down exercises, in order to allow a correct
physical and energy recovery.

3.2 Game Session at Home

The exergame will be available also at home, where the patients will be able to execute
rehabilitation sessions designed specifically for the domestic environment. This activity
has been created for those patients that find it difficult to join the clinical activities, but
may also be used as a strengthening activity between two clinical sessions. The exergame
can be used under remote medical supervision.

The game session may be realized in two different modes: single player (the player
carries out a game session without other participants); 2) multi-player (the player carries
out a game session with other users remotely connected). The latter approach may be
used to encourage the players’ interaction and engagement, as well as to stimulate the
competition among the participants. As it will happen in the clinic, the game session
will be recorded, in order to be shared among the users and provided to the therapist for
further analysis.

3.3 Personalization Logic

Each game session can be set up and personalized according to the type of users involved.
Apreliminary customization of the levelmay be carried out by the therapist, and concerns
the setup of parameters such as music track, exercise duration and therapeutic goals.
These settings, alongside with the user data, will lay the ground for the AI reasoner to
plan a first sequence of tasks to provide to the users.

The sequence setup will be realized starting from a pool of approved steps, that
have been identified and enumerated (i.e. Forward step, Backward step, Alternated steps
forward, etc.). Each of these movements is self-consistent, i.e., it brings back the user
to a rest position, and therefore is potentially linkable with other movements. Steps can
involve both the use of a single limb (e.g. upper limb or lower limb) or both limbs.

In each level, the Virtual Dance Teacher provides to the player a sequence of steps.
The player will have to perform the same movements as closely as possible.

The key parameters analyzed during the game session are listed below:

1. Game performance: step execution, rhythm (meant as step execution in the expected
time frame in terms of bpm).

2. Kinematic parameters: gait analysis, centre of gravity position, upper and lower limb
symmetry, degree of torso angle, cadence, etc.

3. Physiological parameters: heart rate, respiratory rate, blood pressure, etc.



Let’s Dance: An Exergame to Lead the Way in Parkinson Rehabilitation 279

3.4 A Middleware to Facilitate Module Interaction

During the game, the kinematic and clinical parameters of the patient are monitored
by a middleware platform that reads the values transmitted by the environmental and
wearable sensors, and processes the data through artificial intelligence algorithms, thus
obtaining information on the state of health with a high degree of accuracy, supporting
the physiotherapist in evaluating the patient’s playing performance.

In more infrastructural terms, the platform can be defined as IoT Cloud and Edge
combined with IoT Smart Gateway and IoT Device. Instead of sending information
back to the cloud for analysis, IoT devices, using the Edge processing architecture, send
information directly to IoT Smart Gateway to effectively reduce response time, while
also saving cloud resources and bandwidth and providing better connection security.

In Let’s dance scenario, the middleware platform allows the integration of the
exergame with the following components: (1) Environment Camera Gateway: captures
video frames from the cameras placed in the environment and sends them, via TCP
protocol, to other middleware components for their processing. (2) Wearable Sensor
Gateway: collects data from meters worn by patients and sends them to the module
in charge of an initial processing through the TCP protocol. (3) Event Bus Interoper-
ability Framework: through a system of connectors and topics and the adoption of the
publish /subscribe architectural pattern, it manages the messages that circulate within
the robotic platform, redistributing them to other components that express the need. (4)
Stream & Batch Processing: allows to execute data analysis scripts/jobs in streaming or
batch mode. The events produced can be lost-stored as data as well as sent as new events
to the Event Bus module so that they can be consumed by other modules interested in
them. (5) Persistence Layer: it allows to provide persistence to the circulating informa-
tion: contextualized sensor data (internal and external to the robot), events produced by
streaming and batch processing video.

4 Conclusion and Future Works

The present paper describes the first prototype of the exergame developed for the treat-
ment of PD. A great effort has been spent to improve the appeal of the game for the
target users. The first prototype will be tested in a trial in order to evaluate the usability.
The project’s ambition is to certify the game as a medical device.

References

1. WHO. https://www.who.int/health-topics/noncommunicable-diseases#tab=tab_1. Accessed
23 Apr 2021

2. Petzinger, G.M., Fisher, B.E., McEwen, S., Beeler, J.A., Walsh, J.P., Jakowec, M.W.: Exercise-
enhanced neuroplasticity targetingmotor and cognitive circuitry in Parkinson’s disease. Lancet
Neurol. 12(7), 716–726 (2013). https://doi.org/10.1016/S1474-4422(13)70123-6

https://www.who.int/health-topics/noncommunicable-diseases%23tab%3Dtab_1
https://doi.org/10.1016/S1474-4422(13)70123-6


S.A.M.I.R.: Supporting Tele-Maintenance
with Integrated Interaction Using Natural

Language and Augmented Reality

Fabio De Felice(B), Anna Rosa Cannito, Daniele Monte, and Felice Vitulano

Exprivia S.p.A., Molfetta, Italy
Fabio.DeFelice@exprivia.com

Abstract. Remote maintenance is becoming a crucial aspect in the industrial life
cycle, especially in context where different countries, languages, and time zones
are involved. Supplying on-site operators with smart tools to rapidly and easily
request support can boost maintenance procedure execution times and solving
of unexpected problems, can reduce the number of interventions and can speed
up novice training, resulting in cost reduction and equipment use maximization.
Authoring tools are needed to properly create new multimedia content and to
process, organize and index legacy company knowledge, regardless of type. In
this paper the SAMIR solution is presented, it defines a SaaS platform integrat-
ing Augmented Reality and Natural Language Processing to supply an effective
support during maintenance intervention together with authoring tools to create
multimedia content and procedures.

Keywords: Augmented reality · Tele-maintenance · Architecture for AR
services ·Middleware · Natural language processing · Natural language
interaction

1 Introduction

Today, the interaction between production and maintenance is gaining importance in the
“Industry 4.0” context. Proper maintenance management helps maximize utilization of
equipment, to maintain a constant level of productivity, to reduce the number and timing
of interventions, leading to costs reduction [1]. The tele-presence approach for remote
maintenance, also because of the current pandemic emergency, is gaining the attention
of companies in the manufacturing industry. In this context, the use of Virtual Real-
ity/Augmented Reality (AR/VR) combined with multimodal Human-Machine Interac-
tion, such as using gestures or natural language with text or voice [2, 3], allows effective
reduction of execution times. Stress and weariness can be reduced enhancing security
[4] and human error [5] and intervention costs can be minimized. Knowledge sharing of
specialized skills is also enhanced facilitating continuous learning of operators.

In this paper we present SAMIR (Smart Assistance for Maintenance with Intelli-
gent Research), developed for the Italian project FINDUSTRY4.0 – Future Internet for
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Industry 4.0 (PON FESR 2014–2020 project code F/080002/01–04/X35, from MISE–
Ministero dello Sviluppo Economico), a SaaS platform aimed at supplying integrated
tools to support on-site operators duringmaintenance, remotely and in real time. SAMIR
also defines authoring tools to easily create multimedia contents (video, text, image, 3D
models) and uploads legacy company content.

Fig. 1. The SAMIR architecture

On-site operators interact with the system by using natural language during dialogue
with remote human experts, by means of chat or video call, and with an AI Virtual
Assistant by means of chat or Voice/Vocal User Interface (VUI). The adoption of VUI
in conjunction with normal chats allows keeping the hands and eyes focused on the
task at hand, speeding up the intervention, as the speech recognition process is at least
three times faster than keyboard input on smartphones [6]. Remote human experts can
enhance their explanation by the use of 3D symbols, predefined or drawn in freehand,
visualized by the operator in AR mode, moreover, AR can be used to represent entire
maintenance procedures. The closer the interaction between human and real object, as
in the maintenance case, the more virtuality should be non-invasive and constructive
by enriching the real world with virtual contents, for this reason the AR approach is
preferable to VR [7, 8].

The rest of the paper is organized as follows: in Sect. 2 an overview of the main
architecture components is given with focus on interaction implementation, in Sect. 3
the interaction design is described, while in Sect. 4 and 5 a real use case and conclusions
are reported respectively.

2 SAMIR Architecture

In this section the SAMIR architecture, depicted in Fig. 1, is described highlighting how
contents are created and consumed. The architecture is organized in three main areas,
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the Provider, including tools used by the domain expert to create and organize contents,
the Consumer, with tools to request and use contents, and the Core implementing the
back-end, which integrates processing services and stores data.

The Provider tier contains applications to create maintenance procedures in different
formats (text, video, 3D) by means of authoring tools and to upload legacy multimedia
contents to populate the solution company knowledge. Also, sensors monitoring the
equipment fall in this area as they provide live data that can be visualized by the operator
during intervention or can be used to trigger condition-based maintenance procedures.

On the Consumer side there are three main components, the mobile app used by
the on-site operator, running on smartphone or tablet, the web application used by the
remote expert, and theVirtual Assistant which provides an intelligent interface to interact
directly with the search engine of the system. The Core tier is based on a three-tiers
architecture, extended with an integration layer to decouple interface and service layers
in order to promote extensibility and modularity. In the Service Layer the Multimedia
Manager Service (MMS) is responsible for the semantic segmentation and indexing of
uploaded videos and for successively retrieving themas results of user queries. TheSmart
Document Service (SDS) handles the textual contents, both generic and procedures,
and retrieves them when queried, while Procedures Service handles both video and
3D procedures. The NLP Service is responsible for processing user requests in natural
language both syntactically and semantically to create a formal query to be used in input
to the MMS and SDS.

3 Interaction Design

Two types of interactions take place, Provider interaction, involving authoring activities,
and Consumer interaction, involving how operators interact with each other and with the
system. In Provider interaction, to create video or text procedures, intuitive interfaces
are available; videos can be subdivided into tasks and steps, analogously a given text can
be annotated to create an index and to mark section of interests. This preprocessing step
allows direct access to the portion of interests of a given procedure. Generic contents
can also be uploaded, after tagging them, for free research.

In theConsumer interaction the on-site operator is first guidedby theVirtualAssistant
to the required information, if this support does not satisfy the user needs the dialogue
can switch to a human operator. The Virtual Assistant tries to understand user requests
by grouping them into three categories: Planned Procedures, Live Data and Contents
Research. The user asks for Planned Procedures during scheduled maintenance to find a
particular procedure about particular equipment, the assistant guides the user by showing
the procedures available for that equipment and the format available for a given procedure
(text, video or AR), at the end of this dialogue the procedure is shown to the user in
the chosen modality. In an analogue dialog, Live Data requests show sensor data and
other quantitative measurements to the user. Finally, Contents Research allows the user
to submit a generic request using natural language, this is the case when NLP comes
in by extracting the key words needed to make formal queries to the MMS and SDS to
retrieve contextual information based on videos and text.
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Fig. 2. Forearm to arm mounting scenario

4 Use Case

The ongoing development of the solution is constantly tested within a real use case. The
application has been deployed in the industrial automation domainwith the collaboration
of the project partner Comau [9], a leading company in the field. Maintenance proce-
dures about robotic equipment have been created and some user experiences have been
conducted as depicted in Fig. 2. In this image the case of the Racer7 robot is depicted
concerning the procedure of robot forearm to arm mounting.

The implementation integrates two existent solutions, while the integration back-end
is developed from scratch in Exprivia [10]. The Scotty application fromWideverse [11] is
used for AR interaction and authoring for video and 3D procedures, while Algho Virtual
Assistant from Quest-it [12] is used for VUI, dialogues and NLP, with a proprietary
algorithm [13].

5 Conclusions

In this paper the SAMIR solution has been presented with focus on integrated interaction
combining NLP and AR supporting on-site operators with effective contextual informa-
tion research during maintenance operations. Multimodal procedures can be supplied
in real time created with appropriate authoring tools used by domain experts. Also, live
data from sensors and free contents research based on requests submitted in natural
language are possible. The development is in progress and constantly tested in real use
cases in collaboration with a leading company in the domain of industrial automation.
The interest from a real stakeholder proves how such approach is a real need from the
industry field, and allows better understanding of final user requirements in order to
realize a quality product.
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Abstract. This paper addresses the problem of supporting public deci-
sion makers in the data analysis of the territory they are responsible for.
Most of the Italian territory consists of the so-called inner areas, which
are primarily rural areas usually far from main centers that provide edu-
cation, health and mobility services. A project that analyzes inner areas
is reported; it has two main objectives. A first one is to identify proper
clusters of such areas so that smaller areas can be grouped together in
order to share important services in the best and more economic way;
different algorithms are used to identify relevant parameters and to clus-
ter inner areas. The second objective is to create proper visualizations
of data of such inner areas, in order to better support decision mak-
ers in understanding the data and taking more informed decisions. It is
remarked that using visualization techniques without adequate knowl-
edge of their possibilities greatly limits the support that analysts may
get from them.

Keywords: Smart territories · Urban development planning ·
Clustering algorithms · Data visualization

1 Introduction and Motivations

The emphasis on smart cities keep increasing with a major focus on large
metropolitan cities. Other important components of the European territory are
the so-called inner areas. In Italy, inner areas are rural areas characterized by
their distance from main service centers; such centers are municipalities able
to provide education, health and mobility services that inner areas may lack,
for example schools with a full range of secondary education, emergency care
hospitals and silver category railway stations. In Italy, inner areas refer to more
than 50% of Italian municipalities, are home of about 25% of the Italian popu-
lation and cover about 60% of the national territory. Thus, they require specific
attention by public administration managers and politicians.
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The models considered for the analysis of smart cities cannot be directly used
for analyzing inner areas since they have different characteristics. Such models
could be used only after selecting the right indicators for inner areas. The data
resulting from the analysis can then be presented to the decision makers so that
they can identify proper strategies for the development of such marginalized
territories [8]. Several attempts have been developed to categorize inner areas [1,
2,10]). For example, data engineering, data visualization and intelligent data
analytics methods are used to create a decision support system to be used by
technical and/or political decision makers [6]. In Italy, a national strategy for
inner areas was introduced with the objective of improving the quality of life of
people living in inner areas and inverting the demographic trend of such areas,
see e.g. [14]. Several indicators describing the social, economic and territorial
environment have been proposed [5,7,13]. The census of inner areas performed
in 2013 classifies the peripheral level according to two main criteria: the offered
services and the distance of an inner area from the centers that provide the
essential services.

This paper briefly reports about a project that Links Management and Tech-
nology S.p.A. is carrying out in the South of Apulia region, the Salento area,
with the municipality of Galatone, a town in that area. The project involves
researchers of the IVU Lab of the Computer Science Department of the Univer-
sity of Bari Aldo Moro, since one of the objectives is to analyze data with the
support of visualization techniques, of which these researchers are expert. The
overall goal of the project is to improve the potentialities of inner areas, based
on the idea that inner areas can join to provide together more essential services.
Some activities of the project are briefly described in Sects. 2 and 3. Section 4
concludes the paper.

2 Clustering Inner Areas

One of the objectives of the project is to analyze how inner areas can be joined
so that, together, can provide a set of essential services. For this analysis, sev-
eral aspects have been considered, such as geo-demography, economy, innovation
and sustainable development [11]. For each aspect, several indicators have been
defined, reaching a total of about 50. Using such indicators, several clustering
algorithms have been applied to cluster inner areas in order to identify those that
can be grouped together. The results showed that the most useful algorithms
are K-means++, Skater and an ensemble algorithm; however, they provide dif-
ferent classifications of the inner areas. Specifically, K-means++ reveals more
irregular distribution of municipalities and classifies them in four clusters, while
Skater takes more into account the distance and creates 5 clusters. The ensem-
ble method shows the most similar municipalities to a reference one, so that all
similar municipalities are selected at once and can be classified more easily.

The clustering techniques have been selected empirically, taking into account
the knowledge of the analyst. In order to support the analyst on the correct
choice of the method or the parameters, a visual tool may help. Some authors
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Fig. 1. Occupied houses by municipalities

use visual techniques to compare predictive models (e.g., see [4,9]). Pister et
al. [12] propose PK-clustering to support the user choosing the best method
compared to the user’s prior knowledge. However, visual techniques are useful
not only for complementing other analytical methods, they are very powerful as
visual analysis tools themselves, as described in the next section.

3 Visual Analysis of Inner Areas

Several tools are available in the market, which provide different visualization
techniques. One of these is Kibana1, that is used in the project with Galatone
municipality. However, the collaboration with researchers of the IVU Lab of the
University of Bari was instrumental for a more valuable use of the techniques
in Kibana, as reported in the following. In addition, IVU researchers discussed
with Links researchers the importance of the validation with real users of the
adopted visualizations, as for example done in [3].

In this project, a first report was produced by Links consisting of 26 dash-
boards (a dashboard is a set of visualizations proposed for a certain goal);
such visualizations referred to data relative to various aspects of the inner
areas: environment and territory; economy; infrastructures and mobility; socio-
demographic, tourism. An example of visualization using one of the technique in

Fig. 2. (a) Salento municipalities ordered by the number of houses; orange color indi-
cates empty houses and blue color indicates occupied houses. (b) Details of Galatone
municipality when hovered with the mouse

1 https://www.elastic.co/kibana, last visited: July 2021.

https://www.elastic.co/kibana
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Kibana is in Fig. 1: it visualizes the top 10 municipalities of Salento in terms of
occupied houses; each column represents the percentage of houses occupied by
people; the legend at the top of the figure associates the color of each bar with
the referred municipality.

Let us discuss now how this data visualization was redesigned by the IVU
experts in order to allow the analyst to be faster in the data analysis and get
more information, possibly discovering new and unexpected patterns.

Figure 2(a) still uses a histogram as in Fig. 1 but, being rotated of 90 degrees,
it may visualizes all 97 municipalities in Salento (for the sake of space, the
image is cropped and only the top 28 municipalities are visible here). In addi-
tion, each bar presents two colors because each color codifies an attribute: the
blue color indicates houses occupied in the municipality and the orange color
indicates empty houses. The length of the colored bar is proportional to the
number of houses. This is an interactive visualization. As shown in Fig. 2(b), the
visualization changes when hovering with the mouse on one bar: all the other
municipalities are grayed and a popup shows detailed information about the
selected municipality (Galatone, in the case of Fig. 2(b)). The municipalities can
be shown in the histogram in various orders chosen by the user. In Fig. 2, the
data are ordered by the number of houses. It is immediately visible that the
proportion of occupied and free houses in the municipalities is different in the
municipalities. For example, the three municipalities above Galatone (reported
by eighth bar from the top in Fig. 2(a)) have much more empty houses than
occupied ones. By further investigating on these three municipalities, the ana-
lyst finds that they refer to the most touristic towns in Salento, located on the
sea, and the empty houses are a lot since they are occupied only during summer.

4 Conclusions

This paper discussed the problem of analyzing inner areas with clustering tech-
niques as well as visualizations techniques, in order to better support the the
decision maker of public administrations to group them in larger areas that
are more efficient from the point of view of the available services. An on-going
project is illustrated, on which Links Management and Technologies is working
on, also collaborating with researchers of the IVU Lab of the University of Bari
Aldo Moro. There is still a significant work to do on different directions, includ-
ing the identification of the best clustering algorithms and the investigation of
additional visualization techniques, not only to improve the comprehension of
the analyzed data but also to provide new perspectives or analysis dimensions.
A future plan is also to provide citizens with dashboards they may directly use.
This is a challenging task because the visualizations must be understandable for
the mass without requiring any training or specific expertise.

Acknowledgments. The authors thank Andrea De Matteis for his contribution in
the implementation of the dashboards.
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Abstract. In this paper, we demonstrate how to utilize acceptance mod-
eling in UX optimization via an adapted Technology Acceptance Model
(TAM), which was applied in an industrial software development con-
text. We evaluated a new Android launcher application that changes the
user interface of smartphones to better match the needs of elderly users.
Our findings show, that the factor “Usefulness” has the highest relevance
and should be prioritized in both further product improvements and mar-
keting processes. Furthermore, it is necessary to include the additional
acceptance output variable “Intention to recommend” to determine suc-
cessful communication strategies. We encourage researchers and practi-
tioners to use context-specific technology acceptance models in software
development processes to ensure adaption in the relevant target group.

Keywords: Acceptance model · User study · Smartphone · Elderly
users

1 Introduction

Emporia, an Austrian company which produces feature phones and smartphones
for seniors, developed an elderly-friendly Android launcher application that
changes the UI of common off-the-shelf smartphones in order to better match
the special needs of elderly users, see Fig. 1 (a) and (b). The Android launcher
application was already in a late stage of the development process. However,
previous market research by the company has shown that adoption of such a
launcher typically happens via younger relatives who download and install the
launcher on a smartphone (often an older model being reused), which is then
handed over to the older family member. For the company, these younger rel-
atives constituted a novel yet critical target group. Thus, it was necessary to
obtain reliable information about how this group perceives and evaluates the
product and as a consequence, how likely they would accept and adopt it. In
this paper, we describe how we addressed this challenge by adapting Venkatesh’s
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Fig. 1. (a) Home screen of the Android launcher. (b) Dial screen of the Android
launcher. (c) Adapted TAM model for elderly-friendly smartphone applications. Bold
borders indicate original TAM factors, whereas factors with thin borders were context
specific and dashed ones were adapted ones.

technology acceptance model (TAM) [6] and by utilizing it via a user study
designed to obtain empirical data on acceptance-related factors related to the
launcher application.

TAMs were originally developed in the context of Information Systems with
the purpose of quantitatively describing how different system and user related
factors influence end-user adoption behavior, e.g. [4]. Although TAMs have the
potential to provide substantial input in modern software development (cf. [1]),
its practical application has been largely neglected so far. Similar to other end
user studies (e.g. [1]), the underlying model needed to be adapted and extended
to fulfill the requirements of the product and the target group. Hence, in our
adapted TAM for elderly-friendly smartphone applications, we separated the
original TAM factor Behavioral intention into Behavioral intention to use and
Behavioral intention to recommend because recommendation to others (beyond
mere usage) has become a critical factor in the context of acceptance and adop-
tion in various contexts, e.g. [2]. We used the Net Promoter Score NPS [5] to
determine this intention to recommend. For intention to use, we asked our study
participants, if they would provide their older family members with a smart-
phone which has the launcher installed.

Whereas Perceived usefulness remained unchanged (e.g. whether the elderly
family members would save time by using the launcher, and whether the software
would support their daily life), we extended the original TAM factor Perceived
ease of use with Perceived ease of installation and Perceived ease of configura-
tion, since these are critical for applications like UI launchers (installation and
configuration will be done by the younger relatives). Additionally, the younger
relatives had to indicate how easy the daily usage would be for their older family
members. We used the original TAM factor Image to determine the perceived
social status of smartphones, i.e., younger relatives indicated if elderly people
should use smartphones from a social point of view. Furthermore, we added the



292 A. Sackl et al.

factors Individual prerequisites to determine if elderly users are able to interact
with the UI from a physiological (i.e. cognitive, motoric and visual capabili-
ties) point of view. A subset of the technology affinity questionnaire TA-EG [3]
was used to determine the affinity of the elderly family members regarding new
technology products. Furthermore, we understand Perceived enjoyment as key
factor for user satisfaction and acceptance. We asked the study participants if
their older family members would enjoy the usage of the launcher. Figure 1 (c)
displays our adapted acceptance model. Except NPS, all factors were covered by
several items rated on 7-point Likert scales ranging from 1 strongly disagree to
7 strongly agree.

We conducted a laboratory user study to provide participants with hands
on experience with the close-to-final prototype. The goal of the user study was
to evaluate our acceptance model and to derive specific recommendations for
software development marketing strategies for our industrial partner. Overall,
25 participants (f = 14, m = 11), all taking care of elderly relatives, took part
in our study, with age between 33 and 59 years and a mean age of 47. Study
participants were asked to download, install and configure the Android Launcher
including the granting of several android permissions, setting up WhatsApp,
creating family contacts with photos and setting up the weather app. Then, the
participants had to fulfill typical smartphone tasks, e.g., dialing, making a photo
and sending it via WhatsApp, etc. All steps were evaluated via questionnaires
accompanied by open questions to gather qualitative data about the investigated
factors.

2 Findings

Table 1 displays the mean and SD values of all factors, Cronbach’s alpha values
(0.7–0.98) indicate a high internal consistency of the different items. The high
mean values of the factors indicate, that the expectations of the target group
regarding an easy to use and useful Android launcher for elderly relatives were
fulfilled. The calculated NPS is 38%, which is comparable to the NPS of Apple
in Austria with 39%1.

Table 2 shows which factors are most relevant for Behavioral intention to
use/recommend by depicting correlations (level of significance: * = p< 0.05,
** = p< 0.01, *** = p< 0.001). The factor Perceived usefulness has the highest
correlation for both Intention to use (r = 0.84, p< .001) and Intention to recom-
mend (r = 0.84, p< .001), i.e., for further product optimizations we advised our
industrial partner to focus on this aspect and to communicate, e.g., how using
the launcher saves time (for both elderly users and their younger relatives) and
how the launcher enables older user to interact with the smartphone. Further-
more, our participants provided some ideas how to increase the usefulness of the
launcher, e.g., by providing the possibility to set alerts for individual intakes of
pills. Surprisingly, Perceived ease of use has rather low impact on Behavioral
1 http://www.marktmeinungmensch.at/studien/der-net-promoter-score-nps-von-

smartphone-marken-i/, last access: 14.04.2021.

http://www.marktmeinungmensch.at/studien/der-net-promoter-score-nps-von-smartphone-marken-i/
http://www.marktmeinungmensch.at/studien/der-net-promoter-score-nps-von-smartphone-marken-i/
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Table 1. Acceptance factor results Table 2. Relevance of factors

intention to use (r = 0.49, p< .05) and on Behavioral intention to recommend
(r = 0.45, p< .05). However, the ratings themselves show that the launcher is easy
to use. Although Perceived ease of installation was evaluated very positively, it
doesn’t exert significant impact on Behavioral intention to use or Behavioral
intention to recommend. Some participants mentioned, that launcher installa-
tion is performed only once in the application life-cycle, which resulted in higher
tolerance towards irritations like granting several Android permissions.

The average ratings about the Image of smartphones, that smartphones are
perceived as becoming relevant for this user group from a social perspective.
The ratings about the Technology affinity of elderly relatives is rather widespread
(Inter Quantile Range = 3.83), e.g., this user group is diverse regarding the readi-
ness to explore new technologies. The high ratings about the Individual prereq-
uisites show, that - according to the younger relatives - the elderly target group
has all necessary capabilities to handle a smartphone with the installed launcher.

3 Conclusion

In this paper, we discussed the integration of acceptance modelling in an indus-
trial software development context. We demonstrated how practitioners benefit
from context-specific acceptance models in both software development and mar-
keting processes. Our findings show, that conducting an acceptance user study
in a late stage of a software product development process provides valuable
input for marketing strategies and defines a clear prioritization for final product
improvements, e.g., in our case Easiness of installation seems to have only a
minor impact on intention to use. Therefore, the industrial partner was advised
to focus on improving the usefulness of the software and not putting res sources
into enhancing the installation process.

Especially for software products that are bought online in app stores, online
recommendations and Word-of-Mouth-Marketing are highly relevant for com-
mercial success. Hence, it is crucial to understand the motivation and attitudes
of potential customers. In our use case, Behavioral intention to recommend and
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Behavioral intention to use need to be considered separately. For example, Per-
ceived enjoyment is more important for Behavioral intention to recommend than
for Behavioral intention to use.
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Abstract. New and evolving threats emerge every day in the e-Health
industry. The safety of e-Health’s telemonitoring systems is becoming
a prominent task. In this work, starting from a CADS (Cyberattack
Detection System) model that uses artificial intelligence techniques to
detect anomalies, we focus on the activity of interacting with data. Using
a User Interaction Engine, a dashboard allows you to visually explore
and view data from suspected attacks on healthcare professionals for a
threat reaction. In particular, a User Feedback module is presented to
interact with healthcare personnel and ask for a response on the anomaly
detected.

Keywords: User interaction · User feedback · Artificial intelligence for
security · Internet of medical things · e-Health

1 Introduction

In the e-Health sector, the protection of patient telemonitoring systems is essen-
tial to ensure that they follow their clinical path without any kind of external
intrusion. In particular, Artificial Intelligence (AI) and Machine Learning (ML)
have become critical technologies in information security, as they are capable
of rapidly analyzing millions of events and identifying many different types of
threats.

Intrusion analysts infer the context of a security breach by using prior knowl-
edge to discover events relevant to the incident and understand why it hap-
pened [1]. Although security tools have been developed that provide visualiza-
tion techniques and minimize human interaction to simplify the analysis process,
too little attention has been paid to humanizing the interpretation of security
incidents. Simply reporting a cyberattack is not sufficient to allow the healthcare
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professional to correct the patient’s clinical path. These data must be represented
graphically, which can be understood by the healthcare professional. The detec-
tion of the cyberattack must therefore be supported by systems that provide
different forms of visualization and interaction, according to the different end-
users, and that allows them to have the possibility to interactively manipulate
graphical representations based on Visual Data Mining (VDM) techniques.

This paper is organized as follows. Section 2 provides an overview of related
work and technologies which were investigated as background knowledge.
Section 3 provides the main contribution of the paper regarding the user inter-
action with a Cyberattack Detection System (CADS). Finally, Sect. 4 concludes
the paper, outlining future works.

2 Background and Related Work

Cyberattack Detection System (CADS) is software that automates the cyber-
attack detection process and detects possible cyberattacks. Anomaly detection
typically works on monitored network traffic data. Indeed, the integration of
healthcare-based devices and sensors within the Internet of Things (IoT) has
led to the evolution of the Internet of Medical Things (IoMT) [12]. In particu-
lar, ML-based anomaly detection systems are critical for ensuring security and
mitigating threats such as bogus data injection attacks [7]. Therefore, designing
a distributed security framework for distributed IoMT applications is a chal-
lenging task due to the dynamic nature of IoMT networks such as IoT devices,
edge devices, and the cloud. The line of research in this way is moving towards
building robust anomaly-based intrusion detection systems that efficiently dis-
tinguish attack and normal observations in the IoMT environment, consisting of
interconnected devices and sensors. For this reason, works in [3,8,9] has dealt
with a clinical and operational context to develop integrated solutions for con-
tinuous care in which AI and IoMT are used at the Edge, with a people-centered
approach that fit the needs of healthcare professionals and is incorporated into
their workflows.

Figure 1 depicts the architecture of the CADS proposed in [2]. It focuses on
the security of data transmitted from IoMT sensors to three different intercon-
nected processing modules: a Clinical Pathway Anomaly Detection (CPAD), an
Explainer module, and an User Interaction Engine. The latter is made up of
three sub-modules, i.e.: a Visualization Framework, an User Interface, and an
User Feedback system. The activity of interacting with the data is carried out
by means of the User Interaction Engine, which provides a dashboard through
which to visually explore the data to get a clearer view of what happened over a
period of time. In particular, thanks to the User Feedback module, it is possible
to implement a continuous improvement of the classification performance, and
consequently of the anomaly detection, thus obtaining a more effective identifica-
tion of threats. In this way, CADS is increasingly accurate in identifying threats
and therefore more robust from a security point of view.
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Fig. 1. Cyberattack detection system architecture

Below is a case study, where an e-Health telemonitoring system is, in turn,
monitored by a CADS at the Edge. Let’s consider a smart ECG device, which
collects heartbeat information from a patient in remote assistance.

3 ECG User Interaction and User Feedback

The Interactive Machine Learning (IML) research domain incorporates human
feedback into the model training process to develop high-performance ML mod-
els [4]. It is experience research again momentum [5].

Thanks to the use of examples provided by the system and human feed-
back [10,11], it is possible to allow the algorithm to learn how best to behave
when faced with a given ECG detection. In our case study, the contribution of
the User Feedback to the system is the evaluation of the detected anomaly and
the embedding of a doctor’s feedback. The User Feedback module will generate
for each detection ECGi a feedback coefficient φi that represents the doctor’s
feedback on a given instance.

Definition 1. Let ECG be the set of the heartbeat detections received from a
smart ECG monitoring end-device, ECGi be the i-th heartbeat detection. Then,
the feedback coefficient is a function φ : ECG �→ {−1, 1} such that any i-th user
feedback related to the heartbeat detection ECGi, is defined as follows:

φi =
{

+1 if ECGi is false positive or false negative
−1 if ECGi is true positive or true negative (1)

Therefore, the User Feedback UF is a set of tuples such that, for any i-th pair
of arguments (ECGi, φi), a single element UFi is defined as:

UFi = (ECGi, φi) (2)

In this way, the CADS will become more robust to external cyberattacks,
since the User Feedback would report the opinion of the caregiver which will
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confirm or not whether the i-the ECG detection is abnormal or not. In the User
Interaction Engine, the Visualisation Framework represents the data orchestra-
tor, handling and visualizing processed data coming from the various modules.
It uses algorithms of VDM [6] that allow, through different visualization tech-
niques, to interactively group data in a more efficient way, improving the data
insight process. Afterwards, the User Interface (UI) included in the User Inter-
action Engine allows the user to interact with the data. In the case study, the
UI allows the caregiver to interact with the ECG instances. In the CADS archi-
tecture, an Explanation module displays useful classification information, with
which it is possible to visually manage each ECG detection. For instance, one
would be able to no longer consider an ECG instance as an anomaly, or, more
specifically, to improve the classifier performances by indicating the correct class
of anomaly when a wrong one has been predicted. The interaction with the user,
in this case a doctor, helps the system to be more and more reliable, as well as
secure from cyberattacks.

Through the integration of CPAD, Explainer, and User Interaction Engine
modules, the Visualization Framework will be able to manage anomalies detected
as threat insights. These will be appropriately displayed on the UI which, in
addition to allowing interaction with the anomalous data (in this case the ECG
detection), will be able to display the threat representation through a dashboard.
Thanks to the threats graphical representation in the dashboard, the user’s reac-
tion to the threat is improved. The visual process, whereby the healthcare pro-
fessional is able to mark a detection as true or not, is a key scenario in which ML
methods are combined with human feedback through interactive visualization.
This process enables the fast prototyping of the ML model that can improve
both the performance of the algorithm and human feedback. It will be also able
to complete tasks where anomaly identification was not yet possible. The system
then uses User Feedback to refine detection results and guide further analysis.
Caregiver Feedback is therefore used as an essential source of ever-improving
anomaly detection of ECG, which means that labeling the local environment
will trigger global updates and thus guide further analysis.

4 Conclusion

An e-Health telemonitoring system cannot always have a security expert man-
aging the security of the system. The proposed User Interaction and, in partic-
ular, User Feedback modules introduced in an AI-based CADS provide a visual
representation of the results to the expert user engaged in a feedback response,
determining whether the detected anomalous data are truly atypical by assessing
the detection with positive feedback. Otherwise, the user provides negative feed-
back. Such interaction with a CADS has an impact on the processed health data,
adjusting the visualization reports with the corrected measurements, shown in a
useful dashboard. Future works will focus on the development of a further visual
interface in which, thanks to the use of ML and VDM algorithms, it is possible
to graphically represent both machine capability and human intelligence.
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Abstract. Training is vital in factories to ensure the quality of work-
ers’ technical expertise but can be costly due to various physicality con-
strains. The emergence of virtual reality (VR) opens the opportunities
to address this issue by providing affordable solutions where workers can
freely learn by doing without compromising safety or risking damage.
This paper presents an industrial research project carried out in a com-
pany, focusing on designing and evaluating a VR application for training
a procedural task in factories. Insights from the evaluation suggest multi-
ple design considerations that need to be taken into account in designing
future VR interfaces for factory training in the company.

Keywords: VR · Factory training · Immersive environment

1 Introduction

Technical training plays an important role in manufacturing industries. Both
experienced or newly-hired workers need to be trained regularly to ensure up-to-
date technical knowledge and skills for reliable and timely operation or trou-
bleshooting in factories. However, technical training can be costly. In tradi-
tional training approaches, trainees need to typically work directly on a piece of
real equipment in order to help them acquire hands-on experience. This might
be impractical in many scenarios where the real equipment is expensive, thus
economically difficult for trainees to freely explore. Sometimes trial-and-error
exploration with actual devices should even be avoided as they may cause life-
threatening accidents. Traditional approaches also typically require experts to
be locally present to supervise, assist or teach trainees, which is becoming chal-
lenging due to the shortage of experts as well as difficulties of traveling.
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Recent developments of VR technologies promise novel low-cost solutions for
technical training in factories. Modern VR headsets can provide powerful visu-
alization capabilities and intuitive interactions based on hand gestures conveyed
through handheld controllers, in a relatively compact form factor with affordable
prices. Intuitive gesture-based interactions currently supported on modern VR
systems might also allow to simulate user interactions with virtual artefacts sim-
ilarly as in the real world, thus helping train necessary motor skills for the tasks.
This opens opportunities for industry to easily simulate complex and costly sys-
tems and environments at a high fidelity in virtual worlds, where trainees can
freely explore, manipulate, make errors and learn without taking risks.

ABB is a global manufacturer and supplier of complex industrial systems
including industrial robotics, power and heavy electrical equipment. Technical
training is thus a crucial part in the organization’s business, not only in securing
the company’s production but also in supporting the company’s customers. With
recent advancements of VR, ABB was interested in exploring the applicability
of this technology to benefit technical training activities in and offered by the
company. We thus carried out a research project focusing on designing, devel-
oping and evaluating a VR application called VRQUEST to support training of
a technical task in factories. The main goal was to examine the advantages and
disadvantages of currently common VR devices for industrial technical training.

2 Design and Development of VRQuest

To frame design and research problems, we interviewed several subject matter
experts (SMEs) in the company to understand more about their current training
practices. The SMEs were managers and engineers from different departments
such as electrical, mechanical, system design, installation, site management and
maintenance with various levels of experience working for the company. We
also reviewed multiple research articles on training, learning and instructional
design [1,2] to understand more about what should be scientifically considered
when designing a system for training. Based on contextual understandings gath-
ered from the SMEs and knowledge from the literature review, we ran a design
workshop to ideate on different design features of the system. We chose a mainte-
nance task where a user needs to procedurally perform multiple steps to change
a filter of a cooling system as an exemplary use-case for the VRQUEST system.
This task was chosen because it was a common one found in the literature as
well as currently existing in the company. The design features were iteratively
refined during the prototyping process following the five aspects below.

Physical Fidelity: This aspect includes: representational fidelity - describing
how the virtual environment should resemble the look and even the feel of the
environment, and interaction fidelity - describing that users interact with vir-
tual artefacts as if they were in the real world [3]. This aspect is to familiarize
users with the visual appearance of the corresponding real environment and the
necessary psychomotor skills to perform the actual task. VRQUEST implements
this by presenting a virtual room that resembles an existing cooling substation.
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Fig. 1. Overview of VRQUEST system (a) 1:1 scale 3D model of the cooling system (b)
a virtual screen allowing the user to choose the training mode (Tutorial or Practice)
and view the instructions in Tutorial mode (c) summary of user performance when
completing the task in Practice mode (d) a participant bending down and reaching
his hand over a virtual pipe to turn a valve located close to the floor.

Fig. 2. Examples of user interactions in VRQUEST . (a) An arrow helps the user locate
a switch (b) the user’s virtual hand forming a pointing gesture with the index finger
placed on the switch (c) then flicks down to turn it off (d) an arrow indicating the
location and the rotation direction of a valve (e) grabbing the valve handle to rotate
it (f) removing the nut of the filter using a wrench, the arrow indicates the rotation
direction (g) the user turning the wrench in the indicated direction.

A 1:1 scale 3D model of a standard cooling system of ABB was also placed
in the virtual room (Fig. 1a). VRQUEST also tries to ensure that the gestures
used to operate different components of the cooling system should be as close to
reality as possible, given the commercial VR hardware (i.e. 6-DOF touch con-
trollers) that we had (see Fig. 1d and Fig. 2). Haptic feedback like vibrations
and sound effects were also strategically employed to improve the realism of user
interactions with virtual artefacts.

Sequential Task Description: VRQUEST describes the main goal users need
to achieve by the end of the training task, followed by step-by-step descriptions
of the sub-tasks needed to be completed to reach the main goal. The descriptions
are presented as texts on a virtual screen placed at a corner in the virtual room
(Fig. 1b).

Attention Guidance: In technical training, it is important to guide trainees
to focus their attention in order to reduce frustration and tiredness caused by
open exploration. VRQUEST supports this by employing visual indicators such
as colored arrows to hint users about which artefacts they should interact with
at the moment and how to interact with them (e.g. turn a valve in a particular
direction) (Fig. 2).
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Practice: After completing the task with guidance, users need to be able to
repeatedly practice it, with or without guidance, to build the psychomotor mem-
ories needed for the task. VRQUEST supports this by offering two training
modes: Tutorial mode, allowing users to practice with guidance provided by
the system, and Practice mode, allowing users to practice without guidance so
that they have to recall the steps by themselves.

Motivating Trainees: VRQUEST employs gamification features such as
badges of seniority level or experience scores to motivate users to keep prac-
ticing. Once completing a training session in the Practice mode, the user will
see a summary of their performance such as task completion time or the number
of errors, coupled with the corresponding experience score and seniority badge.

The prototype of VRQUEST was developed using Unity and Steam VR and
running on an Oculus Rift VR heaset connected to a Windows 10 Enterprise
gaming PC.

3 Evaluation and Insights

Research insights from this project needed to be transferred to ABB businesses
to be employed in the company’s potential products and services in the future.
Because of that, VRQUEST needed to be evaluated to holistically examine the
advantages and disadvantages of common off-the-shelf VR technologies in their
application for factory training. Design considerations also needed to be distilled
based on these findings so that designers and developers in the company can take
over and implement in future systems.

We conducted a user study with 10 participants working at ABB to evaluate
if VRQUEST can help users effectively learn to perform a factory task as well as
how the design affects users’ experience. Each participant performed the filter
changing task of VRQUEST in two trials, first in Tutorial mode and then
in Practice mode with a 30-min coffee break in between. Our intention was
to examine if participants can recall correctly by themselves all the steps to
successfully complete the task after learning it once with guidance and especially
being distracted from the task during the break. We collected the task completion
times of the participants in both trials, the numbers of errors (e.g. missed steps,
changed orders of steps in the task) the participants made when performing the
task in the second trial, participants’ perceived usability (using System Usability
Scale (SUS) questionnaire) and their qualitative feedback after finishing both
trials.

In general, we saw that VRQUEST could help participants successfully learn
to perform a factory task. In the second trial, participants spent significantly less
time than in the first one (on average, 4.7± 1.1 min vs 12.2 ± 1.1 min, pair-wise
t-test showed p < 0.001)). On average, each participant made 0.8(±0.4) errors
(over 21 steps in total to complete the task) when performing it in the second
trial. Regarding usability, VRQUEST received 65.8(±3.1) on average for SUS
scores, which can be considered as marginally acceptable [4].
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Participants’ qualitative feedback provided us better understandings on the
quantitative data as well as the benefits of VR for factory training and how VR
training systems can be better in the future. Participants reported that compared
to training using user-manual printouts they traditionally had, the immersive
environment of VRQUEST using 1:1 virtual copies of the real artefacts allowed
them to easily grasp the overall picture of where to locate the cooling system’s
components as well as how to manipulate them. Hands-on experiences as well as
the spatiality and immersion provided by VR helped users efficiently remember
the operations of the task. Besides that, VR encouraged participants to interact
and explore, helping them remember the training contents better. Knowing the
artefacts were virtual made the participants feel more confident to interact,
manipulate and explore without the fear of causing damages. The gamification
features also had positive effects on users. Most of the participants reported that
they liked the task-completion time and the number of errors index as it kept
them informed about their performance. After finishing the task in the second
trial, three participants tried performing the task again to beat their current
results. However, experience scores and seniority badges received little attention
from participants.

Even though VR can visually and spatially provide immersive experience,
participants reported the lack of certain haptic feedback such as weight or heat,
which were often important for them to sense where they are relative to an equip-
ment (e.g. a heated pipe) or to feel the tool they are holding (e.g. a wrench or a
screw driver). Currently it is difficult for developers to integrate those features in
similar systems due to the lack of off-the-shelf supportive technologies. However,
with enormous on-going academic research efforts in this topic and rapid indus-
trial adoptions, we believe such an integration would be soon feasible. Besides
that, even though it is important to replicate the real environment in the virtual
world to ensure physical fidelity, VR training systems should also leverage the
strengths of virtual environments to visualize certain information that is not
visible in the real world to benefit training outcomes. For example, the system
can provide an on-demand visualization of the flow of water in the pipes to help
trainees understand deeply why they should turn off a valve before another. This
can be further enhanced by providing pre-recorded videos of experts explaining
or giving tips to remember at critical points in the training task. Furthermore,
having effective tools for users to take and review notes directly in VR is also
important for trainees to personalize their learning process.

4 Conclusion

In this paper, we present an industrial research project exploring the applicability
of common off-the-shelf VR technologies into factory training. We designed an
exemplary VR training system supporting a representative maintenance task
called VRQUEST based on design considerations distilled from interviews with
SMEs and literature reviews. We then conducted a user study to examine the
strengths and the limitations of current VR technologies in supporting factory
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training. Design insights derived from this research project were delivered to
different internal businesses of the company for adoptions in the future.
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Abstract. Brain Computer Interfaces can enable engaging interactions between
different art forms such as music, dance, painting. Building on this, we present a
demo of a biofeedback system: a dancer wearing a NeuroSky headset adapts her
performance according to the music she listens to. The same music has been gen-
erated by a music-composition software depending on her own real-time mental
status represented by different fluctuations of some EEG parameters.
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1 Introduction

The relationship between various art forms is one of the fields of investigation that
crosses all artistic disciplines, from musicians/composers to choreographers and theater

Fig. 1. An actual implementation of the proposed biofeedback system.
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or cinema directors. The interplay between music and dance has profoundly influenced
composers of every era by creating new technical-compositionalmodels both in theworld
of music and in the world of dance itself. At the same time, in Computer Science, the
interest in Brain Computer Interfaces (BCIs) has significantly increased in recent years,
because it represents a possibility for implementing a more intrinsic human-machine
relationship. Also biofeedback systems [1] are gaining momentum, characterized by the
continuous loop between users wearing a BCI and computers.

In this paper, we propose the demonstration of a biofeedback system that puts in a
choreographic/compositional relationship a dancer with a music composition software
developed on purpose and twomusicians (Fig. 1). The dancerwears aNeuroSkyMindSet
device [2] that detects some neurologic parameters, in particular her attention values [3].
Depending on these values, the software generate a music polyphony that is presented on
an electronic score to musicians, who play it. In turn, the music thus produced influences
the mental status of the dancer, who will adapt her choreography according to what she
hears, generating new polyphonic musical bars (Fig. 2).

Fig. 2. Dancer wearing the BCI headset during a live performance1.

2 System Architecture and Operation

The hardware part of the system is based on the NeuroSky MindSet, i.e. a device that
can detect the brain EEG signal through a dry electrode placed on the forehead at the
Fp1 position (see [4] for further details). It translates electrical impulses related to brain
neuronal activitỳ into digital numerical signals that can then be processed by a computer.
The electrical signals can be measured by placing the electrode of the device on the
forehead. The NeuroSky MindSet headset returns two parameters, namely attention
(similar to concentration) and meditation (similar to relaxation) [3, 5] (Fig. 3).

1 The cables connected to the dancer’s wrists, as well as the light strips on the headset are only
for choreographic reasons and do not have any further technical implication.
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Fig. 3. The NeuroSky MindWave Mobile 2 used in the system.

The general workflow of the system usage is schematized in Fig. 4. The dancer,
wearing the NeuroSky MindSet headset, starts dancing. The device transmits every sec-
ond her values of attention. The algorithm of Polyphony Generator module, depending
on the intensity of the attention value, generates strings of rhythmic musical figures. For
an high attention status, polyphonic voices are generated with smaller musical values
such as quarter note, eighth note and sixteenth note and relative pause value. For low
attention status, polyphonic voices with larger musical values such as whole note, half
note and quarter note and relative pause values are generated. Given the attention value,
the algorithm selects a set of rhythmic values and generates strings of rhythmic figures
in a randomized modality.

Fig. 4. System workflow.

The software is provided with a graphical interface that permits to choose on which
musical scales model the polyphony is generated (see Fig. 5). All possible scales that can
be calculated within an octave interval can be selected. Finally, the generated rhythmic
sequences are superimposed on the previously selected scalar model. The process is
repeated for all four voices of the polyphony texture. The music score reporting the
resulting polyphony is displayed and continuously updated on a screen, so thatmusicians
can play it.
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Fig. 5. User interface of the Polyphony Generator module.

3 Conclusion

We presented a biofeedback system useful for the interaction between music and dance
in a BCI context. A possible evolution of this work could be to implement emotion
recognition techniques to further improve the interaction between different art forms.
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Abstract. The PIUMA app aims at allowing users with autism to
explore their city, finding new places that can be interesting for them
but at the same time do not annoy them. Users can navigate the city
through an interactive map that is both personalized and crowdsourced.

Keywords: Autism · Mobile app · Crowdsourcing · Recommender
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1 Introduction

Autism Spectrum Disorder (ASD) is characterized by the presence of persistent
deficits in social communication and interaction, and deficits in social-emotional
reciprocity, accompanied by the presence of restricted, repetitive behavior, inter-
ests or activities and hypo/hyper reactivity to sensory stimuli [4]. Moreover,
several studies [2,3] reported that people with autism tend to avoid places that
may negatively impact on their senses. Sight, smell and hearing are relevant with
reference to mobility in urban environments. Such sensory aversions may result
in anxiety, fatigue, disgust, sense of oppression or distraction [2].

In this paper, we describe the app resulting from the PIUMA project (Per-
sonalized Interactive Urban Maps for Autism)1, which aims to support ASD
people in moving and living their city by means of an interactive map. The map

1 The project involves a collaboration among Computer Science and Psychology
Departments of the University of Torino and Adult Autism Center of Torino, Italy.

Supported by Compagnia di San Paolo.
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guides everyday movements by providing tailored suggestions, i.e., by recom-
mending items (Points of Interest - PoIs) suitable to ASD people according to
their interests and aversions. Moreover, the map is crowdsourced. In other words,
it is populated with PoIs, comments, and reviews by people with autism, and
caregivers, as well as by anyone wishing to contribute to make ASD people’s lives
easier. The app provides the user with different modalities of content fruition.
The user can navigate the map to find interesting places for her/him, or (s)he
can use the search tool or apply filters for category and sensory features.

In the following, we discuss three main aspects of the app: the recommenda-
tions (Sect. 2), the crowdsourcing features (Sect. 3), and exploration modalities
(Sect. 4). Section 5 concludes the paper with technical details.

2 Personalization

A key feature of our app is the possibility to provide the user with personalized
recommendations (as you can see in Fig. 1a). We consider both user preferences,
and item compatibility in the identification of the most relevant items for a user.
We assume that the overall compatibility of a user with a PoI depends on her/his
compatibility with each of the PoI’s sensory features. Regarding preferences, we
assume that the user’s interest in a PoI depends on her/his preference for the
category to which the item belongs [1]. We combine the compatibility (comp) and
preference (pref) evaluation of an item to estimate its rating (r̂) by means of a
weighted model that balances these two components in a way that is personalized
to the individual user. For this purpose we introduce the α parameter, which
takes takes decimal values from 0 to 1:

r̂ = α ∗ comp + (1 − α) ∗ pref (1)

In order to receive any recommendations, a user has to fill in a short question-
naire where (s)he declares which category of place (s)he likes, and which sensory
features of places bother her/him. This step is not mandatory: if the user decides
to skip it, (s)he is still able to use all the functions of the app, but without the
personalized suggestions.

3 Crowdsourcing

The app enables users to extend the knowledge about places by adding evalua-
tions of their sensory features. This is crucial for two very different reasons:

– The first one concerns user empowerment. Enabling users to provide their
opinions does not only improve their life, favouring independent living, but
also their participation in urban life. This can impact on the sense of self-
efficacy and empowerment of persons with cognitive problems who, by con-
tributing to the crowdsourced data collection, can actively work for a collec-
tive goal that may bring benefits to other people as well as to themselves.
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(a) Visualization of
recommendations with
compatibility values.

(b) Features evaluations
of item “Piazza

Castello”.

Fig. 1. User interface of the PIUMA app - personalized recommendations.

– The second reason is technical, i.e., in order to recommend places that are
compatibile with the user’s aversions, we need sensory information about
items. As the Open Data made available by geo websites like OpenStreetMap2

lack such information, a possible solution is that of acquiring sensory features
directly from people, a task that perfectly fits the previously discussed user
empowerment goal.

The user interface of our app is thus designed to gather sensory features of
places [2]. For each place, the user can rate each of its features, and in particular
its level of i) brightness, ii) crowding, iii) noise, iv) smell and v) openness; see
Fig. 1b. Ratings take values from 1 to 5. These features have been defined based
on findings collected in a user study carried out by some of the authors of the
present paper [2], and of state-of-art research [3]. By interacting with the app, the
user can also provide a global evaluation of the place. For each PoI, the system
returns the average of the collected evaluations. Such information represents the
domain knowledge base to be used as a source for the generation of personalized
recommendations. Finally, people can insert new places. In the case of Torino
(Italy), more than 200 markers were placed on the map by real users.

4 Filters

We provide users with different content fruition modalities. They can navigate
the map to discover interesting places (by clicking on a marker of the map, the
app shows information about the place, and the values of its sensory features),

2 https://www.openstreetmap.org/.

https://www.openstreetmap.org/
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(a) Categories (top) and
sensory (bottom) filters.

(b) Map with PoIs based
on the filters of Fig. 2a.

Fig. 2. User interface of the PIUMA app - filters.

they can use the topside search box to find specific locations, or they can apply
filters to select the PoIs to be displayed in the map. Users can customize the
content of the map concerning PoIs that are near to their current location by
applying filters. We provide two types of filters: by category and by sensory
features. Using the category filter, the user can select the types of places to
be shown in the map (e.g., bars, and parks), while sensory filters are used to
select PoIs conforming to them (e.g., in relation to noise, light, etc.). See Fig. 2a.
Multiple filters can be jointly applied. For instance, users can search for low-
crowded, bright and large squares and parks, as in Fig. 2b.

5 Technical Details

The PIUMA app has been developed to run on Android smartphones and tablets.
The minimum supported Android version is 7.0 Nougat (API Level 24) that,
according to the latest data from Google3, can bring PIUMA to 73.3% of Android
devices. Users’ data are stored into a MongoDB server.
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Abstract. In the context of raising awareness to assistive technologies,
we propose a gaming experience that allows users to embody having a
visual impairment. By occluding the user’s vision and providing spatial-
ized audio and passive haptic feedback, allied with a speech recognition
digital assistant, our goal is to present a multi-sensory experience that
offers the user a sense of embodiment inside a mixed reality blindness
simulation. Inside the game environment, the player is required to cook
a meal completely in the dark. Being aided solely by their remaining
senses and a digital assistant with spatialized audio capabilities.

Keywords: Mixed and Augmented reality · Assistive technologies ·
Accessibility · Embodiment · Spatial audio · Passive haptics

1 Introduction

Recently, researchers have claimed that the responsibility of addressing disability
should be placed on everyone collectively, including technology designers [1,11].
In that line of thought, works have focused XR (augmented and virtual reality)
applications towards the Blind and Visually Impaired (BVI) [2–4]. Specifically
working with audio, these rely on the notion that current spatialized audio tech-
nologies allow for a decent accuracy on estimating a sound source, especially
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Fig. 1. Left: blindfolded user putting on the HMD. Right: user interacting with the
game via voice command and receiving spatialized sound feedback.

when head movement is being tracked [2]. Considering assistive technologies in
particular, domotics [8,9] and virtual assistants [10,12] have also shown their
potential to help day-to-day activities of people with disabilities.

2 Related Work

Exploring the spatiality of indoor environments, Iravantchi et al. introduced
the concept of Digital Ventriloquism [6]. Everyday objects are given a voice via
sound projections in a highly directional pan-tilt ultrasonic array. In a differ-
ent project particularly focusing on BVI users, Ferrand et al. [2,3] developed a
navigation device to guide users in everyday activities with sounds using bin-
aural techniques, which proved to be viable for walking and even roller-skating.
Among their approaches, specifically Head-related transfer functions (HRTF)
and Inertial Measurement Unit (IMU) sensors were similarly used in the cur-
rent project for the synthesis of spatial sound beacons positioned according to
everyday objects in the game, guiding players towards them.

3 Game Scenario and Tasks

The game portrays a smart home kitchen environment. The player has a dinner
date planned with a guest and the lights go out. In order to complete the game,
a meal needs to be prepared and served before the guest arrives, completely in
the dark. A digital voice assistant guides the user throughout the experience,
reminding them of the recipe, cooking procedures, time constraints and how to
find each required ingredient and utensil. The smart home enables sound to be
projected from different objects, in a digital ventriloquism manner [6], aiding the
user to find the necessary resources without any visual cues. The voice assistant
is capable of speech recognition, understanding and replying to player questions
related to the tasks.
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All user tasks require a sense of micro-navigation by the user, i.e. sensing of
the immediate environment for obstacles and hazards [13], which is provided by
the smart home via an assistive technology manner. Most tasks are simply based
on finding and reallocating objects, such as putting spaghetti into a pot. The
difficulty relies on the lack of vision: resources will need to be found solely on
sound and tactile guidance. The majority of objects represented in the game are
real, such as the food, water and kitchen utensils, improving the player’s sense
of presence via passive haptics [5].

4 Materials and Methods

Being supervised by a Visually Impaired researcher in its development, the game
is meant to explore the different senses BVI people rely on. Considering the total
darkness in the game scenario, a regular blindfold is used to occlude any real or
virtual visual aspects, as depicted in Fig. 1-left. Besides that, several tools were
used to convey the player with audio and haptic experiences.

Spatial Audio: As users are required to locate objects solely on sound and pas-
sive tactile feedback, a reliable spatial audio system is necessary. This navigation
method relies on the natural ability of humans to localize directions of a sound.
As to virtually synthesize these binaural sounds, transfer functions that char-
acterize how ears receive sound from different points in space can be used [2].
These are known as HRTFs, and they’re based on physical models and mea-
surements of human head, torso, and ear shapes. The human brain responds
to these differences to provide perceived direction in sound. As a device that
already implements an approximation of these based on the current user’s inter-
pupilary distance coupled to inside-out head-tracking, the Microsoft HoloLens
was chosen as the main platform for the game.

Passive Haptics: Given that people might not be confident enough to make
precise judgements on object locations based solely on sound, players are also
expected to reach out their arms in order to understand the environment in front
of them. By having real objects and props placed in the game, the user’s sense
of presence may be elevated [5]. Feeling the textures of, weighing and smelling
ingredients are typical actions expected from cooking a meal. Thus, using the
passive haptics of real kitchen utensils, wind from a fan, water from a sink
and even real food [7] might arguably help the player in embodying the game
protagonist.

Digital Assistant: As a means to interface the smart-home elements of the game
towards the virtually blind main character, a digital voice assistant was imple-
mented. According to recent studies, people with disabilities - particularly the
BVI - have been widely benefited by the use of commercially available virtual
assistants in daily tasks [10]. Even specifically within MR experiences, prelim-
inary results indicated that the presence of a speech-based virtual assistant
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improved user performance in the execution of MR activities [12]. By taking
advantage of the speech input features of the HoloLens, voice commands related
to the game tasks were implemented. Allying that to text-to-speech synthesis, a
conversational agent named Axela was created, being able to respond to users’
demands and inquiries.

5 Conclusions and Future Work

This work demonstrates an innovative way of raising awareness to assistive tech-
nologies for the BVI through a game. Along with the passive haptics, narrative,
and voice interface of the virtual assistant, it was possible to create a game in
which a protagonist is simulated with a total loss of vision. For further works,
we aim to compare the performances of BVI and sighted users within the sim-
ulation. We hypothesize that BVI users are likely to have behaviors in place
facilitating themselves in the kitchen. By observing these behaviors, we aim to
optimize our micro-guidance methods for BVI users, so that these can be used
in real-life scenarios, besides gaming environments.
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Abstract. Attention deficit hyperactivity disorder (ADHD) is one of the most
common neurodevelopmental disorders diagnosed in children, for which Cog-
nitive Behavioral Therapy (CBT) represents the main standard treatment used
worldwide, despite its pedantic approach negatively affects both patients’ engage-
ment and improvement. In this work we aim to renovate ADHD treatment with
a new approach for cognitive, behavioral, and emotional patient rehabilitation.
Iamhero is a first prototype of hi-tech multisensorial therapeutic environment,
that bases its strength on patients physical and emotional engagement, leading
therefore to cognitive and behavioral skills improvement. The first results show
encouraging improvement in learning skills in patients that have steadily used the
system for six months. In this paper we explain Iamhero main features, and the
first experimental results obtained.

Keywords: Digital therapeutics · ADHD · Engagement

1 Digital Therapeutics and ADHD Treatment

Social anddemographic changes thatmodern society is facingmake evermore timely and
urgent healthcare sector enhancement, with smarter solutions allowing a better therapy
delivery andmanagement, butmost of all a full end-user engagement, in order to improve
its empowerment and therapeutic compliance. Among the solutions that embrace both
technology andmedicine Digital Therapeutics (DTx) are emerging, namely as a “deliver
evidence-based therapeutic interventions that are driven by high quality software pro-
grams to prevent, manage, or treat a medical disorder or disease”.[1] DTx can be applied
on a wide range of pathologies, especially those whose cure or treatment have a psycho-
logical basis or are enhanced by a proper patient behavior, such as neurodevelopmental
disorders, anxiety, depressive disorder, substance abuse, obesity, diabetes, etc. Within
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the framework of DTx, we present in this article a hi-tech multisensorial therapeutic
environment called Iamhero, that aims to help young ADHD patients to improve their
cognitive and behavioral skills.

According to the main guidelines [2], Attention Deficit Hyperactivity Disorder
(ADHD), is a neurodevelopmental disorder characterized by a persistent pattern of inat-
tention and/or hyperactivity/impulsivity that are often associated with other psychiatric
comorbidities. The main treatments can be divided in pharmacological (stimulant or not
stimulant) treatments or non-pharmacological treatments, such as Cognitive Behavioral
Therapy (CBT); such options are often combined with personalized educational plan at
school and parental training. Although CBT represents a gold standard, it still has clear
limits, as the scholastic and repetitive approach of some of the activities realized with the
young patients may lead to frustration and refusal of the treatment, or more generally to
a low level of engagement, with consequent negative influence on the treatment efficacy
[3]. At the same time, such approach presents limits also for the therapist, as it does not
allow a real-time evaluation of patients progresses. Iamhero system set itself as a key
to resolve these challenges, aiming at improving patient’s engagement and therapist’s
therapy management.

2 Iamhero: A New Boost for ADHD Treatment

Iamhero is a game-based therapeutic environment that bases its strength on patients
physical and emotional engagement, leading therefore to cognitive and behavioral skills
improvement. The system has been developed in collaboration with a pool of ADHD
experts and end-users that - in a user-centred design approach – not only have high-
lighted the therapeutic goals to pursue but have also provided feedback throughout the
development and test phase. Another key factor for Iamhero development is represented
by Emotional Design. According to Norman [4], emotions are a crucial component that
affects cognitive process. Each component of Iamhero games – such as the use of chal-
lenges, self-consistent tasks, use of positive or negative feedbacks, a consistent narrative,
an age-tuned graphic design - has been designed to work on patient’s engagement and
trigger emotions.

Fig. 1. Game session of
topo-logical categories game

Iamhero is composed by three macroelements:
Applied games: Topological categories, Infinite
runner and Space adventure are three games used
in clinical environments under therapist supervision.
“Topological categories” (Fig. 1) is a 6-levels VR-
based game that allows to incrementally train one
or several topological categories and simultaneously
work on attention, planning, focus, memory, and the
ability to wait and stand still. “Infinite runner” is
an 11-levels exergame in which the player will sim-
ulate the game character movement by running on
the spot and shifting laterally, to avoid obstacles and capture specific items. Through the
game is possible to work on semantic categories, motor coordination, attention, ability
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to wait and respect of the rules. “Space adventure” is a 7-levels game (with 3 diffi-
culty modes) that can be played by means of a motion-sensing device or mouse. The
game allows to work on the ability to work on the patient’s attention, memory, ability
to solve complex problems and to reflect on the cause-effect relationship resulting from
actions.Gamification app: contains four minigames that aim to enhance the same skills
acquired by the patients during the clinical sessions. The app can be used both on iOS
and Android tablets or smartphone under parent supervision, therefore continuing the
therapy beyond the clinical sessions. Dashboard: platform that allow the therapist to
administer the applied game in clinic, assign tasks to be executed at home on the gamifi-
cation app, monitor patients’ performances, evaluate goals achievement and accordingly
personalize the therapy.

The advantages of Iamhero aremultiple: 1) the systemallows aholistic training, as the
presence of increasing degrees of complexity in the different game levels enables to train
little by littlemore skills simultaneously. 2) the systemconstantly provides reinforcement
or warning. 3) Whenever a task is completed, the game analyzes it on the basis of
specific parameters (e.g., comprehension of topological or semantic categories, attention,
planning, environmental stress, etc.), based onwhich a score is elaborated. 4) Each score,
as well as the progress trend are available in real-time within the dashboard, allowing
the therapist to personalize both the session and the treatment in the short-to-medium
term.

First Results
The games here presented have been experimented for six months in a private clinic in
the framework of a national research project (Progetto BRAVO) [5]. An experimental
sample of 60-patients group has been selected, ranging from 5 to 12 years old and with
a diagnosis of ADD or ADHD in comorbidity with language and learning disabilities.
Patients have been sorted in Control Group (CG) that attended only standard therapy
session in clinic, and an Experimental Group (EG), in which standard treatment where
interspersed with session with applied games (plus the use of the gamification app at
home in time between the clinic appointments).

In order to evaluate the system usability and to conduct the first efficacy assess-
ments, standardized tests have been administered at the beginning (T0) and end (T1) of
the experimental period. The efficacy resulting from combining traditional therapy with
applied games has been verified through a repeated-measurement Analysis of Variance
(ANOVA-MR) of standardized tests scores, evaluating from statistical perspective not
only the differences between the two administration timings (pre and post experimental
period) but also to analyze possible differences between the control and experimental
group. The analysis has been conducted specifically form the tests mostly administered
among the experimental sample for the purpose of ensuring compliance with the statis-
tic assumptions at the basis of the theoretical framework. Results highlight an overall
average improvement of cognitive performance of patients and underline the statistical
significance (p < .05) of the differences between T0 and T1 as regards the following
cognitive skills: ability to select in the mental lexicon target words belonging to specifi-
cal semantic categories, lexical, concentration, inhibition, and selection abilities, Visual
Motor Integration ability, Performance-related age in relation to child IQ and improve-
ment measures. These results (Table 1) confirm that both groups have experienced an
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improvement of the abovementioned abilities, but in some cases the improvement is
stronger in the experimental group, suggesting a positive effect of Iamhero system, the
satisfaction, engagement, and positive emotions felt during the game.

Table 1. Standardized tests ANOVA-MR results

Test CG EG CG EG F (p value)

Pre Post Pre Post Time P
Interaction

p
Group

BVL – Grammar
comprehension

17 25 21.32 20.79 21.62 25.90 3.54
(.07)

5.82 (.02) 0.53
(.47)

BVL
Phonological
fluency

17 26 5.28 6.58 4.41 7.14 10.21
(.01)

1.30 (.26) 0.01
(.93)

BVL Semantic
fluency

17 25 13.33 15.92 13.98 17.34 12.35
(.01)

0.21 (.65) 0.21
(.65)

BVL Phrases rep. 17 23 7.97 9.38 7.36 9.10 7.49
(.01)

0.08 (.78) 0.08
(.78)

BVL Non-words
rep.

16 25 8.58 9.20 7.90 10.18 11.95
(.01)

3.88 (.06) 0.01
(.93)

GOODENOUGH
DRAW

11 12 5.20 5.81 5.44 6.03 16.52
(.01)

0.01 (.95) 0.43
(.52)

VMI 11 10 14.39 16.39 13.53 14.93 4.67
(.04)

0.14 (.71) 0.37
(.55)

3 Conclusions

In conclusion, Iamhero system shows promising results when applied in combination
with ADHD non pharmaceutical therapies. More investigation will be carried out in the
following months within a clinical trial, to confirm the first results obtained. At the same
time, the system is open for new development in order to enrich the applied game set
and the related trained skills, as well as exploring neurodevelopmental disorders that can
benefit from the same game-based approach.
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Abstract. We present Wearable Confidence - a vibrotactile display for
facilitating self-confidence through applying emotionally resonant vibro-
tactile feedback generated from natural soundscapes and music pieces.
The short-term research objective is to test how emotionally resonant
vibrotactile stimuli influence the physiological parameters of a person
correlated with various affective states. The objective of the demonstra-
tion is to offer the first-hand experience of the interaction with the Wear-
able Confidence prototypes and contribute conversations around design-
ing vibrotactile body-centric technologies for self-perception change.

Keywords: Body-centric · Vibrotactile display · Affect

1 Introduction

The importance of touch for humans has been demonstrated in numerous studies
[6,7]. One of the powerful properties of touch is to communicate and influence the
emotional state of a person. The researchers from the field of affective vibrotactile
technologies utilize the knowledge about physiological aspects of tactile sense
in the design of novel affective touch technologies for the purposes of emotion
regulation, enhancing remote communication and more [2].

Prior research shows some consistent results on how various combinations
of engineering parameters (e.g., amplitude, frequency, placement) influence the
affective state of a person, specifically the levels of arousal and valence [4,5].
We also know how to simulate types of touch to elicit various sensations (e.g.,
pleasant touch) [3]. While some knowledge about the design space of vibrotac-
tile stimuli and their effect on perception is well-established [10], there are many
remaining areas worth investigating further. One of them includes understand-
ing how to achieve (or influence) a specific affective state by using different
emotionally resonant natural sounds in the form of vibration [4]. We plan to
investigate this question in our research. Here we present Wearable Confidence
- a conceptual dress and a functional jacket meant to facilitate self-confidence

c© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
C. Ardito et al. (Eds.): INTERACT 2021, LNCS 12936, pp. 328–331, 2021.
https://doi.org/10.1007/978-3-030-85607-6_31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85607-6_31&domain=pdf
http://orcid.org/0000-0001-7114-7972
http://orcid.org/0000-0003-3324-6050
http://orcid.org/0000-0003-0295-453X
http://orcid.org/0000-0002-5564-8416
http://orcid.org/0000-0003-1817-4626
https://doi.org/10.1007/978-3-030-85607-6_31


Wearable Confidence — Concept and Prototype Design 329

through implicit vibrotactile sensations applied to the body. The sensations are
generated from various emotionally resonant natural sounds and music pieces
(Fig. 1).

Fig. 1. Wearable Confidence concept dress. Photo credit: Marin Sild.

2 Envisioned Applications

We envision that the concept of Wearable Confidence can be used in two main
scenarios—for the purposes of emotion regulation and immersive experiences.

In the case of emotion regulation, imagine such a situation. You are about to
go for an important interview and feel nervous and even insecure. Your “Wear-
able Confidence” jacket that you currently wear knows about it because it has
access to your daily calendar. It also knows your current physiological parame-
ters and decides (or you give an explicit command to it) to make you feel more
confident. The jacket does it by applying specific emotionally resonant tactile
stimulation for a specific duration so that by the time you reach your interview
destination, you feel ready to conquer the world!

In the case of an immersive experience, we envision a wearable that can make
one feel what others feel. In this case, we name the display “Wearable Emotion”.
Imagine you are watching an online performance. During this performance, both
spectators and the performer wear an affective vibrotactile display. Such displays
can translate the emotional state of the performer back to the audience and the
other way around, making everyone’s heart and soul beat in unison.

These are only two examples. If we know how to influence specific affec-
tive states with emotionally resonant vibrotactile stimuli, the applications are
endless. We can enrich remote communication, help the elderly feel less lonely,
influence our mood, and even become more empathic.
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3 Design Rationale

In the first stage of our research, the primary goal is to design and test a body-
centric vibrotactile display that allows a person to feel more confident in various
contexts. For that, we developed two prototypes - a concept dress and a func-
tional jacket. Follow this link https://www.youtube.com/watch?v=tg166Rj9O1k
to get more details on our design process.

The dress is meant to showcase visually how a discrete stimulation of the body
can make a person feel more confident and evoke discussion around the topic.
The dress as a fashion piece is meant to not attract attention. The confidence,
in this case, comes not from the visual forms, but from the inside, by means of
vibrotactile stimulation sensed by the wearer only. The functional prototype is
designed in a form of a sleeveless jacket, constructed of thin stretchy material.

A grid of six (2 by 3) miniature voice-coil vibrotactile actuators (model:
TEAX13C02, Tectonic Elements, UK) are attached between two thin layers on
the upper rear of the jacket. We chose these particular actuators because they
provide a wide range of frequencies and the ability to manipulate the amplitude
and frequency separately (as in LRA type of vibration motors) as has been
proven in prior research [3]. We chose to place the actuators on the wearer’s
upper back because it allows more space for stimulation as well as placement
by the shoulder blades may provide greater radiance of the sensation. Also, as
we plan to apply a longer duration (20 s) of stimulation, the lower sensitivity of
skin receptors on the back may be beneficial. The rationale behind the longer
duration of stimulation was based on the prior work that showed that longer
duration elicits a stronger emotional response to the vibrotactile stimuli [4].

4 Future Work

We are currently preparing for a study to categorize natural sounds and music
pieces to be perceived as vibrotactile feedback to elicit various combinations on
the arousal and valence circumplex model [8]. The goal of this study is to select
the most effective vibrotactile stimulations to influence the extreme states within
the arousal and valence dimension. We will use an existing open-source database
of sounds, DEAM [1] where each sound has a specific arousal and valence rat-
ing, assigned through a self-report by the participants. We will select several
sounds that represent opposites in terms of valence-arousal parameters and will
transform them into vibration. In addition to self-report, we will gather physi-
ological data [9] to see how the applied stimuli influence the skin conductance
level (an indicator of arousal), facial tension (an indicator of valence), and heart
rate variability (an indicator of stress).

5 Engaging with Wearable Confidence Prototypes

Both the dress and the jacket will be demonstrated. The dress is meant to
evoke a discussion around the topic and the jacket will serve as a testbed for

https://www.youtube.com/watch?v=tg166Rj9O1k
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exploring how emotionally resonant vibrotactile stimuli may influence affective
states. Specifically, during the interaction, a participant will have an opportu-
nity to wear a jacket and feel various sensations on the back while his or her
physiological data is taken. We will also ask the participants to report on their
experiences. The physiological data will be gathered through a skin conductance
sensor and heart rate sensor. The output will be predefined and controlled by
the researcher. The participants will be asked to fill out a consent form. We
anticipate that participants will get the following insights by interacting with
the Wearable Confidence prototypes:

– Getting an awareness about their bodily signals when exposed to emotionally
resonant vibrotactile sensations;

– Getting an awareness about the key vibrotactile parameters that influence
the affective state of a person;

– The demonstration may spark curiosity in the topic, produce discussion and
result in future research cooperations.
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Abstract. This panel discusses the role of human-computer interaction
(HCI) in the conception, design, and implementation of human-centered
artificial intelligence (AI). For us, it is important that AI and machine
learning (ML) are ethical and create value for humans - as individuals as
well as for society. Our discussion emphasizes the opportunities of using
HCI and User Experience Design methods to create advanced AI/ML-
based systems that will be widely adopted, reliable, safe, trustworthy, and
responsible. The resulting systems will integrate AI and ML algorithms
while providing user interfaces and control panels that ensure meaningful
human control.

Keywords: AI and society · Explainable AI · Human-centered
artificial intelligence · Interactive machine learning · Intelligent
systems · Intelligent user interfaces · Trust and bias in AI

1 Motivation

AI is promising revolutions in many areas of our lives. We have observed major
advances in machine learning (ML) algorithms over the last years, leading to
impressive systems for example in image understanding and natural language
recognition. Data is collected at scale and the number of available data sets
(public or inside companies) is growing rapidly, as many understand the funda-
mental value of data. Many applications are, however, not focusing on people,
they are not human-centered. In the following, we discuss why advancing AI and
ML algorithms and technologies is not sufficient and why it will not be enough
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to create the AI revolution. In order to make real progress that is meaningful
for humans, as individuals as well as for society, we have to understand how to
fundamentally change the design of interactive systems with the new potential
and capabilities of AI.

2 Understanding the Challenges

This preview of the panel conversation includes a set of statement made by the
authors. The challenges that are discussed range from fundamental questions on
the impact of AI on humankind to specific issues that relate to the design of
tools and systems that are useful for people. One core question is about the role
of HCI. Why is HCI key to making AI valuable for individuals and society?

“HCI is the forward-thinking research field that considers not only the
quality of technological artifacts but their purpose, value, user experience,
and fit for the individual and the society.”

“HCI emphasises the human side of the interaction between people and
AI: rather than highlighting algorithmic performance, HCI emphasises how
to create a positive impact on human users and society.”

How does HCI add innovation to AI research? What skills are there, that
researchers and practitioners in interaction design will bring to the table?

“AI research focuses on the design and evaluation of algorithms, which is
important, but a complete system includes some form of user interface and
control panel. HCI complements and advances AI research by studying the
design and conducting the evaluation of user interfaces. The User Experi-
ence Design approach suggests that the goal can be more than autonomous
intelligent humanoid robots. IXD [interaction Design] opens the door to
supertools, active appliances, tele-bots, and control centers.”

“HCI generates and evaluates simpler, yet more powerful ways to inter-
act with intelligent systems that not only improve human performance, but
also satisfaction and control.”

“HCI’s key approaches are creativity, involving different people in the
design and research process, and critical thinking. This combination is the
essence of innovation, that also benefits AI application research.”

“In addition to strong design and technical skills, they must master
diverse qualitative and quantitative methods for designing and assessing
the effect of intelligent systems on human users.”

Systems based on AI, machine learning algorithms, and data driven applications
have a direct impact on people’s lives. There were many cases that reported
bias - in data as well as in algorithms. However, systems should be fair. Is bias
inevitable in intelligent systems?
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“Biases are not totally inevitable and they may also reflect some existing
phenomena. However, we have to put on the table all the needed safeguards
to avoid undesirable effects and/or to discover/control direct and hidden
bias. Transparency and explainability play an important role in highlight-
ing. Then we have to decide how to manage them.”

There is the hope that artificial intelligence will help us to address and solve the
grant challenges of our times. How can we as HCI researchers address sustain-
ability with AI in mind?

“We can design and research persuasive and ethically sound interactive
systems that utilise AI for the benefit of different target groups and related
stakeholders. All facets of sustainability can be advanced, i.e. ecological,
economic and social sustainability, by using AI’s proactive, optimising and
bias-free characteristics.”

Another significant challenge is to foster an inclusive society. Here participation
is key. How can we ensure eParticipation on a societal level with more and more
AI systems available in our lives?

“Various AI systems can proactively bring into people’s attention societally
relevant issues. For example, youths’ eParticipation can be advanced by
context-sensitive digital services or even embodied agents such as social
robots. Such AI systems can use persuasive techniques to nudge people to
participate and hence advance inclusion of all people.”

Currently there is generally a separation between creating basic AI technologies
and the user experience created. However, this does lead to solutions that are
not putting the human at the center. Why is it not possible to separate research
in AI-algorithms and in AI-UX?

“If we are going to have explainable AI, then there may be a need to modify
and improve the algorithms to make them more explainable. Visual inter-
faces to support explainability leads to improved algorithms, because devel-
opers will get a better understanding of what their algorithms are doing and
what happens when their algorithms are incorrect, biased, or vulnerable to
adversarial attacks.”

Related to this is the question, are we still in control or if AI is taking over more
and more of our choices. How can we balance human control and the need for
high levels of automation?

“We want to do more than balance human control and automation. HCAI
[Human-Centred AI] can lead designers to high levels of human control
and high levels of automation.”

We have to question the way we interact with computer on a fundamental level.
Why do should we move from human-computer interaction to a human-computer
partnership?
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“Human-computer partnerships take advantage of the best human and AI
capabilities, while minimizing their limitations, making it possible to upskill
humans, not deskill or replace them.”

Rethinking the relationship between computational devices, algorithms, data,
individuals, and society is a prerequisite to a potential AI revolution.

3 Reading List in Human Centered AI

With the following reading list We like to highlight a broad view of “Human Cen-
tered Artificial Intelligence”. The articles are a starting point to offer different
perspectives on interactive intelligent systems and the role of human-computer
interaction in their development. We have included basic definitions for the top-
ics, considerations how this can change design, and how we develop new interac-
tion paradigms. Further, we highlight issues related to trust and explanations, as
well as societal aspects of the impact on people’s lives. We also included several
concrete examples.

– Human-centered Artificial Intelligence: Three fresh ideas [13].
– Interactive Human Centered AI: A Definition and Research Challenges [10]
– Human-Centred Machine Learning [3]
– Design Lessons From AI’s Two Grand Goals: Human Emulation and Useful

Applications [14].
– How Might Design Practice Change in the AI Era? [6]
– Intervention UIs: a New Interaction Paradigm for Automated Systems [12]
– How do People Train a Machine? Strategies and (Mis)Understandings [9]
– Human-Centered Artificial Intelligence: Reliable, Safe & Trustworthy [15]
– Opening the black box: a primer for anti-discrimination [8]
– Meaningful explanations of Black Box AI decision systems [7]
– ImageSense: An Intelligent Collaborative Ideation Tool to Support Diverse

Human-Computer Partnerships [4]
– Expressive Keyboards: Enriching Gesture-Typing on Mobile Devices [1]
– Fieldward and Pathward: Dynamic Guides for Defining Own Gestures [5]
– The End of Serendipity: Will Artificial Intelligence Remove Chance and

Choice in Everyday Life? [11]
– GreenLife: A Persuasive Social Robot to Enhance the Sustainable Behavior

in Shared Living Spaces [2].
– CivicBots: Chatbots for Supporting Youth in Societal Participation [16].

4 Conclusions

Advancing AI technologies and improving ML algorithms will not lead to an
AI revolution. We argue that human-computer interaction is the key discipline
for creating meaningful tools, systems, applications, and devices that incorporate
AI. HCI offers the skills and tools to make use of AI and ML to create meaningful
and valuable experiences for individuals and society.
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Abstract. Artificial Intelligence (AI) and End-User Development (EUD) look
at automation from two different perspectives. The former tends to provide fully
automatic solutions, the latter aims to empower users to directly create what they
want. We need both, but it is still unclear how to combine them to obtain effective
every-day automations that meet the flexible and dynamic user needs. The panel
aims to stimulate the Human-Computer Interaction community to think more
carefully about such aspects and the possible approaches to address them.

Keywords: Artificial intelligence · End-user development · Automations

1 Motivations

Automation is finding its way into many parts of everyday life. This is manifested by
the increasing opportunities for end users to offload decisions to their home appliances,
to hand over control to their cars, or to go shopping at self-checkout stores. Supported
by Artificial Intelligence (AI), emerging automated services integrating analysis and
decisions based on the processing of large information sets are becoming widespread. In
anticipation of the broad impact that these emerging technologies will have on our life,
a reflective and systematic consideration is necessary that leverages their full potential
in terms of user experience.

While there is a long human factors research tradition on automation, such research
has long been concentrated on highly specialized professional work tasks for highly
trained and specialized personnel, such as control centre operators or pilots. However,
the analysis of technological trends indicates that more than 30 billion devices currently
make up the Internet of Things (IoT) demonstrating its pervasiveness. With such tech-
nological innovations and new use cases in domains such as industry, home automation
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and retail, the goal of designing automation for a broader population has become cru-
cial. This transition of automation technology towards everyday life has thus brought
people’s experience to the centre of attention, thereby making it the mediator between
humans and the surrounding technologies [5].

In everyday automation usage situations, continuous interaction is typically not as
central as with manually operated systems. The relationships of users to automation in
everyday contexts can be described as forms of “implicit interaction” [9] or “peripheral
interaction” [3]. However, while implicit and peripheral interaction is often thought to
imply that users provide inputs to a system, automated systems can often go further by
taking the initiative in addressing user needs. The associated challenges include how to
make users understand “when it is their turn”, when they can override, and where it is
best that they follow the recommendation of a system. Supported by these new forms
of implicit interaction, many automated systems no longer feature prominent displays,
and they are merging into the users’ surroundings. In a sense, everyday automation
is thus a strong driver for putting into practice the visions of “ubiquitous computing”,
“disappearing computer”, as well as “ambient intelligence”. The ambient nature of auto-
mated systems and their interwovenness in mundane, repetitive routines also supports
the ordinariness of the involved user experience [4].

There is an increasing number of automations that are activated through the use of AI
techniques, but they sometimes provide undesired effects and people have difficulties in
understanding why they are generated, and how they can be modified and controlled [8].
AI systems in the user’s surroundings can be enabled to learn and consequently change
their behaviour. While the adaptation to user preferences can increase ease-of-use, this
may have an impact on their intelligibility. Issues to be addressed include thresholds
for perceivability and acceptance factors of system adaptation over longer time periods,
and the possibility of modifying adaptations when they are not effective. In many usage
contexts, manual interventions have to be supported, in order to better adapt the system
behaviour to the respective context and preferences [10].

Such interventions require the user to switch from a passive mode towards an active
one in both using the system and understanding the domain inwhich the system is operat-
ing. Related challenges regard designing environments able to allow users to understand
what interventions they can perform, and which associated effects their actions will
entail. Apart from situation-dependent interventions, people can also take on quite an
active role when it comes to the customization of automated systems. In fact, automa-
tion offers the potential for the creative planning and customization of system behaviours
even to people who have never programmed before. Many services, such as IFTTT (“If-
This-Then-That”), offer means for the configuration of routines but they have limited
capabilities, and thus often are inadequate to express user needs. A central question in
this regard is how to enable people with no or little programming skills to customize the
automation behaviour.

End-UserDevelopment (EUD) [1] represents the objective to empower all stakehold-
ers (designers, users, workers, learners, teachers) to actively participate and make their
voices heard in personally meaningful problems. EUD methods and techniques should
allow users to understand what they can customize and whether what they specify actu-
ally corresponds to the desired behaviour. In both cases, it is crucial to adopt meaningful
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metaphors and related interactive paradigms [2]. The resulting solutions should be avail-
able for immediate and easy use, for example by allowing users to specify their desired
personalisation rules through direct interactions with the objects involved in the automa-
tion (which is a form of Programming by Demonstration (PBD)). Here, the AI might
help the users generalize the demonstration to create reusable automations [7]. However,
when non-programmers are supported, some mechanisms are needed to safeguard the
correct functioning of the system. Additionally, there is the need to address the challenge
of both enabling informal EUD languages while still maintaining formality on the sys-
tem’s side. One further challenge is to allow end users to understand the actual effects
consequent to the automations that they create or modify. While most approaches in
explainable AI (see for example [6]) focus on providing indications on the outcome of
some machine learning algorithms, in this panel we aim to discuss ways to allow people
to both understand and control the algorithms, the dynamic effects that the resulting
automations might have and their interference with other existing ones.

Enabling end-users to control automation [11] thus raises important research ques-
tions in terms of adequate modelling abstractions that can lead to incorporating the
notion of explainability, configurability, user control from the beginning of the design
process, rather than to add these dimensions when the systems are already in place. New
design approaches, based on a human-centered perspective and intrinsically accounting
for user intervention and control, are needed to let the end usersmake sense of automation
capabilities.

2 Discussion

Given the background described in the previous section, several points can be discussed
in the panel, for example:

• What are the dark patterns of AI and those of EUD, examples of cases where such
disciplines provide effects that conflictwith users’ ability to actually obtain and control
the desired daily automations?

• What are the application domains and associated scenarios where everyday automa-
tions actually controlled by end users can have high impact (possible candidates: smart
homes, ambient assisted living, retail, industry 4.0, …)?

• What are the most suitable technologies, metaphors, interactive paradigms, program-
ming styles to allow people to easily control, create, modify the automations most
relevant for them in their daily activities (e.g., wizards, chatbots, block-based, data
flow, process-oriented, PBD)?

• What are the principles, design practices, and methodologies available in Human-
Computer Interaction (HCI) that could be adopted to empower the end-users to control
automation in AI systems?

• What can the role of recommendation systems be in smart environments that users
can control? When, how, and for what purpose can recommendations be useful and
usable?

• What are the most effective ways to explain the automations that populate surround-
ing environments as well as their actual effects to users with limited technological
knowledge?
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Abstract. This panelwants to start a discussion about the importance of designing
newways of ContemporaryArt digitization and digitalization to foster the creation
of successful user experiences for its remote fruition.
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1 Topic of the Panel

The perception of Contemporary Art experienced remotely, at a distance, forces us to put
a screen between us and the artworks. This makes us lose all those physical sensations
that stem when seeing, living, feeling, sensing, and interacting with art in presence [1].
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All these sensory aspects are all superimposed and intertwined with the memories,
inferences, and sensations that we have experienced in similar situations and this whole
complex system strictly depends on the presence of the body within a space.

This panel wants to start a discussion about the importance of designing new ways
of Contemporary Art digitization and digitalization to foster the creation of successful
user experiences for its remote fruition. To do so, first of all, the differences between
the live and the remote (digitalized) experiences of Contemporary Art fruition need to
be identified [2]. Then, it is also fundamental to distinguish between digital objects and
digital user experience: when speaking of digitization and digitalization, most of the
attention is given to the chosen technologies, but very little attention is usually given to
the humanists’ knowledge about the objects that are digitalized. Location, time, social
context, senses involved (sight, touch, hearing, smell – some of all of them are often
entangled) are the aspects that need to be taken care of when designing for experiencing
Contemporary Art at a distance.

We are facing two precise ways of thinking about this process, which led towards
two distinct ways of interaction and user experience design. The first one is lean to
enhance and increase the existing online experiences of art fruition with techniques able
to fill the void left by the lack of physicality and senses, using hybrid and multilevel
technology implementations. The second one is oriented toward the modification of the
state-of-the-art paradigm and the creation of new forms of experience, free from the
body and previous inferences, memories, and perceptions [3].

From a technological perspective, the first approach results in the exploitation of
Extended Reality (e.g., Virtual Reality, Augmented Reality, Mixed Reality), while the
second one is meant to adopt new and old technologies in disruptive and even unpre-
dictable ways, not yet experimented in the Contemporary Art field [4]. In both cases,
the process to design for these new user experiences needs to consider the contri-
bution of three main elements: the mind of the designer, the technological tools at
hand, and the context/environment in which the idea is developed and capable of
being accepted. This diversity needs to be represented in the processes of digitaliza-
tion by enabling a cross-disciplinary collaboration of domain experts: Contemporary
Art curators, HCI/Interaction Design researchers, and Multimedia Software Engineers.

To address all audiences in the widest way possible and allow inclusion in art, the
mediation tools are multiple and involve sensory experiences such as hybrid exhibits
combining haptic and digital interactions. We believe that the definition of a new
model, a new idea of creative design in Contemporary Art, emerges by the coexis-
tence of three aspects: the mind of the designer, the technological tools at hand, and the
context/environment in which the idea is developed and capable of being accepted.

This panel aims to bring together professionals in different disciplines and practices
but who have in common active experiences in the artistic application field and the
expertise in developing new services, software, and devices attentive to the sensible use
of digital archives for Contemporary Art.
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2 Interdisciplinary Perspective

The six panelists have been selected to represent the diversity of experts who are today
involved in the field of Art Digitization and Digitalization. Their backgrounds and view-
points will provide the audience with different points of view, leading to an interdisci-
plinary perspective, and will make the discussion stimulating. Maja Ćirić will discuss
the point of view of the curators within art critic’s perspective; Gerrit C. van der Veer
will bring to the discussion the perspective of user-centered design experts and specifi-
cally will explain the influence of individual differences and cultural diversity, applied
to cultural heritage and visualization; Fabio Pittarellowill contribute by pointing out the
challenges that exist in the field of Digital Humanities for Arts and Cultural Heritage;
Nuno Jardim Nunes will provide insights that emerged from the Bauhaus of the Seas
manifesto; Letizia Bollini will provide her point of view as architect expert in interac-
tion and user experience design for Digital Archives and Cultural Heritage; Alexandra
Verdeil, manager of Tactile Studio, will be carrying a voice from the industry of this
sector.

3 Challenges and Open Issues to Be Discussed

Several challenges andopen issues affect this research and application domain. The intent
of this panel is to exploit the expertise of the panelists and the audience to investigate
how to apply academic and industry competencies for advancing the field.

There are mainly eight questions that will be guiding this panel:

1. How can we improve digital experiences of Contemporary Art through innovative
digitization and digitalization processes?

2. How can be technology used for increasing, integrating, or even creating a new
experience of Contemporary Art artworks?

3. Is it sufficient to enhance the experience or do we need to shift the paradigm and
completely freeing experience from senses and inferences?

4. What are the possible development models to get beyond the standardized digital
vision of archives, producing multilevel and hybrid user experiences?

5. What forms of design are needed to produce new forms of user experience?
6. To help to move from a cultural elite appropriation of Contemporary Art to a more

universal and open access digital experience, a shift in Arts education is desirable.
How could this bemade, considering theArts education done in schools (for children
and young adults)?

7. Which skills in the field of ContemporaryArt andArts, in general, should be acquired
by an interaction designer to be able at designing products and services for an
audience of both experts and novices?

8. In the light of this shift we are proposing, in digitization and digitalization ofContem-
porary Art, what skills, profiles, attitudes should a manager in the cultural heritage
domain have, for being able to supervise these new design processes?
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Abstract. The standards defined by the human-computer interaction discipline
highlight the need for renewed interpretation of services for the customer. Indeed
the increasing number of original applications based on the progression of tech-
nology and the spread of sensors in almost every space (private and public) is the
ground of potential benefits for the end users. Nevertheless every new advance
in this scenario should take into account how technology is able to connect and
be interfaced with the user natural language. In this regard, the following work
proposes an analysis of the feasibility of a smart city public safety application
in the context of Covid 19 exposure prevention. Particularly it will be observed
how even a necessary service could be enhanced on its effectiveness if designed
according to the human-computer-interaction standards.

Keywords: Human-computer interaction · Signal processing · Smart cities
urban safety

1 Proposal

As the IoT technology is spreading in almost every aspect of users’ life [1, 2], it becomes
a priority to analyze how it is changing theway it interfaces with users [3]. Indeed several
critical aspects arise from this, such as the safety of end users [4] and the optimization
of the interaction between users and technological devices when a service is supplied
[5]. One field of paramount importance in this regard is the connection of the urban
environmentwith the end userwho is interactingwith it [6, 7], concerning the complexity
of all services and dynamics related to it [8]. Indeed aspects of paramount importance
are those of safety with regard to user interaction with surrounding entities and systems
(public transportation systems, points of interests) and the ability to provide all the
necessary information in order to help to satisfy its needs. This conjugation of the
research field is even more demanding if the recent Covid-19 pandemic is considered:
the overall urban environment presents itself as profoundly transformed, not from a
structural point of view, rather by a risk-factor aspect, especially regarding its inhabitants’
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conduct. From this perspective, the city could progressively become a smart system that
recognizes its inhabitants and “behaves” in a cooperative way with them. The way
this relation is developing is a central subject of what is generally referred as human-
computer-interaction (Fig. 1).

Fig. 1. An example of the front end design of the application: the red areas are indicative of the
presence of crowded roads. The navigation systems determines an alternative route to reach the
destination based on the objective of minimizing the potential exposure to crowded places.

This study aims to provide an ensemble of services that collectively contribute to
create an enhanced user experience when using an application for safety assistance,
specifically in the context of Covid 19 avoidance of crowded areas: in order to provide
such a service it is developed a system of cluster recognition of humans in public spaces:
the goal is to provide prompt advice to the user (which could be obliged to go to its
workplace or to go food shopping) in order to avoid the most crowded places. For this
purpose, an effective system should analyze the pattern of spatial distribution of people
in a crowded environment. This application comes from the need to assess the covid
related risk for those places that are naturally interested by a huge traffic of subjects
(such as supermarkets or public transportation vehicles). A cautious user (who may also
possess a delicate health condition) would be assisted in the decision of selecting the
right places to fulfill its personal needs. This service has been implemented in a user-
friendly app that allows the user to select a desired destination in order to receive the
best route to reach the location with full safety. The overall work can be split into two
main phases: a preliminary phase concerning the study of feasibility of the project along
with its technical development and a secondary phase of refinement and design of the
overall final technological product. As stated before, the core of this work concerns the
recognition of dangerous clusters of people in public spaces and it is part of a broader
technology aimed to refine the synergic interaction between the user and the public
environment. In order to obtain a prompt response to the dynamical condition of the
city, the method adopted was based on exploiting the video surveillance public network
of a place of interest in order to gather up-to-date videos of the current state of the
streets. Due to the prohibitive amount of data and to their typology, artificial intelligence
algorithms, particularly Convolutional Neural Networks, were adopted. Indeed their
suitability to give fast results according to input data was of paramount importance to
give prompt answers regarding the potential risks a user could face during its route to a
final destination.
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2 Experiments

The classification features were performed by using the aforementioned algorithms,
particularly the employment of Convolutional Neural Networks.

Neural Network Engineering: The CNN adopted was designed starting from the
Inception V3 architecture [9]. The bulk of the network was trained on the ImageNet
dataset [10]. The final fully connected layers of the network were trained with the
Violent-Flows-Crowd [11, 12]. The resulting classification output is a score in the range
[0, 1], with “crowded” attribute belonging to the range [0, 0.5] and “not crowded”
attribute to the range (0.5, 1].

Datasets: The bulk of the Inception V3 inspired CNN was trained on the ImageNet
dataset. The final layers of the CNN were trained on the Violent-Flows-Crowd dataset.
This dataset was preprocessed in order to obtain all the videos with the same number of
frames.

Front-End Development: The second phase of the project consisted on designing the
front-end apparatus of an application that would respond to the following needs: a
navigation system to be questioned about the route to reach a specific destination. A clear
and easy-to-use list of all possible routes and vehicles needed to reach the destination. A
real time updating system that would dynamically alert the customer about changing on
the profile of risk, i.e. some transportation system or some location could be occupied
by a prohibitive amount of other users.

3 Execution and Results

In the context of usability and human-computer-interaction the system should also be
able to be personalized with respect to the specific users, i.e. adapting to its health
condition or other specific needs whose satisfaction would result in an overall increment
of its wellness. Additionally it should be designed to interact in a seamless and natural
way in order to provide a human-like experience. Finally, it should be able to dynamically
changewith respect to the users’ needs and changes of habits over time,without losing the
fundamental objective of providing wellness and safety. The front-end development was
performed mostly on the readability aspect, with particular attention to the requirement
of a natural communication pattern. The main functionalities of the application were
developed, i.e. the navigation system with the alert system and the priority matching
of the best routes in terms of safety and specific needs of the customer. Once the AI
algorithms were trained and the feasibility of the process was verified, the system was
applied on a set of videos gathered from the video surveillance system of a location of
interest. The process resulted in obtaining an up-to-date indicator of howmuch “crowdy”
the areas under analysis are. The classification processwas performed constantly in order
to get multiple outcomes of the same areas. The results for each location were averaged
in time in order to get a robust evaluation of the “crowded” attribute of the place. Once
applied to real world videos, the Inception V3 based Convolutional neural network
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had a performance above the 70% on recognizing risky situations, i.e. the presence
of dangerous clusters of people in the same place. In order to compute the accuracy,
3 real world videos on pedestrian locations were manually labeled with respect to a
scale of gravity (very crowded, crowded, not crowded) in terms of how much crowd a
place is on each photogram. When employed over time, this accuracy has proved to be
sufficient to classify a set of points of interest with respect to the likelihood of being
exposed to the presence of other subjects in small areas, i.e. under the minimal safety
distance. The overall technology was installed into a user-friendly application able to be
easily set-up for the basic customer needs. A prototype of a hypothetical application for
the user assistance on a specific topic (navigation system) was developed. The project
shall be located into a broader perspective, i.e. an ensemble of services designed to
assist the user in a broader series of needs in the context of smart cities. An interesting
following development would be to manage the available routes of the end users in order
to distribute the traffic while minimizing dangerous agglomerates of people.
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Abstract. Tabletop Role-Playing Games transport the player to a fantastical fic-
tional world. This world is inhabited by characters, players and objects. Prior to
the commencement of play, the Dungeon Master prepares not only the rules of
the world but an account of historical events and the current world state. While
the rules provide the player with boundaries of play, the character sheets store the
current player state, and the back story provides context for the happenings during
the game session.

Consider how often a story is told where, “In a land far away lived…”. Rarely
does a story rely on a universe where all existents are spontaneously spawned
into being. Instead, vast historical worlds with cultures, histories and languages
are created. This context provides the reader/viewer/player with an understanding
of the world in which they find themselves. Players learn of warring factions,
key artefacts, and are introduced to key drivers of the worlds drama. When Non-
Playing Characters (NPC) are introduced into the game, the dungeonmaster draws
on this history to form quests and to feed the players a view of this world.

These behavioural systems, however, react to a player’s moves with little
consideration for the world context. This lack of context leads to the trope of the
robotic NPCwith little awareness of the world. How dowe ingrain this knowledge
of a contextual world?

Keywords: Model-based design of interactive systems · Human-centred artifical
intelligence · Dynamic storytelling generation

1 Background

Early approaches to populating game worlds approximated agent behaviour through
the simulation of individual behavioural agents [1]. Individual agent simulation does
produce high fidelity approximations, however at a high computational cost. This high
computational cost limited the utilisation of individual agent simulation within video
games. Instead of computing crowds as a collection of individual agents, Flow fields
presented tread crowds as a fluid which is later sampled to produce character direction
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and speed. Flow fields indeed presented a significant step-change in the size of crowds
and saw wide adoption within commercial videogames [2].

Voxel-based approaches furthered the success of flow-field, addressing the limitation
of handling overlapping environments. McCarthy [3] outlines the design of a voxel-
based crowd simulation engine developed for Planet Coaster [4]. The goal of the engine
was to enable the population of 10,000 NPCs within the theme park simulation game
Planet Coaster. This highlights that traditional approaches to crowd simulation would
not enable the crowd’s density to be generated due to the complex interactions and
number of agents involved. The approach used combines voxel representations of the
game world with flow/potential fields to simulated crowds as a singular entity. The paper
also briefly outlines some of the considerations for audio and animation that were taken
into account during the system’s design. It is clear from the paper that balancing system
resources and performance were key to achieving the real-time objective. The author
highlights that an advantage of the flow system used was that the calculations could be
performed asynchronously to the game thread.

While crowd simulation focuses on the movement of characters through game
worlds, Vonnegut was interested in how characters traverse complex emotional curves.
When examining fairy stories, Vonnegut [5] posited that the emotional curves of the
majority of stories conformed to six archetypes. These archetypes were defined by plot-
ting emotional highs and lows against time.UnlikeFreytag’s triangle [6],which describes
the rise and fall of action within drama, Vonnegut’s hypothesis instead focused on what
he describes as high and low emotional states. The concept of story shapes was later
ratified by applying big data analytics and sentiment analysis to Project Gutenberg’s
library [7].

The ludo-narrative debate is longstanding within the field of videogames critical
studies [8–11]. A central factor to this debate was the role of narratives within games.
While early contemplation on this field was divisive, as the discussion has matured,
the investigation into the concept of ludo-narrative resonance is currently underway.
Ludo-narrative resonance seeks to combine game mechanics with narrative elements to
enhance the overall ability of the game to tell a story [12]. Open world games encourage
the exploration of a game world in an unrestricted fashion. This freedom leads to a
fundamental challenge to the telling of stories. In which order will the player encounter
the story events?

2 Model

Our main research question then is: “How can game developers build, store and control
dynamic story worlds?” This question forms a component of the more significant ques-
tion of how human authors can work alongside Artificially Intelligent systems to tell
stories in games that adapt based on player action. Fundamental to this challenge is a
unified model of story worlds that is comprehensible to human and machine alike. The
necessity to model whole worlds is a challenge that has previously been undertaken in
the field of crowd simulation, where we draw our inspiration.

Existing approaches to world generation for games either lean towards Procedurally
Generated worlds or Computational Narratives. Our model bridges these domains by
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providing a single unified contextual model through multiple voxel layers. These layers
include terrain, masking layers and more central to this paper, drama driver layers Fig. 1.
Drama driver layers store values for the world’s current emotional state, with each one
storing a single feeling and its counterparts such as happiness, sadness, peril, or safety.
These layers are then stacked and combined to generate a drama state for the respective
location in the game world.

The stacked nature of these drivers allows the author to add the complexity required
for a specific project. Additional local grids can be dynamically created during gameplay
by the system and human authors in response to an event, providing playerswith a greater
sense of consequence within the world.

Localised Driver Layers

Masking Layers

Terrain Height Map

Projected Story Shape

Drama Driver layers 

Fig. 1. Multi-planar representation of game world with projected story shape.

Author interactionwith the layer is through the placement of attractors and repulsors,
which are then manipulated in real-time. Synchronously the layers are computed, player
trajectories are projected, and their story shapes estimated. This eventual visualisation
allows the author to adjust the dramatic drivers to produce the intended story shape.
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3 Future Work

This poster presented some of the early design considerations for the development of the
Open world Dynamic Interactive Narrative framework (O.D.I.N). Future work includes
the construction of a working prototype to validate the hypothesis that computational
storytelling can be better with a final goal of democratising the creation of Dynamic
Interactive narratives to enable expert authors and amateurs alike to tell their story in
this form.

References

1. Champandard, A.J.: AI Game development: synthetic creatures with learning and reactive
behaviors. new riders (2003). In: Banerjee, B., et al. (eds.) 2008 22ndWorkshop on Principles
of Advanced and Distributed Simulation. Advancing the Layered Approach to Agent-Based
Crowd Simulation, pp. 185–192 (2008). https://doi.org/10.1109/PADS.2008.13

2. McCarthy, O.: Game design deep dive: creating believable crowds in planet coaster. https://
www.gamasutra.com/view/news/288020/Game_Design_Deep_Dive_Creating_believable_c
rowds_in_Planet_Coaster.php. Accessed 06 Apr 2021

3. Fletcher, A.: Planet coaster. Frontier Developments (2016)
4. Vonnegut, K.: Shape of stories. https://www.youtube.com/watch?v=GOGru_4z1Vc
5. Freytag, G.: Freytag’s Technique of the Drama: An Exposition of Dramatic Composition and

Art. Scott, Foresman, Chicago (1900). An authorised translation from the 6th German ed.
Elias J. MacEwan

6. Reagan, A.J., Mitchell, L., Kiley, D., Danforth, C.M., Dodds, P.S.: The emotional arcs of
stories are dominated by six basic shapes. EPJ Data Sci. 5(1), 1–12 (2016). https://doi.org/
10.1140/epjds/s13688-016-0093-1

7. Aarseth, E.: Genre trouble: narrativism and the art of simulation. First Person New Media as
Story Performance and Game, pp. 45–55 (2004)

8. Murray, J.H.: The last word on ludology v narratology in game studies. In: 05–Proceedings
of the 2005 DiGRA International Conference, Vancouver, Canada (2005).

9. Juul, J.: The definitive history of games and stories, ludology and narratology – the ludolo-
gist. https://www.jesperjuul.net/ludologist/2004/02/22/the-definitive-history-of-games-and-
stories-ludology-and-narratology/. Accessed 17 Dec 2020

10. Frasca, G.: Simulation versus narrative: introduction to ludology. In: The Video Game Theory
Reader. Routledge (2003)

11. Brice, M.: Ludonarrative Resonance. http://www.mattiebrice.com/ludonarrative-resonance/.
Accessed 16 Apr 2021

https://doi.org/10.1109/PADS.2008.13
https://www.gamasutra.com/view/news/288020/Game_Design_Deep_Dive_Creating_believable_crowds_in_Planet_Coaster.php
https://www.youtube.com/watch%3Fv%3DGOGru_4z1Vc
https://doi.org/10.1140/epjds/s13688-016-0093-1
https://www.jesperjuul.net/ludologist/2004/02/22/the-definitive-history-of-games-and-stories-ludology-and-narratology/
http://www.mattiebrice.com/ludonarrative-resonance/


A Systematic Review of Usefulness Design Goals
of Occupational Mobile Health Apps

for Healthcare Workers

Nurha Yingta1(B), José Abdelnour Nocera1,2, Obed Brew1, and Ikram Ur Rehman1

1 University of West London, St Marry, Ealing, UK
21363511@student.uwl.ac.uk, {Jose.Abdelnour-Nocera,Obed.brew,

Ikram.Rehman}@uwl.ac.uk
2 ITI/Larsys, Funchal, Portugal

Abstract. To improve healthcare professionals’ health and wellbeing at work,
many available effective treatments including meditation, and workplace inter-
vention, have been developed. However, the utilisation of these interventions is
still limited. Currently, various mobile health applications (mHealth Apps) exist
to help a wide range of users with different occupational health issues, such as
stress, anxiety, and burnout. Despite their advantages, post-download uptake of
mHealth apps by end-users remains low. Some of the reasons for this are poor
usability, irrelevant or missing user-desired features, and poor user experience.
This review paper explores the usefulness of mHealth Apps for the early detec-
tion of occupational-related ill-health among healthcare workers. Science Direct,
ACM Digital Library, IEEE Xplore, and SAGE Journal were searched compre-
hensively to identify relevant research articles. A total of 9546 reviewed papers
were primarily identified through the systematic search on the databases. 2546
articles were removed from them, by duplication check on a RefWorks software.
Titles and abstract screening of the remaining 126 led to 50 relevant articles being
selected for full text screening. Of these 76 were excluded based on exclusion cri-
teria. Finally, 19 articles were selected for a final inclusion to identify the relevant
usefulness design goals, including usability, utility and user experience, deemed
as critical for apps’ adoption and use. These goals include provide contextually
relevant information, which is easy to understand for usability; support self-help
guidance and in-depth knowledge for occupational health andwellbeing for utility:
reinforced trust and perceived security in m-Health apps for user experience.

Keywords: Occupational health · Usability · Utility · User experience ·
Healthcare workers

1 Occupational Mobile Health and Usefulness

Occupational-related ill-health (ORIH) is a major health concern for successful eco-
nomic growth. In UK, the rate of ORIH is 4.8 thousand per 100,000 workers [1], and it
is commonly associated with any physical and mental health conditions that result from
organisational factors as well as an imbalance of demands, skills and social support at
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work [2]. Current data suggests most ORIH in UK are mental health related (51% of
1.6 million cases), followed by musculoskeletal (30%) – other types of illness make up
19% [3].

Workers in the medical sector are at increased risk of occupational-related ill-health
due to the extraordinary stressors in this environment [4]. Stressors related to the health-
care profession include longwork hours, dealing with pain, loss and emotional suffering,
disease outbreak, and providing support to families [5, 6]. These stressors can trigger
physical and mental health issues, such as stress, burnout and anxiety.

Despite the advantages of mHealth apps, it remains a huge challenge to find effective
ones supporting the prevention and management of occupational ill-health as not much
has been done to identify and assess the factors impacting the usefulness and adoption in
the contexts of usability, utility and user experience terms. Therefore, the review focuses
on the usefulness design goals of mobile mHealth apps to support occupational ill-health
in HCWs.

Most of the research on usefulness and mHealth has been focused on perceived
usefulness and based on acceptance models such as the Technology Acceptance Model
(TAM) and e- Commerce Acceptance Model (EAM) [7, 8]. Several authors in previous
studies have addressed the terms “usefulness” in different ways. For example, Nielsen
[9] defines a useful interactive system as compounded with the attribution of usability
and utility. In addition to usability and utility, usefulness is influenced by the emotional
feelings with a system, including enjoyment to provide a richer experience of continued
use [10, 11]. Overall, the literature on usefulness reflects that this is a complex con-
struct defined by usability, utility and user experience (UX) factors contingent on users’
contexts and sociocultural backgrounds. Having a consideration of HCW’s real-world
experiences is vital to designing integrated and useful mHealth solutions [12].

2 Review Methodology and Findings

Four resources includingACMdigital Library, IEEEXplore, SAGE journal, and Science
Direct were searched in December 2020, and repeated in February 2021, to identify
relevant studies. The search terms relating to occupational “mHealth apps”, “wellbe-
ing health apps”, “usefulness”, “usability”, “utility”, “user experience”, and “healthcare
workers” in different Boolean operator (“AND” and “OR”)were used to identify relevant
literature. Screening for inclusion was then carried out to extract relevant studies identi-
fying the key design goals that enhance the adoption and continued use of such mHealth
apps. A PRISMA Flowchart was created to identify the following points; (1) studies that
use occupational health apps or wellbeing health apps; (2) studies that relevant to usabil-
ity, utility and user experience; (3) studies that were conducted with healthcare workers
or workers. We excluded studies that reported on health apps used only by patient (s),
abstract, posters, and studies with no full text available.

A total of 9546 reviewed papers were primarily identified through the systematic
search on the databases. 2546 articles were removed from them, by duplication check
on a RefWorks software. Titles and abstract screening of the remaining 126 led to 50
relevant articles being selected for full text screening. Of these 76 were excluded based
on exclusion criteria. Finally, 19 articles were selected for a final inclusion to identify
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the relevant usefulness of mHealth apps. We cannot list all reviewed papers here due to
space limitations of the poster paper, but we have provided at least the most important
reference for each goal in Table 1.

Table 1. Identified usefulness design goals of occupational m-Health apps proven to be relevant
or often lacking.

Concept Goals (position statement) Goal definition Reference

Usability goals Provide contextually
relevant information, which
is easy to understand

Healthcare workers have
mentioned apps should
reflect their own work
domain context and roles

[13]

Match user expectations
about the type of app:
prevention or management

Help the user access the
information they need
whether the app helps them
prevent or manage
work-related ill-health

[14]

Utility goals Support self-help guidance
and in-depth knowledge for
occupational health and
wellbeing

The reviewed literature
reveals this is a feature that
is lacking or not
sufficiently developed

[15]

Promote social
connectedness

The app should include
some communication and
information sharing
features such as a group
collaboration among app
users and with clinicians

[16]

User experience goals Reinforced trust and
perceived security in
m-Health apps

It is necessary for users to
feel confident that the
system will behave as
intended. This has resulted
in increased collaboration
with the system securely
and willingly

[17]

Manage the performance
expectancy of m-Health
apps

The app design should be
consistent with its intended
goal, e.g. if it is presented
as a prevention app then its
features should be
consistent with this aim

[18]

3 Discussion and Conclusions

The findings presented here provide an enhanced understanding of usefulness design
goals that should be considered in designing an mHealth app to support healthcare
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workers health and wellbeing in healthcare work setting. The identified design goals
highlight not only the key dimensions of usefulness, but also the key insights needed
to inform design to improve adoption and continued use of such occupational mHealth
apps. For instance, in relation to usability and user experience goals, given the fast-
paced nature of healthcare work, workers’ everyday usage and associated experiences
should be considered in the design of such health apps. This is in line with previous
study by [19], which suggests that understanding ordinary users’ experience, cognitive
challenges and demands from the workplace context will ensure the design of relevant
and useful mHealth solution. Moreover, in relation to utility goals, mHealth apps will
have the potential to provide healthcare workers with a better health and wellbeing if
the crucial features are effectively incorporated in such apps. This suggests that having a
consideration of user desired features could lead to the increased adoption and continued
used of the system [20].

The review presented in this paper provides insightful knowledge for the design of
occupational mHealth apps to enhance the usefulness of such health apps. Due to the
nature of healthcare professionals work contexts and environments, future occupational
mHealth apps should be designed differently following domain-relevant and distinct
design goals such as those identified in this review. The proposed goals address these
aspects and are contributions to the literature on mHealth by advancing knowledge on
the user-centred design of this genre of apps, focusing on healthcare workers [16, 21].
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Abstract. Trust, which is one of the main components for acceptance
of automated vehicles could be affected by different factors. We have
investigated the influence of prior information regarding the safety of
Automated Vehicles, different light conditions and the malfunction of
external Human-Machine Interfaces on trust. Despite a small sample,
we have found that trust is reduced when malfunctions occur and it
is immediately recovered back. Prior information regarding safety and
different light conditions didn’t have a significant effect on trust.

Keywords: Automated vehicles · eHMI · Overtrust · VR · VRU ·
Acceptance · Malfunction

1 Introduction and Background

During the last years, an increasing interest in the research of autonomous and
automated vehicles (AV) could be observed [9]. Besides the technical challenges,
human acceptance is an important aspect deciding about the deployment of AVs.
In the public opinion, often only the acceptance by passengers of the AV seems to
be important [6]. However, the acceptance by other road users is also important.
Therefore, a focus should also be on the perception of vulnerable road users
(VRUs) [6]. Especially for VRUs, it is hard to understand the intentions of AVs
which leads to acceptance problems [6]. This problem is mainly based on the
lack of interpersonal communication via gaze, gestures and/or facial expressions
between VRUs and the driver [6]. Hence, the effective communication between
VRUs and AVs is still an open challenge [6]. Trust, which is one of the main
components for acceptance [11], can be influenced by different aspects [7]. Trust
and the level of knowledge on AVs has been found to be linked with acceptance
of AVs [11]. In this work, trust is to be understood as the trust towards the
correct, error-free behavior of AVs, thereby in the whole system. Not only the
absence of trust is problematic, but sometimes also its presence [6]. One reason
of the latter is overtrust. Overtrust can be defined as the false estimation of risk
when interacting with a machine [10].
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For the communication between VRUs and AVs, the different modalities of
communication such as body language, auditory, haptic, and the visual modality
could be considered [4]. The visual modality has been explored the most often
and it has been considered as the most intuitive modality for the majority of
potential users. It can include texts, symbols, abstract visual shapes and forms
or anthropomorphic elements [4]. One of the ways to use this modality is via
external Human-Machine Interfaces (eHMI). eHMIs can be integrated on the
surface of the AVs in order to present different types of information [4]. They
may contain the intention of the AV, automation state, advice, time-to-cross,
situational awareness, danger/safety zone and warnings [4]. Some studies have
already explored the idea of using eHMIs for the necessary communication in an
ambiguous crossing situation. They have mainly focused on single pedestrians
[4–6,8]. Some other studies also included malfunctions and/or system errors. For
example, Holländer et al. [6] conducted a study concerning overtrust towards AVs
in virtual reality. The study showed that the initial trust and perceived safety
were negatively affected by a single malfunction, but it recovered fast, which
indicates overtrust.

2 User Study

To further investigate the role of trust and overtrust in the interaction between
VRUs and AVs, a user study was conducted in a VR environment. Seven partic-
ipants were recruited (one female), aged between 21–85 (M = 41, SD = 25.5).
Three factors with two levels were tested for their potential influence on VRU’s
trust on AVs. These factors were

– Prior information regarding the safety of AVs as between subjects variable
(positive and negative information) [11].

– Different light conditions as within subject variable (day and night). To our
knowledge, this factor hasn’t been explored in previous research before.

– Influence of experiencing a collision based on an intentional malfunction of
the eHMI as within subject variable (match and mismatch) [6]. Whereas, the
collision itself would be a between subject variable.

The task was to cross the road in front of an AV. Participants used bluetooth
controllers in order to move the virtual world. The experiment consisted of two
blocks with five trials each and a training. Before the start of VR trials, par-
ticipants received an information sheet regarding the safety of AVs. One group
received only positive information while the other one received only negative
information. The light condition was changed after the first block and the start-
ing condition was counter-balanced among participants. The malfunction which
could lead to a potential collision occurred in the third and the eighth trial.

Participants started with filling out the informed consent and a Demographic
Questionnaire [3]. It is part of the PRQF which further contains the Pedestrian
Behavior Questionnaire, Pedestrian Receptivity Questionnaire, and a Scenario-
based Questionnaire. In order to capture trust and possible changes, Pedestrian
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Receptivity Questionnaire was used before and after reading the information
sheet, and after the VR part. Moreover, for differences in trust, the Scenario-
based Questionnaire [3] and the STS-AD [2] were examined. The Scenario-based
Questionnaire of two questions were handed out after the information and after
each VR trial block. The STS-AD was implemented in the VR to measure trust
after each single trial. It is a set of five items of which one is directly about trust.
Additionally, the IPQ [1] was used to measure the sense of presence.

3 Initial Results

Starting with the first factor, the trust items of the Pedestrian Receptivity Ques-
tionnaire [3] were used in order to answer whether positive or negative informa-
tion regarding the safety of AVs affected the trust. For this, the results from
the PRQ after reading the information were used. No significant differences in
trust between positive and negative information groups were found with Mann-
Whitney U test (p = 0.5). Scores from STS-AD yielded similar results (p = 0.45).

The second factor was explored for the purpose of investigating the effect
of different light conditions on trust in AVs. By using trust values from STS-
AD, Wilcoxon signed-rank test was performed. The p-value of 0.40 indicated no
significant differences between the two light conditions. Further, the Scenario-
based questionnaire from the PRQF [3] was analyzed. The first question asks the
type of behavior on a crosswalk with an AV approaching. The most participants
chose to “wait until AV stops”, followed by “wait until AV brakes” and only one
participant chose to “hurry to cross”. Conducting a Wilcoxon signed-rank test,
a p-value of 1 underlines the similar choices for the dark and the daylight condi-
tions. The second question asked about the acceptance of presence of AVs in the
participants’ area. Wilcoxon signed-rank test indicated no significant differences
between different light conditions (p = 1).

The third potential factor which could affect trust was the influence of experi-
encing a collision based on a malfunction. Only a single collision occurred among
all trials in all participants. This collision led to a high decrease in trust scores
of STS-AD and it was observed that the trust of the affected participant was
lower than the median trust of other participants.

To test the effect of malfunctions, a Wilcoxon signed-rank test was performed
in STS-AD scores, which indicated a significant difference in trust between trials
with and without eHMI malfunctions (p < 0.001).

4 Discussion and Future Work

The results of the effect of malfunction in STS-AD trust scores are in line with
the results of Holländer et al. [6], where the occurrence of a malfunction directly
influenced the trust. Our participants had high trust into the system from the
beginning and their trust recovered directly in the next trial after the occurrence
of a malfunction as in Holländer et al. However, in terms of the effect of the
collision, we cannot derive a meaningful outcome since we had a small sample.
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Moreover, two participants had some prior knowledge about automated driving,
its current status and possible future developments, which could have influenced
the results. The use of a VR environment could have increased situational trust,
as users would not be harmed even in the event of a collision. However, this is
necessary, because collisions could have and did occur in the experiment due to
car malfunction. Furthermore, the VR helped us to provide a controlled setting,
so the influence of other potentially trust-influencing factors, such as weather
conditions or other pedestrians, could be avoided. Some improvements could be
made in the future in the VR itself, such as better integration with the world of
questionnaires presented in VR, a more complex crossing task with mixed traffic
situations, or adding 6 DoF support to allow participants to walk in reality.
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Abstract. In the Brain Computer Interface domain, studies on EEG represent a
huge field of interest. Interactive systems that exploit low cost electroencephalo-
graphs to control machines are gaining momentum. Such technologies can be
useful in the field of music and assisted composition. In this paper, a system
that aims to generate four-part polyphonies is proposed. An artificial intelligence
algorithm permits to generate polyphonies based on the N. Slonimsky’s theory
by elaborating data coming from a Leap Motion device, to detect user’s hand
movement, and a five-channel EEG signal detection device.

Keywords: EEG · Brain computer interface · Leap motion · Slonimsky

1 Introduction

Amusic composer continuously develops music models that represent her idea of music.
Such models can be intended as musical materials useful in the construction of the final
piece. Thus, composers explore multiple combinations of pitches, rhythmic profiles,
dynamics, and all the other parameters that represent sound in general. In 1947, the
composer N. Slonimsky published a treaty entitled “Thesaurus of Pattern and Melodic
Scale” [1], in which he presented a technique for constructing melodic patterns based on
dividing one or more octaves into equal parts. According to Slonimsky, the construction
of melodic patterns can be made systematic by inserting notes below, within and above
a musical interval-axis (see Fig. 1). Once the type of interval division of the octave
is chosen1, notes can be inserted within (Interpolation), beyond (Ultrapolation) and
below the division interval (Infrapolation). By combining these techniques for filling
interval-axes, sinusoidal profiles of Infra-Interpolation, Infra-Ultrapolation and Infra-
Inter-Ultrapolation are obtained.

1 In Fig. 1, the octave between the C note under the pentagram and the C note in the second upper
space has been chosen and is represented in the Principal Tones section.
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Fig. 1. Techniques for inserting notes within interval axes

In this research work, a technological tool is presented that exploits Artificial Intelli-
gence algorithms, a LeapMotion controller [2], and a five-electrode Emotive headset [3]
to support composers in exploringmelodic profiles that represent the basis for composing
new music pieces via the Slonimsky’s Infra-Inter-Ultrapolation technique.

2 The Polyphony Generation System

The system architecture is schematized in Fig. 2. The Pitch Profile Generator module on
the left side is based on an algorithm that transforms into note pitches the coordinates of
the composers’ fingers detected by the Leap Motion device. The result is a pitch profile,
i.e. a sequence of notes without indications about their duration. The module on the right
side is characterized byFeedForwardNetClassifier that,with aDeepNetwork algorithm,
analyzes the EEG signal coming from the five electrodes of the Emotiv headset worn by
the composer and classifies her mental status as “focused” or “relaxed”. Here, a mental
status is intended a sequence of power spectrum values obtained from the EEG signal.
The algorithm has been previously trained by the specific composer’s mental status
dataset. The Polyphonic Structure Generator: 1) receives the pitch profile, 2) multiplies
it by four to have a draft polyphony, 3) according to the composer’s mental state, gives
a duration to the notes of the four pitch profiles, which are differentiated by means of a
scramble method.

Fig. 2. System architecture
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Bymeans of the Cortex API SDK [4], the system derives a series of numerical values
in the overall frequency 1–43 Hz, classified in different bands of the power spectrum of
interest, i.e., Delta (0–4 Hz), Theta (4–8 Hz), Alpha (8–12 Hz), Beta (12–35 Hz) and
Gamma (>35 Hz). The Keras framework [5] is used to implement the Deep Network
algorithm as shown in Fig. 3.

Fig. 3. Deep network algorithm implemented in Keras with Python

Before using the system for composing, it has to be trained to the mental states of a
specific composer, so that the underlying network can adapt to the bandwidth variation
characteristics, which is a specific function of each user. Such a “calibration” has to be
done once for each user. The composer wears the BCI headset and samples herself in
two different mental states, i.e., focused and consciously relaxed. Focused mental status
means a higher amplitude of high frequencies in the range 13–40 Hz, which corresponds
to the Beta and Gamma frequency bands. Consciously relaxedmeans a greater activation
of low frequencies and specifically the Alpha band between 8–13 Hz.

Fig. 4. User interface of the system.

If the mental status is classified as Focus, the polyphony is generated with rhythmic
figures such as quarter note, height notes, sixteenth notes, and their corresponding pauses.
If, on the contrary, themental status is Consciously relaxed, the polyphony generated has
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rhythmic values of short, whole notes, half notes, quarter notes and their corresponding
pause values. In addition, each bandwidth value received in real-time from the BCI
headset is used to assign a dynamic value to each generated note.

Figure 4 shows the system user interface, which is divided in three sections, as for
the main phases of the polyphony composition process. Starting from the top, the first
section is devoted to the two mental states training; a summary of the overall process is
provided in the green box, which also acts as user guide. The second section is dedicated
to generating the pitch profile using the Leap Motion visual tracker; a graph of finger
positions is drawn in the black panel, while on the right the composer can see in real-time
the pentagram with the sequence of generated notes. By means of the field on the right,
the composer can possibly change the interval-axis. The third section shows how, in
real-time, the pitch profile is transformed in the resulting polyphony according to the
composer’s EEG. A few further parameters can be set by using the other widgets in this
section of the interface.

The generated polyphony can be saved in a format compatible with popular software
tools, e.g. MAX/Msp [6], that the composer can use for refining it and transform in the
final piece of music.

3 Conclusions

In this paper we presented an approach aimed at generating complex polyphonic struc-
tures related to the theoretical model of Slonimsky, useful for the composer who wants
to optimize her compositional process. The polyphonic material obtained is deliberately
not complete in a strict musical sense, because we want to leave to the composer the
possibility to work and perfect it according to her artistic needs. The creative process is
a process that involves different technical and emotional aspects and in this sense, the
final goal is to demonstrate that the BCI, in our opinion, could be useful as a support,
and not as a substitute, tool for the composer. The system can be evolved by expanding
the compositional theoretical models, thus providing a wider support to the work of
contemporary musicians/composers.
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Abstract. In this poster, we chart and identify user experience cate-
gories with museum experiences. The experience categories were searched
from narratives people provided in a survey-based user study (n = 48),
where people reflected their positive and negative experiences, technology
use and possible ethical concerns in museum exhibitions they had visited.
Cultural heritage is a special design domain, as it can involve not only
fragile old materials but also cultural sensitivities related to the events in
history. The paper highlights the role of interactivity and multi-sensory
experiences in museums, and our research contributes background knowl-
edge for designers and practitioners working with museum exhibits.

Keywords: Cultural heritage · User experience · Museums ·
Experience design · Design sensitivities

1 Introduction

There has been a vast HCI research on cultural heritage [4], and prior art has pre-
sented a great number of examples how interactive technologies can be applied
to museum exhibitions. It has been regarded that in general, interactive tech-
nologies can enhance museum experiences (e.g. [5]) and enable new ways of
story-telling and experiencing the exhibitions [7].

In our research, we seek to dig deeper in understanding the user experience
elements of museum exhibitions. Whereas most of the prior art has focused
on single installations or exhibitions, we wish to take a more general approach,
charting the experiences that people have had in museums, and analyse and iden-
tify the experience categories that can be found. We are interested in how people
remember technology in relation to their visits to the museums. We also seek
to gain more understanding about the ethics and cultural sensitivities with the
museum experiences from the visitor viewpoint, as it is important that designers
pay attention to those issues in the cultural heritage design context [2].

User experience is defined by Hassenzahl as “a momentary, primarily evalua-
tive feeling (good-bad) while interacting with a product or service” [3]. His defini-
tion highlights the user’s subjective experience and feelings, instead of focusing
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on the product. In the big picture of ubiquitous computing research, studies
addressing the user experience design are still scarce [9]. Nikolakopoulou and
Koutsabasis present a review of UX research conducted on interactive systems
with cultural heritage [4], but they do not seek to identify experience categories.

2 Online Survey

In order to chart the experiences with museum visits, we organised an online
survey. A similar approach of collecting written experience narratives has been
user earlier [6]. The online survey consisted of four different parts. In the first
part, it collected background information of the participants as age, gender and
how often one would visit museums before COVID-19 pandemic and restric-
tions. Second section had open ended questions related to a memorable museum
experience (2A) and the use of technologies (2B). The third section asked if
any museum exhibition had made participants think about ethical issues. In the
fourth section the participants could choose five adjectives that presented for
them the most desired museum experience. We used Desmet’s framework for
product experience categories for the options [1]. The open ended questions of
the survey were coded in three cycles [8] and the codes created were discussed in
peer-review style meetings. Two researchers coded the answers separately and a
third researcher analysed these answers and gave a final code.

In total 48 people participated, 62% women, 27% men and 11% other/did
not wish to answer. The largest age group was 26–35 years (42%) then and 36–
45 years with 21% of the answers. Largest part of the people 46%, selected that
they visit museums 1–4 times per year, 21% answered 5–8 times per year and
19% answered that they visit less often than once per year.

3 Findings

Memorable Museum Experiences. In the second Sect. 2A participants
described a memorable museum experience and told what made it a positive
or a negative experience. The codes in the Fig. 1 show how these experience in
the order of importance visual aspect (33), sense of realisation or impact (16),
participation (11), immersion (10), technology (7) and social aspect (6). Issues
relating to senses as touch (4), auditory (3) and smell (0) were not often recog-
nised. Majority found the experiences positive (36) and the ones that felt it was
negative (5) often had a visit to a museums with a sensitive historical context
as a mental hospital or a concentration camp.

Technology Enhancing Museums Experiences. In the second Sect. 2B par-
ticipants described how technologies had enhanced their museum experience.
The most mentioned categories were auditory experiences as headphones or
sound (16), interactivity (13), films (12) and technological installations (9). One
participant described the experience as follows: “The technology was a seamless



374 S. Paananen et al.

part of the exhibition. It didn’t feel like it was added simply because they wanted
to use technology. It helped to create the mood for the exhibition” (#26). Most
felt that the experience had been positive (31) and only few as negative (4). The
reasons for being negative was similar as in the previous question.

Ethical Themes. In the third section the participants described what ethical
issues the exhibitions have raised from their perspective. Majority was worried
about how vulnerable groups are being treated (8), unethically acquired pieces as
the ones stolen in the colonial times (7), political orientation (7), death (6) and
indigenous peoples issues (5). Only some were disturbed about the other people’s
behaviour in the museum, like disrespecting the sensitive museum exhibition
pieces such as mummies (#20).

Fig. 1. Three coded categories with the number of times it was discussed in the survey.

Desired User Experience. In the fourth section, where people had to choose
five most desired museum experience emotions, the top five categories selected
the most were Inspiration (41), Curiosity (39), Fascination (38), Admiration
(23), Astonishment (18). The six least selected ones were Boredom (0), Alarm
(1), Irritation (1), Jealousy (1), Contempt (1), Softened (1). People mentioned
how these categories depend on the museum and topic, so they are not universal
and static (#38). In some cases respondents reported that negative feelings could
help to have a deeper understanding of a topic (#37).

4 Discussion

The experiences reported by the participants seem to go much with the tradi-
tional ways of experiences the museums pieces as the visual aspect gained most
codes. None of the participants reported smell in their museum experiences, but
this might be explained by it being rarely used in museums. Using the sense of
smell in museums could be an interesting topic for future research. Touch was
also another sensory aspect not much covered, but visual and auditory experi-
ences were raised more, as they are most often used in many exhibitions. Many
of the experiences (11) mentioned participating to an activity, such as creating
something or a physical experience. Sound was one of the most mentioned when
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it comes to using technologies, as many museums have ambient sounds or audio
guides, which many people found enjoyable, as it allowed them to feel immersed
to the environment (#15) and feel autonomy and explore more content (#34).

On the basis of the results a lot of the positive museum experience descrip-
tions (10) featured immersion, fantasy world or dream world. One participant
described experience as follows “It felt like I was in a dreamworld. It did not
feel negative, the sensation was that it was surreal” (#5). The results highlight
that the museum experiences can have a long lasting impact, as one participant
remembered an experience from when they were 7 years old (#26). Perhaps
these immersive multi-sensory experiences at museums that have the possibility
a to transfer the visitor to another world are a contrast to our everyday life.

Fig. 2. The top 5 selected (blue circles) and the 6 least selected emotions (red boxes)
added on Desmet’s (2007) model, which was adapted from Russel’s (1980) model.
(Color figure online)

Interactivity was another theme that raised by the visitors when describing a
memorable museums experience and another with technology. The results con-
firm the previous research how technology is used to enhance the experience (e.g.
[5]). When placed to Desmet’s core affect model [1], the most desired museum
experiences from the survey are positioned to the pleasant and activated axles,
as can be seen in Fig. 2. The least selected emotions were spread out to either
unpleasant the calm sectors, or combinations. Thus we can see how the results
from the open ended questions and from the selection of adjectives emphasize
the active or interactive participation of the visitor.

This study also confirms how ethical issues should be also considered when
designing in the museums in order to create a positive experience for the visitor
also in sensitive contexts [2]. Each of the different themes presented in this paper
could offer topics to research separately as well. Other types of existing emotion
and experience frameworks could be used for a similar study for comparison.
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Abstract. The current pandemic situation leads researchers to reflect on con-
ducting qualitative research, completely changing how they conduct participa-
tory research. As it became clear that the pandemic would last many months,
researchers started to redesign their planned research in digital spaces through
social media channels and participatory online tools. From communicating with
participants over Zoom (or other similar applications) to sharing information on
exclusive online groups, digital platforms have become, for many, the only way
to work, learn, or be entertained. This situation offered a significant opportunity
to think creatively about research engagement and reflect on which aspects truly
require researchers to be “on the ground” to conduct face-to-face participatory
sessions to gather qualitative data. Qualitative researchers must use this opportu-
nity to reflect while using digital tools for distance research. This paper is inspired
by the work the authors are conducting in MEMEX – a European-funded project
promoting social inclusion by developing collaborative storytelling tools related
to cultural heritage and at the same time facilitating encounters and interactions
between communities at risk of social exclusion. Thus, the work here presented
reflects on the digital tools and techniques to collect qualitative data when the
researchers cannot meet the participants face-to-face due to pandemics safety
measures or other restrictions.

Keywords: COVID-19 · Qualitative data · Focus groups · Collaboration ·
Digital tools · Co-design

1 Introduction

While collecting quantitative data has been used online for several decades, collecting
qualitative data has been challenging. Yet the global pandemic has oddly helped to push
technologies tomake qualitative data collectionmore accessible to a wide range of users:
COVID-19 imposed lockdowns and social distancing, changing how researchers collect
qualitative data during these uncertain and stressful times. Much qualitative research
usually relies on face-to-face interaction: ethnographic types of interviews (structured,
semi or unstructured), focus groups, and fieldwork are typical methods to gather quali-
tative data that depend on face-to-face interaction. Researchers usually plan to conduct
fieldwork using traditional in-person methods, but now they are reconsidering it because
participants cannot meet them face-to-face. These traditional face-to-face methods are
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being transformed into a “distance” method not to put projects on hold. Back in 2017,
Braun and colleagues [1] created helpful guidance on what digital techniques have to
offer, what types of research questions are best suited to be answered through digital
tools, as well as specific ethical questions that require consideration (practical, technical,
and privacy challenges). While the ideal co-design face-to-face sessions may no longer
be an option, the authors of this poster – researchers in the co-design field working in
the MEMEX project – researched and reported techniques to collect qualitative data
when the subjects cannot be face-to-face due to pandemics or other restrictions. This
poster addresses some important questions and challenges regarding online methods for
collecting qualitative data, raising more questions for future research.

2 Data Generation Techniques

Below we report on data generation techniques – focus group, co-creation tools, storing
and analysing data, photo-taking, and visuals – inspired by the impossibility to run
qualitative studies with participants from the MEMEX project. This section reads like
a set of techniques that can be used in any qualitative research when participants have
access to computers, internet access, and smartphones.

Focus Groups. This is a standard technique in qualitative research because they are
helpful to track initial reactions to the form of a concept or product [2, 3]. Focused
groups can be moved online, with the aid of videoconferencing tools such as Zoom,
Teams, GoToMeeting, Google Hangouts or virtual environments such as Virbela and
Mozilla. Even before pandemics, WhatsApp and Facebook started to be used to con-
duct interviews and sometimes focused groups. Online or virtual focused groups have
increased in popularity to capture ideas and opinions from a wider demographic group
[4], allow greater accessibility for specific populations, andminimise costs and program-
ming issues. Videoconferencing is a close substitute to face-to-face interviews. It can
enable the data to be collected over large geographical areas even when social distancing
measures are not in place [5]. As long as participants can access a computer with reliable
internet, these tools allow individuals to talk to each other, see the moderator, and view a
shared picture or document on the screen. Ideally, participants can access the session by
clicking on a link without installing any software. These tools allow groups into private
spaces (breakout rooms) where the moderator can enter and exit; however, they require
careful management. As a helpful note, it is always handy to have a phone number
to call participants if they struggle to enter or re-enter the main session. Researchers
can use online polling tools to keep participants engaged at critical points (e.g. Pollev,
Mentimeter). The polls can be used as a mechanism to keep users engaged, alongside
collaboration tools, and gather accurate data for discussion.

Co-creation Tools. In a certain way, digital tools such as Miro, Mural, Padlet replace
the whiteboard or flipcharts used in face-to-face sessions. These tools can support video-
conferencing and perform exercises with participants throughout the session. Also, the
participant can group and collaborate on co-design sessions synchronously or asyn-
chronously with a group of participants. Researchers can use these tools for collabora-
tive brainstorm activities. Participants write down ideas as virtual post-it notes, keeping
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track of inspirations or solutions during the session by plotting post-it notes in a matrix
or map to prioritise items. The researcher should send the participants a link to access a
visual workspace where they can collaborate simultaneously.

Storing and Analysing Data. While it is an option in presential focused groups to
record the session through video and audio, which allows a later checking of the non-
verbal communication of the participants, itmust be the norm in online ones. Researchers
record online session to analyse the behaviours and the conversations of the participants.
Recordings of videoconferences sessions provide more focused data than face-to-face
sessions; the camera usually focuses on the upper part of the body, emphasising facial
expression recording and gestures. These situations can provide a better understanding of
how participants express and feel. Storing and analysing video data can require quite a lot
of storage space and a reasonably powerful computer. Recording on smartphones quickly
becomes problematic – even with the right app, storing and transferring recordings and
file security quickly becomes a problem. However, if one is just concernedwith the audio
of the interview through a computer, one can do this with the native Voice Recorder app
of the computer. Note that there are tools that automatically transcribe audio for us,
but their accuracy is not always the best and is still not a substitute for professional
transcription. As noted, there are many technical and practical challenges concerning
videoconferencing and recordings.

Photo-Taking and Visuals. Pandemic constraints allow for a limited presence outside,
wearing masks and strict rules about social distancing. These constraints affect photo-
taking activities in various ways: (i) limited presence outdoors: depending on the country
and pandemic gravity, people are not allowed to spend time outside their apartments, or
limited during some hours of the day; (ii) the use of masks can influence expressivity of
subjects or possibly their interest or ability in performing their routines; this can bias the
observations collected through the photographic data; (iii) social distancing also affect
behaviours of people and norms and their presence in public open and closed spaces. To
make up for these shortcomings, participants should be allowed to use photos they have
taken previously, by other people, or even allowed to find data on the internet. Participants
should be encouraged to look through phone camera rolls, old photo albums to select
photographs to discuss with others within the activity. However, it is not all about the
digital. Methods such as drawings, paper diaries, collages, letters, cultural probes are
not digital methods and can be used online. Asking participants to create such visuals
or videos may help represent their feelings. The essential point is that the photographs
or visuals represent participants’ thoughts, experiences, and feelings, being in line with
the activity’s prompt.

3 Reflections

This poster questions the above set of tools for gathering qualitative data. We, as qualita-
tive researchers, draw questions about trust and report, chat functionalities, technology
training, and the digital divide. We believe these reflections will lead to a lively and pro-
ductive discussion in the INTERACT community. It highlights challenges on the new
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possibilities for participation to inform the development of interactive technologies, rais-
ing more questions for future research on how remote research can have an enormous
impact as time and technology progresses.

Trust and Rapport. Gaining trust and rapport with participants is a crucial part of getting
valuable data. It helps both the researcher and the participant think about each other’s
feelings, making it easier to feel a human connection. It is more challenging to create
this trust and rapport online as we are missing many social cues. Also, it might be more
difficult to break the ice over videoconferencing when participants and the moderator
never met face-to-face. Researchers have less option for ice-breaking activities, and
sometimes for technical reasons, participants do not have access to the camera, and the
interview just relies on audio.

Chat Functionalities. Interesting questions arise about the chat functionalities provided
by such online tools. Does it enable participants to raise questions by allowing them
time to reflect? Is it a space to share opinions that participants would not have shared in
front of more experienced people? More studies are needed to answer these questions.

Technology Training. Technology provides new possibilities for participation, disrupt-
ing, and shifting power. Participants must be aware of using the technology to be used in
the online session. Researchers should support this by providing training on the technol-
ogy, running a “test run” to ensure everyone is comfortable with the actual data collection
time frame. Nonetheless, researchers should make the process as welcoming as possible,
have ice breakers, and plan to share a cup of tea/coffee virtually!

Digital Divide. The drawbacks of online tools are the influence of the digital divide
and access to the internet and powerful devices. Do participants have access to these
tools, and are they familiar with their use? Are all participants at the same tech-savvy
level? Researchers should also be mindful of the participants and ensure that all the
participants have equal access and opportunity to work with the requirements. If the
aim is to prioritise the involvement of marginalised participants, qualitative researchers
need to question what is really “rethinking participatory approaches” for the communi-
ties they work with. What lessons are we learning about digital participatory methods
that can modify our research? Researchers should be highly cautious in celebrating the
opportunities offered by the internet and digital devices because of the existing digital
divide in some countries: marginalised groups that cannot have a voice due to their lack
of availability and sophistication of broadband use. Infrastructural and socioeconomic
disparities remain determined by geographic location, education, age, and income. The
issue that participatory researchers face in embracing internet-powered participation is
that it reinforces the gap between access to the internet and digital devices and deepens
digital inequalities. Thus, it is crucial to make methodological negotiations in partic-
ipatory approaches not to affect the core underpinnings of participatory methods and
development ethics.
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Abstract. CLOUDART is a cross-disciplinary working group that joins the
forces of three specific domain expert communities: Contemporary Art, Human-
Computer Interaction, and Multimedia Software Engineering, all experienced in
socio-technical creative projects. CLOUDART initiative aims to investigate how
to design new hybrid user experiences for the online fruition of Contemporary
Art.

Keywords: Art digitalization · Human-computer interaction · Interaction
design · User experience · Extended reality

1 Contemporary Art: Beyond Physical Presence and Bodily
Experiences

Contemporary Art always anticipates society’s visions and demands. Its field of action
expands outside the physical outcome, going beyond something that can be seen, heard,
or touched.ContemporaryArt production is not composedof only paintings, drawings, or
sculptures; the materials used come from different sources: tangible, intangible, or even
dematerialized. This became obvious from the 1960s, when conceptual art, happenings
and performances, land art, video art became central in the art discourse [1], and modes
of their documentation, reproduction, and cataloging became hot archival issues [2].
The creation, maintenance, and distribution of digital art archives are the themes that
mostly affect the field of Contemporary Art. This presents peculiar needs and issues to
be addressed that originate from the large variety of the types of art that are put in place;
e.g., site-specific installation art, participative art, public art (and their engagement in
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the social and political sphere), technology-based art. In all these examples, problems
that arise are related to the challenges that emerge from the conservation of the artistic
contribution – sometimes very difficult if not impossible due to the intangible nature
of their materials or because of the obsolescence of technological hardware used in
the original artworks. In 1999 Nicholas Mirzoeff proposes an overturned definition of
postmodernity: “the postmodern is the crisis caused by modernism and modern culture
confronting the failure of its strategy of visualizing. In other words, it is the visual crisis
of culture that creates postmodernity, not its textuality” [3]. Is it possible that today, our
practices of looking – which increasingly continue swinging around the many images
we encounter every day – are again in a new phase of transformation? We believe that
Contemporary Art production can help us to understand that transformation because in
its very realm such practices of human measurement constantly change [4]. Just a few
decades before Mirzoeff’s reflections, still the body was the only one constant of scale
for sculpture: in the 1960s Bob Morris in his famous Notes on Sculpture articles used to
link art objects’ qualities to be either intimate or public (namely non-personal) to their
relative size (smaller or larger) as compared to human body [5]. Till then and for centuries
it has been an affair of Body and Space. Both of them vanished in the communicational
and educational streams that flow through the Internet for most of our new days. So,
proper digital measures enabling us to feel wonder as to when our body was in that real
space should be studied or new practices of looking and the visualization through digital
devices (to sympathetically and electively feel wonder) should be implemented.

CLOUDART is a cross-disciplinary working group that aims at joining the forces of
three specific domain expert communities: Contemporary Art, Human-Computer Inter-
action, and multimedia software engineering, all experienced in socio-technical creative
projects. CLOUDART aims to investigate the methodologies necessary to fill the gap
of online fruition both by proposing techniques capable of increasing the fruition of
art online and, in a more visionary way, to produce new types of experiences using
disruptive technologies, producing new digital archives, trying to overcome the prob-
lem of the absence of body and shift toward a new paradigm. CLOUDART members’
research is focused on the creation of a cross-media digitization able to design new use
of digitalization experience, still unpredictable, but oriented to and implemented in the
Contemporary Art field.

2 Digitalization of Contemporary Art: The CLOUDART Vision

In the Oxford English Dictionary, the term digitization refers to the action or process
of digitization; the conversion of analog data (especially in images, video and text for
later use) into digital form. By contrast, digitalization refers to the adoption or increase
in the use of digital or information technology by an organization, industry, country,
etc. By reflecting on the meaning of digitization and digitalization, it becomes clear that
the future of a new digital market needs digitalization, in the sense of digitalization for
precise purposes [6]. Today, to become available and known all over the world, artworks
need to be appropriately dematerialized through the process of digitization, properly
archived, and made available on the Internet.

The entire process of artwork management, evolved through centuries and consoli-
dated in the last 50 years, needs to be rethought. A question arises: what should be the
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correct use of digitalization for the diverse artwork of Contemporary Art field? There
must be awareness of the concept of immateriality and the relative disappearance of
objects. The fruition of art through a computer screen leads to a new principle of reality,
a vision that is free from physical bodily sensations. The perception of art assumes new
dimensions, so new psychological attitudes need to be investigated: the perception of art
through the Internet loses the physical sensation that stems from seeing, living, interact-
ing with art in presence, and that is led by personal previous experience. Digitalization
and dematerialization concepts assign to screen-mediated art fruition a new principle of
reality, detached from physicality, that has not yet been thoroughly investigated. The key
factor of the CLOUDART initiative is the establishment of a team of stakeholders with
diverse backgrounds and professionalism from a variety of fields to cooperate and mutu-
ally inspire the conversation. Particularly, the challenging relationship between art and
technology and human work needs to be explored. The design of interactive applications
to support the human work of professionals needs to be appropriately informed [7]: new
design methods, approaches, and techniques need to be defined, as well as the devel-
opment of new technologies and the disruptive use of old ones must be tailored on the
specific artistic application domain. Despite that CLOUDART is focused specifically on
Contemporary Art, the results of such research are relevant to other fields. The introduc-
tion of new design techniques, that insert the point of view of technological humanism
in the redesign of established but obsolescent knowledge management process, is also
expected to have a stimulating effect on the job market: cross-disciplines and intersec-
tions are crucial elements for redesigning new digitization and digitalization skills and
such effect will be consistent with other significant drivers of both successful business
development and general European economic development. To influence the design of
new hi-tech services and products it is fundamental to establish interdisciplinary com-
munities of domain experts, capable of designing emotional services, shaped also on the
principles of artistic interpretation.

CLOUDART intends to design a new way of digitization and archiving, able at
exploiting both new and old technologies but focused more on the users and less on
technological tools. Digitization does not just revolve around archiving and storage,
but also on the fruition of content and experience development. Full exploitation of
the digitalization process requires Human-Computer Interaction (HCI) experts to go
far beyond the mere usable design of archive search engines and data visualization. It
means to understand how to exploit multichannel and hybrid features of Contemporary
Art and its dimensions, identified by the domain experts together with art-goers. In the
context of CLOUDART, it is important to make a distinction between digital objects
and digital user experience: when speaking about digital objects, the focus goes to the
process of creating digital copies of real objects. This process takes into great account
all the issues derived from technology, but very little attention is usually given to the
humanists’ knowledge about the objects that are digitalized.

CLOUDART vision considers the existence of different aspects to be considered:
location, time, social context, senses involved (sight, touch, hearing, smell – some of all
of them are often entangled). This calls for a further effort aimed at shifting the attention
to these aspects frommere digital object creation to the design of complex hybrid digital
user experience of Contemporary Art and the definition of proper evaluation methods.
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To design for a new way of Contemporary Art digitalization at the service of new
experience fruition not just focusing on the missing aspects but also investigating all
new potentials. We are already accustomed to extended reality [8], virtual reality, and
augmented reality applied to the art domain, but the fruition experience needs to be
further improved, especially through the creative use of technologies, not just the new
ones but also the most well-known (old) ones [9]. Technology is never neutral because
it always transforms our experience of reality: a new way of acting produces a new
way of thinking and the remote experience is a clear example of that [10]. However,
there is a profound difference between designing to fill the lack of physical senses and
designing a new experience free from body boundaries. Digital technology is no longer
to be seen as just prostheses capable of increasing, extending, enhancing some sensory
aspects [11] but can be a new frontier in the design of new experiences. The diversity of
fields that are concerned by these questions reflect the plurality of expertise represented
in the CLOUDARTworking group: Contemporary Art curators, HCI/Interaction Design
researchers, multimedia software engineers.
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Abstract. Design fiction (DF) is gaining ground as an approach that
helps designers to explore possible futures. As a method founded upon
critical attitudes and creative thinking, DF may be challenging for design
students. In this study, we explore how design students use DF dur-
ing creative design activities. Students engaged in an individual digital
brainstorm and an in-depth, semi-structured interview about their expe-
riences with the brainstorm based on DF. The results show that DF can
be challenging for students who do not have a clear appreciation of what
is technologically feasible for a particular time frame in the future and
do not yet have the breadth of knowledge to argue about broader topics
that DF is particularly attuned to into the discussion as, for example,
economics and societal norms. This study contributes insights into how
DF impacts the students’ design thinking, as well as difficulties they had
regarding their individual thinking process.

Keywords: Design fiction · Design thinking · Individual brainstorm ·
Design challenge · Design education

1 Introduction

Design Fiction (DF) is a new, creative methodology that may improve design
thinking [5,14], and can be used to envision hypothetical products of tomorrow,
by creating a speculative story-world told through designed artifacts [2,8]. The
ability to engage in DF practices can help designers to think free from commer-
cial and real-world constraints [2], and is therefore an important competency for
design students to acquire. Currently, design student’s design thinking processes
usually rely deeply on group work [1,13], thus they seem to have difficulties
overriding the boundaries of their own state of mind when brainstorming indi-
vidually [13]. However, individual brainstorming can produce more original ideas
than group work [7,10]. DF could potentially be a valuable addition to current
thinking tools of individual brainstorming.

This qualitative study set out to explore the difficulties in design students’
thinking processes when brainstorming individually using a DF framework. Pre-
vious work shows that DF-methods know challenges in constructing and under-
standing the future-bound ethics of technology in one’s mind [9], and in terms
c© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
C. Ardito et al. (Eds.): INTERACT 2021, LNCS 12936, pp. 386–389, 2021.
https://doi.org/10.1007/978-3-030-85607-6_43

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-85607-6_43&domain=pdf
http://orcid.org/0000-0002-5223-0030
http://orcid.org/0000-0001-5389-398X
http://orcid.org/0000-0002-2001-7251
https://doi.org/10.1007/978-3-030-85607-6_43


Challenges of Design Fiction in Individual Brainstorming 387

of ethical vagueness, as the future concepts are not feasible and are difficult for
design students to relate to [3].

2 Method

The study consisted of an online individual brainstorm and a semi-structured
interview. The pre-study briefing and interview were done via Skype and the
brainstorm session was done via mural.com [11]. The topic of this brainstorm
was the appearance, functions, and uses of the interior of future self-driving cars.

The brainstorm session lasted approximately forty minutes and was based
on the Approach of DF by the Near Future Laboratory [4]: a design company
that specializes in the exploration of (unexpected) futures. Their prominence and
impact in the field as evidenced by citations to their work motivated us to choose
to use their method as a paradigmatic case. The brainstorm session consisted
of the following four steps: 1) design brief with an explanation of the assign-
ment and design challenge about self-driving cars, 2) participants were asked to
write down their concerns, ambitions, fears and everyday needs of inhabitants
of envisioned futures, with self-driving cars in mind, 3) participants were asked
to consider all things that could change in the future with regards to, for exam-
ple, law, norms, aesthetics, social and personal values, and habits, as changes in
environmental factors might influence how suitable different design choices are,
and 4) participants had to come up with different futuristic ideas or designs that
would offer the possibility to discuss a different kind of future.

During the interview, participants were asked about their overall impressions,
their feelings about different steps, the differences between DF and their regular
design process in their design curriculum, the added value of DF in the future,
and the ways in which DF helped them to look further ahead.

In total, ten design students were selected by means of purposive sampling
[12]. The participants were bachelor (2) and master (8) students who are cur-
rently following different design curricula worldwide.

3 Results

The interview data were analyzed inductively, in a thematic analysis approach
based on the guidance provided by Braun and Clarke [6]. To analyze and identify
patterns in our interview transcriptions, themes within the data were developed
bottom-up. We summarized and divided transcriptions into different data seg-
ments. By tagging the data segments, we generated initial codes and recognized
common themes, to which we added other suitable codes. During the analysis,
the themes were adapted repeatedly until all codes were combined into overar-
ching themes: thinking from future, future potential, missing of external input,
switching between steps, study setup, and thinking process.

The main challenges of the DF method itself are thinking from a future per-
spective and adopting DF in future projects. Most participants mentioned that
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they struggled with thinking of futuristic ideas, especially with abstract con-
cepts. Although thinking from the future perspective is hard, nine participants
mentioned that the DF method can be helpful in future projects because of the
clear structure and the inspirational perspective it stimulates. Regarding their
assignment, participants found the setup of our sessions difficult without exter-
nal input, such as other research or input from users. Besides, most participants
saw a link between the steps, but could not switch fluently between them, prob-
ably because they had not yet internalized the DF approach. Such challenges
derive from the study setup but are not derived from the DF as such. Partici-
pants emphasized on differences between the regular and DF thinking processes.
About step two (inhabitants of envisioned futures), participants mentioned get-
ting insights from the keywords, and looking from a personal perspective made it
easier to imagine future scenarios. Additionally, participants mentioned that step
three (future environment) helped them look at the bigger picture: the societal
and economical perspective, but also at the impact self-driving cars may have.

4 Conclusion and Discussion

This study provided insights into the challenges that students face while engag-
ing in DF. Almost all participates felt challenged to think with a future per-
spective, which is consistent with the notion that the future concepts of DF are
not feasible and relatable to students [3]. Additionally, this study showed why
students regard DF as hard to apply. Abstract concepts such as economic models
or social norms are beyond most students’ knowledge, thus participants thought
they missed external input. Therefore, it is important that in future DF-based
ideation sessions, students first engage in some preparatory work that will allow
them to inject into the design process substantive knowledge on topics related to
the design challenge. While useful insights have been obtained, the study setup
constrained the way DF practices were applied. Similar studies in the future
should strive for more flexibility and realism in the design challenge.

Yet, not only challenges were mentioned. Most participants thought that the
DF method made it easier to imagine future scenarios, due to its clear structure
with questions and keywords and the personal perspective of the assignment.
Especially, the step concerning the future environmental factors was perceived as
a difficult but essential tool for thinking in-depth about the future and for looking
at the ‘bigger picture’ of the future environment and its inhabitants. Because DF
was new for most of our participants, they thought DF helped them to broaden
their ideation. To extend the results of the study, we need to investigate how
students use DF in real-life projects of longer duration. This study assessed only
students’ self-efficacy about the DF brainstorm, but future research may assess
how well students apply DF methods from an expert perspective.
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Abstract. In this paper, we address the design of discreet interactive
wallpapers. We chart the initial user perceptions with a simulation-based
user study (n = 14), where we evaluate different concepts specifically
designed for electrochromic ink, ranging from ambient information deliv-
ery to gamification. Our research contributes background knowledge for
designers and practitioners working with interactive environments.
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1 Introduction

Smart and interactive environments are one of the main themes of ubiqui-
tous computing, and research has addressed them from various viewpoints. For
instance, the concept of interactive wallpapers has been explored to provide
either useful, engaging or entertaining ambient experiences.

First, Huang and Waldvogel [4] defined the interactive wallpaper in four
points: (1) operate in everyday life, (2) open, (3) spatial and (4) alive. The
authors showed a series of implementations, mostly projector-based, blending
decorative art and useful science. In the same vein, Campbell et al. [1] explored
the concept of interactive wallpaper at home, providing scene-setting for immer-
sive drama or additional content, such as recipes while watching a TV cooking
show. Hoare et al. [3] explored an interactive hide-and-seek children-oriented
game with wallpapers. However, despite showing benefits of using interactive
wallpapers, previous works were mostly agnostic of the technical implementa-
tion and many years or decades later remain far-fetched to be integrated.

Fig. 1. Each abstract interactive wallpaper concept.
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In this context, we address the topic of wallpapers with concepts based in the
technical possibilities of interactive free-form graphics that can be manufactured
with electrochromic inks, providing thin, transparent, flexible and low-power
consuming displays. When an electric current is applied to the display, the ink
moves from one place to the other, back and forth when reversing polarity.
On the other hand, the displays have a limited number of colors and states and
more importantly, do not emit light, thus, allowing visually discreet interactions,
which are naturally integrated to indoor environments. The process of creating
electrochromic displays is explained in detail by Jensen et al. [5].

We conducted a user study while specifically emulating the opportunities
(low consumption, thus, blending solar panels into design) and limits (bi-state
monochromatic graphical elements) of this technology as wallpapers. Each wall-
paper concept (Fig. 1) aims to address different ideas:

– Timer, in our case taking place in the bathroom, with ink moving slowly
decreasing one bar while increasing another. Multiple displays are stacked
above each other, allowing a smooth transition.

– Notification, taking place in the office with the visual form of portholes. In
this case, respectively (from left to right) alerting a future meeting, the micro-
phone status and recall to move (or stand). When the notification is off, the
ink is hidden around the border.

– Voting (more broadly the idea of communal expressing walls), with stacks of
horizontal bars placed on opposite corners of a (meeting) room.

– Noise (ambient) with a colored repeated pattern showing its current level, in
our case taking place in a library. The noisier the environment is, the higher
(top) the displays are activated.

– Playful, taking the form of a hide-and-seek game with integrated solar panel
elements (black shape) to a repeated pattern of animals. When an animal is
hidden, the corresponding ink goes to a state placed behind the solar panel.

2 User Study

We conducted the exploratory study over seven sessions with the aim to col-
lect preliminary user perceptions and qualitative feedback about our interactive
wallpapers concepts.

Fourteen (n = 14) participants (9 female) were recruited at the university
campus from students and administrative employees. They participated in the
study by pair into a laboratory environment for service and design interaction.
Two back-projected walls were used to display the wallpaper concepts, comple-
mented with furniture (tables, chairs) and tangible artifacts (keyboards, tablets,
books and a sanitizer dispenser) to improve the simulation (Fig. 2).

For each session, the participants first gave their consents and were intro-
duced to real electrochromic displays as examples. Then, participants were
invited to engage with a think-aloud protocol for each simulated concept pre-
sented in a specific coherent order (similar to this paper) to follow an imaginary
short story. The narrative was such that they just arrived at work and had to
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Fig. 2. User study setting for each wallpaper concept.

clean their hands in the bathroom with the timer concept. Then, they sat in
an office with the notification concept and transitioned to a meeting room with
the voting concept. Finally they stopped by the library with the noise concept
(including simulated audio) before going home and engaging with the playful
concept.

One instructor gave initial explanations of each concept while taking notes
and another was changing the physical structure of the settings accordingly with
the desired context. The Wizard of Oz method was used to simulate interactions,
such as activity (e.g., washing hands) or touch detection.

Hassenzahl has defined user experience (UX) as “a momentary, primarily
evaluative feeling (good-bad) while interacting with a product or service” [2].
Thus, before leaving, participants had to complete a questionnaire to assess
their feeling (1–5 scale) toward each wallpaper concept, and to collect their
least and most preferred (including explanations) as well as additional open
comments. Each session was video-recorded for subsequent analysis and lasted
around 45 min in total.

3 Findings

Participants’ quantitative ratings are reported in Fig. 3. Two concepts were
clearly favored: Noise (library) and Playful (animals). Interestingly, these results

Fig. 3. Average score (including 95% confidence interval) of the participants’ feelings
toward each wallpaper as well as counts of the most and least preferred wallpapers.
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also show a preference to adopt a repeating pattern design, which is more aligned
with the mental representation of traditional wallpapers.

Timer. The low perceivability (n = 8) was the major drawback of this concept,
either by taking time to notice the moving bars, or by considering them unclear.
On the other hand, participants would like to exploit the timer concept with
kids (n = 6) and in different contexts such as tooth-brushing (n = 4).

Notification. The lack of noticeability (n = 4) and usefulness (n = 4) were the
main issues. Participants were also concerned to define the right placement (n
= 8) and its visibility to others (n = 6), either to inform or to keep privacy.

Voting. The lack of usefulness (n = 5) was also the main issue with participants
evoking the use of other technologies for the same context (n = 3).

Noise. This concept received a large amount of exclamatory positivity with
participants evoking great usefulness and fit to its environment (n = 12), “rather
than looking like something hung on the wall” (P2). However, some were also
concerned about the noticeability (n = 8) and the inclination toward an opposite
effect, considering it as a game for loudness (n = 8).

Playful. Even with a visually discreet interactive wallpaper, this concept
received the same overall positive feedback as previous work [3] with partici-
pants also highlighting benefits for teaching (n = 6), physical exercise (n = 4)
and memory activities (n = 4).

4 Future Work

Following our first findings, we considered a repeating pattern design (giving a
flat or depth illusion effect). A prototype was made (Fig. 4) for the noise concept
based on 3 flexible layers, blending solar panels, electrochromic displays and the
circuitry to connect all of them. Other implementation approaches remain to
be explored (such as multiple 2-layered standalone electrochromics) and studied
over a series of experiments, measuring for instance their noticeability.

Fig. 4. Early interactive wallpaper conceptual implementation and real prototype.
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Abstract. Web sites and applications show visual feedback such as a progress
bar or a throbber to signal that users should wait. These moving objects guide the
eye. We hypothesized that users would end up looking near the end position of the
visual feedback after waiting. As a result that users might be more likely to select
an object near the end position of the visual feedback. This study focused on using a
progress bar as visual feedback forwaiting and on the design to influence the users’
subsequent choice. We tested our hypotheses using a progress bar with different
display positions and animation directions. The results suggest that changing the
progress bar’s position on a display or the animation’s direction may bias the
subsequent selection position.

Keywords: Choice behavior · Visual feedback · Progress bar · Fairness

1 Introduction

People usually face situationswhere they have tomake various choices. Past research has
shown that human habits and psychological effects influence their choices. Therefore,
when users make choices, systems need to be adapted to handle various intentions.
For example, in Web-based questionnaires, if a factor causes bias in the selection, the
survey’s reliability is also affected. Therefore, identifying the factors that cause bias in
selection is crucial because such factors may affect the survey’s credibility.

When customers use a computer, they sometimes have to wait while reading media
files and layout designs displayed on the screen. This waiting time always exists even if
the computer’s processing speed and the Internet’s communication speed are excellent.
A long waiting time may annoy the user to make him/her misrecognize it as an error
[1]. Bouch et al. [2] clarified that a feeding back extended users’ time that they would
be willing to wait. In particular, many users prefer a progress bar to be used in Web
sites and applications [3] because they can easily estimate the time in which a task is
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completed. However, because such visual feedback may induce a users’ line of sight, it
may affect their behavior when making a selection after the waiting period is over.

Previous studies researched the relationship between the user gaze and selection
behavior. Simonson [4] suggested that users tended to complete the selection process
when they found the appropriate product. Shimojo et al. [5] found that users tended to
prefer choices with long gaze time. These results suggest that if a progress bar guides a
user’s gaze and changes the order of viewing and gazing time for each option, the option
near the end of the progress bar animation will be the one more likely to be selected.

In this study, we focus on the effect of the progress bar animation before presenting
a user interface for selections. We also speculate that gender differences may exist in
the effects of animated progress bars because a previous study [6] reported that men
were more sensitive to moving objects and rapid changes than women. Therefore, we
hypothesized the following.

• Hypothesis 1: When a system presents a progress bar before the user interface, the
user may be more likely to choose near the animation’s end.

• Hypothesis 2: The effect of hypothesis 1 would be more pronounced by men than
women.

In this study, we prepared two animation directions (leftward or rightward) and two
positions (upper or lower) of the progress bar and compared their effects on the location
of users’ selection. In addition, we implemented an experimental system to test these
effects in crowdsourcing platforms.

2 Experiment

In this study, we designed the experiment based on online shopping on the Internet to
clarify the relationship between the design of the progress bar and the users’ selection
behavior after the waiting period ends.

We recruited participants for this experiment using Yahoo! Crowdsourcing, a major
crowdsourcing platform in Japan. This experiment was limited to PC users. Our system
asked each participant to select one of eight options after a waiting period. Our system
repeated this selection process nine times and asked participants to answer questionnaires
after the experiment.

We prepared five types of waiting screens (see Fig. 1). Four conditions combined
the display position of the progress bar (upper, lower) and the animation’s direction
(rightward, leftward). One condition involved the background color changing from black
(RGB value: 55) to white (RGB value: 255) without displaying the progress bar. We
prepared three kinds of waiting times of 2 s, 5 s, and 10 s and experimented with three
times for each condition. We also prepared nine product categories (vacuum cleaners,
water, mice, dumbbells, Web cameras, teacups, chairs, tissues, and batteries) for the
selections. In addition, we prepared eight kinds of product images for each category.
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Figure 1 shows one trial example in which a paritcipant assigned to each condition to
select a bottle of water. Product images were randomly placed in 2 (rows) by 4 (columns)
squares each time. The system first instructed participants not to look away from the
screen while waiting and asked the questionnaire after the experiment how long they
looked away.

Fig. 1. Examples of one trial in each condition to select a bottle of water.

3 Results and Discussion

We recruited 1,000 participants (500 men and 500 women). Among them, we excluded
380 participants who did not follow the instructions and whose data were incorrect.
Finally, we obtained 620 participants’ data (330 men, 290 women) to analyze. The
results enabled us to collect at least 909 selection data in each condition.

Figure 2 shows the selection rate at each position in each condition. Figure 3 shows
the men’s selection rate, and Fig. 4 shows the women’s selection rate at each position in
each condition. These figures correspond to 2 (rows) by 4 (columns) squares in which
the choices were displayed in the experiment. The arrows in these figures indicate the
animation direction of the progress bar and its display position. Figure 2 showed no trend
in selection at the end of the animation. Therefore, hypothesis 1 was not well-supported
at this stage. Figure 3 and 4 revealed no trend like that of hypothesis 1, so hypothesis 2
was also rejected.

However, in the lower-rightward, lower-leftward, and upper-rightward display con-
ditions, the selection rate of the center two rows tended to be high. Because the product
images’ arrangement was random, the deviation should not have arisen in the selected
position unless other factors caused it. Therefore, we analyzed the degree to which
bias was substantial in the selection rate in each condition. As a result, we found that
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the lower-rightward, lower-leftward, and upper-rightward display conditions may have
specifically caused bias in the selected position. We did the same analysis in accordance
with the time condition. The result suggests that the 10-s condition may not affect the
bias of the selected position under any waiting screen conditions.

These results suggest that when designers incorporate a progress bar into a survey
site, they may want to apply the progress bar on the upper side and the direction of the
animation leftward to obtain fair results.

Fig. 2. Results of the selection rate at each position in each condition.

Fig. 3. Results of the selection rate at each position in each condition for men.

Fig. 4. Results of the selection rate at each position in each condition for women.

4 Conclusion

In this work, we investigated the effect of the design of a progress bar on the selecting
behavior after a waiting period ended by conduting the experiment test. In the future, we
will investigate how the difference in the shape or the difference in the animation speed
affects users’ selections after the waiting period ends.
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Abstract. Public touchscreens are filthy and, regardless of how often
they are cleaned, they pose a considerable risk in the transmission of
bacteria and viruses. While we rely on their use, we should find a feasible
alternative to touch devices. Non-touch interaction, via the use of mid-air
gestures, has been previously labelled as not user friendly and unsuitable.
However, previous works have extensively compared such interaction to
precise mouse movements. In this paper, we investigate and compare
the usability of an interface controlled via a touchscreen and a non-
touch device. Participants (N = 22) using a touchscreen and the Leap
Motion Controller, performed tasks on a mock-up ticketing machine,
later evaluating their experience using the System Usability and Gesture
Usability scales. Results show that, in contrast to the previous works,
the non-touch method was usable and quickly learnable. We conclude
with recommendations for future work on making a non-touch interface
more user-friendly.

Keywords: Non-touch · Gesture · Touchless · Leap motion controller

1 Introduction

Public information kiosks and self-service displays are becoming common in pub-
lic life, but there are some negative aspects to these types of public displays. Such
devices have been found to have 1,475 times more bacteria than the average toilet
seat [4,6]. Similarly, the average supermarket self-service contains 5.9 times more
bacteria than found on hospital displays [3]. One possible solution to these issues
is to remove the touch aspect of public devices and instead enable interaction
through non-touch gestures. There is currently limited research on the relative
usability of mid-air interactions in a public setting and few controlled studies
that compare the Leap Motion Controller (LMC) and touchscreen for public
interaction design. Our work explores the usability of non-touch technologies to
replace public touchscreens.

This paper documents a user study where participants compared and evalu-
ated a mock-up ticket machine using both a touchscreen and a LMC which allows
interaction via mid-air gestures. We measure participant success and errors when
interacting with both devices as well as task time for the different inputs and
system/gesture usability scores.
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2 Methodology

We used a within-subjects study design where participants were asked to imagine
they were at a train station. Tasks were then completed on both a touchscreen
and LMC using on-screen point-and-push. To prevent step memorisation, the
tasks in the two conditions differed slightly. The order of the touch and non-
touch conditions was randomised between participants and tasks were ordered
so they increased in difficulty (Table 1). The system recorded an activity log for
each participant and after completing each condition, participants were asked
to fill out the System and Gesture Usability Scale surveys [2,11] (SUS/GUS).
After both conditions, they also filled out demographics, interface preference,
and overall system feedback questions. Finally, we provided information about
the cleanliness of the screen and asked for their preference again.

Table 1. Tasks performed by the participants for both the touchcreen and LMC

Touch Non-touch

Task 1 Buy a return ticket to Edinburgh
Zoo for two adults and one child

Buy a return ticket to Princes Street
for one adult and one child

Task 2 Buy a one way ticket to The
University of Edinburgh for one
adult and one child

Buy a one way ticket to Botanic
Garden for two adults and one child

Task 3 Print a prepaid ticket using the code
XBLPZ. After, complete the survey

Print a prepaid ticket using the code
PRSGM. After, complete the survey

Fig. 1. Study setup with touch mon-
itor and LMC placed below.

Fig. 2. Interface shown to participants.

3 Results

22 people participated in the study, ranging from (self-reported) low to advanced
technical backgrounds and an age range of 18 to 44. 8/22 participants preferred
using non-touch over the touchscreen and 20/22 participants would use the sys-
tem again in public. 12/14 people who preferred using the touchscreen changed



402 K. Waugh and J. Robertson

preference after learning about the disease/bacteria spread on the average screen.
Participants using the LMC took longer to complete the tasks (Table 2). Task
3, which required manipulating a UI slider, recorded the most time as the affor-
dance suggested it should be draggable but a selection at a scale point was
needed. On average, across the three tasks, participants made 2.09 errors with
the LMC and 1.18 with the touchscreen with more errors made during task 2
and 3 (see Fig. 3). 10/22 participants made 0 errors when using the LMC.

Table 2. Mean time in seconds and clicks per task with standard deviation (SD)

Mean time (SD) Mean clicks (SD)

Touch Non-touch Touch Non-touch

Task 1 23.9 (8.3) 35.2 (11.5) 7.68 (1.39) 6.91 (1.06)

Task 2 32.0 (10.0) 53.9 (31.0) 7.73 (1.35) 9.27 (1.98)

Task 3 34.4 (8.1) 64.8 (16.5) 11.09 (2.31) 14.73 (2.69)

As shown in Table 3, the touchscreen was rated higher in both scales, with
a larger variance in the ratings for the non-touch scores. The post-experiment
feedback was coded using open coding by the first author and later checked
through discussion with the second author. Three categories were created: 1) user
interface changes, 2) sensor tracking, and 3) general comments. 13 participants
expressed a need to change the user interface (1), 11 identified issues with sensor
tracking (2), and 3 participants provided further general comments (3). The
participants identified specific points that could improve the system: clearer
visual prompts, gesture pointers, bigger user interface elements and more space
between them, and less use of the display corners. “Bigger buttons may help
too”,“keyboard keys were a bit close together”,“More difficult to select buttons
in corners/edges could be improved”.

Fig. 3. Mean errors per task with standard
deviation

Table 3. Mean SUS and GUS scores
for both touch and non-touch with
standard deviation

Touch Non-touch

Mean SD Mean SD

SUS 90.34 10.33 70 18.39

GUS 95.3 8.38 64 24.33
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4 Discussion

Previous research comparing the LMC with traditional mouse actions found the
LMC to have poor usability [1,8,10]. In contrast to these previous works, in
our study the LMC shows promising usability with participants scoring their
experience highly. As shown in Table 4, our SUS score is not only higher than
the published average but also far higher than those in previous works. A pos-
sible explanation for these higher scores may be a more mature technology with
better tracking. Having a high SUS/GUS score in this experiment along with a
relatively low error rate suggests poor usability may no longer be the case.

The qualitative feedback indicates that design changes to the user interface
could improve usability as also highlighted by Bachmann et al. [1]. Participants
highlighted difficulties with the gesture set. Particularly, they were frustrated at
the accuracy of point and push required by the LMC. These gestures are prob-
lematic as they attempts to follow touchscreen conventions, further supporting
the idea of creating non-touch designed gesture sets [8]. There is a clear gap in
research on user interfaces designed for public use with non-touch devices.

Table 4. Comparison of previous studies of LMC and other input devices.

SUS LMC SUS other Device compared

Sauro [9] – 68 Published average

Pirker et al. [7] 55 75 Keyboard

Škrlj et al. [5] 56.5 88.7 3D mouse

Our study 70 90.3 Touchscreen

5 Conclusions and Future Work

An exploration into touchless technology is an important first step to creating
a feasible alternative to touch devices. Our results indicate that a non-touch
approach is usable in a public setting and quickly learnable. While participants
overall preferred the touchscreen, the resulting data for the LMC is significantly
more promising than those in previous works, signalling considerable improve-
ments in the gesture tracking technology. Further investigation is required with
a more diverse user group to help build an accessible user interface for non-touch
systems. Two areas need to be addressed in further research:

1. A user interface specifically designed for a non-touch environment. Given the
feedback from this study, potential areas of improvement are the size and
location of UI buttons/objects and clearer calls to interact.
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2. Exploration of alternative interaction gestures. The gesture set chosen for this
experiment did not work for all elements. The user interface must be designed
with consideration to the limitations of the input range. For example, in this
study, a UI slider not working with a point and push gesture.

Further investigation into specialised user interfaces and gesture sets can advance
the potential of non-touch systems, facilitating the adoption of this technology
into public spaces.
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Abstract. In this study, interpersonal distances were measured in a
real environment (RE) and an immersive virtual environment (VE)
under each audiovisual condition (bimodal (V-A), visual-only (V/o), and
auditory-only (A/o)), in order to design interpersonal services in a VEs
and experiments in a VEs that are usually difficult to set up in REs. The
experiment revealed the interpersonal distances in the VE that can be
converted to the RE and the audiovisual conditions that cause them.

1 Introduction

Personal space is one of the most important factors for the smooth operation
of social life. Leslie Hayduk described personal space as the area around a per-
son where the intrusion of others causes discomfort [1]. The length of interper-
sonal distance that forms personal space changes accordingly as the environment
changes [2] and affects the quality of service [3].

The virtual reality market is currently growing, with more and more services
such as stores and offices communicating through avatars in a virtual environ-
ments (VEs) [4]. Therefore, there is a need to communicate at an appropriate
interpersonal distance in VEs, just as in real environments (REs). In addition,
the study of interpersonal distance in a VE has great potential for research appli-
cations. Experiments in a VE make it possible to perform experiments that are
difficult to perform in an RE [5], while maintaining external validity and taking
many factors into account [6]. From the above, it is important to clarify the
interpersonal distance in the VE, and it is also effective to compare it with that
in the RE, where much knowledge is available.

Studies on interpersonal distance in VE include the study which revealed
the existence of interpersonal distance in VE [7], and the study which revealed
the length of interpersonal distance and its difference by gender and age [8,9].
In those studies, the information used to perceive the approaching person is
only visual information, not auditory information. However, in two-way com-
munication, it is necessary to examine interpersonal distance when both visual
and auditory information is available. Additionally, the interpersonal distance
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when only auditory information is used to perceive the approaching person is
unknown. Therefore, it is necessary to study the interpersonal distance when the
perceived information is visual and auditory, visual only, and auditory only. The
purpose of this study is to measure the interpersonal distance in the VE under
each audiovisual condition and to compare the results with those of the RE.

2 Experimental Design

2.1 Setup

To investigate the effects of RE and VE, as well as visual and auditory informa-
tion, on interpersonal distance, the same space and the same confronting man-
nequin/avatar were prepared in an RE and a VE. Additionally, the visual and
auditory conditions were restricted. Three within-subject factors were manipu-
lated: the environment, approach direction, and perceived audiovisual condition.

Two environments were prepared: an RE and a VE. For the RE, a 7.2 m ×
7.5 m × 3.1 m room was used. A 3D scan of the room used in the RE was taken by
a 12.9-inch iPad Pro with Light Detection and Ranging (LiDAR) and imported
into Unity. This allowed us to recreate the real room in a VE as shown in the
Fig. 1. LiDAR is an optical sensor technology that identifies the distance to an
object and its properties. For sound output in VE, the audio environment “Steam
audio” is used, and the sound is heard in three dimensions. In the VE experiment,
video and audio were presented using a head-mounted display (HMD; Dell Visor
VR118, Dell Inc., resolution: 1440 × 1440 on each side, 590 g) and headphones
(SONY, MDR-CD900 ST). To match the viewing angle, the viewing angle was
standardized to 110◦, the same as the HMD, by wearing goggles that limited the
viewing angle during the experiment in the RE.

Three audiovisual conditions were prepared: a bimodal condition in which the
subject could see the approaching person and hear his voice (V-A condition), a
visual-only condition in which the subject could see the approaching person but
not hear his voice (V/o condition), and an auditory-only condition in which the
subject was blindfolded and could not see the approaching person but could hear
his voice (A/o condition). As an approaching person, an avatar was used in VE,
and a mannequin with an iPad Pro showing an image of the avatar’s face fixed
on its face was used in RE. The voice of the approaching person was a recording
of a voice saying “Hello”.

Approach directions were 8 directions of 45◦ each, with the front direction
being 0◦. Each subject was tested in a random order concerning the experi-
mental conditions. The experiment was conducted under the scenario that the
approaching person was a shopkeeper who had never met the subject before.

2.2 Procedure

In the experiment, the RE and VE were calibrated to match in size, the interper-
sonal distance was determined by the stop-distance method, and the egocentric
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Fig. 1. The real room and the virtual room used in the experiment.

Fig. 2. Scene of the experiment in the case of approach from the front direction under
V-A conditions.

distance was measured by the blind walking task. Initially, calibration was per-
formed to align the perceived size of the RE and VE. This is because it has been
shown that distances are perceived as reduced in VEs compared to REs [10,11],
and the degree of reduction depends on the viewing angle and image quality
of the device used [12]. The subject stood facing forward with his heels aligned
with the markings in the center of the room in the RE and wore the HMD. Sub-
jects alternately looked at or listened to the RE and the VE for room size, eye
level, and the appearance and loudness of the approaching person. And if they
differed, the VE’s were matched by adjusting their sizes. The next step was to
determine the interpersonal distance using the stop-distance method as shown in
the Fig. 2 [13,14]. The approaching person gradually approached from a distance
of 2.5 m from the subject, and when the subject felt uncomfortable if the per-
son approached any closer, the subject signaled the approaching person to stop.
Next, interpersonal distance was measured in a blind walking task [15,16]. The
subject grasped the position of the approaching person based on the audiovisual
information. They then closed their eyes and walked to the position where they
thought the approaching person was. The distance walked was measured. This
made it possible to measure the egocentric distance, which is the distance that
is perceived.

The subjects were 8 males between the ages of 22 and 25 with no problems in
walking, vision, or hearing. Since the length and characteristics of the interper-



408 A. Yamazaki et al.

Fig. 3. Graphs comparing the interpersonal distance for each audiovisual condition in
the RE and the VE.

sonal distance vary depending on gender [8,9], the subjects in this study were
standardized as males.

3 Result and Discussion

In this section, the results and a discussion of the experiment are presented. A
comparison of the interpersonal distance between each audiovisual condition in
the RE and VE is shown in Fig. 3. A t-test was conducted at a significance level
of 5%. The experiment revealed the interpersonal distances in the VE that can
be converted to the RE and the audiovisual conditions that cause them.

In the VE, there was no significant difference between the front (−45◦, 0◦,
45◦) and rear (135◦, 180◦, 225◦) interpersonal distances in the V-A condition, and
the front interpersonal distance was significantly greater than the rear interper-
sonal distance in the V/o and A/o conditions, respectively. The same tendency
was observed in each audiovisual condition in the RE. The fact that the front
distance is greater than the rear distance is consistent with previous studies
[7,17]. This suggests that the appearance of the shopkeeper with a greeting in
front (V-A condition) is natural, but the silent appearance of the shopkeeper
(V/o condition) or with only a voice (A/o condition) is unnatural, which may
have caused greater discomfort and a desire for greater interpersonal distances.

Besides, in the RE, the A/o condition, the interpersonal distance was sig-
nificantly smaller than that in the V-A condition, but it was not significantly
different compared to the V/o condition. These results suggest that the inter-
personal distance in the V-A condition in the RE is caused by the interpersonal
distance in the V/o condition rather than the interpersonal distance in the A/o
condition. In the VE, there was no significant difference between the V-A, V/o,
and A/o conditions. Most of the subjects were accustomed to having a sound
image nearby in the RE but were not accustomed to the presence of a sound
image in the VE. Therefore, the range of alertness in the A/o condition is wider
in the VE, and the interpersonal distance may be greater than in the RE.
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Furthermore, in the V-A and V/o conditions, there was no significant differ-
ence in the interpersonal distance between the VE and RE. In the A/o condition,
the interpersonal distance was significantly greater in the VE than in the RE,
especially in the 45◦, 135◦, and 225◦ directions. This indicates that the interper-
sonal distance in the VE is significantly greater than that in the RE, especially
when approaching from a diagonal direction.

In this study, the experiments were conducted with the same appearance and
voice of the approaching person with the same resolution and viewing angle of
the HMD, but the effects of these factors on the interpersonal distance should
be studied in the future.
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Walther Jensen2, and Jonna Häkkilä1
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Abstract. Mainstream display technologies have progressed towards
higher resolutions and contrast levels. However, for IoT applications,
where displays are embedded in the environment, there are requirements
to optimize displays for lower power consumption or minimal environ-
mental impact, potentially sacrificing contrast or switching time. We app-
roach this issue by considering the spatial design of UI components. As a
first step, we explore switch type UI components (e.g., check box, toggle
switch) and evaluate the performance of 4 alternative spatial designs at
low contrast levels. As a contribution, we open the issue of spatial UI
design for low contrast and demonstrate an approach for its evaluation.

Keywords: Low contrast · UI components · Visibility · Design

1 Introduction

The evolution of display technologies has witnessed ever increasing performance
in terms of resolution, contrast levels and refresh rates. However, for Internet
of Things (IoT) applications, displays may need to sacrifice parameters such as
resolution, contrast and refresh rate to achieve low power consumption.

Fig. 1. The four graphical styles of switch UI component, with the 6 low contrast
variants of each tested in the study

Several ‘low-contrast’ display technologies exist, e.g., the chemical lateral
flow displays used in cheaper pregnancy tests. Other technologies such as elec-
trochromic [5] and thermochromic displays [6,9] provide opportunities for the
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display designer to optimise the display design to minimise power consumption
at the expense of e.g. switching time and contrast.

Decreased display contrast may lead to situations where the state of the
display is not clear to users [2,8,10]. Similar contrast issues can also occur due to
environmental factors, e.g. reduced contrast caused by reflection on smartphone
screens [3]. For people with degraded visual performance, e.g. due to macular
degeneration, cataracts or glaucoma, display contrast is even more critical.

We approach the issue of low-contrast visual displays from a UI design per-
spective by exploring the impact of visual design on the usability one of the most
basic UI components, a simple switch button, when rendered at low contrast lev-
els. Through a smartphone app based user study with 25 participants we report
on the influence of 4 different switch designs when presented at low contrast
levels (Fig. 1). As a contribution, we open the issue of design for low contrast
user interfaces and demonstrate an experimental approach for its evaluation.

2 Concept

To explore the impact of visual design on usability at low contrast levels we
created 4 alternative designs for the on/off switch UI component. This was
selected as it is one of the most basic of UI components, common to all formats
of GUI. As a design criteria, the active visual areas of each of the component
designs were identical, only the spatial arrangement was changed between the
cases. The evaluated switch component designs were (see Fig. 1): (A) a ‘checkbox’
style switch, with white indicating the off state and black the on state without
any visual reference for comparison. This case was included as a baseline. (B)
a left-right toggle switch style design. - similar in design to switch components
of the Apple iOs or Google’s Material Design. (C) a variant of switch style B,
but with a visual gap separating the two areas of the switch. (D) a variant of
switch style B, but with one graphical areas surrounding the other. The area of
the surrounding area being identical to the central area.

Six levels of greyscale were selected for the components, with the following
percentages of black (k value): 44%, 46%, 48%, 52%, 54%, 56%. These levels
were selected based on initial exploration to provide the right level of challenge
when viewed on a smartphone screen. In components with two filled areas (styles
B - D), the grayscale colors were used in pairs balanced around a k value of 50%,
i.e., [44%, 56%], [46%, 54%],[48%, 52%]. To explore the effect of orientation, e.g.
left-right, the grayscale color pairs were applied in both orientations, resulting
in a total of 6 variations per component style (Fig. 1).

3 User Study

A test application running on Android smartphones was developed, this included
a test to evaluate the contrast capabilities of the test device/participant, as well
as evaluation of the four switch component styles.
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3.1 Test Proceedure

To identify any issues with either the performance of the smartphones used for
testing, or the participant’s low contrast vision, we implemented a sine wave
grating test based on the Functional Acuity Contrast Test (FACT) [4] to our
test app. The test consisted of 25 sine wave gratings with between 1.5 and 18
cycles per degree (assuming a 45 cm viewing distance from a 5′′ device screen)
and contrasts between 0.6% and 8.3%. Each of the 25 grating patterns was
presented once, and randomly inclined at an angle of either −15◦, 0◦ or +15◦.
This test aimed to identify outliers due to, e.g., issues with the participant’s test
configuration or participants with poor low contrast vision.

As training, the test app presented an initial screen showing images of the
4 styles of switch and then one test case of each style of component was tested,
the results of which were discarded. The test application then presented the 24
test cases (see Fig. 1) in random order. For each case, the model illustrating
the switch in off and on states was first shown, then after a delay of 1.5 s, the
test case image was shown The participant then assessed if the presented case
represented the off state or on state of the component, pressing a button to
indicate their selection.

Test participants, recruited through the authors’ personal networks, installed
the test app on their own devices, and after completing the test, sent a log
file of the test data to the facilitator. Altogether 28 participants returned data
in the study. After validation with the 1.5IQR rule data from 3 participants
were removed as outliers. Hence data from 25 participants (14 female, age =
27.2, SD = 4.6) was further analyzed.

3.2 Results

Of the 25 contrast test images, the mean number correctly identified participants
was 23.0, SD = 1.3, with participants identifying between 20 and 25 correctly.
Hence it was deemed that all participant/test configuration combinations pro-
vided a normal level of contrast differentiation. The mean correct response rate
across the 4 test cases in each style completed by each participant was calcu-
lated (Fig. 2. A within-subjects ANOVA identified a significant effect of style on
correct response rate at the p < .05 level [F(3, 4) = 96.197, p < .001]. Pair-wise
t-tests, with a Holm corrected p level, identified significant difference in the cor-
rect response rate between Style A (correct response rate = 0.46) and the other
Styles; B (0.99), C (0.96) and D (0.90) [all p < .001].

Task completion times were first processed using the 1.5IQR rule, by which
times above 6536 ms were identified as outliers and removed from further anal-
ysis. Figure 2 shows the median and quartile distribution of the task times. A
within-subjects ANOVA test identified a significant effect of style on task time
at the p < .05 level [F(3, 4) = 8.032, p < .001]. Pair-wise t-tests, with a Holm
corrected p level, identified significant difference in the task times between Style
A (1960 ms) and the other Styles; B (2434 ms), C (2452 ms) and D (2704 ms)
[all p < .001]. No other significant differences in task times were identified.
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Fig. 2. Left: task time per component (Outliers removed). Right: mean percentage
correct answers per component style. Error bars indicate standard error of the mean

The results were further analyzed to identify if any bias towards on or off
state was present, e.g., bias in spatial perception due to left-to-right reading
direction [1], or, in the case of Style D, inner-outer bias. For Styles B and C
the observed differences were negligible, whilst for Style D a Chi-square tests
of independence for showed that there was no significant association between
component state and correct response, χ2(1, N = 150) = 1.4, p = .23. For com-
ponent Style A there was a clear bias towards perception that the switch was in
the on state, with 111/150 (74%) of answers responding in the positive sense.

4 Discussion and Conclusion

Compared to the other component styles, switch style A presented a much more
challenging case to participants, requiring the absolute estimation of a grayscale
shade without any reference. When displayed on a white background, partici-
pants tended to overestimate the darkness of the shade, with 74% of answers
reporting the switch to be in the on state, rather than the expected 50%. The
primary cause of this phenomena is the influence of the white background. Prior
works have mitigated such issues by presenting grayscale samples on a grayscale
noise pattern background [7]. However, our use of a white background is more
representative of actual usage within a UI and highlights a potential problem
when using this style of component.

We acknowledge that our study was limited by the number of participants.
Although our study design represented a good initial approach, it lacked the
sensitivity needed to identify subtle differences between the performance of the
alternative UI component designs. In future this could be improved, e.g. by
limiting the amount of time each component is visible.

Acknowledgements. This work has been supported by the European Union’s Hori-
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Abstract. This study presents exploratory research on how to mea-
sure perceived Trust in technology across culture. Builds from a vali-
dated Human-Computer Trust Model (HCTM) questionnaire (12 items)
to efficiently measure users’ predispositions to trust a technological arte-
fact (e.g. WhatsApp). This approach aims to provide results that are not
tied to a specific context while also focusing on underexplored popula-
tions. Two central research questions guided this research: RQ1: Can the
Human-Computer Trust Scale (HCTS) be used to map trust behaviors
across different cultures? And RQ2: Can the Human-Computer Trust
scale be used to support trustworthy design practices? This research
aimed first to gain new insights on how to measure users Trust in tech-
nology across-culture and second, reflect how useful the trust scale is to
map user’s Trust in a system. The study contemplates designers (n = 5)
and users (n = 91). Results indicate that the Human-Computer Trust
scale (HCTS) can be a useful, easy-to-use tool to map users trust pre-
dispositions but needs to be complemented with additional guidance on
how to analyze and interpret the results. Same regards on mapping trust
behaviors across culture if analyzed with complementary indicators like
gender differences, privacy perception.

Keywords: Trust in technology · User research · Human factors ·
User experience

1 Introduction

In this fast-changing post-truth era context [12] trust plays a decisive role. Trust-
ing can affect users’ acceptance, and uptake [10] of technology and determine
its adoption. Although one of the major issues in trust research in technology is
the failure to recognize the construct’s subjective and multi-dimensional nature
[14,22]. Trust, in fact, can be interpreted from different lenses affecting how we
assess its characteristics and influences in users interactions. Despite that, few
insights highlight that difference or focus on the effects of trust when study-
ing a human-artefact relationship [1,15,20]. More, detrimentally of the default
mainstream attention given to ethics, privacy and security, we continue to feel
threatened and not know how our data is being used or misused [17,21].
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This has given more importance to studying the trust effects in technology.
For instance, on how to identify gender differences [2,3,23] or what characteris-
tics can affect propensity trust among individuals. In the literature since Muir &
Moray [16] study on how to measure trust in automation other studies emerged
like: Empirically derived (ED) [9], Human-Computer Trust (HTC) [13], SHAPE
Automation Trust Index (SATI) [4,11]. However, the oversupply of model and
a “mixed conceptualization” makes it difficult for non-experts to choose and
apply the adequate measurement. The Human-Computer Trust Scale (HCTS)
analyzed in this study, besides being recent (2019), demonstrated to be reli-
able as it went through a rigorous empirical testing process [8]. Assessing the
scale validity in four distinctive technological applications - E-Voting, Siri and
two futuristic scenarios home for life and futures schools [6,7,22]. It portrays
perceived trust in technology through 3 main attributes: Risk Perception, Com-
petence, and Benevolence. Thus the reason for adopting it in this study.

2 Method

This study is guided by two central research questions: RQ1: Can the Human-
Computer Trust scale (HCTS) be used to map trust behaviors across different
cultures? along with RQ2: Can the Human-Computer Trust scale (HCTS) be
used to support trustworthy design practices? Two main research focuses were
taken in consideration here: (1) deploying a cross-cultural online survey focused
on mapping trust behaviors across three countries, Brazil, Portugal, and Mozam-
bique. (2) measuring the usefulness of the HCTS to support trustworthy design
practices.

The survey aim was on assessing users’ trust in a single object, WhatsApp.
The technological object was present as a journey map usage scenario. The rea-
son for choosing WhatsApp included it popularity, and since Facebook owned it
in 2016, some concerns raised regarding recent privacy changes and its poten-
tial use for phishing and misinformation. The survey included a total of 31
questions. The HTCS psychometric instrument (12 items) in Portuguese [18]
and complementary questions like demographics (e.g. country, age range, gen-
der, and WhatsApp usage); and questions measuring users? adoption [5] and
Privacy concerns and awareness [19]. Convenience sampling was used for data
collection during April and May 2021. A total of 91 responses were analysed.
The majority of the respondents are from Portugal (58.2%), then from Brazil
(23,1%) and Mozambique (18.7%). 59,3% were females, 34,6% males and 1,1%
non-binary respondent, not considered in the analysis because of low representa-
tiveness. Their age ranges grouped according to generations ranges - 62,6% from
Generation Z (up to 24 years old), 25,3% Millennials (between 25 and 40 years
old), 10,9% from Generation X (41 to 56 years old), and 1,1% Baby Boomer (57
or more years old), which was also not considered.

The design study aim was to understand to what extend the HCTS can be
useful to support design practices. We invited five designers to apply the instru-
ment and observed how well they understood the trust assessment mechanism
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and reasoning for their evaluation choices, goal, stimuli. Including how easy it
was for them to report the results and gather insights on user’s trust in a system
for their design process. Those observation procedures were followed by con-
textual laddering interviews. Among the participants, the majority had at least
two or more years of design experience in the Human-Computer Interaction field.
Their tasks included using the HCTS to evaluate users trust in a technological
artefact, for instance, voice user interface systems (e.g. Google Home), contact
tracing app (e.g. Hoia.me), social media applications (e.g. Facebook).

3 Results and Discussion

To understand the extent that the HCTS can be used to map trust behaviors
across different cultures (RQ1). The cross-cultural survey results revealed that
the overall score on trust in WhatApp among the 91 responses was considered
low but satisfactory [M = 3.24 in a 5 points Likert scale, SD = .79; CV = .79].
Also helped to identify the most problematic construct - the Risk Perception
(RP) [M = 1.09; SD = 1.09; CV1.19], that score very low rate, followed by
Benevolence (BEN) [M = 3.06; SD = 1.16; CV = 1.13] and Competence (COM)
[M = 4.00; SD = .96; CV = .92] is consider the less concerning. Then the detailed
analyzis by country revealed no significant differences, although Portugal [M =
3.50, SD = .53] and Mozambique [M = 3.50, SD = .53] had a significantly higher
Trust Score than Brazil [M = 3.12, SD = .64]. It should be noted that during the
analyzis as the sample included more Participants from Portugal, and to ensure
that each country surveyed had an equivalent representation, the sample (n =
91) was weighted by country of approximately one third. Regarding the trust
difference across genders, results indicated that female’s trust was slightly higher
than males. However, the difference was not statistically significant (t(87) = 0.95,
p = .34). Results per generation confirm that although not all groups indicated
significant differences, an independent t-tests, revealed that Generation Z (M =
3.51, SD = .70) has the highest Trust Score, which is significantly higher than
Millennials’ (M = 2.90, SD = .73), t(73) = 3.66, p ≤ .01. Generation Z had also
higher Trust Scores than Generation X (M = 3.11, SD = .94), but the difference
was not statistically significant, nor was the difference between Generation X
and Millennials. Still, these results are enough to demonstrate that there are
significant differences in trust scores between the groups.

Additionally, the design study results helped generate new insights on the
individual necessities of the instrument to support trustworthy design practices
(RQ2). When asked how the instrument helped gain new insights on users trust
in technology, the majority agreed that it was helpful, practical and easy to
apply. However, some consider the results analyzis to be confusing and difficult
to interpret. The instrument needs additional explanation on how to perform
the data analyzis and interpretation of the results. Including more guidance on
how the overall trust score and each construct results can guide them through
their design in build trustworthy design processes.
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4 Conclusion

In conclusion, although some designers considered to be challenging to under-
stand and interpret the results, the majority agreed that the scale is easy to use
and valuable. Highlighted points are the fact of being not technical in nature,
practical, and simple to apply. Results also revealed that the HCTS could be used
to map trust behaviors across cultures if analyzed with complementary indica-
tors. Findings also highlighted the complex nature of the topic and the need to
provide reliable and simple to use methods to facilitate further explorative stud-
ies that can explore cross cultural factor like gender and generation differences.
The cross-cultural survey results, for example, contradicted the authors’ expec-
tations that the Portuguese population trusts more the Whatsapp application
when compared with Brazilians. Also indicated a link between contextual factors
like gender and user generations and their willingness to trust a specific object
[3]. In light of this, designers and technologists should consider users’ mapping
user’s Trust in a system during their design process.
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Abstract. FGFlick is an interactive technique featuring simultaneous
single-finger operation and a gaze. The user flicks a smartphone and
moves their gaze linearly. FGFlick thus augments the single-finger input
vocabulary. As a result of the evaluation of the FGFlick gestures, we
achieved success rates of 84.0%.

Keywords: FGFlick · Single-finger input vocabulary · Flick gesture ·
Gaze input · Interaction techniques · Mobile devices

1 Introduction

Smartphone users favor one-handed operation [4], but it causes the limited
thumb reach problem—distant bezels and physical buttons are hard to reach [1].
The one-handed operation also restricts multi-finger inputs. It is necessary to
increase the single-finger input vocabulary to allow one-handed operation with
a stable grip.

neutral FGFlick | start FGFlick | end

Finger flick starts

Gaze flick starts

Finger flick ends

Gaze flick ends

Fig. 1. FGFlick overview. The user flicks with a finger on a smartphone while he also
moves his gaze linearly.

In this work, we developed FGFlick, an interactive technique that simultane-
ously uses a single-finger operation and an explicit gaze (Fig. 1). The user flicks
a smartphone and moves their gaze linearly. By combining finger and gaze flicks,
FGFlick augments the single-finger input vocabulary. Here, we briefly describe
the design and implementation of FGFlick.
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2 Related Work

Previous work proposed combined hand and eye movements to improve the
manipulation of laptop computers and wearable devices [3,8]. The works of Pfeuf-
fer et al. [5–7] forwarded a touch to a gazed point on a tablet; this permitted
point selection and cursor manipulation around the point. They sought princi-
pally to attain unreachable areas of the screen. However, we sought to augment
the input vocabulary.

The work of Elleuch et al. [2] proposed a method to interact with mobile
devices using a combination of gazes and static hand gestures; we employed finger
flicks instead. Wang et al. [9] developed the BlyncSync gesture set (synchronous
blinks and touches); we employed simple gaze gestures.

3 FGFlick

FGFlick is an interactive technique featuring simultaneous single-finger opera-
tion and a gaze (Fig. 1). The user flicks a smartphone while moving the gaze.
We have designated this gaze gesture as a “gaze flick”. Because finger and gaze
flicks must be performed simultaneously, they are distinguished from conven-
tional flicks and involuntary eye movements. A gaze flick is a linear gaze. Com-
pared with compound gazes, a gaze flick is rapid and does not require visual
guidance. By combining the directions of finger and gaze flicks, FGFlick aug-
ments the single-finger input vocabulary of smartphones.

FGFlick has various interaction examples. As an alternative to a physical but-
ton, an FGFlick gesture is used to capture screenshots; the user is not required
to hold the power button and the volume button simultaneously to get screen-
shots, as one of the traditional ways. FGFlick can also be employed to manipulate
unreachable targets. We assign FGFlick gestures in the same direction to “Back”
and “Open”. The user can navigate back to a photo gallery from a screen dis-
playing a selected image by executing Flick-Right-Gaze-Right. The user can open
the Notification Center by executing Flick-Left-Gaze-Left.

4 Prototype Implementation

We used an iPhone X and ARKit1 to implement eye-tracking and the FGFlick
recognition system.

4.1 Recognition of FGFlick Gestures

The system starts FGFlick recognition when it detects a finger flick. Figure 2
shows the finger flick and simultaneous gaze flick. When the system detects a
finger flick, it notes the start and end times. It then calculates the start and
end times of a possible gaze flick: Gstart = Fstart − offset start, and Gend =
1 https://developer.apple.com/documentation/arkit.

https://developer.apple.com/documentation/arkit
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Fstart / Fend: the start and the end position of the finger flick on the screen.
Gstart: the start position of the gaze flick before offsetstart from Fstart.
Gend: the end position of the gaze flick after offsetend from Fend.
offsetstart / offsetend: the offset between Fstart and Gstart and between Fend and Gend.

tFinger Flick

Gaze Flick

Fig. 2. A part of FGFlick recognition parameters.

Fend + offsetend. Based on preliminary experiments, we set offset start to 0ms
and offsetend to 66.8ms.

Next, the system decides whether the finger flick is an FGFlick gesture or
a conventional flick, depending on whether the gaze flick is explicit or simply
an involuntary eye movement. In preliminary experiments, we found that a gaze
flick (an explicit gesture) was longer than involuntary eye movements during
conventional flicks. Thus, we distinguish gaze flicks by the length of eye move-
ment during the finger flick (dgaze; the linear distance travelled from Gstart to
Gend). If the length is shorter than a threshold (dth), the system regards the
eye movement as involuntary and the finger flick is thus a conventional flick;
otherwise, the system regards the eye movement as a gaze flick. We set dth to
218 pt based on preliminary experiments.

The FGFlick gestures are classified by the directions of the finger and gaze
flicks. For finger flicks, the system calculates the angle (θfinger) of Fstart to Fend

and assigns it to one of four directions. For gaze flicks, the system calculates the
angle (θgaze) of Gstart to Gend and assigns it to one of four directions.

4.2 Preliminary Evaluation

We evaluated the accuracy of the FGFlick recognition system. We enlisted eight
volunteers (P1–P8; mean age, 23.0 years [range, 21–25 years]; six males). We
asked them to perform 20 types of FGFlick gestures, four finger flicks (up, down,
left, right) multiplied by four gaze flicks (up, down, left, right) + “Keep.” All
volunteers grasped an iPhone X and performed each FGFlick gesture once in
one session; they completed five sessions in total. We thus obtained 800 gestures:
= 8volunteers × 5sessions × 20gestures.

Figure 3 shows the confusion matrix. The success rate was 84.0%. “Down”
was often mistaken for “Keep” because many volunteers positioned the device
lower than the face. Thus, they initially looked down and lacked the ability to
gaze “Down” further. We plan to change the “Down” distance threshold.
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Fig. 3. The confusion matrix of the FGFlick gestures.

5 Conclusion and Future Work

FGFlick is an interactive technique featuring simultaneous single-finger opera-
tion and a gaze. The user flicks a smartphone and moves their gaze linearly.
FGFlick thus augments the single-finger input vocabulary. We will further eval-
uate accuracy and usability, then explore whether users develop eye fatigue.
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Abstract. In this work, we describe the design of a customized user
interface (UI) for a mixed reality application in a heritage site. The
visuals, widgets and spatial interaction techniques have been customized
to improve the user experience without diverting the user’s attention
by minimizing the effect of the limited field of view (FOV) of the see-
through head-mounted display (HMD) used, Microsoft HoloLens v1. The
approach consists in using diegetic elements that are coherent with the
narrative of the heritage site, and widgets and augmented layers always
entirely included in the FOV of the see-through display.

Keywords: Mixed reality · User interface design · Limited FOV

1 Introduction and Background

Emerging Mixed Reality (MR) technologies, which aim at a symbiotic blending
of the real world with the virtual world [7], present many exciting opportunities
for the cultural heritage (CH) sector. Such a merging of the real and the virtual,
combined with the opportunity to realize immersive and interactive experiences,
allows a creative enhancement, extension and dissemination of cultural content.
In this context, curators often want to provide visitors to the physical exhibition
spaces with a new way to engage with their collection. MR technologies, based
on innovative interaction paradigms, could enrich these spaces as shown by the
studies of Chrysanthi et al. [3], Okura et al. [8] and Brancati et al. [2] In addi-
tion, serious games could improve the knowledge transfer in the CH, since they
offer the possibility of realizing cultural content personalized by age group and
of enhancing motivation towards acquiring new knowledge about the heritage
site [5,6].
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Fig. 1. (left to right, top to bottom) Used HMD’s narrow FOV able to shows only
a portion of the scene which for this reason was hidden under the physical floor; the
sphere widget, fully visible in the FOV of the device, that collides the floor opening
a breach over the archaeological excavations; manipulation of the collected finding,
the text shows the finding name Puleggia di bozzello and the question Do you think it
could belong to the ship? ; interactive panels for the presentation of cultural information
related to the artifacts collected.

This paper describes some of the compelling opportunities and challenges
involved in realizing a MR game to improve knowledge transfer in the CH. In
particular, certain strategies aimed at mitigating the adverse effects associated
with the narrow FOV of most commonly used see-through HMDs are proposed
and discussed. We have chosen to use Microsoft HoloLens v1 which, according
to Hammady et al. [4] exhibits a FOV of 34◦ that must be considered in the
design of a spatial UI. This work aims at leveraging custom design strategies to
improve the user’s sense of presence, reducing the effect of the FOV limitation,
regardless of the HMD used.

2 MR Game Overview

The MR game recreates the setting of the archaeological excavations of the
ancient Roman port of Naples, where archaeologists have found the artifacts
displayed in the exhibition. The exhibition includes objects of daily life and
equipment of the ship to maneuver the sails. 3D digitized scans of some of these
artifacts have been used in the game together with reconstruction data from one
of the Roman ships found nearby [1].
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The game is a location-aware applications in which the synthetic scene has
been incorporated into the surrounding environment and the cultural informa-
tion proposed has been organized in diegetic elements adaptive to the real envi-
ronment, the user’s position, and the achievement of the game objectives. The
game’s mission is to spatially explore the augmented archaeological site to iden-
tify and group together all the digital reproductions of the artifacts displayed,
so as to create a personal collection of the individual findings to enhance an
understanding of their functions and uses in the past time period. The virtual
environment designed to augment the physical one has been realized with a
double functionality, aimed at mitigating the limited FOV of the visor and at
introducing engaging game strategies. The digital reconstruction of the archae-
ological excavation (see Fig. 1 on top left) is hidden from the user because it is
situated under the line of the floor. The user can explore the digital environ-
ment, one section at a time, by manipulating a widget, a digital sphere that,
when placed in contact with the physical floor, opens a breach through which it
is possible to gain a glimpse of the reconstruction of the underlying archaeolog-
ical excavation (see Fig. 1 on top right). Through the sphere widget, the visitor
is also able to locate and group together reconstructions of the findings. Each
time one of the objects is found by the user, it can be acquired and placed in
the collection. However, before being placed in the collection, the artifact needs
to be catalogued as belonging, or not, to the shipwreck that can be glimpsed at
the base of the excavation reconstruction (see Fig. 1 on bottom left).

Finally, for any of the collected artifacts, it is possible to request additional
information at a virtual desk. The desk also shows the search progress (e.g.,
how many objects have been found), the cataloguing work already carried out
correctly during the game and, among those already found, the objects that
belong to the ship (see Fig. 1 on bottom right).

3 Interaction Techniques Design and Widgets

The user can use the gaze to point to an element in the scene and the air tap
gesture to perform the click and to grab and move the interactive elements. The
most compelling aspect of the design phase involved identifying an interaction
mechanism that could combine gaming mechanisms with the need to mitigate
the limited FOV offered by the device employed. As mentioned, the game set-
tings are initially hidden under the physical floor, and the user has to interact
with a sphere widget provided to explore them. The designed interaction tech-
nique binds the vision to the virtual object’s position. The sphere becomes a
manipulable tool used to access cultural information. The advantage is that,
when the user manipulates this tool, she/he naturally places it at the center
of his FOV, without perceiving its limitations in space. The user can move the
sphere in the physical environment until it collides with the part of the floor
where she/he wants to open a breach. At that point, along the section of the
sphere that intersects with the floor, the scene below will become visible and the
user can start exploring it. To interact with the sphere and move it along the
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physical environment, the user should point at it with her/his gaze and maintain
the air tap gesture to simulate a grab of the object. Once grabbed, the sphere
will follow the user’s hand movements. The sphere pointed at with the gaze can
be enlarged or reduced by increasing or decreasing, respectively, the distance
between the two hands used to maintain the air tap gesture. The maximum size
of the sphere is continuously monitored to ensure that it is always completely
visible within the FOV of the MR HMD. In a preliminary evaluation of the sys-
tem, we observed that the use of the sphere widget leads the user to interact
with it also in an indirect way. Users alternate the movement of the sphere with
the variation of her/his point of view: the former action in order to start the
exploration of an area; the latter to refine the search for findings by looking in
the surrounding area.

Finally, the information submitted to the user is organized in interactive
information panels linked to the user position or anchored into the physical space.
Using panels is coherent with the methods of presenting information usually
adopted by museums. Moreover, the panels have been chosen because, thanks
to the contrast between text and background, they are easily readable, even in
the presence of cluttered backgrounds.

4 Conclusions

In this paper we have introduced a novel MR serious game for the exploration of
a heritage site. The focus has been on the design of a custom UI, based on the
HoloLens device, aimed at minimizing the limitations of the FOV of the device
itself. Empirical studies on the perceived effectiveness of the FOV-aware widgets
are currently ongoing.
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Abstract. This paper proposes a human olfactory interface that mod-
ulates airborne odors and enables the users to selectively sniff only the
odors that they want. Air containing odors is collected and exposed onto
plural types of adsorbents for separation and concentration of odorous
substances contained in the odors. The desorbed substances from the
adsorbents are mixed at different ratios from the original odors for mod-
ulation. This paper describes preliminary work on the evaluation of sep-
aration performance of odorous substances in adsorption process. As
a provisional target, two kinds of odorous substances, 1-Nonanol and
(−)-Carvone, were selected. 1-Nonanol smells like citronella oil and (−)-
Carvone smells like spearmint. An odor generated by mixing these two
substances smells a similar odor of (+)-Carvone which smells like sweet
caraway. In order to separate each substance from the mixture, adsor-
bents were selected based on the molecular diameters and adsorption
capability. Sensory tests with the triangle test were conducted to assess
the separation capability of the selected adsorbents. An expected perfor-
mance was not observed. More detail investigation including quantitative
measurement with a gas chromatography will be needed for future work.

Keywords: Olfactory interface · Olfaction · Odor
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1 Introduction

Odors affect human psychological status and performance [1]. Taking preferable
odors for individuals into their daily life has great potential to improve the
quality of life. On the contrary, there are many variety of products to remove
unfavorable odors, including air purifiers and refresher sprays. However, as far
as the authors know, there are no attempts to dynamically modulate odors by
adjusting the proportion of chemical substances contained in the odors.

This research aims to develop a human olfactory interface system that can
modulate airborne odors so as to allow the users to selectively sniff only the
odors that they want. The development of the proposed system is inspired by
our previous research on an odor amplifier using an adsorbent [2]. Figure 1 shows
a conceptual diagram of the proposed system. An airborne odor including mul-
tiple odorous substances is introduced into multiple types of adsorbents with
different adsorption characteristics for separation. When presenting a modu-
lated odor, the proportion of the odorous substances contained in the odor are
changed by controlling the amount of desorbed odorous substances from each
adsorbent. This paper describes preliminary work on the evaluation of the sep-
aration performance in the adsorption process.

Original odor

Selective adsorption

(a)

Modulated odor

User
Selective desorption

Mix

(b)

Fig. 1. Conceptual diagram of odor modulation. (a) Odorous substances in airborne
odor are separated using multiple adsorbents with different adsorption characteristics.
(b) Odor is modulated by adjusting each amounts of desorbed odorous substance.

2 Outline of Proposed System

The schematic diagram of the system is shown in Fig. 2. In the adsorption pro-
cess of odorous substances, the airborne odor sucked using an air pump passes

Heater
(Deactivated)

Adsorbent 1

Pump
Adsorbent 2

Original odor

Adsorbent n

Solenoid valve

Exhaust

(a)

Heater
(Activated)

Adsorbent 1

Pump

Solenoid valve

Adsorbent 2

Modulated 
odorClean air

Adsorbent n

(b)

Fig. 2. Schematic diagram of the proposed system (a) in adsorption process to separate
odorous substances and (b) in desorption process to presented a modulated odor.
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through all adsorbents as shown in Fig. 2(a). In the desorption process, the flow
rate of clean air sent into each adsorbrent is adjusted with a solenoid valve
as shown in Fig. 2(b) in order to modulate the original odor by changing the
proportion of odorous substances contained in the odor.

3 Selection of Adsorbents

As a provisional target, two kinds of chemical substances, 1-Nonanol and (−)-
Carvone, were selected. 1-Nonanol smells like citronella oil and (−)-Carvone
smells like spearmint. An odor generated by mixing these two substances smells a
similar odor of (+)-Carvone which smells like sweet caraway. In order to separate
each substance from the mixture of 1-Nonanol and (−)-Carvone, we decided to
use synthetic zeolites because of availability and affordability.

Zeolites are microporous crystalline aluminosilicates that adsorb surround-
ing molecules [3]. Each zeolite has a specific size pores and can only adsorb
molecules smaller than the size of the pores. The adsorbed molecules on zeo-
lites can be desorb by heating them. As a result of manual calculation by the
authors, the effective diameters of 1-Nonanol and (−)-Carvone are 0.18–1.33 nm
and 0.62–1.11 nm, respectively. We selected a pellet type of commercially avail-
able synthetic zeolites, Molecular Sieves 3A, which is sold by Nacalai Tesque,
Inc. The effective diameter of adsorbable molecules on to Molecular Sieves 3A
is less than 0.3 nm. Therefore, we estimated that Molecular Sieves 3A adsorbs
only 1-Nonanol.

4 Evaluation of Separation Performance

To examine the separation in the adsorption process, a mixture gas was generated
by bubbling the mixture of liquid phase of 15 mL each of 1-Nonanol and (−)-
Carvone with air at a flow rate of 2.0 L/min. The mixture gas was introduced
through 2.0 g of Molecular Sieve 3A contained in a polyethylene tube (φ 20 mm,
length 50 mm). We expected that the exhaust through the adsorbent contains
(−)-Carvone only.

Sensory tests with the triangle odor bag method were conducted to check if
our expectation is correct. The method is commonly used in Japan for olfactory-
related sensory evaluation including determination of odor detection threshold
[4]. Subjects of the method are instructed to compare the smell in each odor bag
and to pick a bag that is different from the other two bags. The probability of
the subjects’ selections is statistically checked using the binomial test compared
with that of random choice. Although chemical analysis equipment such a gas
chromatograph is able to accurately quantify the contents of the exhaust, we
chose conducting sensory tests for the evaluation in this research because the
execution is relatively easier for us.

If there is no difference between the adsorption rate of 1-Nonanol and that
of (−)-Carvone onto Molecular Sieves 3A, the exhaust is the same as the diluted
mixture gas at a rate. We conducted sensory tests in which participants were
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instructed to compare the exhaust gas with diluted mixture gases. The diluted
mixture gas was generated by bubbling the diluted liquid mixtures of 1-Nonanol
and (−)-Carvone with liquid paraffin at four volume concentration levels, 10%,
1%, 0.5% and 0.1%.

Three odor bags were prepared for each trial. One contains the exhaust
through the adsorbent, and the others contain the diluted mixture gas at one
of the four concentration levels. A subject did the comparison with the three
odor bags at each concentration level, which means that a subject conducted
four trials each. The order of presented concentration were adjusted among the
subjects to reduce the order effect. 8 subjects (21–25 years old) participated.

The identification rate of the exhaust at each concentration level is shown
with the blue dot in Fig. 3. The subject significantly distinguished the exhaust
at all the concentration levels, which suggests that adsorption characteristic of
Molecular Sieves 3A differs between 1-Nonanol and (−)-Carvone.

For further investigation, we conducted other sensory tests using either 1-
Nonanol or (−)-Carvone with the same procedure as the sensory test using the
mixture gas as described above. The number of the subjects who participated
in the sensory test was also 8. Several subjects participated in multiple tests.
The age range of the subjects were also 21–25 years old. The identification rates
are also shown in Fig. 3 as red triangles and orange rhombuses. We performed
the binomial test under each condition to see if the accuracy rate was signif-
icantly higher than when the odors were indistinguishable. The identification
rates of 1-Nonanol and (−)-Carvone are similar, although we expected that the
identification rates of 1-Nonanol are similar to those of the mixture gas.

As a result of the sensory tests, an expected separation performance was not
observed. However, the separation performance has not been denied with the
results. We will continue further investigation including well-designed sensory
tests and quantitative measurement using a gas chromatography.

Fig. 3. Identification rates of the exhaust through adsorbent when comparing it with
gas generated using diluted liquid substances. (∗: p < 0.05, +: p < 0.1)
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5 Conclusions

The authors have attempted to develop an olfactory interface that can modulate
airborne odors. This paper describes the experiments to evaluate the separation
performance of odorous substances in the adsorption process. An estimated sepa-
ration performance was not confirmed with the provisional adsorbent selected by
the authors. Further investigation including measurement using a experimental
equipment to obtain quantitative evaluation should be needed for future work.

References

1. Diego, M.A., et al.: Aromatherapy positively affects mood, EEG patterns of alertness
and math computations. Int. J. Neurosci. 96(3–4), 217–224 (1998). https://doi.org/
10.3109/00207459808986469

2. Matsukura, H., Ishida, H.: Review on development of devices for amplifying human
olfaction: approaches using real and virtual concentration method. Electron. Com-
mun. Jpn. 102, 55–60 (2018). https://doi.org/10.1002/ecj.12143

3. Davis, M.E., Lobo, R.F.: Zeolite and molecular sieve synthesis. Chem. Mater. 4,
756–768 (1992). https://doi.org/10.1021/cm00022a005

4. Daikoku, S., Mitsuda, M., Tanamura, T., Uchiyama, K.: Measuring odor threshold
using a simplified olfactory measurement method. J. Hum.-Environ. Syst. 21(1),
1–8 (2019). https://doi.org/10.1618/jhes.21.1

https://doi.org/10.3109/00207459808986469
https://doi.org/10.3109/00207459808986469
https://doi.org/10.1002/ecj.12143
https://doi.org/10.1021/cm00022a005
https://doi.org/10.1618/jhes.21.1


Human-Centered Visual Interfaces for Image
Retrieval: An Exploratory Study

Diogo Cruz1(B), Diogo Cabral2, and Pedro F. Campos1

1 ITI/LARSyS, University of Madeira, Funchal, Portugal
2030115@student.uma.pt, pedro.campos@iti.larsys.pt

2 ITI/LARSyS, IST, University of Lisbon, Lisbon, Portugal
diogo.n.cabral@tecnico.ulisboa.pt

Abstract. The widespread use of digital cameras in mobile phones has led to an
increase in the number of pictures captured and shared. However, the development
of interfaces for visualizing image collections has not matched that growth. Most
search methods are based on text descriptions and retrieve a large number of
results on thumbnail 2D grids, which can be hard to analyze. Therefore, it is
crucial to couple image retrieval with purposely designed interfaces. This paper
covers the study of four different interfaces for the visualization of collections of
images, including a regular 2D grid, a variable-size 2D grid, a pile of images, and
a spiral. These interfaces were evaluated in a user test involving nine participants
performing search tasks. We found that both grids exhibit higher usability and
lower task times than thePile andSpiral. TheVariable SizeGrid had lower usability
scores than the Regular Grid, but it showed higher-quality task results and was
preferred by the participants in this study.

Keywords: Visual search · Image visualization · Retrieval interfaces

1 Introduction

With the rise of digital cameras and the growing number of devices that use them, there
has been a considerable increase in the number of images being captured. Thomee and
Lew [17] claimed that finding optimal user interfaces for queries and results is one of
the grand challenges for image retrieval. However, the study of novel ways to visualize
collections of images has been quite limited. Most of the recent research has focused
on improving search methods [1, 6, 19]. The works that proposed novel visualizations
for image browsing and search [2, 8, 20] have failed to measure how the different
visualizations affect human search and content analysis. While search methods can filter
the images to retrieve, it is simply not enough in many cases. Therefore, it is crucial to
couple image retrieval methods with purposely designed image visualization interfaces.
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2D grids with image thumbnails are the predominant interface in image search
engines all these years but problematic for visualizing large datasets. André et al. [2]
analyzed image browsing and concluded that interfaces should: support exploration;
exploit thumbnail aesthetics; allow for search refinement and present its history; allow
saving images for later.

Similarity functions can create a visualization of image sets [3, 10, 11]. Placing
visually similar images close to each other has been proved to improve the time required
to locate specific images [12]. Heesch and Rüger [8] present a visualization where the
most relevant images are larger and near the center, and the least relevant are smaller and
placed around. The authors also discuss another idea where the images are placed around
a central point, forming a spiral. Additional research [7, 13, 18] has developed this idea
further. More recent works [9, 14, 15, 21] have studied the possibility of visualizing
images in virtual reality environments.

This work compares four different user interfaces for visualizing image collections:
Regular Grid, Variable Size Grid, Pile and Spiral. Considering two different search
tasks, we conducted a user test measuring the usability, the duration of each task, the
quality of task results (Precision, Recall, and F-Measure), and users’ preferences for
each visualization.

Fig. 1. Image visualizations: a) Regular Grid; b) Variable Size Grid; c) Pile; and d) Spiral

2 Visual Interfaces for Image Search

We developed four different user interfaces for visualizing collections of images as part
of a visual search application: Regular Grid, Variable Size Grid, Pile and Spiral.

In a typical use case, the results are sorted by the confidence obtained from the visual
search method. The sorting takes advantage of each interface to make sense according
to their characteristics and make the most relevant results more prominent. Hovering
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over an image will show a tooltip with relevant information and a scaled-up version
(also implemented in the other visualizations). The Regular Grid (Fig. 1a) is a standard
scrollable 2D grid with image thumbnails and works as a baseline.

Then we developed a grid with thumbnails of different sizes (Fig. 1b), similar to
the Regular Grid except that the rows towards the top have fewer and larger images.
The number of images per row increases gradually along the y-axis, and the images are
gradually smaller. The images are sorted by relevance in descending order, so the top
results are more relevant and larger.

We also developed a visualization with overlap, called Pile (Fig. 1c). The images are
placed in a randomized (x, y) position, and their depth is determined by their relevance,
being the most relevant images displayed on top. The user can drag the images around
freely. It is also possible to bring the images to the foreground and scale with the scroll
wheel, zooming in/out and clear some space. Finally, we developed a visualizationwhere
the images are placed in a spiral (Fig. 1d), exploiting the aesthetics aspect of thumbnails.
The images are placed in a spiral path according to a function based on an Archimedes
spiral. The most relevant images are displayed towards the outside of the spiral as it is
easier to look at multiple images simultaneously. The spiral can be zoomed in/out with
the scroll wheel, always over the center. It is possible to drag any image towards it before
zooming in, so any image can be looked at in a large size.

3 Evaluation

We conducted a user test following a within-subject design with seven males and two
females (average age: M= 27.78 years; SD= 13.28). Users were asked to perform four
sets of two tasks each, one task being a broad search and the other a specific search.
A broad search consists of searching for objects that belong to a group: buses, balls,
dogs, and apples. A specific search consists of searching for an object with specific
characteristics: red buses, footballs, beige dogs, and green apples. The order of the
visualizations used for each task was counterbalanced to minimize any possible learning
and dataset biases. All tasks were properly timed.

Table 1. SUS scores and time in seconds for each visualization/task

SUS Broad search task Specific search task

M (SD) Mdn M (SD) M (SD) Mdn

Regular Grid 94.69 (9.40) 98.75 87.93 (33.86) 30.78
(8.58)

31.14

Variable Size Grid 87.50 (11.50) 91.25 92.07 (31.31) 49.41
(37.59)

36.16

Pile 48.55 (13.69) 62.50 251.17 (61.90) 134.46
(37.15)

141.87

Spiral 53.75 (26.22) 48.70 185.29 (60.09) 96.48
(46.02)

106.96
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Four collections (transportation, sports, animal, and food) of 100 images each were
used, one for each set of tasks. These images were obtained from the COCO dataset
[5]. Each visualization and each image collection were used to perform one set of tasks.
The broad search task included 20 correct images, while the specific search included
five correct images that the participants should select. Participants were not told how
many images there were in total nor how many were correct. However, before each task,
they were told which image theme they would be browsing and what to search for. The
images were presented in random order (not sorted). To accomplish each task, users
could select the images that they considered as having target objects with a double click.

To compare each visualization, we measured its usability through the SUS question-
naire [4] (Table 1); the time taken by each participant to accomplish each task (Table 1);
the quality of task results, through Precision, Recall and F measure [16] (Table 2); user
preference, through a final questionnaire. Regarding users’ preferences, the Variable
Size Grid was the most preferred visualization (Mdn= 1), followed by the Regular Grid
(Mdn = 2), Pile (Mdn = 3), and the Spiral (Mdn = 4).

Table 2. Effectiveness: Precision, Recall, and F Measure

Broad search task Specific search task

Precision Recall F Measure Precision Recall F Measure

M
(SD)

Mdn M
(SD)

Mdn M
(SD)

Mdn M
(SD)

Mdn M
(SD)

Mdn M
(SD)

Mdn

Regular
Grid

0.99
(0.4)

1.00 0.88
(0.20)

1.00 0.92
(0.15)

1.00 1.00
(0.00)

1.00 0.87
(0.14)

0.80 0.93
(0.09)

0.89

Variable
Size
Grid

1.00
(0.00)

1.00 0.93
(0.07)

0.95 0.96
(0.04)

0.97 1.00
(0.00)

1.00 0.93
(0.10)

1.00 0.96
(0.06)

1.00

Pile 0.98
(0.03)

1.00 0.97
(0.04)

1.00 0.97
(0.02)

0.98 0.98
(0.06)

1.00 1.00
(0.00)

1.00 0.99
(0.03)

1.00

Spiral 0.98
(0.05)

1.00 0.89
(0.12)

0.95 0.93
(0.07)

0.94 1.00
(0.00)

1.00 0.89
(0.18)

1.00 0.93
(0.11)

1.00

4 Discussion and Conclusions

We presented four interfaces for visualizing image collections and compared them in a
user test with nine participants. Our results show that both Grids present higher usability
scores when compared with the non-traditional visualizations like the Pile and Spiral.
Participants also performed both tasks, broader and specific search, fastest using both
Grids. It is interesting to note that the Pile, sometimes used to show collections of
images or algorithm search results, is not recommended for human analysis and search
tasks. Regarding the quality of results, no significant differences were found between the
different visualizations.However, it is relevant to note that theVariable SizeGrid presents
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a higher Recall and F-Measure score when compared with the Regular Grid, particularly
on specific search tasks. This result suggests that combining both visualizations in an
adaptive interface could be an interesting approach for future work, which is reinforced
by participants’ preference, which has selected the Variable Size Grid as the preferable
interface.

Acknowledgments. This researchwas funded by FCT/MCTESbyLARSyS (UIDB/50009/2020)
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Abstract. The coronavirus pandemic forced teachers to use online
meeting software to teach courses remotely. However, without on-site
supervision from teachers, students can get distracted and lead to learn-
ing inefficiencies. Distraction also leads to low interaction, and teachers
may lose enthusiasm in teaching. In addition, social interaction is neces-
sary for campus life. To address these problems, we present InteractDiff, a
3D sandbox game to improve the online teaching experience and interac-
tivity. We designed several school scenarios and mechanisms where users
act as an avatar inside to imitate real-life interactions in university. Our
preliminary study shows potential feasibility and positive feedback from
users.

Keywords: Gamification of learning · Online learning · Synchronous
learning · Virtual worlds

1 Introduction

Almost all school activities are being cancelled or run in virtual due to the
coronavirus pandemic. Teachers are forced to use online meeting software like
Zoom1 and Google Meet2 to teach courses. Although this way reduces infection
risk, it also brings new challenges in learning. We categorised three issues between
teachers and students from the literature review, observation in online university
classrooms and a user journey map we created.

1. In the synchronous online class, many students choose not to turn on the video
camera and microphone [2]. Teachers cannot understand their learning status

1 Zoom Video: https://zoom.us.
2 Google Meet: https://meet.google.com.
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through observation [10]. They may lose enthusiasm in teaching because of
lacking verbal and non-verbal feedback from students.

2. Without on-site supervision from teachers, some students feel hard to stay
concentrated in the online class [10], which may affect their learning efficiency.

3. Interaction with peers plays a vital role in school life [6]. Current online
meeting software only offers a one-to-many communication mode. It is difficult
for students to discuss with others privately and deprive their belonging needs
[1].

Inspired by gamified learning [9], we propose InteractDiff to tackle these
problems. InteractDiff is a sandbox game for imitating different school scenarios.
Every user in the system acts as an avatar to represent themselves, such as
Second Life [5] and The Sims3. Teachers can switch to different scenes and adapt
their purposes, such as a laboratory or exhibition hall. Students can express their
thoughts and interact with peers by controlling the avatar.

Previous studies have been proven the feasibility of 3D virtual learning envi-
ronments, especially in non-higher education [3]. Also, VR (Virtual Reality)
technologies have been commonly used to improve the learning experience [4,7].
However, Circles [8] pointed out the accessibility concerns in VR classroom.
Based on the popularity of head-mounted display, InteractDiff is designed to be
a PC video game for university students instead of a VR application.

This work aims to explore the feasibility of popularising a 3D virtual envi-
ronment in universities, combining learning and campus life into one virtual
space. We believe that this gamified learning approach can improve the learning
experience and disadvantages of online meeting software.

2 InteractDiff

We built InteractDiff by Unity4 to realise the virtual campus. Users can control
the avatar by mouse and keyboard to imitate real-life behaviours and campus life,
including social activities, attending class and interact with NPCs (non-player
character). Several school scenarios and functions were also designed:

Environment: In addition to traditional classrooms, two virtual environments
were designed for teaching. Based on Savanna Preferences and Biophilia Effect,
we provided an outdoor grassland (Fig. 1a) for multiple uses, such as exhibi-
tion and presentation. This greenery environment could reduce the anxiety of
learning. In Fig. 1b, we also created a virtual laboratory and common room for
experiment demonstration and social interaction. This is an alternative and cost-
effective way to experience different lectures or occasions without spending time
in commute.

Group Mode: When teachers need to hold a group discussion, Group Mode
allows everyone to form a group by controlling their avatar close to each other

3 The Sims 4: https://www.ea.com/games/the-sims/the-sims-4.
4 Unity: https://unity.com.

https://www.ea.com/games/the-sims/the-sims-4
https://unity.com
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in the classroom. Only group members can hear each other. Teachers can also
join the discussion by moving the avatar to a specific group (see Fig. 1d). This
feature imitated face-to-face discussion, offering a space for social interaction to
makes students feel affiliated.

Draw Lots and Vote: Teachers can randomly select a student to answer ques-
tions using Draw Lots, which helps teachers know their understanding of the
course content. In addition, teachers can also hold a vote and visualise the results.
Floating bubbles on avatars (Fig. 1c) show the response from students. Students
can express their emotion and idea through the bubble. Teachers can know their
thoughts rapidly and avoid missing questions from students. These features not
only enhance teacher-student interaction but also reduce distraction possibilities.

Incentive System: Teachers can grant badges or award Concentrate Points
(CP) to students who achieve corresponding goals or give good responses. CP
is the virtual currency in InteractDiff, allowing users to purchase the new outfit
and dress up their avatar. This feature encourages class participation by fulfilling
their different needs [1,6].

Fig. 1. Functions of InteractDiff (from left to right): (a) A outdoor grassland for class
project presentation, (b) common room for gathering, (c) Voting and (d) Group Mode
aim to improve in-class interaction.

3 Preliminary User Study

To evaluate the motivation for using InteractDiff, we recruited five university
lecturer with online teaching experience. A long-term systematic user study is
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currently in progress. For the students, 50 participants between the ages of 20 and
30 were recruited, all university students. In the evaluation, each participant was
asked to watch our demo video and assume they were simultaneously using our
system. After the video section, participants were given ten minutes to operate
our prototype and try all the functions mentioned above. Finally, participants
completed a questionnaire in System Usability Scale (SUS) and a short interview
that focuses on interactivity and concentration.

The average System Usability Scale score is 82. In Question 1, “I think that
I would like to use this system frequently” and Question 9, “I felt very confident
using the system”, we both received 4.4/5 points on average. For the interview
results, we invited an expert to code the transcripts to identify obvious themes
emerging from the conversations. Partial themes show in the following result.
Regarding the motivation, 95% of participants showed their willingness to use
InteractDiff: “That’s awesome, I can dress up my avatar and go to class.”; “Can’t
wait to use this system (to have class).” (P12, P46). About the interactivity, 86%
of participants believed that students might have more interaction with teachers,
“I am afraid to ask questions in class, this (the system) is a great way to interact
with the teacher.” (P27).

Consideration in using the system was also pointed out. Some participants
(14%) are worried that InteractDiff may distract them during class: “The system
is fun. But I wonder if my class use this system, I might lose concentrate because
there have many functions.” (P34). The results indicate that although the system
received positive feedback, the distraction possibilities in using InteractDiff have
to be evaluated in future. Future work also included an internet-connectable
prototype, a comparison with traditional meeting software, and a comprehensive
study between teacher and student.

References

1. Almquist, E., Senior, J., Bloch, N.: The elements of value. Harv. Bus. Rev. 94(9),
47–53 (2016)

2. Castelli, F.R., Sarvary, M.A.: Why students do not turn on their video cameras
during online classes and an equitable and inclusive plan to encourage them to do
so. Ecol. Evol. (2021). https://doi.org/10.1002/ece3.7123

3. Cheng, A., Yang, L., Andersen, E.: Teaching language and culture with a virtual
reality game. In: Proceedings of the 2017 CHI Conference on Human Factors in
Computing Systems (2017). https://doi.org/10.1145/3025453.3025857

4. Liao, M.Y., Sung, C.Y., Wang, H.C., Lin, W.C.: Virtual classmates: embodying
historical learners’ messages as learning companions in a VR classroom through
comment mapping. In: 2019 IEEE Conference on Virtual Reality and 3D User
Interfaces (VR), pp. 163–171 (2019). https://doi.org/10.1109/VR.2019.8797708

5. Lorenzo-Alvarez, R., Rudolphi-Solero, T., Ruiz-Gomez, M. J., Sendra-Portero, F.:
Game-based learning in virtual worlds: a multiuser online game for medical under-
graduate radiology education within second life. Anatomical Sci. Educ. (2019).
https://doi.org/10.1002/ase.1927

6. Nguyen, T.D., Cannata, M., Miller, J.: Understanding student behavioral engage-
ment: importance of student interaction with peers and teachers. J. Educ. Res.
(2018). https://doi.org/10.1080/00220671.2016.1220359

https://doi.org/10.1002/ece3.7123
https://doi.org/10.1145/3025453.3025857
https://doi.org/10.1109/VR.2019.8797708
https://doi.org/10.1002/ase.1927
https://doi.org/10.1080/00220671.2016.1220359


446 D. P. Y. Wong et al.

7. Oiwake, K., Komiya, K., Akasaki, H., Nakajima, T.: VR classroom: enhancing
learning experience with virtual class rooms. In: 2018 Eleventh International Con-
ference on Mobile Computing and Ubiquitous Network (ICMU), pp. 1–6 (2018).
https://doi.org/10.23919/ICMU.2018.8653607

8. Scavarelli, A., Arya, A., Teather, R.J.: Circles: exploring multi-platform accessible,
socially scalable VR in the classroom. In: 2019 IEEE Games, Entertainment, Media
Conference (GEM), pp. 1–4 (2019). https://doi.org/10.1109/GEM.2019.8897532

9. Subhash, S., Cudney, E.A.: Gamified learning in higher education: a systematic
review of the literature. Comput. Hum. Behav. 87, 192–206 (2018). https://doi.
org/10.1016/j.chb.2018.05.028

10. Vale, J., Oliver, M., Clemmer, R.M.: The influence of attendance, communication,
and distractions on the student learning experience using blended synchronous
learning. Can. J. Scholarship Teach. Learn. (2020). https://doi.org/10.5206/cjsotl-
rcacea.2020.2.11105

https://doi.org/10.23919/ICMU.2018.8653607
https://doi.org/10.1109/GEM.2019.8897532
https://doi.org/10.1016/j.chb.2018.05.028
https://doi.org/10.1016/j.chb.2018.05.028
https://doi.org/10.5206/cjsotl-rcacea.2020.2.11105
https://doi.org/10.5206/cjsotl-rcacea.2020.2.11105


Interacting with More Than One Chart:
What Is It All About?

Angela Locoro1(B) , Paolo Buono2, and Giacomo Buonanno1
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Abstract. Visual objects made of multiple views, e.g., dashboards and
small multiples, are taking the scene in information communication and
visual patterns design, but still vague are the studies that try to abstract
away from characterizing them at the level of their single charts, and
rather focus on their structural characteristics and the resulting interac-
tions with their multi-view ensemble seen as a whole. In this paper, we
are proposing this unified view through a multi-dimensional wheel, on
the strand of Cairo’s wheel made for infographics, devised for the identi-
fication, the analysis, and the evaluation of design patterns for multiple
views.

Keywords: Visualization techniques · Tools for design, modelling and
evaluation · Multiple coordinated views · Dashboards · Small multiples

1 What are Dashboards and Multiple Views from an
Interactionist Point of View

This paper moves from the current definitions and characterizations of MCVs
such as dashboards [2] and small multiples [5] to provide a formal “middle layer”
between the conceptual vagueness of their definition and the concrete details of
their instantiation [3,4], so as to see whether new interaction challenges may
emerge, be evaluated and designed starting from an holistic perspective.

In particular, we argue that the main kind of interaction with visual objects
like dashboards seems to roughly correspond to a “tree-like graph visit”: starting
from the root (overview), and going deep into details. According to this formal
structure, the interaction style of individuals with a dashboard may be defined
as recursive.

To exemplify this kind of interactional recursive behavior, Fig. 1a depicts a
recursive navigational style, where a person makes an operation o (e.g., a selec-
tion or a filter) on a dashboard d, through an interface operational functionality
fo until a bottom node (a leaf in the graph style metaphor) is not reached, which
is still a meaningful level. A meaningful level of detail may be formally defined
on hierarchical family of partitions P of a dataset [6], e.g., a dataset subset
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(a) An example of dashboard recursive ex-
plorative interaction.

(b) An example of small multiple un-
ordered, horizontal, network like compara-
tive interactions. Dashed arrows of different
thickness distinguish main from secondary
virtual connections found by the user.

Fig. 1. Dual nature of multiple views interactions.

according to some other selection/filtering criteria, one category of a categorical
dataset, one data point, and so on, which can still be displayed at the dashboard
(whole)-view and where this view can be considered still meaningful. Formally:

⋃
ai,

⋃
aj ∈ P, o ∈ O, d ∈ D, fo : Dai → Daj , ...fo(fo(da)) (1)

On the opposite, interacting with small multiples roughly corresponds to
navigating in a “network-like graphs”, where charts (nodes) are of the same
kind (when not the same “node” with a small variation, all the rest being equal)
and the eyes go back and forth from one “node” to another one, in what can
be called an iterative navigation style, until a meaningful relational pattern is
reached in the eye of the user. Formally, a small multiple can be seen as a graph
structure G = (C,E, fo), with charts c as nodes (c ∈ C), meaningful patterns as
virtual edges (e ∈ E), and an operational goal fo executed by a user iteratively
to “visually connect” two charts by a meaningful virtual edge:

E = {(c1, c2) ∈ C | c1 �= c2} ⇐⇒ ∃fo : C → C (2)

2 The Multiple Views Wheel: A Bird’s View

What are the interaction properties that are recognizable for these two orthogo-
nal interaction styles? We identify eight well known interaction dimensions that
were applied partly to single charts and are also applicable to multiple views
and viceversa. Starting from the previous work, we provide a formal definition,
at the level of the multiple views visual construct, to which the structure of our
wheel may be referred to (Fig. 2).
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Fig. 2. The multi-chart wheel, inspired by Alberto Cairo’s wheel on Infographics design
dimensions [1]. This wheel depicts the interaction dimensions mainly with small mul-
tiples (upper emicycle) and mainly with dashboards (lower emicycle).

Given P as a dataset partition family and F,G,Z as visual mapping functions
of a dataset partition into a chart, each dimension of the wheel, at the multiple
views level, may be formally characterized as follows:

Iterativity: for any pair of a dataset partition elements, ∀ai, aj ∈ Pz, ai �= aj ,
there may exist a relationship ∃R : F×F , virtually connecting each pair of charts
F (ai), F (aj), from repeated observations by a user. For example, in a small
multiples view we iterate the interaction on the same chart on each category of
a categorical dataset, by repeatedly observing and finding connections.

Comparability: for any pair of a dataset partition elements, ∀ai, aj ∈ Pz, ai �= aj ,
there exists a visual mapping of the same kind mapping each partition element
to the same kind of chart, F (ai) ∧ F (aj). This configuration allows the compa-
rability of each pair of elements of a dataset partition during interaction.

Redundancy: for each element of a dataset partition ∀ai ∈ Pz there may exist two
visual mapping functions F,G such that they are applied to the same element of
the dataset partition, F (ai) ∧ G(ai). In this way, the information of the container
results redundant, and the interaction effort is meant to reinforce a pattern in
data.

Recursivity: for each element of a hierarchical partition family ∀bi, bj ∈ P , such
that

⋃
bi ∈ Ph1,

⋃
bj ∈ Ph2, and Ph2 ⊂ Ph1 a visual mappings family of func-

tions is applied recursively F (F (P )) ∧ G(G(P )), until a bottom (leaf) partition
visualization is reached. In a dashboard, interacting with selections and filters
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generates a recursive application of the same charts (the dashboard) on a sec-
ondary partition of a dataset.

Composability: for each dataset partition ∀Pz ∈ P , a visual mappings family
of functions is applied to the same dataset partition, by composing two visual
mapping functions, G(F (Pz)). This interaction dimension is applicable to single
charts containing more than one visualization principle. However, it can be also
applied to dashboards charts.

Diversity: for each element of a partition family Pz1 ∈ P, Pz2 ∈ P , where Pz1 �=
Pz2 a visual mapping family of functions is applied to each partition, F (Pz1) ∧
G(Pz1)∧F (Pz2)∧G(Pz2), so as to provide a variety of charts (as in dashboards)
for the same dataset, and offering a variety of perspectives around its analysis.

Complementarity: for each element of a dataset partition ∀ai ∈ Pz there exists
a visual mapping family, F (ai) ∧ G(

⋃
Pz\ai) ∨ F (ai) ∧ F (

⋃
Pz\ai), mapping

the element and its complement to distinct charts. This configuration allows the
interaction with a complete information on the same dataset element.

Selectivity: for each element of a partition family Pz1 ∈ P, Pz2 ∈ P , where
Pz1 �= Pz2, there may exist only one between two visual mapping of the same
kind, F (Pz1)∨F (Pz2) applied to each dataset partition. This configuration allows
to select one distinct view for each dataset partition, and allows interacting with
one of them at a time (e.g., in dashboards).

What can be seen at this level of abstraction? The opposite poles should be
incompatible, i.e., not present at the same time; nearby poles may be compatible,
e.g., redundancy and comparability. Open questions remain, like for example:
among these configurations, what are the more cognitively intense? What are
the most effective when in combination? This should be regarded as future work.
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Abstract. This paper describes two empirical evaluations we carried
out in the context of an Industry 4.0 project, where we explored the use
of touchless gestural interaction on the shop floor.

Keywords: Gestural interaction · Empirical evaluation · Industry 4.0

1 Introduction

In the “smart factory” vision, industries are production-oriented cyberphysical
systems [4] able to exploit emerging information technologies to guarantee flex-
ible, efficient, environment-friendly, high-quality and low-cost production pro-
cesses [5]. In this context, however, designing appropriate modalities to com-
municate, analyze and interact with all the information related to production
processes can be challenging, especially in consideration of its many environmen-
tal and safety-related constraints. For example, keyboards or touch devices may
be inconvenient for workers on the shop floor, who must wear protective gloves,
while voice-based interaction may be impractical due to the background noise.

Guided by the requirements expressed by our industrial partners, in the
HOME regional project1 on Industry 4.0 we explored the use of large displays in
combination with touchless gestural interaction. Based on previous work in the
neuromotor rehabilitation field [2], the project consortium developed a smart
armband which allows to detect gestures from movement and muscle biosignals,
1 https://www.home-opensystem.org/.

This work was supported by HOME (Hierarchical Open Manufacturing Europe)
Regional Project (POR FESR, code 319-50).
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while a machine learning library allows to calibrate and recognize task-specific
gestures. Notice that this ad hoc solution was preferred to the use of motion
sensing input devices, in that these can raise a number of issues related to pri-
vacy and perceived surveillance. The definition of an appropriate set of gestures
has undergone several steps, including a guessability study [1], in an attempt to
balance the sometimes competing needs for gesture intuitiveness (end users) and
recognizability (project consortium), combined with a preference for minimum
calibration, due to the fact that the armband can be shared by several workers.

In this paper, we describe our final empirical evaluations with our industrial
partner Galeasso s.r.l.2, which specializes in sheet metal fabrication and is going
to adopt the armband on its shop floor.

Fig. 1. The grid-like (a) and CAD-like (b) interfaces.

2 Empirical Evaluations

Two evaluations were carried out with the future users of the armband to assess
its ease of use and elicit comments and suggestions on gestural interaction at the
workplace. We focused on a specific scenario suggested by our partner Galeasso
s.r.l., where welders frequently switch between their workbench and a nearby
desktop computer to browse the tasks they have been assigned and visualize 3D
models of the final product. Thus, we developed a prototype web application
(Fig. 1) consisting in: 1) a grid-like interface to simulate selection tasks and 2)
a CAD-like environment showing 3D objects. The application can be controlled
through the armband and is to be shown on large displays installed on the shop
floor. The main actions allowed by the application are point and select, which
can be enacted through arm movements and the “close fist” gesture, respectively.

2.1 First Empirical Evaluation

The first empirical evaluation was carried out in June 2019. Participants were
two skilled welders. One of them (P1, 32 y/o) used computers and other digital
2 https://www.galeasso.com/.

https://www.galeasso.com/
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devices for more than 14 h per week and was already familiar with gestural
interfaces (Wii, X-Box), while the other (P2, 47 y/o) was less technology-savvy.
Participants were asked to perform two tasks:

1. Task 1 (grid-like interface): select a series of tiles. Each user was assigned
three sequences of four tiles each.

2. Task 2 (CAD-like interface): view a cube with differently-coloured facets;
select the cube and rotate it, so as to make the blue facet visible.

We manually recorded the number of errors made by participants, as well as
their comments, elicited through the thinking aloud protocol. After each task,
participants were also invited to assess their user experience through a short
survey, consisting of 4 questions which could be answered through a 1–4 scale3.

Results. In the first task, both participants made two errors each, which con-
sisted in selecting a certain tile twice. Such errors were probably due to the
sensitivity setting of the armband, which might have caused small involuntary
movements to be treated as selection gestures. Figure 2 reports our results for
user experience evaluations. While P1, the participant having previous expe-
rience with gestural interaction, consistently expressed positive evaluations for
both tasks, P2 was less positive, especially for the second task, where he had
experienced most difficulties (see the free comments section for details).

Fig. 2. User experience assessments for the first (a) and second (b) task.

Free Comments. P1 experienced no particular difficulties and only suggested
that the application should cope with involuntary movements such as little
tremors. On the whole, he looked forward to using gestural interaction to carry
out his everyday activities at the workplace. P2 found the task of rotating objects
especially difficult and pointed out some additional problems due to the specific
implementation of the test interface. He was quite satisfied about both the com-
fort and the sensitivity settings of the armband, but he also observed that arms
might get tired after prolonged use. On the whole, he was convinced that using
gestural interaction might significantly improve his work experience.
3 While quantitative measures are not significant due to the small number of par-
ticipants, they were deemed to be useful to better interpret and understand free
comments.
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2.2 Second Empirical Evaluation

Based on the results of the first evaluation, the project consortium worked on
an improved version of the armband, focusing in particular on its sensitivity
setting. Taking into account the delays caused by the COVID-19 pandemic, a
second and final empirical evaluation was carried out in October 2020, where we
used the same procedure, tasks and measures as in the previous evaluation. The
participant (P3, 30 y/o) was an accomplished 3D designer, with some welding
skills and similar demographics as P1 and P2 (notice that we were unable to
recruit the very same participants due to shift management issues). In particular,
similarly to P1, he was also an heavy user of digital devices and had previous
experience with gestural interaction (Kinect in particular).

Results. User experience evaluations are reported in Fig. 2. Although he made
no errors, P3 expressed a slightly less positive evaluation for the first task, in
comparison with P1 and P2. In particular, he complained that the interaction
was too slow. His evaluation, however, was notably higher for the second task.

Free Comments. P3 observed that he had some difficulties in pointing to the
desired part of the interface and in having his gestures recognized, which was
probably due both to his initial lack of familiarity with the armband and to
persisting problems in sensitivity settings. Coherently with his low evaluation
for the “speed” dimension in the first task, he pointed out that his experience
would have been more satisfying, had the application been more responsive.

2.3 Conclusion

Our results offer some insight on the adoption of gestural interaction in smart
factories. Most importantly, all the participants were favourable to our solution
and willing to use it in their everyday work activities. User experience evaluations
were generally positive, even if free comments highlighted the importance of fine
tuning sensitivity settings: in the second evaluation, there were no errors due to
involuntary movements, but the application appeared less responsive.

An open issue is the evaluation of the long-term user experience, which might
be negatively affected by a natural decrease in motivation, as the initial enthusi-
asm starts to fade, as well as by the insurgence of arm fatigue, as hypothesized by
one of the participants. While we are quite confident that the identified gestures
avoid highly fatiguing arm positions which might cause the well-known “gorilla
arm syndrome” [3], these aspects should be assessed empirically in future studies.

Finally, we must point out that one of the limitations of the here presented
work is the small number of participants. On the other hand, however, we were
able to involve actual representatives of our end users and to carry out the eval-
uations in a natural setting, i.e., on the shop floor, thus gaining good ecological
validity.
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Abstract. Several mitigation strategies in form of warning messages against
phishing attacks have continued to fail largely due to user negligence. Thus, it
is important for researchers to focus not only on the accuracy of the provided
recommendations but also on other factors that influence the acceptance of rec-
ommendations and the extent to which these recommendations are convincing or
persuasive. In this paper, we present our ongoing approach that leverages on the
Big 5 Personality trait model and users digital traces harvested from their social
networks, thereafter, transformed into a personalized warning message. We argue
that stimulating users through personal recommendations evokes an understanding
of the implications of their actions or inaction.

Keywords: Personalized messages · Big 5 personality trait · Social Network
Sites (SNSs)

1 Introduction

Recipients of a warning message in the event of a phishing attack are more likely to heed
a warning if they believe they are the intended recipient [1] and perceive the content
as applicable to their unique personality. In light of this, the issue of personalization
becomes key in presentingwarnings. In thisworkwe are guided by the following research
questions:

RQ1: How can we deploy human-related theories to enhance users’ acceptance of
warning recommendations?
RQ2: How can unique digital traces combined with persuasiveness as intrinsic charac-
teristics be integrated into the design of a warning mechanism system to increase users’
acceptance of the warning recommendations?

The impact of the Big 5 personality traits with reference to digital traces on social
networks has been a subject of interest to researchers with a possible positive correlation
been envisaged in recommendations [2]. For instance, authors in [1] through Facebook
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likes by users demonstrated that Computer-based personality judgments were more
accurate and reliable than those made by humans or close friends.

In developing our personalized warning messages, we developed a framework con-
sisting of two key approaches. First, there was the refinement of the warning message
text to appeal to recommended individual personality trait preferences. Secondly, we
exploited harvesting unique digital traces from already existing users’ relationships in
SNS to reinforce the acceptance of the warning advice. Thus, a variant of the warning
text tailored to a user’s personality trait, combined with inputs (e.g., profile picture) of
a Phishing attack expert, makes the message personalized and easier to accept.

The rest of the paper is structured as follows: in Sect. 2 we present a background to
related work, Sect. 3 discusses our conceptual framework. Conclusions and future work
are provided in Sect. 4.

2 Background of Related Work

Personalization or customization of messages is a term used to describe different styles
of tailoring strategies [3]. Its applications could be found in websites, emails, health
campaigns, etc. [4]. The research community has tried to understand, among others, its
structure and user interconnection, as well as interactions with Big 5 personality traits,
in keeping persons glued for so long to messages [5].

The Big 5 Personality Traits model was developed by the psychologists Paul Costa
and Robert McCray and it is one of the most common models used in modern research
into information security behavioral analysis [6]. It consists of five factors that represent
personality traits: conscientiousness, agreeableness, extroversion, neuroticism, openness
to experiences [7].

With respect to information security, studies have shown that there is a significant
relationship between conscientiousness personality and agreeableness personality as it
pertains to security policy [8].

3 Design of Warning Text

In order to addressRQ1,we adopted theBig 5personality trait spectrum. In this spectrum,
each of the individual personalities may fall anywhere either from Low (Negative),
Neutral, or High (positive) [9], as depicted in Fig. 1. Hence, our designed warning texts
were done to represent several variants that returned all possible emotional values within
the spectrum range.

The generation of the explanations proposed in the text of our warning messages
is based on a generic pattern purposely defined in [10–12] to instantiate each warning
message. For example, for the Time life security indicator, a phishing warning message
text reads as:

“This website was created recently. This is typical of fraudulent websites. Do not
disclose private information on it.”.
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Fig. 1. Big 5 personality trait spectrum

According to the warning guidelines indicated in [13], we produced five variants of
the above text message (see Table 1), which had the same objective but were expressed in
different ways. We then subjected these messages to sentiment analysis and readability
measures evaluations. Themessages returned all possible spectrum values (−ve, Neutral
and +ve), as reported in the sentiment analysis column.

Table 1. Warning message variant across spectrum range

Message variant Sentiment analysis Reach (%) Word count Smog Index

This website was created
recently. This is typical of
fraudulent websites. Do not
disclose private information
on it

−0.93 100 18 6.8

This website is young. It is
typical of fake websites. Do
not disclose your private
information on it

−0.85 100 17 5

Young (New) websites are
famous for criminal
activities. There is a
potential risk if you proceed

+0.39 100 17 7.2

Young websites are famous
for criminal activities. It may
be risky if you proceed

+0.46 100 14 6

Young websites are famous
for criminal activities. There
may be a potential risk if you
proceed

0.0 100 15 7.2
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3.1 Integration of Digital Traces in Warning Messages

In order to address RQ2, we adopted Cialdini’s persuasion principles [14]. It states that
when people are faced with a lifeline decision, they defer to experts or similar others,
they aremost likely inclined to accept requests made by somebody they like in away, and
usually have the tendency to commit to their previous or reported opinion or behaviour.

The conceptual framework, presented in Fig. 2, comprises of two stages: Identifi-
cation and pre-processing and customization. At the Identification and pre-processing
phase, three key activities take place: 1) the defiled security indicator is identified from
the pool; 2) the personality traits of the user and the spectrum rage values for the warn-
ing text are marked; 3) the list of social networks that the user has subscribed to is
also identified and ranked. At the Customisation phase, the best fit warning text and the
most persuasive image (e.g., profile picture) selected from users frequently used social
network is selected. The most persuasive image is determined through a possible rela-
tionship to a friend or friend of friends. Once a relationship graph has been derived, the
shortest path is selected, and the resultant friends’ picture is selected and uploaded on
the tray for the warning message.

Fig. 2. Conceptualization of the proposed framework

Figure 3 shows how the mechanism has been implemented as a splash-screen dis-
played as soon as the user tries to access a deceptive website. On the left side, one of
the variants of the warning message is shown, while the right panel aims at persuad-
ing the user to not proceed since the users’ friends Joseph, Lucia, and Andrea strongly
recommend that he should not proceed to the fake URL (www.bank.0f.america.com).

http://www.bank.0f.america.com
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Fig. 3. Implementation of the personalized warning message mechanism

4 Conclusion

In this paper, we presented amechanism that aims at drawing users’ attention to phishing
warning messages and help them to take the right decision about proceedings towards a
website or not. Our contribution is novel in that we proposed an approach that tailors the
warning text to suit the Big 5 personality trait. Also, the personalized warnings included
referrals and pictures harvested from a user’s SNS and recommendations from experts
in security domains implicit or explicit to them. As a next step, we would evaluate our
design with real users. Also, it could be extremely interesting to study the possible use
of the multiple SNSs which users do not subscribe to.

References

1. Baker, E.J.: Hurricane evacuation behavior. Int. J. Mass Emerg. Disasters 9, 287–310 (1991)
2. Winter, S.,Maslowska, E., Vos, A.L.: The effects of trait-based personalization in socialmedia

advertising. Comput. Hum. Behav. 114, 106525 (2021)
3. Houghton, D., Pressey, A., Istanbulluoglu, D.: Who needs social networking? An empirical

enquiry into the capability of Facebook to meet human needs and satisfaction with life.
Comput. Hum. Behav. 104, 106153 (2020)

4. Kocaballi, A.B., Berkovsky, S., Quiroz, J.C., Laranjo, L.: The personalization of con-
versational agents in health care: systematic review. J. Med. Internet Res. 21, e15360
(2019)

5. Viswanath, B., Mislove, A., Cha, M., Gummadi, K.P.: On the evolution of user interaction in
Facebook. In: Proceedings of the 2nd ACMWorkshop on Online Social Networks, pp. 37–42
(2009)



Making Warning Messages Personal 461

6. Wang, J.-L., Jackson, L.A., Zhang, D.-J., Su, Z.-Q.: The relationships among the big five
personality factors, self-esteem, narcissism, and sensation-seeking to Chinese University
students’ uses of social networking sites (SNSs). Comput. Hum.Behav. 28, 2313–2319 (2012)

7. John, O.P., Srivastava, S.: The Big-Five Trait Taxonomy: History, Measurement, and
Theoretical Perspectives, vol. 2. University of California Berkeley, Berkeley (1999)

8. Franke, U., Brynielsson, J.: Cyber situational awareness–a systematic review of the literature.
Comput. Secur. 46, 18–31 (2014)

9. Lim. https://www.simplypsychology.org/. Accessed 15 April 2021
10. Aneke, J., Ardito, C., Desolda, G.: Help the user recognize a phishing scam: the design

of explanation messages in warning interfaces for phishing attacks, presented at the 23rd
International Conference on Human-Computer Interaction, Washington DC, USA (2021)

11. Aneke, J., Ardito, C., Desolda, G.: Designing an intelligent user interface for preventing
phishing attacks. In: Abdelnour Nocera, J., et al. (eds.) INTERACT 2019. LNCS, vol. 11930,
pp. 97–106. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-46540-7_10

12. Aneke, J., Ardito, C., Desolda, G.: Unpackingwarningmessages: towardsmitigating phishing
attacks, presented at the In Proceedings of the Italian Conference on ICT for Smart Cities and
Communities (iCities 2019). 18–20 September 2019. Pisa, Italy (2019)

13. Bravo-Lillo, C., Cranor, L.F., Downs, J., Komanduri, S., Sleeper, M.: Improving computer
security dialogs. In: IFIP Conference on Human-Computer Interaction, 2011, pp. 18–35
(2011)

14. Cialdini, R.B.: The science of persuasion. Sci. Am. 284, 76–81 (2001)

https://www.simplypsychology.org/
https://doi.org/10.1007/978-3-030-46540-7_10


Persona’s Role in the Design of Future
Technologies by Academics and Practitioners

Parisa Saadati1(B) , José Abdelnour Nocera1,2 , and Torkil Clemmensen3

1 University of West London, London, UK
{abdejos,parisa.saadati}@uwl.ac.uk

2 ITI/Larsys Portugal, Funchal, Portugal
3 Copenhagen Business School, Frederiksberg, Denmark

tc.digi@cbs.dk

Abstract. Automation and the introduction of Industry 4.0 interactive technolo-
gies have imposed novel challenges and burdens on academics and industrial
practitioners. Developing systems for future workplaces need sufficient knowl-
edge and understanding of the trends and technological developments and their
viability from both industry and academic experts before introducing the general
population. Utilizing co-design ideation workshops supported by various design
tools can provide better ideation for designing future scenarios. We conducted
a qualitative study to analyze academics’ and industrial practitioners’ points of
view on persona as a design tool during a conference workshop. These partici-
pants empirically test the co-creation of personas and find conceptual differences
between the groups in their tool use. We used pre and post-workshop surveys and
workshop transcripts to code and clustered our findings. The conclusion is that
the differences in academics’ and industrial practitioners’ perspectives and use
of design tools for ideation are substantial but combined in a team can lead to
designing positive experiences in future workplaces.

Keywords: Future technologies · Personas · Design · Academics · Practitioners

1 Introduction

Automation and the introduction of Industry 4.0 interactive technologies in industrial
work systems have brought new ambiguities in the challenges and burdens on interactive
systems designers. The analysis presented in this article has been developed to elicit
different perspectives from academics and industry practitioners in understanding the
nature and influence of using personas as a design tool in professional design work for
future technologies. Industry practitioners seldom use tools [1] validated by academics
[2]. Instead, they use a collection of their own tools, methods, and systems to externalize
their ideas [3]. Industry practitioners may use material with qualities that challenge their
idea’s accurate representation and externalization [4]. In comparison, academics create
more insights on selecting and evaluating design ideas as fundamental skills. In practice,
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the success of the industry practitioners is based on experience rather than theoretical
knowledge [2].

Using tangible design tools can establish a shared ‘language’ through physical form
when verbal communication fails due to professional terminology and misalignments
between different professionalworking cultures [1, 5, 6].Using these design tools is often
developed on a trial-and-error basis, resulting in low engagement, trust, and interaction
with the participating stakeholders [1]. On the other hand, there are different views on
using these design tools among academics and industry practitioners. Using these design
tools enables innovation and success in designing interaction designs [2]. Personas in
co-design projects have begun to include users and others in either persona inceptions
or assemblies or deployment. Personas in co-design are typically used as objects of
conversation in design and validation [7]. In this paper, we ask the research question:
What are the main differences in academics’ and industrial practitioners’ views on
common design tools for ideation? We empirically test the co-creation of personas and
find conceptual differences between the groups in their tool use.

2 Workshop and Methods

We investigated a selection of design tools with particular attention to personas for
co-designing [8] workshops for future scenarios. The selection criteria for these tools
are based on suitability with the work domains of the designer, namely Industry 4.0,
and automation, and convenience for the type, space, and duration of the workshops. To
gather this input, we conducted a 5-h online workshop in one of the International Confer-
ences on Co-Designing Personas for User Experience and Engagement in Automation.
Consistent with the goal of the workshop, participants discussed:

• A more robust understanding of how design tools can be used by practitioners and
academics to ideate and co-design emergent future technologies.

• Presenting different views on using idea management workshops as a fundamental
practice for future scenarios for industry practitioners and academics.

The participants in this workshop were 3 industry practitioners from different com-
panies, 1 doctoral student, 3 active researchers, and 1 post-doctorate researcher. All
participants were either from an HCI background or were knowledgeable as an active
working in this discipline. All participants had experience in developing and utilizing
personas in the research or real scenarios. The first author of this paper served as the
workshop facilitator. We employed the Nominal Group Technique [9] for data collec-
tion during the workshop. This method is a structured method for group brainstorming
that encourages contribution from everyone and quicker decision-making on the relative
important issue, problem, or solutions.
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The workshop was unfolded as follows: (1) most participants presented the findings
of their contribution, while others could ask questions and discuss their opinion on
utilizing personas in the design process; (2) the facilitator shared a personas template [10]
and invited the participants to co-design two personas for a defined scenariowhile raising
any issues they considered relevant; (3) the persona template allowed the participant to
share and cluster their ideas under each relevant heading and voted on new features; (4)
finally, we clustered similar insights/findings under the initial categories presented in
Tables 1, 2 and 3.

3 Workshop Result

In Table 1, we summarize the observation, workshop survey, recorded discussion, and
findings related to use and popularity of persona based on three criteria: how both types
of academics and industry practitioners used the tools, how they valued the design tools
and how the design tool is applicable is in their fields.

Table 1. Main differences between the academics and industry practitioners’ point of view on
using Personas as a common design tool.

How designers used
the tool

Value Applicability of the
design tool

Industry practitioners To generate
assumption-based
personas based on
field observations or
design within the
operation team

Fast spreading,
valuable and easy tool
to use before the
design process or
during the design
iterations. Also
applicable for testing
the systems

Personas provide
narratives for different
types of users based on
clusters of behaviors
for design inspiration

Academics To generate both
data-driven and
assumption-based
personas. They are
preferably using
data-driven personas

Can provide insights
by capturing the
different behaviors
without expressing a
defined personality or
socio-demographics

Persona can be used
alongside other user
stories and user
scenarios to
understand users’ final
designs better

In Table 2, participants’ disagreements were grouped and outlined from the tran-
scripts under the initial categories we have created. We also added the participants’
insights from the post-workshop survey to this table.
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Table 2. Academics and industry practitioners’ disagreements on the designing personas.

Academics Industry practitioners

Data driven persona vs proto personas

Incorrect practices on personas by industry. 3
votes

Proto personas and reverse engineering as a
common practice. 4 votes

Helpfulness of personas in designing future scenarios

Co-designing for future scenarios better than the
current ones. 6 votes

Not easy to create personas for new
segments. 2 votes

The number of personas to design

Businesses should prioritize the number of
personas. 3 votes

No particular number to follow; the team
will decide on this number. 4 votes

Type of data collection for personas

Data for personas can come from different
sources and forms. (Various votes and ideas)

Using segmentation in busy domains is
impossible, but alternative sources are
available. (Agreement on some of the
alternative sources)

Table 3. Academics and industry practitioners’ agreements on the designing personas.

Insights agreed

Personas can be used in iterative design and for testing the systems

A.I. personas should consider future scenarios, specifically for technologies with livelihood
about their jobs and work alongside the human worker (e.g., Robots, A.I. engines)

Photo personas can transfer pre-conceptions about the users to the developers, or they can
touch cultural sensitivity

Data collection is not always accessible, but having a context, situation, obstacles, and a
scenario is essential for co-designing personass

A shared, engaging environment that people can design together is important for co-designing
the personas and increasing practicable personas

4 Conclusion

Weexplored empirical differences in academics’ and industry practitioners’ perspectives
and the use of persona as a design tool for ideation of future scenarios. To do this, we
analysed the collected data from a conference co-design workshop for future scenarios
in different platforms and environments. Our findings support other studies findings of
the dissimilar views between academics and industry practitioners’ for idea generation
process and design tools [2].

Our analysis indicated that while these two groups may, on the behavioural level,
use common design tools in the same fashion, there are important differences between
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them in the thinking, ideation, prototyping, and overall design process. We can see
how practitioners follow a ‘reverse engineering’ approach using design tools such as
personas in terms of thinking and ideation. Similarly, as discussed in the workshop,
industry practitioners will ‘try’ design tools (e.g. Proto-persona) with more confidence
in theworkshops once concrete details about scenarios and examples fromother domains
were presented. In contrast, academics’ preferred initial approach was to think of the
available data, principles, and conceptualmodels before engaging in ideation and applied
design practice.

The identified differences may have implications for how to feed information to
industry decision-makers. Specifically, we can argue that (1) there is a need to involve
both academics and industry practitioners in co-design ideation workshops for emergent
future systems, (2) design tools usage should be linked explicitly to specific contexts,
scenarios, or situations to provide decision information relevant to the specific domain
and environment, (3) using data-driven design tools based on the current trends and
events may facilitate consensus about a design reality, and the facilitators of co-design
ideation workshops have a critical role in leading the various designers and the overall
session to an optimal outcome.
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Abstract. The COVID-19 crisis has caused social distancing practices
to be part of everyday life. We present the concept and user interface
design of a smart phone application that enables planning daily schedules
in a manner which seeks to optimise the social distancing. We present
the application UI design and its evaluation in two focus groups (n =
8). The findings highlight the need for and positive attitude towards a
mobile application that supports avoiding crowds during and after the
pandemic time.

Keywords: Covid-19 · Social distancing · Mobile application ·
Calendar · Location based services

1 Introduction

In spring 2020, the world faced the global Covid-19 pandemic. Society had to
adapt to restrictions, including social distancing practices. The pandemic caused
lock-downs and mobility restrictions, bringing a shift to home offices [7], and
causing many practical challenges for everyday life in families [2]. The social
distancing measures to stem the pandemic included both government set restric-
tions, as well as voluntary recommendations. Mobile applications, such as Crowd-
less or Mind the Gap, have been adopted as a tool for helping people to keep
safe while conducting their mandatory everyday mobility and interactions with
people, and to minimise the social encounters with people exposed to Covid-
19 [1,4]. Mobile tracing applications have been introduced in several countries,
and their nationwide use has been promoted in order to prevent Covid-19 from
spreading.

We introduce a mobile application concept and user interface (UI) design
that aims to help people to avoid crowded places during pandemic outbreaks.
The design target is to support people to conduct their daily activities whilst
minimising the probability to become exposed to, or transmit, the disease. We
organized a user study with two focus groups to evaluate the application concept
and to discuss the ideas of mobile app supported social distancing. Whereas prior
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art has evaluated an asocial hiking app for avoid people on a hiking route [6], we
address the UI design and concept of supporting social distancing in everyday
mobility.

2 Social Distancing Mobile App Concept

The Smart Social Distancing mobile app concept supports users to foresee pos-
sible crowded places on a map, and plan how to schedule and navigate from one
place to another more safely, Fig. 1. The design process started from defining the
main functions, exploring different information visualization techniques, study-
ing existing applications, and then proceeding to drafting the UI design flows,
wireframes, and finally the UI graphics.

The features in Fig. 1 present the main functions of the Smart Social Dis-
tancing (SSD) mobile app concept. A heatmap function shows the crowded areas
on a city map. The user can plan a daily schedule by adding calendar events.
Figure 1-right illustrates the application menu. Route recommendations create
an optimized route to navigate by avoiding crowds, and the 3D map shows the
hotspot map in 3D. In addition, the user can search how crowded a specific place
is. Risk notifications give the user warnings about, e.g., which of the frequently
visited places are crowded during the day.

Fig. 1. The Smart Social Distancing application concept main functions.

3 Focus Group Study

3.1 Set-Up of the Study

To study user perceptions of social distancing and evaluate the SSD mobile
app concept, two of the focus groups sessions were organized. Each focus group
included three female and one male participant (total n = 8), age between 20 and
45 (mean 28) years. Each focus group session lasted for one hour. The focus group
session had three main sections with specific questions. First, the participants
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were asked what kind of applications they have been using to prevent themselves
being in crowded places now during the time of Covid-19, and what other means
they had applied to maintain physical distance to other people. The answers were
collected using post-it notes. First, the participants got to see and try out the
prototype. After that they received a paper questionnaire, where each of the eight
main application functions were rated on a scale from 1 (not useful) to 7 (most
useful). After this, the participants reflected, using post-it notes, which features
they liked most, which ones the least, and how they would use the application
after the pandemic time. Finally, the participants answered questions relating
to their anticipated future behavioural changes after the pandemic. Also here,
post-it notes were used to support the discussion.

3.2 Findings

The participants had been using applications such as video calls, food ordering,
sending messages, social media tools, and generally tools to help them to take
care of everyday practicalities remotely. However, they had not used applications
where the main use case was to avoid crowds. Such applications are hardly
available to Finnish users in particular. Therefore, participants had used other
ways to avoid crowds, such as planning to run errands outside of the assumed
crowded hours, or checking peak times from Google search. They had to come
up with new rhythms for their day while trying to avoid crowds.

As the most useful feature of the application, the participants perceived the
hotspot map, where the red color illustrated how crowded a place was, see Fig. 1.
This feature was voted to the most useful by 62,5% of the participants in the
evaluation questionnaire, and it also gained the most comments with the post-it
notes. After the hotspot map, the most liked functions were the risk notifications,
how to avoid crowds by scheduling the day, and the ability to see the busiest
hours of different places.

When ideating how they would use the application after the pandemic, the
answers focused mostly on avoiding crowds and rush hours. Recognizing the most
visited places was also suggested, as well as organizing Pokémon Go type games,
which would include moving from one place to another. As a long term behavior
change, participants estimated generally a bigger desire to avoid crowds, even
after the pandemic. Altogether, the Smart Social Distancing application was
seen to have potential. A mobile app to support social distancing while planning
everyday tasks requiring mobility was embraced.

4 Discussion

In our work, we have presented a mobile application concept and UI design for a
Smart Social Distancing application to support avoiding crowds while conducting
normal everyday mobility, and evaluated it with focus groups. The participants
found the concept of Smart Social Distancing mobile app useful, and especially
seeing the crowded areas with one glance on a map was embraced. Even though
Koronavilkku, a Finnish government supported app for notifying if the user had
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been exposed to Covid-19, is widely used, an application which would generally
guide avoiding crowds is not, to the best of our knowledge, available in Fin-
land. The participants were not using any specific mobile apps to guide them
for social distancing, although they generally used tools that supported remote
operations, such as ordering food. Prior art has introduced different concepts of
that relate to avoiding crowds, and utilizing context information [3] has gained
a strong foothold in application design. Recognizing crowd density and move-
ment patterns in urban events has been addressed by prior art [8], as well as
automatically adjusting navigation to avoid traffic jams [5].

Considering their behavior after the pandemic, most of the participants
answered that they would continue to use the proposed mobile application to
avoid crowds. This may indicate that the pandemic time has caused a permanent
change in social behavior, and that life routines adopted during pandemic might
actually remain in people’s everyday lives. This would be an interesting topic
for future research.

Acknowledgments. This research has been supported by the Smart Social Distanc-
ing project, funded by Business Finland.
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Abstract. Although many people have a positive intention to be more active,
a key challenge remains to turn this intention into action. Social support as a
motivational strategy can increase adherence in exercise and can be provided
by relational agents as a substitute for human coaches. We first conducted an
exploratory two-week user study, to explore how emotional design and tangible
interaction influences experience and motivation to exercise. We then designed a
propositional research object Raya, a tangible exercise buddy that helps one to
realize their workout by reminding them of their goals and self-commitment. We
invite designers to bridge the gap in the design space of sport-related technologies
by designing tangible artefacts embedding supportive and qualitative aesthetics of
interaction rather than focusing on performance.

Keywords: Exercise motivation · Empathic virtual agent · Tangible interaction

1 Introduction and Related Work

Many people aim to incorporate exercising into their daily life. Yet a key challenge
is to transform these positive intentions into exercise behavior, eventually creating a
long-term exercise habit. This phenomenon is the exercise intention-behavior gap [12].
Social support as a motivational strategy can increase adherence in exercise [14], and
numerous studies thus advocate for including social features in sport-related technology
[13]. A way to do so is the use of relational agents also called Embodied Conversa-
tional Agents. These anthropomorphic characters are designed to build social-emotional
relationships with their users, and are often used in behavior change [3]. Within this
context, relational agents can take the role of coaches and are sometimes even preferred
to human trainers because of the convenience and permanence of the interaction [3]. In
this paper, we describe Raya, a propositional object to investigate a qualitative way to
design for motivation. Raya is designed as a tangible relational agent entailing human
characteristics, aiming to help overcome barriers experienced before exercise.

Over recent years, the trend in sport-related interventions is to use quantification to
give exercising feedback and support people in implementing their intentions. Although
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this feedback type speaks to some people, it does not necessarily reach all who would
benefit from exercising regularly [7], especially those who like social support [15].
Social support as a motivational strategy to increase adherence in exercise has proven
to be effective [13, 14], yet many interventions enable social support during the training
session and not before. Lack of social support is also experienced prior to exercising,
preventing one from initiating exercise [8, 11], resulting in an intention-behavior gap.
Enabling social support outside of the training is a gap to investigate.

Embodied Conversational Agents (ECA) are used as a substitute for tasks which usu-
ally involve human interaction and are often designed tomimic the role of companions or
coaches in behavior change interventions. Providing social support is an essential skill
of these virtual characters, who rely on emotional design and communication strate-
gies to achieve that aim. One of the primary goals for designers is to “create agents
capable of having natural and effective interactions with users that can produce some
desirable of beneficial outcome” [2, p. 755]. To reach this objective, extensive research
on the expression of synthetic human emotions has been conducted, exploring dimen-
sions such as speech content and tone, body language or facial expressions. Examples
of relational agents supporting physical activity can be found in several studies [3, 4].
Currently ECA aremajorly represented as screen-based entities having human character-
istics [2]. Examples can take the form of robots, virtual pets, or other interactive devices.
The effectiveness of interventions using ECA [1, 15] might result from a humanization
of the user’s interaction: “Whereas computer-based interventions might be considered
dehumanizing and lacking the empathy necessary for delivering intervention content,
when coupledwith avatars or virtual agents there are advantages thatmight re-humanize
the user’s interaction with the intervention” [5].

2 Exploratory Study

We propose the design of a tangible relational agent that helps people realize their
exercise intentions by guiding them in goal setting and self-commitment. To investigate
how motivating such an agent can be, we set up an exploratory user study wizard of
ozing the buddy via text messages. Findings are used to inform the buddy design.

2.1 Participants and Procedure

Five women (aged 22 to 60) participated in a two-weeks study, after obtaining informed
consent. Their activity level was slightly active (exercising 1–2 per week), to moderately
active (3 times a week). Five participants indicated to plan their workout upfront, and
four indicated to often experience doubts to exercise. Before the study, participants filled
out an initial questionnaire, including questions about their lifestyle and physical activity
habits. We then asked the participants to send a text message to the (virtual) buddy when
they thought of doing aworkout. They thus planned their exercising goals with the buddy
and explained their intention, either through a voice or text message. After planning, we
invited the participants to fill out questions about their feelings telling their plans to the
buddy. Before the workout, multiple messages are sent by the buddy reminding them of
their planned workout and goals. Two hours after the messages, participants are asked
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to fill in a questionnaire about their feelings, if the reminder came at an opportune or
non-opportune moment, if they went exercising or not, and whether the messages were
motivating or not. Finally, we investigated how they experienced the virtual buddy and
how this affected their goal setting and motivation. Participants were also asked about
the ideal look and feel of a buddy in terms of communication, relatedness, friendship
and motivation.

2.2 Results

In total, the virtual buddy sent 17 reminders to the participants when they indicated
having the intention to exercise that day.

Dialogue with Buddy. A first observation is an interplay between monologue and dia-
logue conversations between the buddy and the participant. The participants indicated,
for example, being able to thank the buddy for their messages or to confirm they went for
a workout. For practical reasons, a dialogue is necessary to sketch a complete overview
of the planned workout. One participant mentioned that she expected to receive more
messages from the buddy, and as this would be valuable in order not to forget it. Another
participant felt the buddy was always there because you could talk to it at any time. One
of the six participants mentioned that the spoken messages felt personal. Although the
participants found it easy to communicate with the buddy over WhatsApp, it lacked a
personal touch as compared to communicating in real-life. They admitted that a more
personal social interaction would be more motivating than just receiving a text.

Impact on Motivation. Eleven out of 17 reminderswere reported asmotivating: “It was
in writing what I wanted to achieve, it helped me with extra motivation” (P3), “It shed
light on what I found important” (P1). The remaining six did not motivate participants,
most of the time due to poor timing of the reminder. One participant indicated to prefer
several messages spread out over an extended period to get support more often. Five out
of six participants indicated to feel more actively involved in their exercise planning,
making them more aware of what they had planned. The reminders sent by the buddy
were considered positive, since it contributed to the commitment they made and to the
awareness that they were on the ‘right’ track, making them more likely to go.

3 Design: Raya

Raya is a tangible exercise buddy designed for people who have the intention to exercise
but experience doubts before doing it. Raya helps one to plan a workout and asks the
user for their personal motivation to exercise that day. When the user eventually is in
doubt about going or not, Raya sparks a dialogue and triggers emotions, remembering
why one initially wanted to go exercising and stimulating the actual intended behavior:
“Guess what? It is almost time to [activity]! You said you wanted this because you want
to [reason]. It is [date] [time] already, so go get dressed!”.

Compared to a classical voice UI system, tangible aspects are key in the interaction
with Raya. The buddy’s voice is medium pitched and its heart beats faster to notify the
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user it wants to talk. Raya starts to speak when it detects laying on the user’s hand. Raya
has a silent mode by shaking it. Raya is designed as an empathic and life-like animal-
shaped buddy, entailing human characteristics (heartbeat, warm touch). It intends to act
as a companion capable of eliciting emotional responses. The buddy is customizable,
allowing each person to adopt their preferred animal. Raya integrates multiple sensors.
To detect if it is being held, we used an Hexiwear with integrated accelerometer and
vibration motor to simulate a heartbeat. To enable a dialogue between the buddy and
user, we used the API of Google Dialogflow (Small Talk) (Fig. 1).

Fig. 1. Left, the heartbeat cube, which discusses with the user her plans and goals. Middle, first
version of the tangible sport buddy in the shape of a mouse. Right, the final design of Raya.

4 Discussion and Conclusion

We explored the integration of tangible human attributes within a relational agent for
exercise encouragement. We aimed to trigger a bond between the user and the buddy,
which could support an increasedmotivation to exercise. Positioning thiswork away from
quantification [6] and ‘in-the-moment’ interventions [9], we question current approaches
of motivational design through our propositional object Raya.

Our findings showed the benefits of a supportive communication style, where a coach
is perceived as an ally rather than a persuader [10]. Previous research on conversational
agents highlights a concern for repetitive interactions, which reduce the engagement of
the user [3] and effectiveness of the intervention. The richness of dialogue should thus be
a central point of focus in the design of agents. The conversation should progress, as the
buddy provides information and emotional support, also using multiple types of social
support [15]. A challenge identified is to define the opportune interactionmoment.When
should the buddy communicate to motivate the users? When is it the ‘right moment’ to
send a reminder or to engage in a conversation? It depends on individual preferences and
contextual factors. Different implementation strategies might be adopted, from a self-
report of preferences to the use of contextual data to determine the opportune timing.
Further research is needed, with a larger field study and experimental variations in the
buddy’s attitudes to confirm these findings.
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Abstract. In a world facing climate change emergency, energy harvesting must
be improved. Future interactive devices (with newmaterials) and amove of energy
harvesting from devices to users can trigger this improvement. This paper presents
a vision on how (many) future interactive devices should be powered. Beyond
the benefits of a self-powered and ultra-low power interactive devices vision,
a complementary one with self-powered users and “free” energy harvesting is
essential. For example, harvesting user’s energy (e.g. heart rate pulsations) and/or
enabling him/her to produce (e.g. kinetic/inertial energy harvesting) and store (e.g.
wearables) energy for future interactions. Self-powered users can then perform
interactionswith devices (that require only power during interaction or extra power
during interaction) powering them through direct contact interaction. This will
allow the removal of built-in batteries on these devices and a global reduction of
batteries. The proposed hybrid vision combines self-powered devices/users and
“free” energy harvesting.

Keywords: Human-centered computing · Human computer interaction ·
Interaction techniques · Interaction devices · Self-powered users · “Free” energy
harvesting · Interaction-powered devices

1 Introduction

The world desperately needs an energy paradigm shift for an improved sustainability.
The energy used by interactive devices is electricity, considered clean energy if obtained
exclusively from renewable sources. However, electricity is still highly reliant on burn-
ing fossil fuels [2] and/or nuclear activity. There is a pressing need to increase energy
harvesting from renewable sources to improve sustainability.

In chemistry, the well-known law of conservation of mass1 discovered by Lavoisier
states that “nothing is lost, nothing is created, everything is transformed”. Similarly,
the conservation of energy2 law state that energy can neither be created nor destroyed;

1 https://en.wikipedia.org/wiki/Conservation_of_mass (last accessed June 1st, 2021).
2 https://en.wikipedia.org/wiki/Conservation_of_energy (last accessed June 1st, 2021).
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rather, it can only be transformed or transferred from one form to another. Therefore, we
still have nowadays an immense waste of energy because most of them is not transferred
where needed.

For instance, focusing on interactive devices, when users interact with them (e.g.
pressing a button or swiping) there is “free” energy (from pressure and/or friction) that
could be transferred back to the device.

The trend to an increasing number of electronic devices demands novel directions
such as ultra-low power devices, interaction, and ambient energy harvesting but also
novel low maintenance power schemes to decrease the burden of maintaining this huge
number of devices.

2 The Vision

Toachieve a successful paradigmshift, a hybrid approach should be followed.Thismeans
that efforts should bemade in different directions. First, the number of batteries should be
reduced to diminish the burden of maintaining a huge and increasing number of devices.
This can be accomplished moving batteries from devices to users [1] (see Fig. 1a).
Users with (wearable) batteries enable additional energy harvesting that can be obtained
from users and their activities (e.g. Energy Harvesting Footwear [11]). Second, ultra-low
power devices associated with ambient energy harvesting (e.g. some wristwatches are
powered by kinetic energy) will tend to make devices self-sustainable. And, devices’
functionalities or states with additional energy requirements could be powered with
energy from self-powered users while interacting with the device. Finally, energy from
the interaction should also be harvested. For example, when a user is interacting with
a touchscreen the frictional energy resulting from the interaction should be transferred
back to the device or to the user for future interactions (regenerative swiping).

Fig. 1. a. A user wears the user-end of TouchPower and uses a mouse and TV remote controller
without batteries [1]. b. Paper Generator harvests energy from rubbing and activates the e-paper
display, revealing the word “hello” [5].
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According to Karagozler et al. [5] these interactions are in a microjoule andmilliwatt
order of magnitude. There are few thousand of Joules in a smartphone battery however,
as billions of users interact daily with touch screens (according to the study of the dScout
company our screen phones are touched more than 2 thousand of time a day [12]) this
simple additional energy harvesting could globally save an immense number of Joules.
Furthermore, recent advances in hypersurfaces3 enable the conversion of any material
of any shape into an intelligent surface that will recognize gestures. Each gesture on
the surface creates a distinctive vibration pattern that is identified and converted into a
command. This leads to believe that touch interactions will not decrease in near future.
Therefore, friction/pressure energy harvesting will have a huge impact.

The move of battery from devices to user (as proposed in the work of Zhang et al.
[1]) enables a lower maintenance power scheme and an increasing potential source of
energy to harvest available. Reducing battery per user to one and being able to harvest
energy from both users (their activities and interactions) and environment are advantages
that became possible.

Self-powered users will foster power-as-needed devices (i.e., devices that only
require power during interaction) and the removal of built-in batteries, but other devices
will continue to be required. Therefore, self-powered and sustainable devices must also
be fostered. However, some of these devices might require more energy while being
interacted that might not be available. This falls in the benefits of this proposed hybrid
vision (see Fig. 2) that merges both:

1. Self-powered devices - able to manage power requirements of devices while “idle”
(nonbeing interacted);

2. Self-powered users - provide power to power-as-needed devices and extra power to
other devices to dealwith additional power requirements associatedwith interactions;

3. “Free” energy harvesting - provides a source of energy to self-powered users.

Some authors [3, 4, 13] have started to harvest “free” energy from common human
activities. For example, De Winkel et al. [13] recently developed an interactive battery-
free device (i.e., a Battery-Free Game Boy) that harvests energy from gamer button
presses and sunlight. This energy together with a move to lower-power devices pave the
way to self-powered and sustainable users fueled with “free” energy from their common
activities (e.g., walking, opening a door, breathing). Furthermore, interaction-powered
interactive devices can complement the stated vision. For instance, a touchscreen built
with energy harvesting materials (e.g., Paper Generator [5] – see Fig. 1b) and being able
to harvest energy from interaction (e.g., scrolling) can increase the usage efficiency of
“free” energy.

3 https://www.hypersurfaces.com (last accessed June 1st, 2021).

https://www.hypersurfaces.com
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Fig. 2. Proposed hybrid vision - regenerative swiping with self-powered users, “free” energy
harvesting and interaction-powered Devices.

3 Discussion and Conclusions

The proposed vision presents potential benefits in terms of sustainability however, with
potential implications in terms ofUser Experience. For instance, current ultra-low energy
devices provide less attractive interfaces [6, 7]. Furthermore, some devices might require
more pressure to harvest more energy from the interaction and/or might be unable to
provide a colorful interface. Another disadvantage of the proposed vision is the required
use of a glove by self-powered users to transfer energy to devices. However, as stated
by Zhang et al. [1] some techniques such as skin electronics [8, 9] and intrabody [10]
can help get rid of the glove.

Future research should focus on harvestingmore “free” energy from user interaction.
The effectiveness of the presented vision might imply changes in users’ interactions and
behavior. For example, more vigorous interactions might be needed to harvest enough
energy or a need for a more active users’ lifestyle. This might be mitigated by designing
solutions focusing on users’ needs instead of users’ wants.

This paper presents a hybrid vision aiming to improve energy sustainability. The
approach focusses on the intersection of three points:

1. powering users;
2. harvesting “free” energy;
3. low powered, self/interaction-powered and sustainable devices.

Acknowledgements. This work was supported from Fundação para a Ciência e a Tec-
nologia (FCT, Portugal), through LARSyS (project UIDB/50009/2020) and through projects
UIDB/04466/2020 and UIDP/04466/2020.
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Abstract. Maintaining mental health is crucial for emotional, psychological, and
social well-being. Currently, however, societal mental health is at an all-time low.
Robots have already proven useful inmedicine, and robot assistedmental therapies
through emotional monitoring have great potential. This paper reviews 60 recent
papers to determine how accurately robots can classify human emotions using
the latest sensor technologies. Among 18 different signals, it was determined
that EDA sensors are best for this application. Our findings also show that CNN
outperforms SVM, SVR, KNN and LDA for classifying EDA data with an average
of 79% accuracy. This is further improved with the addition of RGB sensor data.

Keywords: Emotion recognition ·Machine learning · Physiology · Robots ·
Sensors

1 Introduction

In 2017, Twenge et al. [1] surveyed 600,000 people living in theU.S for exploring societal
mental health. Their goal was to determine self-reported depression rates amongst the
current youth. During 2009–2017, they found the proportion of adolescents reporting
a depressive episode had doubled. These results were a sobering reminder of the times
we live in. Social isolation has been linked to a plethora of mental issues [2, 3]. This is
especially a problem, when developed countries are finding that the number of single-
person households is increasing. In some countries these make up 60% of residences
[4]. Loneliness is not limited to millennials either, an aging and busier population is
resulting in our elders having less familial support. Hence, our society is one of great
loneliness and mental health is sure to degrade if nothing is done.

We believe that robots will play a crucial role in maintaining our mental health.
Not by replacing practicing professionals, but as an aid to improve mental therapies.
Assistive robots have already seen widespread success in healthcare [5, 6]. In addition,
facial expression analysis found useful for detecting doubt effect, subjective beliefs, dif-
ferentiating between observed real and posed smiles, and assessing mental health [7, 8].
Thus, it is possible to use robots for monitoring mental health of patients and report them
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back to a professional therapist. Currently, detailed mental health monitoring is done
through patients recounting their days. However, people often face difficulties remem-
bering events accurately. Robots can help us achieve this through emotion monitoring.
As an example, sadness is found highly correlated with depression for clinical diagnoses
[9]. As such, recognizing emotions through robots could provide an objective account
of patients’ mental states. It is worthwhile to note that without AI or machine learning
(ML) methods, robots must use a hard-coded program to achieve emotion recognition.
Thus, our aim is to determine which non-invasive physiological signals andMLmethods
are most appropriate for emotion monitoring through robots.

2 Method

We searched six academic databases, namely IEEE Xplore, Google Scholar, Univer-
sity SuperSearch, Scopus, Pubmed Central, and ResearchGate. Three keywords were
derived in consultation with University librarians: robot*, emotion recognition, and
sensor* (where * denotes wildcard characters). The key words cover the area related
to robotic, emotional, and physiological contexts where ‘sensor’ term is used to find
related physiological based papers. The search results were kept between 1 June 2015
to 31 May 2020 for finding most up-to-date papers. If there were more than 200 results
(Google Scholar, University SuperSearch, and Scopus), the results were sorted by the
engine’s definition of relevance for accumulating most relevant papers of interest, and
the top 200 results were added to the screening pool. This resulted in a collection of 805
papers in total, of which 619 were unique.

Then, articleswere excluded if theywere either: 1) publications that were not original
peer-reviewed papers, 2) papers not related to emotion recognition, 3) papers that do not
mention applicability of research to improving robots or machines, or 4) papers that do
not state research applicability in a mental therapy context. For validation of excluded
results, two reviewers acted independently on the 619 unique papers. There were 17%
mismatched papers from each reviewer. By discussing with third reviewer, 60 papers
were finally included for detail analyses.

3 Results

We found 18 different signals were studied in 60 included papers. They are categorized
into physiological and physical signals1. Figure 1 (left) shows the distribution of sensors
used in experiments. In total, 112 sensors were studied across the 60 papers. The heart
signal category makes up the largest fraction at 28.6%. RGB was the most common
signal studied across the 60 papers (15.2%). The RGB is followed by EDA (14.3%),
EEG (13.4%), and others. Overall, the physiological and the physical signals make up
70.5% and 29.5% of the total signals studied respectively.

1 Physiological: BVP, PPG, HR, ECG, EDA (electrodermal activity), EEG, EOG, ST (skin con-
ductance), HDR (hemodynamic response), motion (accelerometers and positional information),
resp. (respiratory signals).Physical: 3D, RGB, Text, env. (environmental), radio signal, SA
(speech audio), Tactile (pressure sensor).
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Fig. 1. Signals (See footnote 1) studied (left) and used ML (See footnote 2) methods (right) in
the included papers.

The distribution of used ML2 classifiers is displayed in Fig. 1 (right). The classifiers
havebeen categorized into supervised, unsupervised, andothers. The supervisedmethods
are subcategorized into classification and regression. It has been seen that SVM is a
highly representative method with 27.8% usability followed by KNN (13.4%) and CNN
(13.4%). Methods involving artificial neural networks accounted for 29.9% cases. The
overwhelming majority, 94.8%, of classifiers are supervised. Meanwhile dimensionality
reduction methods were the only unsupervised methods used, at 2.1% usability.

4 Discussion and Conclusion

Emotion classification from facial images or video data appeared six times in the top 15
papers with highest classification accuracies, for example [10, 11]. However, top three
highest scoring scores reported from four or less sample sizes. EEG appeared twice in the
top 15 papers with an average accuracy of 92.0% between the two. HR, EDA, ECG, body
temperature, motion data, speech audio, EMG, BVP were also appeared in the list of
top 15 papers. The ‘top 15 papers’ represents the highest accuracies among the included
60 papers. This is highly important as it means that the majority of commonly studied
non-invasive physiological signals have the potential to be very accurate in emotion
recognition.

The highest scoring method was found CNN, applied on RGB data. However, Fig. 1
(right) shows that the most common classifier was SVM (27.8%). We believe there are
two reasons for the low number of papers for CNN. Firstly, training CNNs or any deep
networks require huge data. This is hard to come fromphysiological signals, and even the

2 ML methods: ANN (artificial neural network), Bagging, Bayes, LDA, KNN, PCA, VMD (vari-
ational mode decomposition), MLP, CNN (convolutional neural network), DNN (deep neural
network), ELM(extreme learningmachine), LSTM,NB, SVM,SVR, Fuzzy,RF (random forest),
J48 (J48 decision tree), EM (ensemble methods), RT (regression tree).
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largest sample size in the included 60 papers was 457 for an EDA experiment. However,
image sets can have potentially thousands of faces, and this does not count video datasets.
Computational effort could be another factor as SVM is faster than CNNs.

Initially, RGB cameras appeared to be the best single sensor for emotion recognition.
EEG, ECG, and other physiological sensors are also found viable for high accuracy emo-
tion recognition. However, these fall short on comfort and ease of use due to longer setup
times. Future work should analyses the sensors long term comfort and ease of implemen-
tation. This way, we will have a better idea of which sensors are better implementable
in the mental therapy application.

EDAwas determined to be best suited towards mental health monitoring robots. Out
of the 60 papers, 14 papers considered some form of EDA in emotion recognition. Of
these, only twoused standaloneEDA [12, 13],while others used a fusion of sensors. It has
been found that even standalone EDA has great potential for emotion recognition tasks.
Thus, an inbuilt EDA sensor [14, 15] on robot can be used for the tasks. Furthermore,
CNN-classified EDA provided an average of 79.0% accuracy over six papers. Hence,
CNN appears to be the best classifier for EDA data if the sample size is sufficient
to allow it. In addition, robot would have a microphone and RGB camera to pick up
speech and facial expressions. The fusion of EDA, RGB and speech audio would provide
accuracy well above standalone CNN classified EDA data of 79.0%. Overall, we found
which sensors we can use in robots to assist in mental health monitoring. Evaluating the
accessibility, accuracy, and applicability on 18 unique sensors over 60 papers, EDA was
the single-best sensor for this application. Our findings also show that CNN performs
better than other ML classifiers.

This research helps pave the way towards improved social robotics and robot assisted
mental health solutions. We have shown that using new classifiers with even standalone
EDA provides accurate and objective emotion recognition. But in combination with
camera and microphone data, we can attain very high emotion recognition accuracy, as
required for clinical depression diagnosis. Minimizing the number of sensors required
allows cost effective robots with less failure points. Hence, a robot with a camera and
microphone feed providing support to a patient wearing an EDA wristband could be the
emotion monitoring robot that helps to keep us all in good mental health.

Due to the lack of space in here, our future work will explore the overall process
to conduct the literature review as proposed by Kitchenham [16], which includes, but
not limited to, detailed planning, execution and data synthesis, the sample size used, the
gender of the participants, suitable EDA sensors, RGB data collection and classification,
different research dimensions, and broad future challenges.
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Abstract. Risk areas for smear infections in public transport stay gen-
erally unnoticeable for passengers. However, touching a handrail can be
similar to shaking hands with a thousand people. Although prior research
looked into self-cleaning materials to tackle such issues, little has been
done to make touched areas more transparent to passengers. In this work-
in-progress, we present our idea of “Safe-to-Touch”, a handrail indicating
prior touch points until completed self-cleaning. We prototyped a first
interactive version and introduced the idea, including photos of it, in
an online survey with 52 participants. Our preliminary results showed
that 98.1% of participants would probably change their touch behav-
iors according to our handrails’ indications and would appreciate the
increased transparency.

Keywords: Touch surfaces · Public transport · Interactive handrail

1 Introduction

Handrails in public transports are touched daily by thousands of people. Hence,
these shared touch surfaces pose a high risk for smear infections. In a study
with undergraduate students, Fierer et al. found that each student carried a
minimum of 150 different bacteria species on one hand alone [3], which can be
distributed via common touch surfaces. Prior work in material science and engi-
neering approached the topic by researching self-cleaning materials and infection
risk-reducing mechanisms [1]. However, little has been done to communicate
increased risk areas to passengers and to enable them to consciously avoid pre-
viously touched areas.

In this work-in-progress, we introduce our idea for “Safe-to-Touch”, a
handrail coated with copper, a material with self-cleaning properties. In addi-
tion to being self-cleaning, the handrail can track touched areas for 120 min and
indicate its increased smear infection risk with light indications. According to
Querido et al. [2], 120 min is the time frame in which copper self-cleans 99% of
its surface. In this first step, we aimed to build a simple setup that only commu-
nicates its touched areas and their state to its passengers. The idea is to enable
passengers to make a more active, conscious choice about where to touch public
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transport. It could increase passengers’ socio-spatial awareness of other passen-
gers’ touch behaviors by making touch traces visible, potentially decreasing the
smear infection risk. We see the relevance of this topic in the recently increased
awareness of hygiene and the insecurity in recognizing infection sources, which
have evolved throughout the COVID-19 pandemic.

We approached this topic in a user interface design course with “revealing
human traces” as an overarching project theme. Considering the motivation men-
tioned above, we applied a user-centered design approach beginning with desk
research about passengers’ behaviors and infection risks in public transport.
Based on our findings, we developed the idea of “Safe-to-Touch”. We devel-
oped an interactive prototype, which we evaluated in an online survey (N =
52) to gather feedback on the concept and its design. The results showed that
all participants who used handrails in public transport would probably adapt
their touch behavior according to our prototype’s indication. Below, we give a
short overview of prior research about public transport measurements before
presenting “Safe-to-Touch” and our online study results in more detail.

2 Related Work

Prior work discovered that the infection risk via shared touch surfaces in
public transport is high and exponentially increasing [4,5]. The majority of
work focused on tracking and identifying the infection risk, excluding poten-
tial counter-measurements. Others explored potential solutions in the form of
self-cleaning materials [1], mechanisms1 or behavioral guidelines2 for passengers.

Regarding handrails, Vargas-Robles et al. [6] showed that the majority of
passengers (99%) interacted with handrails during their rides, contributing to
the bacteria exchange. The mass of bacteria even resettled already 5 to 30 min
after cleaning handrails. Therefore, this leaves a small time frame for passengers
not to get in contact with others’ bacteria in public transport.

However, only very few studies approach the topic from a Human-Computer
Interaction (HCI) perspective, which focuses on passengers as end-users in a
real-time and in-situ interaction. Hence, we see a gap in the current research
discourse, which opens a broader range of design opportunities.

3 Safe-to-Touch : Development and Testing

We applied a user-centered design approach, beginning with desk research. This
was followed by the concept development and prototyping of “safe-to-touch”.
Finally, we evaluated it in an online survey with 52 participants.

Our desk research revealed a gap in communicating areas of increased smear
infection risks to passengers. We decided to focus on handrails in particular,
because more than 99% of passengers are touching them.

1 https://bit.ly/39tOEyR, last accessed March, 28th 2021.
2 https://bit.ly/31tQag0 and https://bit.ly/3sC0K0t, last accessed March, 28th 2021.
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3.1 Safe-to-Touch Prototype

Based on our prior desk research, we defined some requirements to be considered
in the prototyping: 1) Using anti-bacterial materials to reduce infection risks. 2)
Revealing touched areas until the completion of the self-cleaning process. 3) Cre-
ation of sub-sections so that passengers can vary touch positions according to the
indication. 4) Applying an easy-to-understand indication to enable immediate
decision making and touch reaction.

Based on those requirements, we built the first low-fidelity prototype to iter-
ate on the indication design. We compared color choices, positions, and sizes
using modeling clay and cardboard. After making several grip tests, we decided
to create a pole with three subsections. Each included an independent indica-
tion consisting of an LED strip that changes color according to the current touch
state. The handrail differentiates between three states: 1) default, untouched, 2)
“currently-touched” and 3) “in-cleaning-mode” state, each representing a dif-
ferent phase of touch interaction. We considered the ISO 22324 guidelines for
color-coded alerts3, and chose green for the default, a neutral color for the sec-
ond touch state, and red for the third. The LED strip was attached along the
handrail’s length with a slightly raised profile. This made it visible from many
angles while leaving as much area as possible for actually gripping the handrail.
An Arduino microcontroller measured the time passed since the last registered
touch on each section.

3.2 Online Survey

We conducted an online survey with 52 participants of mixed age groups. 32 of
them were 18 to 28 years old, ten were from 29 to 45, and another ten were
46 and older. All were or had been (before COVID-19) frequent users of either
subway, bus, or city trains. We introduced photos of our prototype with the
concept idea descriptions to participants, asking them to give their opinions on
its design and functionality and their perceptions of hygiene in public transport
(on a Likert-scale from 1: negative perception to 5: positive perception).

3.3 Preliminary Results

Thirty-one participants reported on an increasingly negative perception of
hygiene in public transport since the beginning of the COVID-19 pandemic.
Another 13 remained neutral, and the remaining 8 slightly positive. Consider-
ing the handrail, a vast majority (94.1%) indicated that they would feel more
comfortable with “Safe-to-Touch” compared to current handrail solutions. Also,
98.1% stated that they would change their touch behavior according to our pro-
totype’s indication. The remaining 1.9% explained that they already avoided
handrails and hence, would not change their behavior. Participants further indi-
cated that our proposed color combination was understandable.

3 https://www.iso.org/standard/50061.html, last accessed March 28th, 2021.

https://www.iso.org/standard/50061.html
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4 Conclusion, Limitations and Next Steps

The current status of “Safe-to-Touch” satisfied participants’ interest and needs
to be better informed of potential risk areas for smear-infection. The topic is
essential because of the increased hygiene awareness, especially with the global
pandemic of COVID-19. Prior research focused on automated, nontransparent
measurements or behavioral guidelines handed out to passengers. However, little
research was looking into real-time, real-place feedback, which is a contribution of
our poster. However, our study also has some limitations. First, our concept and
prototype are still in an initial state, even though they can be further improved
by, e.g., integrating self-cleaning mechanisms that speed up the process. Also, our
evaluation approach did not make people interact directly with the prototype but
relied on the provided pictures and the description. For future steps, it might be
helpful to use thermochromic paint or other touch-reacting materials to indicate
touched areas more precisely and leave more surface as alternative touch places
for passengers. Also, to properly test the color indications’ effect, we will try the
handrail in an actual usability study with users approaching the handrail from
different angles. Finally, we wish to spark an interesting discussion about the
design opportunities for revealing passenger-to-passenger touch interactions in
public transport with this poster.

Acknowledgements. We want to thank Abdullah Tayyab, Lennat Grigoleit and Till
Wagner from our user interface design course. They initiated the idea and developed
the prototype.
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4. Birteksöz Tan, A., Erdogdu, G.: Microbiological burden of public transport vehicles.
Istanb. J. Pharm. 47, 52–56 (2017)

5. Zhou, J., Koutsopoulos, H.: Virus transmission risk in urban rail systems: a micro-
scopic simulation-based analysis of spatio-temporal characteristics (2020)

6. Vargas-Robles, D., Gonzalez-Cedillo, C., Hernandez, A.M., Alcaraz, L.D., Peimbert,
M.: Passenger-surface microbiome interactions in the subway of Mexico City. PLoS
ONE 15(8), e0237272 (2020)



Sign Language GIFs Exchange Communication
System: A PECS-Based Computer-Mediated

Communication Tool for the Deaf

Celeste Zhilla, Giulio Galesi(B), and Barbara Leporini

ISTI-CNR, Pisa, Italy
{giulio.galesi,barbara.leporini}@isti.cnr.it

Abstract. Thanks to technological advances, Sign Language (SL), which is used
by most deaf people, has gradually been freed from the need for face-to-face
interaction. Deaf people used to communicating via SL may experience many
problems in writing and reading text contents. Considering those difficulties, we
propose a messaging system that integrates a Graphics Interchange Format (GIF)
gallery representing phrases and words in SL to promote written communication
closer to the needs of this user category.

Keywords: Deaf · Sign language · CMC · GIF · Chat

1 Introduction

According to the World Health Organization (WHO), around 466 million people world-
wide currently have disabling hearing loss, and around 95% of deaf/hard of hearing
children are born to hearing-impaired parents. Based on the estimation of WHO, 900
million people will be suffering from hearing loss in 20501.

Many hearing-impaired people use Sign Language (SL) for communication. SL
is a linguistic system, consisting of a structured and organized set of signs, with a
precise grammar, syntax, and morphology of its own. However, SL communication is
not universal. Differences exist between countries and there are even regional variations
of SL [1].

SL is the preferred choice for people who have totally lost their hearing capability.
SL users rarely use hearing aids, write notes or lip read. So, SL communication leads
to several issues for deaf people when interacting with non-deaf people that cannot
understand SL. The development of methods that provide some types of ICT solutions
for deaf-hearing and hearing-deaf communication has increased. In order to ease their
communication, there is considerable research activity in the development of possible
supporting tools. These tools have a wide range from systems of Speech to Text (which
translates verbal speech into written words and vice versa with Text to Speech), Display
System, Haptic or Visual Feedback (e.g., applications focused on multimodal approach,

1 https://www.who.int/news-room/fact-sheets/detail/deafness-and-hearing-loss.
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able to convert speech to visual contexts and vibrations, and similarly, the contexts and
vibrations can be converted to speech [2]) up to Mobile support [3].

There are also wearable technologies but, that often means that the deaf person
must wear numerous very visible devices (e.g., gloves with sensors, helmet with infra-
red filters camera). This could potentially represent a stigma for the hearing-impaired
person.

Computer-mediated SL communication involves new ways to manipulate language
structure and performance, including experimentation of new proposed language forms.
Thanks to the developments of new tools, for the first time, hearing-impaired people
can communicate using manual visual language, which in many cases is their native
language, across space and time zones [4]. Also, the animation capabilities of modern
screens offer an exciting opportunity to create a new communication system for people
who use SL to communicate. So, SL communication needs to be further investigated to
support it through tools and applications.

This work is focused on a component proposed in a project aimed at developing
a remote video application to support SL interpreting. A messaging system prototype
that makes use of Augmentative Alternative Communication (AAC) methodology is
presented. SL is a movement-based language without a standard written form; because
of this, deaf people communicating via SL may face several difficulties, including the
use of the written form [5]. In order to support chat communication between SL users,
in our prototype, we propose the integration of a gallery of Graphics Interchange Format
(GIF) representing phrases and words in SL format to promote written communication
closer to the needs of the deaf or hard-hearing people.

2 Design Approach

Communication is one of the most important aspects affecting the social interaction
for the deaf. Additional methods such as the use of AAC may be used to overcome
communication problems and barriers for deaf people [6]. AAC is an area of clinical
practice that seeks to reduce, moderate, and compensate for the temporary or permanent
difficulties of people with severe communication disorders both on the expressive and
receptive fronts and help them in their social needs of life [7]. For deaf people, one of
the possible used AAC-based practices are representational systems [8]. The best known
is the Picture Exchange Communication System (PECS), which is a communication
strategy based on the exchange of several PECS images that make up a sentence. PECS
is used to remedy the mismatch in the communication methods of people with deafness
and one or more intellectual disabilities (mild or moderate) who communicate through
the SL and thosewho do not use it. In this way, studies - proposing illustrated dictionaries
to facilitate message writing intended for their communication partners - have shown
that, with adequate preparation regarding the rules of use, the subjects were able to use
these tools with success and they have had the role of facilitating writing [9].

Following the representational assisted AACmethodology, in this work, we propose
the use of short and silent moving images, the GIFs with the aim to facilitate text-based
computer-mediated communication for the deaf. The idea is proposing a chat component
based on the AAC communication system. To prepare the aforementioned GIFs, videos
provided by the Spread the Sign’s website were converted through a special app.
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3 Chat Prototype

The chat component is part of a remote communication tool designed for those deaf
people who use SL interpretation. Similar characteristics and tasks offered by typical
popular chat systems for the communication between users are provided by the proposed
chat component (see Fig. 1). To support chat communication for the deaf user, in addition
to the traditional text editing via keyboard, a series of GIFs is shown when the specific
button “GIF SL” is hit. Those GIFs representing sentences and words expressed in SL
can be selected by the user to edit the message to be sent via chat.

Fig. 1. Chat prototype window.

The GIFs set developed for the chat prototype contains a limited number of GIFs
images, but it was enough to test the proposed approach. Therefore, the main limitation
is that the usermay not find the appropriate SLGIF needed to compose and send a certain
word/phrase. On the other hand, the main benefit of GIFs is that they can automatically
play short, non-audio “looping” video clips [10]. Thanks to these characteristics, the
GIF format is well suited as a representation system for assisted AAC. GIFs, in fact,
as non-audio contents, are a very suitable medium for the SL rendering, because they
can show SL characteristics like: (1) the area where the sign is made, showing part of
the signer’s body; (2) the configuration of the hands in executing the sign, that is the
shape it assumes by positioning the fingers; (3) the orientation of the palm of the hand
in making the sign concerning the signer’s body; (4) the movement of the hand or hands
in carrying out the sign [11]. The GIF format can play animations in an endless silent
loop, so it is suitable for learning new signs.

The GIFs gallery layout is in line with the common grid outline used for the AAC
systems, in which the symbols are in specific positions within a grid (see Fig. 2). As
each symbol is isolated, it supports the recall of the individual contents of each cell
[12]. The use of GIFs representing SL movements grouped in a gallery is an interesting
PECS-based methodology that can be great benefit to the Deaf community.
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Fig. 2. A subset of a SL GIFs gallery

4 Conclusions and Future Work

This paper presents a potential assistive technology to support chat communication by
the deaf. The chat prototype was designed to be used by deaf people who use SL to
communicate and have difficulty with written production. The proposed system differs
from existing solutions in (1) no advanced digital skills are required and (2) only a few
clicks are required to write SL messages.

The current chat prototype has the sign language limitation which needs to be con-
sidered in the future work. In fact, our proposed system has been designed for the Italian
Sign Language (LIS), and so it needs to be adapted to the various existing sign languages.
So, further future development will have to consider the interface localization so that
the gif gallery will be shown in the selected language.

In addition, future studieswill further develop the chat tool so that the systemprovides
automatic translation from text messages to GIFs (i.e. to SL) and vice versa, thus also
allowing communication between a person who uses SL to communicate and one who
does not.
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Abstract. Information retrieval systems support users in finding rele-
vant information in data sets. List layouts are wide-spread, but spatial
layouts are catching up. User studies that systematically show their ben-
efits for users are missing. We report on a comparative between-subject
study with 43 participants comparing a spatial layout with a list layout.
One group performed a task with a system providing semantic visualiza-
tion, and the other group performed the same task with a system without
semantic visualization. The results show that the users of the spatial lay-
out had significantly more interaction with the system in shorter time,
with a slightly higher outcome and higher satisfaction.

Keywords: Spatial hypertext · Spatial layout · List layout · User
study

1 Motivation

Spatial hypertext promises to discover “the missing link” [5], bridging the gap
between human beings’ associative thinking and machines explicit structures. On
a 2D screen, spatial context can be derived, e.g. by interpreting size, shape, hue
or spatial arrangement of nodes. Interpretation of the spatial context happens
naturally for humans, but need specialized algorithms when done by machines.
So-called spatial parsers [7] analyze the visual cues mentioned above and produce
a weighted graph of the human organized layout. The resulting graph may be
utilized in various cases, e.g. supporting hierarchical selection [1] or user interac-
tion in general [4]. This process of parsing human generated layouts to an explicit
structure can be inverted as well, often with the goal of making complex infor-
mation structures visually accessible. Such meaningful layout generation “works
well in iterative systems, in which the collection of elements is not defined a
priori” [2]. An example of such a layout generation is explained in [6], where
authors argue that the positioning and dynamic behavior support users’ brows-
ing and understanding of the spatial hypertext. Klouche et al. [3] identified “a
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lack of understanding on the end-user benefits of interactive visualization in
multi-aspect search scenarios”, especially in comparison to conventional search
interfaces with a ranked result list. Effects of interactive, spatial visualizations
in such information retrieval scenarios are still not well studied. For this purpose
we conducted a user study with 43 computer science students and discuss the
first results in the following sections.

2 Experiment

We had an experimental design with a spatial variant (Mother) and a list variant
(List). Both were tested remotely, with the same knowledge base, offering the
same suggestions. 43 students in computer science (26% female, two not speci-
fied) with a mean age of 22.6 (ranging from 19 to 30) were asked to participate
in a voluntary user study. Participants should imagine the following situation:
“Close to your residence, it is planned to build new wind turbines. Find as many
potential advantages, disadvantages and other personally relevant topics you
want to ask questions about at a soon to be held citizens’ meeting, as possible.”

The task is completed, when participants think, they have gathered enough
information for the citizens’ meeting. Right after, they should write down the
topics, which they will ask questions about. The experiment used two systems,
one based on a spatial suggestion visualization and a reference system which
shows results in a ranked list. Participants got randomly assigned to one of
the systems. The underlying data is German, and the participants were native
speakers. In both cases, the system shows an initial keyword, suitable for an
open search task given to the users. In turn, they get suggestions based on this
keyword and all other selected suggestions.

Fig. 1. Comparison of spatial layout (a) and ranked list (b); suggestions are identical
(Color figure online)
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The knowledge base is a weighted graph with keywords, formed around the
topics of sustainability and renewable energy. All keywords are extracted nouns
of ten Wikipedia pages, like “Windenergie” (wind power), “Passivhaus” (passive
house) or “Fernwärmespeicher” (steam accumulator). Weight calculation is done
by accumulating how often these keywords appear in the same context.

To make results comparable with a list-based variant, the spatial one does not
allow users to alter position and size of nodes. Focus is given on how suggestions
are represented, not how users interact with already selected nodes. An example
is shown in Fig. 1a. Colorized keywords are nodes selected by the user, with
green denoting the initial (given) keyword, which cannot be deselected. Light
Blue marks selected keywords, that can be deselected and dark blue highlights
the last selected keyword. Suggestions do not have any colorization and are
positioned with the algorithm from [6]. In short, the authors describe a physics
based approach, utilizing a simulated, annealing spring network to represent
parts of a weighted graph.

Selected keywords appear at the position where they were suggested to be.
The number of suggestions grows with the number of selected nodes linearly.
Panning and zooming the viewport helps look into details or gaining an overview.
Both actions are triggered by the computer mouse, the latter with the mouse
wheel. The baseline system is very similar to the spatial one, as can be seen in
Fig. 1b, and is inspired by the baseline system of [3], where results are shown in
a ranked list. Suggestions are not visible in the space until they get selected from
the ranked list on the left. With selecting an entry from the list, the keyword
appears in the space, positioned as in the spatial variant.

During the test, any interaction with the system is recorded, such that a
detailed replay of a session could be created. For the analyses we examined those
which are relevant to the effectiveness, efficiency, and satisfaction of the users. In
this study effectiveness is defined as the outcome in the number of chosen topics,
written down right after task completion, and efficiency as the task duration in
seconds. Satisfaction is the subjective assessment of how helpful the system was,
on a scale from 0 to 10. Additionally, we want to characterize the respective
interaction of the participants with either variant. For this purpose we measured
the number of pans and zooms as well as the number of de-/selections.

3 Results and Future Work

The results for both test scenarios are summarized in Table 1. Overall, the col-
lected data shows a higher efficiency for the spatial variant, as participants did
finish in less time, while the rating of the helpfulness is equal for both test
variants. The quantity and quality (the latter estimated by authors) of cho-
sen topics suggest, that both groups performed similar, thus the variants were
equally effective. While not statistically significant, both the effectiveness and
satisfaction measure tend to be better for the spatial variant.

Adding and deleting nodes are the necessary actions to browse the knowledge
graph. Participants with the spatial visualization seem to interact less, but the
differences are not significant (Wilcoxon: p = 0.089). Yet, due to the faster
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task completion, there are significantly more interactions per time frame. As
expected, spatial variant participants used the 2D space considerably more to
explore the knowledge base, measured by the amount of pans and zooms.

Table 1. Summarized results for list and spatial variants; bold values indicate p < 0.05

Baseline (B) Mother (M) B vs. M

M SD M SD Test

Chosen topics 2.5 1.5 3.3 2.8 p = 0.2465 (t-test)

Task duration (seconds) 251.6 147.2 162.5 133.4 p = 0.02265p = 0.02265p = 0.02265 (Wilcoxon)

Helpful rating (0–10) 5.7 2 6.2 1.9 p = 0.2504 (t-test)

Navigation (pan+zoom) 21.8 27.1 50.2 37.6 p = 0.000741p = 0.000741p = 0.000741 (Wilcoxon)

Interactions (de-/selections) 25.3 12.4 20.3 14.8 p = 0.08811 (Wilcoxon)

In the end, this and comparable studies suggest advantages of spatial visual-
izations in information retrieval scenarios, compared to typical list-based inter-
faces. We plan to investigate the data into more detail: Did the interaction rate
change during the test? How does another layout algorithm influence the result?
How do users browse the 2D space? Furthermore, this study utilized a reduced
feature set of the positioning algorithm. Especially the possibility to move nodes,
while suggestions re-position themselves may influence the results, as there are
more opportunities to interact with the system.
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Abstract. This paper questions the concept of universal users, taking a first step in
looking at design perception differences between cultures, opening a discussion
about culture in the context of HCI and more specifically interface interaction.
This is done through a short study assessing participants from 3 cultures and
their perception of interface by looking at 3 mobile payment applications with
the help of remote eye-tracking technology (iMotions), and AI predictive analy-
sis software (EyeQuant). Results show considerable differences between the two
software solutions as well as between cultures, diverging in preference over text
vs icons, with little consistent patterns as ground for speculation further than what
the data shows.

Keywords: Culture · Eye tracking · HCI · Interface design

1 Introduction

In a continuous race to have an edge in the sales andmarketing sectors, several companies
have emerged promising a shortcut to interaction analysis, allowing companies to assess
their websites or applications faster and with impressive numbers as promises. This
shortcut has been pushed even further given the current state of the world under the
current pandemic and thus the need of remote analysis. We can see similar reasons
evoked when justifying the need of these tools “associated costs, running user studies
might become extremely challenging due to health, travel, and financial constraints”,
etc. [1]. While some tools approach interaction analysis through methods such as cursor
patterns or go as far as to have their users interact with a website or page while describing
the process out loud, other companies have taken it a step further and offer an analysis
based on previously collected data and a set of algorithms bound to create an analysis
of a universal experience [2].

This of course raises the question of the existence of a universal user.Whilemore and
more companies go global with their products and content, it is important to understand
whether there are objective design approaches that will be accepted internationally, or
whether accommodating and catering to a regional culture is aworthy investment. Papers
show cultural differences can have an impact as deep as usefulness perception [3], and
while a call for the creation of cultural personas exists in the current literature [4], is
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there really a segregation in market needs regarding visual design and functionality, or
is the seemingly utopian universal user a reality?

2 Methods

The concept of a universal user is being questioned throughout this study by comparing
the heatmap of a software providing the perspective of a universal user [2], with heatmaps
from a software analyzing the eye movement of participants from 3 distinct countries
and cultures – the Chinese, the Danish, and the Kenyan one, in order to see any potential
discrepancies between them.

The participantswere split in 3 studies, based on nationality, andwere asked to look at
the interfaces of their local application, aswell as the other two foreign applications,while
their eye movements were tracked with the help of the iMotions software mentioned in
the Software section.

2.1 Participants

In the Kenyan study, out of 16 participants, 11 were considered valid. In the Chinese
study, out of the 11, 8 were considered valid. In the Danish study, out of 11, 9 were
considered valid. Some data was considered invalid due to a variety of factors, including:
poor light conditions, the inability of the software to identify the eye, study participants
being engaged in other activities (for example looking away from the computer during
the time their eye motion was analyzed), etc.

The ages of the participants vary from 20 to 55 year old, all participants are familiar
with the concept of mobile payment applications, and have previously used their local
application. The participants had not previously interacted with the other two applica-
tions. The local application are considered to be: WeChat Pay for China, MobilePay for
Denmark, and M-Pesa for Kenya.

2.2 Software

The software used in this project is by Eyequant and iMotions. Eyequant provides a
software using AI to predict what users focus on regarding visual designs. The software
makes use of predictive algorithms and provides feedback on the design of a chosen page,
allowing companies to optimize their websites, ads, or other promotional material.

iMotions provides a software meant for remote eye tracking, among other services.
The software is currently limited to eye tracking and uses the remote access hardware
such as computer/laptop cameras. The software version used during this study was in
its initial stages, and since this study, iMotions has debugged and optimized its software
for a more inclusive and overall improved performance.

2.3 Procedure

The Eyequant study has been performed through their main service, providing a fast
solution in the form of heatmapping predicted attention spots.
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The iMotions study was performed remotely, accessing the laptop/PC’s camera, and
it included several steps of calibration. The test has a duration of less than 5min including
the calibration, includes 92 slides, out of which 9 are direct stimuli for the study, and out
of which 3 have been analyzed directly in this project. The stimuli are kept on the screen
for a duration of 6 s, which was considered similar to other studies of this kind [5], and
the calibration slides were on the screen for 5 s each. The participants are presented with
the interface slides in a random order. The approximated distance of the participants
from the screen is of 60 to 90 cm. The resulting heatmaps were compared by software
and culture of provenience.

3 Results and Discussion

Below are presented the side-by-side heatmaps from both software companies, Eyequant
on the left of each of the 3 sets of images, and iMotions above and to the right of the
application name in each set. WeChat Pay, the Chinese local payment application is
the first interface shown on the left side, followed by the one of MobilePay – the local
Danish application on the bottom, and finally by the M-pesa one on the righ – the local
Kenyan application.

The Eyequant heatmap (on the left of each image batch) seems to show a preference
for text and general titles over icons, which can seem contra intuitive for image/icon
heavy designs such as the Wechat and M-pesa interfaces. The iMotions analysis (above
and to the right of the text of each image batch) seems to overlap the Eyequant one
when reduced to the center focal point, but does not show a strict user preference of the
text/titles. The Eyequant and iMotions analyses diverge the most in the case of Wechat,
where Eyequant shows little to no interest to icons, while the iMotions study shows the
users’ eyes are generally attracted to icons and more visually telling, or crowded parts
of the interface. The two platforms diverge as well in their MobilePay heatmaps, but as
the general interface of this application is rather plain and the numbers are occupying a
fair share of the screen, it is surprising to see such little interest on the bottom part of
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the screen, where the icons are placed. This might be due to the muted colours and what
can be considered a weaker call to action.

The pattern is kept consistent with the M-pesa heatmaps too, showing a focus on the
middle third of the screen, and little to no interest for the text over the icons, with the
inconsistent occurrence of the Chinese users.

As Eyequant has no clearly defined data gathering and processing patterns and pro-
cesses, it is rather difficult to assess the accuracy of the software, and none of the
nationalities mentioned in the iMotions analysis above seem to replicate the Eyequant
one, their overlapping consistently leaving out the preference Eyequant as a software
shows for text.

The data gathered throughout this project can show meaningful differences dictated
by culture and context, and that it is important to understand and acknowledge the
existence and importance of cultural spectrums in user perception of interfaces and their
usability.

4 Conclusion

Themain concern of the study – the existence of a universal user,was approached through
comparison and data analysis techniques and according to the findings presented in this
project, a definite effect of cultural nature can be seen on visual perception. From gender
norms to cultural differences, the concluding aspect of this project is that the universal
user is far from being a current reality.

However, while the literature sometimes emphasizes a clear and defined gap in
between cultures, the reality seems, however, to be more nuanced. While cultural differ-
ences exist and cannot and should not be denied, the truth is that this information should
be approached rather as a spectrum than as a defined block.

With more and more technologies emerging promising a shortcut to user studies,
we must not forget that software, as well as products in their general sense, should be
approached through a cultural lens too, and companies have nothing but to gain from
adapting their products to local markets.

Finally, the discrepancy in understanding of user needs and cultural values and gen-
eral cultural impact shows the need for an increased funding in research as well as in
general product and software development. While universal users may well become a
norm in future years, the current global situation seems to be far from homogenous, and
companies and research centers should act accordingly. This first attempt at defining
distinctive interface perceptions in visual design is to be followed by more extensive
studies, both in the number of participants, as well as in the nature of separation. Future
works should take into account age groups focus, as well as gender, and can be extended
to include more cultures for a better understanding of where the lines of interaction blur,
and where they become more defined patterns.
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Abstract. In a user experiment, we tried out a novel data collection approach
consisting of combining surveys with the think aloud method. We coin the phrase
“think-aloud survey method”, where participants think-aloud while completing a
questionnaire. We analyzed the transcripts and found that the think aloud survey
provides deeper insights into the reasoning behind the participants’ Likert scale
choices and responses to open-ended questions, along with an enhanced under-
standing of the tasks and prompting the participants to explicate their choices.
All resulting in more insights for design. The think- aloud survey method further
offers other insights into usability issues and encourages the participants to pro-
vide system improvement proposals. The think-aloud survey method is useful for
researchers and practitioners applying a large number of usability evaluations and
wanting to dig deeper into the motivations for choice.

Keywords: Surveys · Tests · Interface design

1 Introduction

This work reports from an instance of combining two well-known data collection tech-
niques: surveys and the think aloud (TA) method resulting in something greater than the
sum of its parts. Alongside an experiment testing of the interactive persona analytics
system [1] in a real-world setting of an organization that uses the system for marketing
and communication, we applied what we dub the “think aloud survey” (TAS) that com-
bines quantitative and qualitative research by the use of the think-aloud protocol with a
questionnaire. The novelty of the method is that, typically, user experiment participants
are asked to complete surveys in silence. In contrast, our suggestion is to ask the partici-
pants to explicate their cognitive processes verbally while completing the survey, which
we found have multiple benefits for data richness and quality.

In our experience, the TAS method provides nuanced insights into the participants’
understanding of the questions and spurs them to reflect upon their scale choices and open
answers, providing perceptions into why a certain answer was given. This encouraged
us to look into if this method can provide information otherwise difficult to access. In
the following, we report on our experiences of employing the TAS in an actual user
study. We introduce the TAS as an additional qualitative analysis that answers the why
of questionnaires while conducting a user study.
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2 Surveys in Small Scale Research

As stated by [8], surveys are a frequently used method within HCI research. The self-
reported data provides information about the users’ perception of the system, their inter-
action with it [14], understanding of the different user groups, and what opinions they
hold [4]. It enables researchers to gather information from a small set of users and infer
to a larger group [9]. The advantages of surveys are that they are relatively easy to
generate and analyze. The challenges lie mainly in research mistakes and participant
misunderstandings of survey questions and scales [10]. A common criticism of surveys
is that the questions are subject to misinterpretation and fail to measure what is intended
[12]. To eliminate the misinterpretations it is suggested to do a few initial tests of par-
ticipants’ understanding of the questions using the TA protocol [11, 13] and let subjects
verbalize their thoughts as they attempt to answer the survey questions. The proposed
survey response process involves testing the comprehension, retrieval of information,
judgment or estimation, and selection of a response to the question [15].

3 The Think Aloud Method in Usability Evaluation

TA in HCI is known as one of the protocols for usability testing [2, 6]. The participant
is asked to vocalize his or her thoughts, feelings, and opinions while interacting with
a system [7]. The concurrent TA method is expected to provide information during
the participant’s interaction with a system to identify the areas or features that cause
problems for the user [3].

We propose to use the TA protocol to capture the active scale decision (qualitative
analysis) and at the same timemeasure the participants’ attitude towards and willingness
to use, in this case, the interactive persona system (quantitative analysis). In our exper-
imental setting, we found that the combination can provide answers to both how many
have a particular attitude and why they express the attitude, as well as the reasoning and
context behind a specific quantitative answer the participant gives.

4 Data Collection

Our data collection site is a large non-profit organization with employees of multiple
nationalities. In total, there were 37 participants, of which ten (27%) were women. The
average age of the participantswas 32.9 years (SD= 6.9). The participants’ experience of
personas included ‘Conceptual experience’ (71%, n= 26), ‘Some practical experience’
(27%, n = 10), and ‘Extensive experience’ (3%, n = 1).

In an experimental setting, we wanted to test a persona analytics system. The par-
ticipants were encouraged to speak during the completion of the questionnaire, thus
providing richness to the participant survey responses. The survey questions (SQs) were
applied in a questionnaire using a seven-point Likert scale with 1 = Strongly disagree,
7= Strongly agree. After the survey were completed, participants were asked questions
about the process and the survey responses retrospectively. All of this was recorded
and later transcribed for analysis. The questionnaire resulted in initial research on the
participant’s understanding of the system and its usefulness.
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For the purpose of this research and to analyze the TA transcripts, one researcher
applied a coding process focusing on the questions reported above. NVivo, a software
package for qualitative analysis, was used for the coding.

5 Findings

Overall, we identified nine possible benefits associated with the use of the TAS to
complement the quantitative survey results. In the following sections, we present the
benefits.

1. Correcting Misunderstandings
Participants in doubt about a question, can ask the researcher to explain the question.
The ambiguity of a question becomes visible.
Individual perceptions of the Likert scale becomes visible.

2. Forcing Argumentation and Affecting Scoring
Upon what the participants base their judgment, becomes clear as the contextual
judgement is vocalized. The researchers, get an understanding of the reasoning
behind a score.

3. Revealing Same Arguments for Different Scores
Different participants might have the same argument but provide different scores.
The difficulty of relying on the value without the contextual information becomes
clear.

4. Providing Information Beyond the Scale
Participants elaborate on the middle score, as weighing between the positive and
the negative sides, but also something missing. The answers open for much more
information than a neutral value.

5. Providing Contextual Information about Participants’ Understanding of the
System
In surveys, it can be difficult to access if the participants understand what it is
they are evaluating. An example shows that the participant have a fairly accurate
understanding of the persona method, what personas are, and what to expect from
the persona method. Thus providing information about the understanding of the
system.

6. Understanding Use Contexts
The information that the participants provide, makes the use context known to the
researchers, thus enables them to improve the IT system. These insights adds richness
to the findings and actions that occurred during the actual user study preceding the
questionnaire.
It becomes clear that if the participant lacks something that the system should be
able to provide for their daily tasks.

7. Identifying Missing Content for Design
The TAS includes issues concerning the interface and the content that is not pro-
vided in an unmoderated survey. This is valuable for the further development of the
interactive system.
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8. Exposing Interface Issues
The TAS method exposes problems in the interface design and how participants
relate to and their expectations of an interface. In this case that parts of system are
confusing.

9. Yielding Proposed Solutions
A critique often leads to suggestions for improvement and the participant suggests
improvement.

In summary: The analysis of the TAS transcripts revealed different patterns that
connects to the participants misunderstanding survey questions, revealing arguments
for the scores they gave and at the same time forcing the participants to consider their
motivation for scoring. It uncovered that the same argument can result in different scores,
providing the researchers with information beyond the scores. Results also tested if the
participants understood the persona analytics system, and provided information about a
future use context and uncovered usability issues, as well as suggestion for solutions.

The positive effect of the TAS is the possibility to do both a qualitative analysis
of the transcripts and a quantitative analysis of the quantitative scoring carried out by
the participants. This provides information on the participants understanding of the
system, information needs and use context, usability issues, and solutions to design. A
quantitative analysis of the scores provideswhere themain problems are, and is relatively
fast to extract.

The downside is that it requires a moderator and is time consuming.

6 Conclusion and Future Work

The proposed method of combining surveys with the think aloud protocol – the think
aloud survey – provides insights similar to usability testing and insights into survey
questions and responses. Themethod provides in-depth insights into the survey questions
and can answer the why that is typically difficult to elicit from quantitative research. For
practitioners, this method can be a faster way to get both quantitative and qualitative
data, and it can be a test bed for setting up large surveys. In this research, we did not
anticipate the usefulness of themethod in terms of enhanced system design. In the future,
it will be necessary to set up studies that are designated to investigate the application of
the think aloud survey.
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Abstract. In this paper, we present a design space for using shadows
in interactive systems. The main elements of the design space are opti-
cal properties, dynamicity, reality, temporality, and projection surface.
The paper contributes a systematic approach for designing interactive
systems with shadows, adding to the prior art, which consists mostly of
focused case studies.

Keywords: Shadows · Design space · Ambient displays · User
experience

1 Introduction

Shadow is caused by a local and relative deficiency of visible light [1]. Since clas-
sical times shadows have been associated with different meanings. The examples
of shadow as a communicative metaphor are found in Plato’s Republic. In his
Allegory of the Cave dialogues, the prisoners chained in the cave can see only
shadow-beings, which represent the erroneous vision of truth [7]. Being an inte-
gral part of our physical world, shadows surround us everywhere, their shape
and appearance changing depending on the illumination and the surface they
are cast to. Despite their omnipresence, we are so accustomed to shadows that
we hardly notice their presence.

Designing with shadows appears in various domains. The natural phe-
nomenon of shadows is employed in architecture and product design, to create
spatial effects, for aesthetics, or for function, e.g. in sundials. Art has explored
the visual effects and illusions with shadows, properties which have also been
applied in user interface design. Today, a growing domain of digital entertain-
ment demands designing with virtual representations of light and shadows.

In our research, we are interested in the concept of using shadows as part
of the design of interactive systems. In addition to a large body of work in
performative arts [4], interactive shadow display concepts have been studied in
human-computer interaction (HCI) research. Due to their nature, existing at
the periphery of our attention, shadows offer interesting design opportunities as
ambient displays. Ambient displays have been defined to locate at the periphery

c© IFIP International Federation for Information Processing 2021
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of the user’s attention and present non-critical information in abstract and aes-
thetic ways [9]. As ambient displays, shadows have been demonstrated in HCI
in the context of plants [2], human shadows [11], candles [6], and lamps [8]. In
addition, shadows have been integrated as an input method with mobile projec-
tor phones [3], and suggested to function as a user guidance [11]. However, the
prior art in HCI has been rather scattered and focused more on single design
cases.

In this paper, we wish to approach the topic of designing shadow UIs in a
more systematic way and present a design space for using shadows as displays
in interactive systems.

2 Design Space

The proposed design space for using shadow as an ambient display is presented
in Fig. 1.

Fig. 1. Design space for shadow displays.

Optical Properties. In the context of its use as a design element, the main
characteristics of shadow is its unique optical properties. Shadows in the phys-
ical world are affected by optical properties, such as transparency, color, and
optical focus. The specific shades of colors can be associated with the type of
information, urgency, or intensity. Besides that, color could create a coherency
with a change of atmosphere in the physical space, e.g. depending on the time
of day.

The transparency, or the opacity of shadow is determined by how well the
object blocks light. If the light source is colored, e.g., yellow light, the light
area surrounding the shadow is yellow. If there are artificial shadow silhouettes



Towards a Design Space for Shadows as Ambient Displays 511

created with projected images, they can be colorful instead of black. Minomo et
al. utilized colorful patterns, animations, textual information, photos, and live
videos to make shadows colorful more naturally [10].

Dynamicity. Another aspect of the design space is the choice between the
dynamic and static representation of shadow. While a dynamic change in shadow
can provide information about an ongoing process, a static interpretation can
be associated with instant events. The dynamic representation of information
might include a stage of the process or abrupt indications of a specific event.
Choice of expression is one of the challenges of the design space, depending on
the type of information or notification to be conveyed.

Realism. Shadows created artificially may not always have a realistic outlook,
but can give a distorted sense of reality. Perhaps one of the most compelling
aspects of the artificial shadow metaphor is its consistency with real objects.

Temporality. Another consideration when thinking about the design is to
understand the temporality of the display. Visualization of artificial shadows
can have temporal elements that change with time. Ephemerality is a state of
the temporary existence of things only for a short period of time [5]. It is an
important part of our experiences with our surroundings. Nature is filled with
unique, expressive examples of ephemeral materials. Most of these ephemeral
materials are perceived as poetic [5] due to their meaningful, expressive nature.

Projection Surface. The surface where a shadow is cast affects primarily two
aspects, the outlook of the shadow, and its visibility, which is important if we
think to whom, or to which audience, the shadow display is targeted. Shadows
are cast within an architectural space e.g. walls, doors, windows, desktops, floors,
ceilings, which might provide different functionality of usability. A shadow that
is displayed on the surface of water or onto a rough stone paving might provide
different aesthetic modalities and modes of interaction.

3 Discussion and Conclusion

In this paper, we have described properties and other factors which we considered
as creating the design space of shadows. Our design space for shadow as an
ambient information display aims to describe broad application areas for shadows
as a design element that can provide interesting opportunities and experience-
rich applications. Especially the aesthetic, semiotic, and functional qualities of
shadow make it a viable option for an ambient information display element.
Based on prior research, it is known that temporal aspects in the movement
of shadows [11], the movement dynamics [11], and the level of realism in the
shape of the shadow [2,11] influence the user experience with shadow displays.
In future work, we aim to gain more insight into quantifying the UX with shadow
displays through a systematic empirical study.

Acknowledgements. This research has been partially supported by the Smart Social
Distancing project, funded by Business Finland.
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11. Raudanjoki, Ö., Häkkilä, J., Hurtig, K., Colley, A.: Perceptions of human shadow
manipulation as an ambient display. In: Proceedings of the 9TH ACM International
Symposium on Pervasive Displays, pp. 71–77 (2020)



Towards Identifying Augmented Reality
Unique Attributes to Facilitate Chemistry

Learning
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Abstract. Augmented Reality (AR) applications have the potential to
improve students’ Chemistry learning performance. By identifying the
unique features and affordances of this technology, we can design more
effective tools to facilitate the learning process of abstract concepts.
We developed Periodic Fable in the Wild, an AR serious game as an
instrument to conduct design-based research. The game aims to facili-
tate the learning of abstract concepts related to the Periodic Table by
children (9 to 13 years old). We intend to optimize our game by con-
tinuing our research with our target audience, analysing their feedback,
making refinements and continuing testing.

Keywords: Augmented Reality · Serious games · Spatial skills ·
Chemistry

1 Introduction

Children, as young as nine years old, have already a perception of Chemistry
as complex, not so attractive, less relevant to everyday life and a challenging
domain [1,2]. Some of the factors that contribute to a negative perception of
Chemistry are that it demands imagination, since there is no visible or physical
referent; translating 2D information into 3D mental models can lead to cognitive
overload and students with low spatial skills struggle with mental models [2].

Augmented Reality (AR) uniqueness of superimposing digital information
within the real environment provides children’s opportunities to:

1. Engage with educational content in digital format [3] while relating them to
the actual physical world [4].

2. Provide visualization of abstract and complex concepts through animations,
3D modeling and other digital information.

3. Develop broader spatial skills by using activities with 3D objects (virtual or
physical), providing an effective context for teaching [5].
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By developing an AR serious game to conduct design-based research, we intend
to identify AR features and affordances towards facilitating the learning of
abstract concepts in Chemistry. We also intend to change the negative perspec-
tive of this domain by using game design elements to engage children toward the
learning content.

2 Periodic Fable in the Wild Systems Designs

Periodic Fable (PF) in the Wild is an AR serious game targeting 9 to 13-year-old
children, designed to teach them basic chemistry concepts of the Periodic Table
of Elements in formal and non-formal educational settings. The game’s sub-
theme evolves around the chemical composition of some products and substances
(verified and validated by a chemistry teacher and a chemistry researcher). The
AR game uses a marker-based system that operates with images/patterns (scan
by the mobile device) to trigger the upload of virtual information (in our case,
tridimensional models, animations, text, sound and a 2D minigame). The app
was developed for android mobile devices using ARCore SDK for Unity 3D.

PF in the Wild was also developed with the aim to integrate every day rou-
tine products, that children are accustomed to (water bottle, bleach, batteries,
balloons), as part of the game-play mechanics. The game’s situated learning app-
roach allows our target group to gain scientific knowledge about the chemical
compounds that form the products. The goal is to achieve this by interacting
with physical objects, AR technology and collaborating with other colleagues.
PF in the Wild contributes to the learning process by creating meaningful con-
nections between the content and the context.

The game starts with a tutorial that guides the user through the different
game components:

1. The gathering of chemical atoms composing the product in question. The
atoms are collected by scanning markers allocated in the products displayed
on shelves (see Fig. 1 - number 1). All the collected atoms are displayed after-
ward on a 2D grid (see Fig. 1 - number 2). The application indicates the
player when it has collected enough atoms by blocking the capture button.
An animation of a character that represents an element with such atoms will
also be showcase (see Fig. 1 - number 1).

2. Reconstruction of chemical composition of the selected product by combining
the atoms identified in the screen’s chemical structures (using a mini word
puzzle kind of game). The collected atoms’ icons are aligned on a simple grid
and need to be connected by the participant’s tip of the finger from one atom
to the next. The player is guided in the sliding action by the chemical formula,
which shows the order of the atoms, and it is displayed on the right side of
the screen (see Fig. 1 - number 2).

3. Anchoring the AR visualization in the real world. The player has to use
the device camera to scan and recognize a pattern in the real-world player
surrounding. The AR application will build the AR experience around
that location and allow the visualization of the tridimensional AR com-
pound/molecular structure created by the player (see Fig. 1 - number 3).
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4. Conclusion of the game experience. Congratulation message and player score
display appear after the AR experience. The player’s score is calculated by
the time they spend on each activity within the game (see Fig. 1 - number 4).

5. Game reward. A Reward- Selfie screen is displayed at the end of the experience
inviting the player to take a picture with all the game characters to share with
family and friends (see Fig. 1 - number 5).

Fig. 1. PF in the Wild game flow

To get an overall understanding of the game, we conducted a pilot study
with five participants (three female and two male). Children with ages ranging
from 11 to 13 played the game for about 10 min. Some of the comments that we
gather from post-game experience interviews point to the learning potential of
the game “I think this is good for learning since I need to use the right compound
to keep going”; usability “it is easy and good for learning”; the repetitiveness
of the game mechanics “mini-game is too repetitive”. We also asked the players
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to think aloud and took observation notes. In this note, we observed one of
the players seems lost in collecting the elements and manifested frustration by
saying, “I forgot which compound I was trying to form”. Nevertheless, when
asked: Will you play again? all of the participants answered “yes”.

3 Conclusion and Future Work

We developed an AR serious game to evaluate the features and affordance of
the technology towards facilitating the learning of abstract concepts of the Peri-
odic Table. After a preliminary pilot study with the five children, we identify
game-play elements that need refinements, such as the game’s repetitiveness,
which we plan to address by incorporating new elements, like animations and
visual feedback between each task. Also as to better guide the user towards the
compound that needs to be created at the different stages of the game, we will
implement the display of UI with an images of the compounds structure until
the tasks are accomplished (see Fig. 1, number 2 - right corner). Nevertheless,
the overall players’ assessment was positive and the comments oversee the app’s
potential as a tool to engage children with the content knowledge, in order to
validate the game, further research is needed. This research’s next step is con-
cept and usability testing of the AR serious game with larger sample groups in
formal and non-formal settings.

Acknowledgement. This work has been supported by MITIExcell (M1420-01-
0145-FEDER-000002), MADEIRA 14–20 FEDER funded project Beanstalk (2015–
2020), LARSyS-FCT Pluriannual funding 2020–2023 (UIDB/50009/2020), FCT
Ph.D. Grant PD/BD/150286/2019, and by FCT/MCTES NOVA LINCS PEst
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Abstract. This paper presents the Vibrotactile Editor System for
designing and programming Vibrotactile (VT) feedback for Virtual Real-
ity (VR) experiences. We describe the system and a usability evaluation
of the programmatic component for the A-Frame web-based VR frame-
work through a set of programming tasks. The resolution of the tasks
showed some difficulty in understanding the state of the component when
developing without the VT hardware present. The results show a number
of potential improvements that we discuss.

Keywords: Vibrotactile feedback · Virtual Reality · Usability
evaluation · API

1 Introduction

Providing Vibrotactile (VT) feedback for VR experiences is often complex,
involving custom hardware with several actuators. An inherent challenge in the
use of VT in this context is the technical expertise in designing and programming
the different VT patterns to be used in VR experiences [1]. Different combina-
tions of vibration patterns across the various actuators and across time must first
be designed and iterated, and then the final sequences must be programmed into
the VR framework.

Motivated by the technical requirements of the Thertact-Exo project1, whose
objective is to improve a neurorehabilitation training protocol that induces par-
tial neurological recovery in paraplegic patients through long-term training with
a brain-machine interfaced exoskeleton and an immersive VR system enhanced
with visual-tactile feedback, the aim of this work was to develop a Graphical

1 Thertact-Exo: A brain controlled exoskeleton for spinal cord regeneration, funded by
Prêmio Melo e Castro - Santa Casa da Misericórdia de Lisboa, reference: MC-12-18.
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User Interface (GUI) for editing VT patterns and a high-level VR component
that allows easier programming of VT feedback.

In this paper, we describe the proposed system, an initial evaluation of the
Application Programming Interface (API) of the VR framework component, and
the insights we gathered from this evaluation.

2 Vibrotactile Editor System

«device» 
Computer

«application» 
VR App

Serial/USBMiddleware

HTTP/REST

VR framework
component

HTTP/REST

«application» 
Editor's GUI

PWM

«device» 
Arduino

«device» 
Vibrotactile sleeve

Fig. 1. Architecture of the vibrotactile editor system

The Vibrotactile Editor system (Fig. 1) is composed of 1) middleware, 2) editor’s
GUI for editing, and 3) VR framework components.

The middleware component is responsible for interpreting the commands
issued from either the GUI or from the VR framework components and trans-
lating them into Arduino commands to control the VT sleeve. The middle-
ware exchanges information with Arduino via a serial connection, controlling
the vibration motors through Pulse Width Modulation (PWM). It exposes an
HyperText Transfer Protocol (HTTP) API that is used by the VR framework
components and the editor’s GUI. Additionally, the middleware stores user’s
configurations as well as custom and default vibration patterns.

The editor’s GUI is a desktop application for creating and testing vibration
patterns across a number of actuators. The editor allows playing the timeline
directly on the VT device for testing purposes, but its main output is a config-
uration file (.json) that can be used by the VR components.

The VR framework components provide high-level programming abstractions
to programmers of VR applications. We currently support the web-based VR
framework A-Frame (http://aframe.io) and Unity (http://unity3d.com/). The
VR components also expose a number of JavaScript functions that can be used
directly by programmers such as sin() to send a sinusoidal waveform vibration,
ramp() to send a ramp vibration, sendV ibrations() to vibrations defined in a
configuration file, and customV ibrations() to send a custom timeline.

http://aframe.io
http://unity3d.com/
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3 Vibrotactile Component API Usability Testing

We evaluated the A-Frame implementation of the VR framework component
through a remote, API task-based usability test approach.

Eight participants completed the test, all were students of Informatics Engi-
neering in our department, with 3+ years of programming experience. We sent
out the test tasks through email, as a shared Google Doc. We asked participants
to leave comments in their code, pointing out unclear issues with the API’s doc-
umentation, and suggestions to improve the API. We also asked them to fill
in a post-test questionnaire after completing the tasks and requested users to
send their solutions through email. The test consisted of four programming tasks
(https://bit.ly/3fykqye), with increasing difficulty. The questionnaire was based
on the structured interview presented by [2]. The complete set of questions can
be seen in Fig. 2.

3.1 Results

The source code of each participant was analysed to verify the correctness of each
solution. Table 1 shows the main issues that were found. The main issues were
related to the entity that the component was attached to, the event associated
with triggering the vibration, the use of an incorrect vibration file, and extra or
incorrect parameters in calling the vibration functions. The results from the post-
test questionnaire are shown in Fig. 2. In general, the results for each question
are positive, or neutral.

Table 1. A-Frame component API usability tests results

Task Issues

#1 Attach the vibrotactile
component to an entity

Attaching component to wrong entity; Not
associating event; Associating wrong event

#2 Vibrations after animation Using wrong animation event; Not
associating event; Associating wrong event;
Incorrect vibration file

#3 Use JavaScript methods Sending extra vibrations; Incorrect ramp;
Associating wrong event

#4 Vibrotactile GPS Vibrations in area transition only

4 Discussion

Given the mistakes that we identified in participants’ code, we identified oppor-
tunities for improving the usability of the VR framework component:

– Provide more complete log messages. In particular, when vibrations are trig-
gered from events, the log message is not explicit enough. This may have

https://bit.ly/3fykqye


520 J. Canelha et al.

Question Strongly 
Disagree Disagree Neutral Agree Strongly 

Agree
that the API types map to the domain concepts in the way you expected? 1 5 2
o keep track of information not represented by the API to solve the tasks? 5 3

Does the code required to solve the tasks match your expectations? 1 5 2

Le
ar

na
bi

lit
y ed the first task, was it easier to perform the remaining tasks / subtasks? 1 5 2

Do you feel you had to learn many dependencies to solve the tasks? 1 5 2

A
bs

tra
ct

io
n Do you find the API abstraction level appropriate to the tasks? 1 6 1

erriding default behaviors, providing non-API types) to meet your needs? 2 5 1
d to understand the underlying implementation to be able to use the API? 2 5 1

R
ea

da
bi

lit
y Do you find the API understandable, accessible, and readable ? 4 4

Do you find able to use the API logically ? 4 4

Fig. 2. A-Frame component API usability questionnaire results

caused some of the mistakes we found in the source code from the various
participants. For example, they may have assumed they had configured the
correct event.

– Provide a visual debug mode where the entities to which the component is
attached are visually highlighted and visually represent (e.g., through anima-
tion) when a vibration is triggered. This would make it easier to detect when
the vibrations are attached to the wrong entities.

– Provide an audio debug mode where vibrations are automatically rendered
as audio. This would make it easier to understand the vibrations being trig-
gered even in case they are attached to non-visible entities. This would make
it obvious, for example in the last task, whether the vibrations were being
triggered continuously as the user moved through the virtual environment.
Audio representations can also make it easier to notice when wrong (or more
than expected) vibrations are being triggered.

5 Conclusion

Having a VT system for designing and programming vibration patterns is an
important aspect for the creation of rich VR experiences that rely on VT feed-
back.

Our system provides not only a GUI for editing the VT patterns, but also
programmatic components for the A-Frame and Unity VR frameworks. We have
evaluated the VR framework component and are in the process of revising its
implementation according to the findings.
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1 Motivation and Objectives

The design and development of the so-called smart objects have become a huge trend
in the last decade, thanks to the proliferation of low-cost technologies embedded with
sensors and actuators. A major role in further fostering this tendency has been played
by the Internet of Things (IoT), which connects the physical world with the Internet via
ubiquitous sensors and actuators.

In this scenario, end-users who may often lack specific technical skills are pro-
vided with the opportunity to configure the behavior of their smart objects, as well
as their interactions with other objects and online services, thanks to novel interaction
paradigms. Depending on the solution adopted, “IoT ecosystems” can leave their users
completely free and unsupported in their configuration task, exploit intelligent tech-
niques to automatically determine how smart objects should behave, or implement an
intermediate approach. To this respect, a prominent example is represented by social
and humanoid robots, i.e., integrated sets of sensors and actuators which can exhibit
human-like behavior, which can guide and support end users in their configuration tasks.

The technological landscape, therefore, appears extremely variegated, with existing
solutions offering different levels of user control and automation. Such possibilities
can be exploited in a wide variety of application domains that can have an impact on
our daily life, such as industry 4.0, ambient-assisted living, retail, smart home, cultural
heritage, and education. In this perspective, it is also important to understand how to
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combine methods and tools from the artificial intelligence field and those developed in
the area of End-User Development (EUD) to help users understand, control and modify
the automation available in the surrounding context of use.

Given the diffusion and the relevance that these approaches have been gaining, this
workshop aims to serve as a venue for discussing ongoing research and sharing ideas
for researchers and practitioners working on solutions to personalize the behavior of IoT
ecosystems.

Topics include, but are not limited, to: End-User Development (EUD) for IoT; Inter-
action Paradigms for IoT; Usability of IoT Systems; Interface Design for IoT; Intelligent
Interface for IoT Systems; Accessibility for IoT Systems; Virtual and Augmented Real-
ity for EUD in IoT settings, Conversational User Interfaces for EUD, Usable Privacy
and Security in IoT systems, Personalisation and Recommendations for IoT.

2 Workshop Format and Participants

It is a one-day workshop, oriented towards discussions, hands-on sessions, and presenta-
tions. The number of workshop participants is limited to 30, mainly from academia and
companies. Participants were informed about the workshop via the most known interna-
tional mailing lists (e.g., DBWORLD, CHI-Announcements, etc.). Workshop papers are
made available on CEUR Workshop Proceedings while workshop results are published
on the workshop website (https://empathy-ws.github.io/2021/).

Table 1. Workshop Schedule

Time Phase

09.00–09.15 Welcome and Introduction

09.15–10.30 Paper Presentations I

10.30–11.00 Coffee Break

11.00–12.30 Paper Presentations II

12.30–13.00 Future directions and wrap up

13.00–14.30 Lunch with all participants

14.30–15.00 Presentation of challenges

15.00–16.00 Creative thinking

16.00–16.30 Coffee Break

16.30–17.00 Result presentation

17.00–17.45 Agenda Definition & Wrap-Up

Table 1 shows theworkshop schedule. At the beginning of theworkshop, participants
are welcomed and introduced to the workshop’s goals and organizers. Then the accepted
papers are presented in two sessions. Participants are encouraged to provide short but
provoking presentations that tackle questions in line with the workshop goals. They

https://empathy-ws.github.io/2021/
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are granted 10/15 min for presentation and Q&A. The workshop thus continues with
a discussion on the main challenges, future directions, and controversial aspects that
characterize the current landscape for the EUD of IoT systems.

In the afternoon, after lunch, the organizers present the challenges and future direc-
tions that emerged during the previous discussion, inviting the participants to use them
as a ground for a creative thinking session. This activity takes 60 min and partici-
pants are divided into small groups; participants are provided with material for the
illustrations of their ideas. Due to the COVID-19 prevention procedures recommended
by theWorldHealthOrganization (https://www.who.int/emergencies/diseases/novel-cor
onavirus-2019), interaction among participants is supported both online, thanks to virtual
collaborative environments, and in presence, considering appropriate distances. Partici-
pants are provided with digital tools to collaboratively sketch their ideas and to prepare
posters, videos, or ‘Wizard-of-Oz’ prototypes, or use storytelling or role-playing. After
the coffee break, each group presents their solution to theworkshop audience. Finally, the
workshop organizers and participants consolidate results and ideas into the production
of a structured map of topics to be addressed in future research.

The workshop is wrapped by identifying ways to move forward, including the ini-
tiation of joint publications, the organization of a new edition of the workshop (e.g., at
CHI 2022, or IS-EUD 2023), and journal special issues on the topic.

3 Previous History

Looking at the recent history of significant workshops in the same research area, at CHI
2019 two workshops have been organized on IoT for non-technical people [1, 2], while
a workshop on the interaction with smart objects [3], which led to a TOCHI special
on “End User Development for the Internet of Things”, was organized at CHI 2018. A
workshop on “Intelligent User Interfaces for Internet of Things” took place at IUI 2019.
Last year at CHI 2020 a workshop on Automation experience across domains: designing
for intelligibility, interventions, interplay and integrity was organized [4].

The first EMPATHY workshop was held at AVI 2020, it was well attended, and the
discussion was stimulating and interesting. Thus, we felt useful proposing a new edition
that includes the same topics of the previous one, and addresses also further aspects that
can raise interest and participation.

4 Organizers

The organizing team is a group of researchers with different disciplinary training and
experience levels. They are involved in the EMPATHY project, which has been funded
by the Italian Ministry of Education, Universities and Research (MIUR) troughs a three-
year basis, research projects of national interest (PRIN). Their interdisciplinary nature
allows the team to appreciate the diverse backgrounds of workshop attendees and to
stimulate a critical discussion during the workshop.

GiuseppeDesolda is Assistant Professor at the Computer ScienceDepartment of the
University of Bari “Aldo Moro” (email: giuseppe.desolda@uniba.it, website: http://ivu.
di.uniba.it/people/desolda.htm). His research interests lie inHCI, specifically Interaction

https://www.who.int/emergencies/diseases/novel-coronavirus-2019
mailto:giuseppe.desolda@uniba.it
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with Ubiquitous Systems, IoT, EUD, and Usable Security. Among others, he chaired the
“Human-centered cybersecurity” (CHItaly 2019) and the “SERVE: Smart Ecosystems
cReation by Visual dEsign” (AVI’16) workshops.

Vincenzo Deufemia is Associate Professor at the Department of Computer Science
of the University of Salerno (email: deufemia@unisa.it, website: http://docenti.unisa.
it/vincenzo.deufemia). His research interests include data science, pattern recognition
and Human-Computer Interaction, with emphasis on usable privacy and security for
end users. He has been a member of the organizing committee of several international
conferences.

Maristella Matera is Associate Professor at the Department of Electronics,
Information and Bioengineering (DEIB) of Politecnico di Milano (email: maris-
tella.matera@polimi.it, website: http://matera.faculty.polimi.it/). Her research focuses
on aspects at the intersection between Web Engineering and Human-Computer Inter-
action, with emphasis on design methods and tools for Web application development.
She has been a member of the organizing committee of several international events -
among others, she was program co-chair of AVI 2016. She is an associate editor for
the journals “Future Generation Computer Systems” (FGCS) and ACM Transactions on
Web (TWeb). She is chair of the Italian chapter of the ACM SIGCHI.

Fabio Paternò is Research Director at CNR-ISTI, where he leads the laboratory
on Human Interfaces in Information Systems (http://hiis.isti.cnr.it/Users/Fabio/). His
research activity has mainly been carried out in the Human-Computer Interaction (HCI)
field, with the goal to introduce computational support to improve usability, accessibility,
and user experience for all in the various possible contexts of use. For this purpose, he has
continuously led for several years numerous interdisciplinary and international projects.
He has been co-organiser of several workshops in international conferences.

Massimo Zancanaro is a professor of Human-Computer Interaction at the
Department of Psychology and Cognitive Science at the University of Trento
(email: massimo.zancanaro@unitn.it; https://webapps.unitn.it/du/it/Persona/PER000
4568/). His research interests are in the field on Human-Computer Interaction and
specifically on the topic of Intelligent Interfaces for which he is interested in inves-
tigating aspects related to the design as well as to study the reasons for use and non-use.
At present, he serves as vice-chair for the Italian Chapter of the ACM Special Interest
Group inComputer-Human Interaction and asAssociated Editor for the journal Behavior
and Information Technology.

Fabiana Vernero is a Lecturer at the Department of Computer Science, Univer-
sity of Turin (email: fabiana.vernero@unito.it, website: https://www.unito.it/persone/
fvernero). She is part of the PhD committee in Modeling and Data Science, University
of Turin. Her research interests include intelligent user interfaces, recommender systems
and persuasive technologies.

The primary contact person is Giuseppe Desolda. All the organizers plan to attend
the workshop.
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Abstract. Human-Computer Interaction (HCI) research has been focussing on
the design of new interaction techniques and the understanding of people and
the way they interact with computing devices and new technologies. The ways in
which the work is performedwith these interactive technologies has arguably been
less of a focus. This workshop aims at addressing this specific aspect of Human-
Computer Interaction in the control rooms domain. Control rooms are crucial
elements of safety-critical infrastructures (e.g., crisis management, emergency
medical services, fire services, power supply, or traffic management). They have
been studied in terms of Human-Computer Interaction with respect to routine
and emergency operations, human-machine task allocation, interaction design and
evaluation approaches for more than 30 years. However, they are dynamic and
evolving environments with, for instance, the gradual introduction of higher levels
of automation/autonomy.While state of the art control rooms are still characterized
by stationary workstations with several smaller screens and large wall-mounted
displays, introducing mobile and wearable devices as well as IoT solutions could
enable more flexible and cooperative ways of working. The workshop aims at
understanding how recent technologies inHCI could change theway control rooms
are designed, engineered andoperated. Thisworkshop is organizedby the IFIPWG
13.5 on Human Error, Resilience, Reliability and Safety in System Development.

Keywords: Control room · Pervasive computing · Safety · Usability · UX ·
Security · Resilience · Dependability
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1 Overview and Goals

While Human Factors approaches [1] and User-Centered Design [19] have been used
to design and evaluate control rooms for a long time, the interaction technologies they
offer are usually several steps behind what can be found in other areas such as home
entertainment or gaming. Control rooms are deployed in very different domains such
as crisis management, emergency medical services, intensive care units, fire services,
power supply, maritime navigation, or traffic management.

More recent work has been focussing on the use of new technologies in the context
of control rooms exploiting new interaction techniques and new interaction technologies
introduced in research contributions from theHuman-Computer Interaction area. Speech
was considered early as an input modality [6] while the issues raised by its deployment
was questioned in [8]. Auditory information was used as an alerting system in addition
to the traditional display of information in [11] even though studies have shown [9] that
human brain filters out that information in case of high workload or stress. Tactile feed-
back was introduced in cockpits more recently [12] (but this feedback directly used in
combination with information displays) while tangible interactions were introduced as a
mean to bring interactions closer to the ones on physical knobs [7]. Multi-touch interac-
tions have also been recently studied both in control rooms [15] and interactive cockpits
[16] raising multiple issues. Ambient displays [20] [ref] and head mounted displays
[21] [ref] have been used to add a digital layer of information on top of control room
elements to support situation awareness and attention in safety critical environments.
This introduction of nonstandard (at the time) modalities, led to multimodal interactions
(both in terms of input and output) but they are still considered a challenge in 2016 [2]
while the early work from Bolt in that domain was introduced more than 25 years earlier
[3]. Multimodality as input was however introduced successfully in industrial control
rooms [5] or military aircraft cockpits [14] while multimodal output was largely used
for alerting flying crews [13].

Beyond interaction technologies, the centralised nature of control rooms was ques-
tioned [10] and mobile solutions were proposed to support control and monitoring activ-
ities on the move. However, the introduction of these technologies in critical systems
raised immediately the issue of their dependability and their security as soon as the
environment loses its closeness nature.

While state of the art in deployed control rooms is still characterized by stationary
workstations with several smaller screens and large wall-mounted displays, introducing
mobile and wearable devices as well as IoT solutions could enable more flexible and
cooperative ways of working. However, turning control rooms into pervasive comput-
ing environments raises user-related challenges such as usability and user experience,
system-related ones such as reliability and dependability and more global ones such as
safety and security [17]. However, it is clear that control roomsmust evolve and integrate
advanced interaction technologies [18] so that operations can be improved.

This workshop promotes sharing of experiences in designing, implementing, and
evaluating interactive systems in control rooms. We are especially interested by contri-
butions presenting theories, methods, and approaches for considering them as pervasive
computing environments and interdependencies between all the properties listed above.
In this workshop we consider control rooms in their broader sense including (ship)
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bridges, cockpits, and operating rooms. This workshop is organized by the IFIPWorking
Group 13.5 on Human Error, Resilience, Reliability, Safety and System Development.

2 The Specificities of Control Rooms

These control rooms are characterized by their operations thatmust be resilient to adverse
events and unforeseen situations including human errors, system failures, environmen-
tal adversary conditions and malicious attacks. One of the specific challenges in their
development is the demonstration that they meet requirements imposed by regulatory
authorities.

As discussed in [4] control rooms present very specific aspects that make them very
different from other interactive systems:

• They allow monitoring and control of complex cyber-physical systems;
• Their operations are usually defined and regularly assessed by regulatory authorities;
• They are operated by trained professional users that are usually qualified by dedicated
organizations;

• They usually involve multiple operators who have to coordinate their actions to reach
their goals;

• Operators have different levels of authority which grant different access to functions
and data;

• Operator errors might have catastrophic consequences on people and goods;
• Failures in the display and control system might have catastrophic consequences on
people and goods;

• Their deployment requires the acquisition of a certification from external organiza-
tions;

• They are operated in close worlds reducing security risks.

This list is far frombeing exhaustive but it gives a set of characteristics to be taken into
account when considering the design of new types of control rooms and the constraints
that have to be addressed.

3 Target Audience and Expected Outcomes

This workshop is open to everyone who is interested in the aspects related to the design,
the engineering, the evaluation, the deployment, the maintenance and the certification
of control rooms. We expect a high participation of IFIP working group 13.5 members.
We invite participants to present position papers describing real-life case studies that
illustrate, if possible, how a new technology would enhance control room operations.
They could also highlight the trade-offs between two or more properties of interactive
systems such as user experience and dependability or usability and security. The way
the new technology will be addressing some known or envisioned problem in a control
should be presented in the contribution. We are also interested in methods, theories and
tools for control rooms development as long as they address some user interface prop-
erties. Accepted position papers are published in INTERACT 2021 adjunct conference
proceedings. We also expect to discuss at the workshop how to disseminate individual
contributions to the community in a special issue in a journal or in an edited volume.
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4 Structure of the Workshop

This proposal encompasses a full-day workshop organized around presentation of posi-
tion papers andworking activities in small groups. From the set of contributions, a subset
of selected case studies is invited to be presented at the beginning of the workshop and
is used to support the discussion that follows. The morning sessions are dedicated to
welcoming participants and presenting case studies. Participants are invited to comment
the case studies and to report similar experiences. The afternoon sessions are devoted to
interactive sessions, where participants are engaged to work in small groups to propose
solutions to the issues raised by the case studies presented in the morning. Proposed
solutions will be compiled and compared. Based on the lessons learned, participants
will draft an agenda of future work that can be accomplished.

5 Workshop Organizers

Tilo Mentler is a professor of Human Computer Interaction and User Experience at
Trier University of Applied Sciences. His research is focused on human-centered design
in safety-critical contexts (e.g. mobile devices and mixed reality in healthcare, novel
approaches to critical infrastructure). Currently, he works on control rooms as pervasive
computing environments and examines the role of user experience in safety-critical
settings. Prof. Mentler is chair of the special interest group "Usable Safety & Security"
within the German Informatics Society (GI), member of the IFIP Advisory Board of GI
and has been the GI representative in the IFIP Domain Committee on IT in Disaster Risk
Reduction.

Philippe Palanque is Professor inComputer Science atUniversity of Toulouse 3,where
he leads the Interactive Critical Systems research group. Since the late 1980s he has
been working on the development and application of formal description techniques for
interactive systems. He has worked on research projects at the Centre National d’Études
Spatiales (CNES) formore than 10 years and on software architectures and user interface
modelling for interactive cockpits in large civil aircraft (funded by Airbus). The main
driver of Philippe’s research over the last 20 years has been to address in an even way
usability, safety and dependability in order to build trustable safety-critical interactive
systems. As for conferences he is TPC co-chair of EICS 2021 and is a member of the
ACM CHI steering committee. He is a member of CHI academy, the chair of the IFIP
TC 13 committee on Human-Computer Interaction, and secretary of IFIP WG 13.5.

Susanne Boll is a full professor for Media Informatics and Multimedia Systems at the
University of Oldenburg and a member of the board of the OFFIS-Institute for Infor-
mation Technology. Her research focus lies in the field of human-computer interaction
(HCI). In her ongoing research, she is designing novel interaction technology for a
respectful and beneficial cooperation of human and technology in a future automated
world. She works on novel interaction methods for a safe cooperation and humans in
safety-critical automated environments such as automated driving, health care and pro-
duction. Her scientific results have been published in top venues in her field such as
ACM CHI, MobileHCI, AutomotiveUI, as well as internationally recognized journals.
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Prof. Boll was named a Fellow of the German Informatics Society in October 2020. She
was named a Distinguished Member of the ACM in 2019 and is an elected member of
acatech, The German National Academy of Science and Engineering.

Chris Johnson is Professor and Pro Vice Chancellor of Engineering and Physical Sci-
ences at Queen’s University Belfast. Over the last 20+ years, he has authored more than
200 peer reviewed publications, including one of the first textbooks on Accident and
Incident Reporting. He has held fellowships from NASA, the US Air Force and Navy.
He is a Scientific Advisor to the EC SESAR JU on the future of air traffic management
and helped author guidelines on incident reporting for EUROCONTROL and for the
European Railway Agency. He also helped the UK Department for Transport to develop
the national cyber security strategy for aviation. In 2021, he is one of some fifteen expert
witnesses retained to support the public inquiry into the Grenfell Tower fire.

Kristof Van Laerhoven is Professor in Ubiquitous Computing at the University of
Siegen, Germany. His research interests span the areas of wearable and distributed sens-
ing systems that focus on machine learning challenges, such as recognising what human
users are doing, what they are focusing on, and how stressed they are. He is wearable
department co-editor at IEEEPervasive, is co-editor of SpringerAdaptive Environments,
associate editor for ACM IMWUT, and was general co-chair for ACMUbiComp/ISWC
in 2020. More information can be found on http://ubicomp.eti.uni-siegen.de.
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Abstract. This workshop will explore and discuss geopolitical issues in Human
Computer Interaction (HCI) as a field of knowledge and practice. These issues are
mainly seen at two levels: (1) on discourses surrounding motivations and value of
HCI as a sociotechnical field, and (2) on discourses surrounding concepts of HCI
diffusion, maturity and diversity as articulated by global and local knowledge net-
works. Since the beginning of HCI, discussions of democracy have been around.
It may even be fair to say that the key notion of usability aims to support the citi-
zens of a democratic society. Obviously, exactly how HCI should do this remains
open for discussion. HCI has several roots deep in military needs from the world
wars of the 20th century. It was also born out of the sociotechnical traditions with
its emancipatory ambitions, aiming at creating conditions for supporting human
agency that facilitates the realization of people’s needs and potential. There’s an
inherent contradiction between these traditions. Thus, we’re interested in explor-
ing the following question: how to reconcile such diverse discourses as military
power and emancipatory ambitions in a geopolitical analysis of HCI research and
associated discourses? Moreover, the diffusion of HCI as field of knowledge and
practice is dominated by political and post-colonial discourses that pervade local
and global knowledge networks shaping what is considered useful and relevant
research and practice. In this workshop we understand these issues as geopolitical
in nature and aim to trace the cultural and sociotechnical dynamics that construct
the field of HCI.
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1 Introduction

This workshop will explore and discuss geopolitical issues in Human Computer Interac-
tion as a field of knowledge and practice. These issues are mainly seen at two levels: (1)
on discourses surrounding motivations and value of HCI as a sociotechnical field; (2) on
discourses surrounding concepts of HCI diffusion, maturity and diversity as articulated
by global and local knowledge networks.

Since the beginning of HCI, discussions of democracy have been around, e.g. [1, 2].
It may even be fair to say that the key notion of usability aims to support the citizens of a
democratic society or one that could be co-designed by its citizens. Originally, usability
and the larger field of HCI was conceived for western democracies. Acknowledging
that the meaning of emancipatory sociotechnical HCI depends on our ideas about the
ideal society, models of democracy and participation becomes important. A review of
studies of HCI and policy recapped basic models of democracy found in the literature
[3]. Their models of democracy included a deliberative democracy, which is a system
of governance that uses arguments in discussions until consensus is reached (Denmark
may be an example); a Marxist system of governance that sees decision-making on pol-
icy as related to the economic system (China may be an example); and a cosmopolitan
democracy [4] system of governance that highlights citizens’, no matter their geograph-
ical location, rights to political participation in global affairs (UN may be an example).
For HCI design approaches, the government system in its wider societal context is thus
both a context for design and the ultimate end-goal of the design activities. HCI is both
shaped by andmay contribute to design of particularMarxist, deliberate, and cosmopoli-
tan systems of governance. Policy makers and researchers may therefore benefit from
knowing about and considering sociotechnical HCI approaches when they study and
perform “democracy”.

Obviously, exactly how HCI should shape and is shaped by these and other models
of democracy and governance remains open for discussion. The influence of different
models can be seen in the fact that HCI has several roots deep in military needs from
the world wars of the 20th century [5], but it was also born out of the sociotechnical tra-
ditions with its emancipatory ambitions, that is, creating conditions for human workers,
managers, etc. that facilitate the realization of their needs and potential [4, 5]. In addition,
the tension between the focus on the individual and on the social dimensions surround-
ing interaction is inherent in critical analyses of HCI, e.g. [6, 7]. How military power
and emancipatory ambitions are related in a geopolitical analysis of HCI research? How
do these ambitions influence or are influenced by globalization and economic develop-
ment? How does the inherent tensions operate within the field? These are all tensions
of geopolitical nature as they are underpinned by contrasting models of democracy and
governance.

Moreover, the diffusion of HCI as field of knowledge and practice is dominated by
political and post-colonial discourses that pervade local indigenous and global knowl-
edge networks shaping what is considered useful and relevant research and practice [8,
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9]. The post-colonial analyses of HCI diffusion are fundamentally framed as set of inter-
cultural and potentially uneven power relations in these ‘design’ situations of encounters
[8]. However, there is also a need to focus on local and indigenous HCI concepts and
methods [9] that are often invisible to professional and academic spaces of knowledge
exchange [10]. The potential contribution of explicitly local or indigenous perspectives,
approaches, and experiences with HCI tends to remain unknown, e.g. [11].

Last but not least, there are attempts to understand HCI maturity and diversity levels
through origins, frequencies and levels of participation in conferences such as CHI or
CSCW, e.g. [12]; through organizational adoption, e.g. [13, 14] or through regional
institutionalizing efforts, e.g. [15]. The problem we identified is that HCI’s maturity
and diversity are placed on a continuum where western models of value, quality and
participation reinforce political configurations of exclusion and inclusion,which regulate
human and knowledge mobility in the field. Thus, limiting its potential to integrate other
views, forms of being, living and understanding the world and the field itself.

2 Workshop Objectives

In this workshop we understand the above issues as geopolitical in nature and aim to
trace the cultural and political dynamics that construct the field of HCI. More concretely,
we will pursue the following objectives:

• To help develop a frame of understanding of geopolitical issues in HCI.
• To collect examples and experiences that show political discourses shaping HCI’s
motivations and values.

• To collect examples and experiences of HCI diffusion, maturity and diversity as
articulated by global and local knowledge networks.

• To formulate a research agenda for future work on geopolitical research on HCI.

3 Expected Outcomes

The workshop will produce a research agenda for studying geopolitical issues through
a HCI lens, and how best to understand and analyze them. The aim with this research
agenda is to stimulate further research interest and provide direction for critical research
on HCI. In addition, extended versions of the workshop papers will be published by
Springer in the LNCS series as a volume collecting papers from the INTERACT2021
workshops.

4 Target Audience

The target audience for this workshop includes researchers and practitioners working
on topics related to HCI diffusion, education, capacity building, and social studies of
science and technology and critical research on HCI. Early-stage researchers and PhD
students are also encouraged to submit work-in-progress papers.
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5 Organizing Committee

The workshop is organized by IFIP TC13WG13.8 – Interaction Design for International
Development. The organizers are:

José Abdelnour Nocera is professor in Sociotechnical Design and Head of the
Sociotechnical Centre for Innovation and User Experience at the University of West
London. He is the current Chair for IFIP TC13 WG13.8 and the British Computer Soci-
ety Sociotechnical Specialist Group. His interests lie in the sociotechnical and cultural
aspects of systems design, development and use.

Torkil Clemmensen is professor at the Department of Digitalization, Copenhagen
Business School, Denmark. His research interest is in psychology as a science of design.
His research focuses on cultural and psychological perspectives on usability, user expe-
rience, and the digitalization of work. He contributes to Human-Computer Interaction,
Design, and Information Systems. He is a vice-chair of IFIP TC13 WG8.

Anirudha Joshi is professor in the interaction design stream in the IDC School of
Design. He works in the area that can be described as “Interaction Design for Indian
Needs”, which aims to solve some age-old problems by leveraging new technologies.
Anirudha has worked in diverse domains including healthcare, literacy, Indian language
text input, banking, education, and accessibility.

Zhengjie Liu, Professor at Dalian Maritime University, China, has been working in
HCI since 1989. He founded the Sino European Usability Center in 2000 as the first
research center dedicated to usability in China. He is a co-founder of SIGCHI China and
CCF TC-HCI. He is awardee of ACM SIGCHI Lifetime Achievement in Service Award
(2017) and IFIP TC13 Pioneers Award (2013).

Judy van Biljon holds the National Research Foundation’s Chair in Information and
Communication for Development (ICT4D) hosted by the School of Computing at the
University of South Africa (Unisa). She has contributed to the body of academic knowl-
edge by publishing on Human-Computer Interaction evaluation and interaction design
for marginalised groups, technology adoption, and sustainability in digital learning for
resource-constrained environments. She serves as Associate Editor of Information Tech-
nology for Development and as a Senior Editor of the Electronic Journal of Information
Systems in Developing Countries.

Xiangang Qin is currently a lecturer in the School of Digital Media and Design Arts
at Beijing University of Posts &Telecommunications. Prior to current job, Xiangang
Qin used to work in the Department of Digitization at Copenhagen Busi-ness School as
postdoctoral and international incoming fellowship, Lenovo, ChinaMobile and Siemens.
His research interests include issues of UX in context-aware systems, UX measurement
and culturability issue of HCI.

Isabela Gasparini received her Ph.D. degree from the Federal University of Rio
Grande do Sul (UFRGS - Brazil) with a sandwich period at TELECOM Sud Paris
(France). She is currently an Associate Professor at the Santa Catarina State Univer-
sity (UDESC), where she is involved in Human-Computer Interaction and Technology-
Enhanced Learning fields, with a special interest in adaptive e-learning systems, gam-
ification, learning analytics, recommender systems, infoviz, and cultural issues. She is
the editor-in-chief of the Brazilian Journal of Computers in Education (2019–2021), and
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the coordinator of the Special Human-Computer Interaction committee of the Brazilian
Computer Society.

Leonardo Parra-Agudelo is a part of the team that constitutes the school of Archi-
tecture and Design at Universidad de los Andes (Bogota, Colombia). Leonardo finished
a PhD in urban matters and social transformation at QUT, holds an MFA in design and
technology from Parsons the New School for Design, studied design in Colombia, and
is also a certified motorbike technician and everything-two-wheel rider. He believes in
in-disciplinary and disobedient research and creative practice, and explores how to blur
disciplinary boundaries, through care-full interactions.
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Abstract. This workshop aims at identifying, examining, structuring
and sharing educational resources and approaches to support the pro-
cess of teaching/learning Human-Computer Interaction (HCI) Engineer-
ing. The broadening of the range of available interaction technologies
and their applications, many times in safety and mission critical areas,
to novel and less understood application domains, brings the question of
how to address this ever-changing nature in university curricula usually
static. Beyond, as these technologies are taught in diverse curricula (rang-
ing from Human Factors and psychology to hardcore computer science),
we are interested in what the best approaches and best practices are to
integrate HCI Engineering topics in the curricula of programs in software
engineering, computer science, human-computer interaction, psychology,
design, etc. The workshop is proposed on behalf of the IFIP Working
Groups 2.7/13.4 on User Interface Engineering and 13.1 on Education in
HCI and HCI Curricula.

Keywords: Human-computer interaction · Engineering · Education

1 Workshop Topics and Scope

Engineering interactive systems is a multidisciplinary endeavour positioned at
the intersection of Human-Computer Interaction (HCI), software engineering,
usability engineering, interaction design, visual design and other disciplines. The
field of Human-Computer Interaction Engineering (HCI-E) is concerned with
providing methods, techniques, and tools for the systematic and effective design,
development, testing, evaluation, and deployment of interactive systems in a wide
range of application domains.
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The aim of such contributions is threefold:

– Improve the process of designing, developing, and evaluating interactive sys-
tems;

– Improve the quality of the user interface of interactive systems, including
usability and user experience properties and software properties (also known
as external and internal properties, respectively [3]);

– Adapt these contributions to the specific requirements and needs of the var-
ious application domains.

In recent years, the range of interactive techniques and applications has
broadened considerably and can be expected to grow even further in the future.
While new interaction techniques offer the prospect of improving the usability
and user experience of interactive systems, they pose new challenges, not only for
methods and tools that can support their design, development, and evaluation in
a systematic engineering-oriented manner, but also to the designers and develop-
ers that must use them. This is aggravated by the fact that they are increasingly
being applied in safety and mission critical, novel and less understood application
domains (e.g., wearable medical devices and AI-based systems).

The techniques, methods and tools mentioned above, as well as many other
novel forms of interaction, involve aspects that need to be adequately addressed
in the curricula of programs in software engineering, computer science and
HCI [1,2,4,5]. This begs the question of how best to address these topics in
those curricula, and what the best approaches to address them are. Particularly
relevant in the current context are approaches that support the educational pro-
cess in an online context. When considering education about HCI Engineering,
we need to think about who is being educated as there is likely to be different
curriculum scope and educational methods for different types of learners. There
are two main distinctions that are likely to influence these methods:

–Technical vs. non-technical – Computer science and similar students are
likely to be the main consumers of detailed HCIE education. However, it is
also important for those who are likely to have a more interface design or
user research role to be able to appreciate the limits of technology and the
potential impacts of architectural design choices.

–Student vs. practitioner – It is likely that the primary interest of many partic-
ipants will be university education. However, developers are often involved in
lively online discussions about different frameworks, and even the use of mon-
ads in interactive JavaScript. Interaction Design Foundation courses attract
tens of thousands of UX practitioners worldwide, evidencing the desire for
on-the-job learning in both communities.

Participants may target one or other of these types of learners, have interests
that cover several, or indeed may address other groups.

2 Goals and Expected Outcomes

The workshop aims at identifying, examining and structuring educational
resources and approaches to support the teaching/learning of HCI Engineering.



544 K. Baumann et al.

It aims to cover a range of areas from challenges related to novel forms of inter-
action to emerging themes stemming from new application domains. Another
goal is to consider the variety of students’ skills and experiences. For instance,
how to incorporate and teach HCI engineering in computer science curricula
or in UI/UX design curricula? How to teach HCI engineering to students with
different skills (e.g., engineers, designers)? The goal is also to consider different
lecturing modalities, ranging from on-site lectures, project-based pedagogy to
online/remote lecturing.

The intended outcome of the workshop is a structured overview of educa-
tional resources. This shall be structured according to the topics identified in the
roadmap. This overview will take the form of an online resource, built around
a wiki-style system, which will be made available to the community. We expect
that, through this resource, educational materials (e.g., from slides and reference
materials to exercises and exams) will be made available. It is expected that the
workshop will result in the definition of a first instance of this resource and that
this work will be continued in follow-up workshops, as well as in the context of
IFIP Working Group 2.7/13.4 on User Interface Engineering1, where external
participants are welcome. Depending on the quality of the submissions and the
workshop results, revised versions of the contributions will be published on an
edited volume. Alternatively, we will produce a journal paper summarizing and
consolidating the contributions, in the form of an HCI Engineering Education
roadmap. These results shall serve as a basis for drafting a roadmap for a cur-
riculum for the engineering of advanced interactive computing systems and for
identifying quality lecturing modalities.

3 Target Audience

Achieving the workshop’s goals means bringing together expertise both on the
Engineering of HCI and on education. Hence, we will solicit contributions from
the HCI-E related communities and we will be very interested to welcome mem-
bers of the educational community, for a fruitful discussion. To do so we will
dispatch the call to the usual channels including announcements in mailing lists,
conferences, and personal contacts.

4 Submission

Position papers (6–10 pages in LNCS format) must report experiences related
to HCI Engineering education. Submissions could report software engineering
units including some aspects of HCI-E, curricula or teaching units dedicated
to HCI-E, case studies/projects demonstrating aspects of HCI-E, evaluation of
students’ skills related to HCI-E, training non-technical and mixed students in
HCI-E, training appropriate aspects of HCI-E to professionals/practitioners, a
new teaching modality promising for teaching HCI-E, introducing HCI-E into

1 http://ui-engineering.org.

http://ui-engineering.org
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existing curricula, etc. Authors could also provide in their submission a short
summary of their experience in the field and their motivation to participate in
this workshop.

Submissions will be processed via the workshop web pages that will be hosted
at the IFIP WG 13.4 web site. Position papers will be reviewed by the organizers,
and participants will be invited to attend the workshop based on review results.
All selected contributions will appear in the workshop proceedings that will be
either an edited volume or a submission to a journal.

5 Organisers Background and Experience

The workshop is proposed on behalf of IFIP Working Groups 2.7/13.4 on User
Interface Engineering and 13.1 on Education in HCI and HCI Curricula, and
intends to further work ongoing within the groups.

WG 2.7/13.4 aims at advancing the state of the art in all aspects of design-
ing, developing, and evaluating interactive computing systems with a particular
focus on principled methodological engineering approaches. The scope of investi-
gation comprises, among others, methods and tools for modelling, prototyping,
developing and evaluating user interfaces (UI), quality models for interactive
systems, and new interface technologies suitable to improve user interaction.

The WG understands UI Engineering as the creation and application of sci-
entific knowledge and systematic, structured design and development methods to
predictably and reliably improve the consistency, usability, scalability, economy
and dependability of practical problem solutions. UI Engineering addresses all
aspects related to methods, processes, tools, technologies, and empirical stud-
ies involved in the invention, design and construction of interactive systems.
The techniques addressed concern all types of applications, for example, busi-
ness applications, social media, smart environments, medical devices, automotive
and aeronautics applications, and others.

The identification and organisation of educational resources for the topic has
raised interest within the group in recent meetings. This interest was strength-
ened by the current pandemic crisis that requires novel approaches to support
the teaching and learning process.

WG 13.1 aims at improving HCI education at all levels of higher education,
coordinate, at coordinating and uniting efforts to enhance the development of
HCI curricula, at recommending fundamental structures for curricula and course
materials and for their adaptation to various national educational systems, at
advancing international recognition of qualifications in this field, and at promot-
ing the teaching of HCI. Since it is interested to gather all resources which can
be effectively used in such HCI curricula, it is particularly interested in collect-
ing, analyzing, and comparing models, methods, and tools for supporting the
development of interactive applications and their UIs.

Konrad Baumann is chair of IFIP WG 13.1 Education in HCI and HCI
Curricula. As a professor at University of Applied Sciences FH Joanneum in
Graz, Austria, his teaching and research interests focus on HCI-related topics like
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usability testing, user-centred design, user interface design, information design,
user experience design, interaction design and evaluation of exhibitions. He has
been supervising more than 100 theses. He is co-author of two books, an editorial
board member of the Information Design Journal (IDJ) and served as a board
member of the International Institute for Information Design (IIID). He received
his PhD in 2004 at the Institute for Design and Assessment of Technology at
TU Vienna. Before that, he also worked in industry as a product manager.

José Creissac Campos is the chair of IFIP WG 2.7/13.4 on User Interface
Engineering. He is an associate professor at the informatics department of the
University of Minho, and a senior researcher at HASLab/INESC TEC. José
chairs the Steering Committee of the ACM SIGCHI Symposium on Engineering
Interactive Computing Systems (EICS) and is a member of the Editorial Board
of the ACM Proceedings in Human-Computer Interaction journal. He has served
in several organizing committees, including several ACM SIGCHI EICS, IFIP
TC13 INTERACT 2011 and Formal Methods Week 2019. He regularly serves
on the Program Committees of EICS, INTERACT and IUI, among others.

Alan Dix is Director of the Computational Foundry at Swansea University.
He is author of one of the principle textbooks in Human Computer Interaction as
well as many other research publications and a recent book on Statistics for HCI.
He was the general chair of HCI-Educators 2007 as well as several more recent
workshops in the area, including a series of Covid-related virtual workshops on
video in HCI education early in 2020. He has worked in a number of commercial
roles in addition to his academic posts and contributes to courses at Interaction
Design Foundation. Alan still designs and codes interactive systems.

Laurence Nigay is a full Professor (Exceptional class) in Computer Sci-
ence at the University of Grenoble Alpes (UGA) and is also an elected senior
member of the Academic Institute of France (IUF). She is the director of the
Engineering Human-Computer Interaction (EHCI) research group of the Greno-
ble Informatics Laboratory (LIG), comprised of 11 faculty members and more
than 20 non-permanent members. From 1998-2004, she was vice-chair of the IFIP
working group 2.7/13.4. She has been regularly involved in the ACM SIGCHI
Symposium on Engineering Interactive Computing Systems (EICS): reviewer
since 2009, member of the Editorial Board, program co-chair at EICS 2015, doc-
toral consortium co-chair at EICS 2014 and 2012. From 2005 to 2019 she was the
director of the Masters of Computer Engineering at the University of Grenoble.

Philippe Palanque is a professor in Computer Science at the University
Toulouse 3 and is head of the ICS (Interactive Critical Systems) research group
at IRIT. Since the early 90’s his research focus is on interactive systems engi-
neering proposing notations, methods and tools to integrate multiple properties
such as usability, dependability, resilience and more recently user experience.
These contributions have been developed together with industrial partners from
various application domains such as civil aviation, air traffic management or
satellite ground segments. He is currently one of the head of the Master of HCI
in Toulouse (www.masterihm.fr) that was created in 2000. He was steering com-
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mittee chair of the CHI conference series at ACM SIGCHI, is a member of the
CHI academy and chair of IFIP Technical Committee on HCI (TC13).

Jean Vanderdonckt is a full professor in Computer Science at Université
catholique de Louvain where he leads the Louvain Interaction Lab, which is
located midway between software engineering, HCI, and usability engineering.
He is Vice-Chair of WG 13.1 Education in HCI and HCI curricula. He is co-
editor-in-chief of Springer’s HCI series of books and holder of the Francqui Chair
in Computer Science 2020.

Gerrit van der Veer has been teaching at the Vrije Universiteit Amster-
dam since 1961. He started in Cognitive Psychology, moved to Ergonomics, and
into Computer Science, where he specialized in the design of interactive sys-
tems. He has been developing education in interaction design in many European
countries, including Belgium, Germany, Spain, Italy, Romania, and the Nether-
lands, as well as in China. He is currently working for the Dutch Open University
Department Human-Computer-Society, the Dutch University of Twente, Depart-
ment of Human-Media Interaction, the University of Sassari (Italy) Faculty of
Architecture and Design, the Luxun Academy of Fine Arts (China) Department
of Multimedia and Animation, and the Maritime University of Dalian (China)
Faculty of Computer Science. Gerrit has been President of ACM SIGCHI, the
world leading international society for HCI, from 2009-2015.

Benjamin Weyers is currently Assistant Professor at University of Trier
and Head of the Human-Computer Interaction Group. Before, he was PostDoc
at the Virtual Reality and Immersive Visualization group at RWTH Aachen
University. He received his PhD in 2011 at the University of Duisburg-Essen
and joined the RWTH in 2013. He is interested in the research and development
of interactive analysis methods for abstract and scientific data using immersive
systems as well as the integration of VR and AR into the control of technical
systems for the support of human users in semi-automated control scenarios. An
integral element in this research is the application of modeling method as part
of the engineering process. Therefore, Benjamin focuses on the development and
use of formal methods for the description of interactive systems. He is member
of IFIP WG 2.7/13.4 on User Interface Engineering.
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Abstract. The context of use plays an important role in Human-Centered Soft-
ware Engineering (HCSE). Typically, user, environment, and platform are consid-
ered to make up the core aspects of the context of use. Changing the context of use
has significant impact on how to design and develop with a user-centered perspec-
tive and how usage of these systems changed for example in the current pandemic
situation with a focus on remote work. New kinds of work environments in indus-
try providing different types of user assistance evolve, new settings for remote and
distributed work styles are required to account for social distancing, or the trends
towards autonomous and AI-based systems demand for new ways of thinking
about socio-technical interaction and systems. This workshop promotes sharing
of knowledge and experiences that address how to deal with evolving contexts of
use in today’s and future application domains and its influence on human-centered
socio-technical system design and development practices. Beyond the traditional
themes of IFIP Working Group 13.2 workshops, the main focus lies on theories,
methods, and approaches for dealing with the context of use, its influence on
HCSE, and factors for its change over time.

Keywords: Human-Centered Software Engineering · Context of use · Change ·
Adaptive user interfaces

1 Overview and Goals

The context of use plays an important role in Human-Centered Software Engineering
(HCSE) and Human-Computer Interaction (HCI) research [1, 2]. Typically, user, envi-
ronment, and platform are considered to make up the core aspects of the context of use
[3]. Changing the context of use, for example due to unplanned circumstances like the
current pandemic situation, has significant impact on how we use systems, and how we
adapt and adopt them even if the systems were not designed for such usages. In HCSE
research we have to account for this change, making interactive system development
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context-aware or design and develop in a way that systems can adapt for novel forms
of usage. Recently, we observe developments that strongly change contexts of use. For
example, in the area of industrial automation (Industry 4.0) work environments change,
new kinds of user assistance evolve, and workers are going to be supported by innovative
types of devices and digital assistance tools to accomplish their working tasks. Typical
examples are augmented, virtual, and mixed reality (AR, VR, MR) applications in train-
ing or support situations. The COVID-19 pandemic has drastically changed where and
the way how we work, particularly in collaboration with others to keep distance and
increase personal safety. In contrast, the trend towards increasingly autonomous sys-
tems and systems that use and provide artificial intelligence gives rise to new kinds of
interaction, particularly, human-machine interaction (HMI), in areas such as autonomous
driving or human-robot collaboration in different domains such as industrial production,
logistics, or health. These trends should be accounted for in the way we design and
build such interactive systems, possibly coming to evolutionary or even revolutionary
solutions. For example, expected or unforeseen changes of usage scenarios and their
context of use may be accounted for by flexible and more resilient system solutions and
be reflected in the development practices and technical frameworks. Specific kinds of
interaction such as HMI, but also social and socio-technical interaction may demand for
more prominent and explicit consideration. Quality aspects such as ubiquity, security,
and safety may be seen in a different light. Changing contexts of use may even have
an impact on the way we think about user motivation and user experience, away from
short-term notions like emotions towards long-term traits like users’ values. We want to
specifically account for these developments in addition to the general concerns of HCSE.
Discussions and interactive working sessions in the course of the HCSE@INTERACT
2021 workshop will particularly deal with these concerns.

In this workshop, we aim to broaden the traditional scope of the workshop series of
IFIP Working Group 13.2 [4–6]. We focus on the study of context of use, its long-term
evolutionary trends as well as its short-term design and management in a user-centered
design process, from a social and user-centered methodological viewpoint as well as
from a technical viewpoint. Our aim is to cover a large set of user interface perspectives,
aspects, and properties and fuel new ideas and approaches for research and practice. The
long-term perspective of this workshop is to foster the development of theories, methods,
tools and approaches for dealing with the changing context of use and its impact on HCI
and collaboration that should be taken into account when developing interactive and
socio-technical systems.

This workshop is a follow-up of the successful workshops organized at INTERACT
2017 in Mumbai, India [5] and INTERACT 2019 in Paphos, Cyprus [6].

2 Target Audience and Expected Outcomes

This workshop is open to everyone who is interested in aspects of human-computer
interaction from a user-centered perspective. Typical contributions to this workshop
focus on user interface properties while designing and building interactive systems and
study associated methods, processes and approaches. We expect a high participation of
IFIP Working Group 13.2 members. We invited participants to present position papers
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proposing novel solution ideas and describing real-life case studies that illustrate the role
of the context of use in HCI and its impact on the system design and use. Any perspective
and related aspects of user interface design were welcome. However, we were especially
interested in work that deals with current trends that change the way humans use, interact
and collaborate with technical components in socio-technical systems. We were also
interested in methods, theories and tools for managing context of use at design and
run-time. Submitted position papers were reviewed and selected for presentation in the
workshop by an international program committee comprising the organizers and selected
members of IFIP Working Group 13.2 who are experts in the field. Accepted papers
were made available through the workshop website. Furthermore, an extended version
of selected papers was considered for inclusion in a Springer LNCS post-proceedings
volume published in conjunction with the other INTERACT workshops organized by
the IFIP TC13 Working Groups.

3 Workshop Contributions

Nine contributions have been accepted for presentation at the workshop. They are briefly
described in the following.

How to Identify Changing Contexts of Use With Creativity Workshops – An
Experience Report, presented by Wasja Brunotte, Lukas Nagel, Kurt Schneider and
Jil Klünder, reports their experiences with a multi-stakeholder requirements elicitation
workshop method that combines the 6-3-5 Method with the Walt-Disney Method to
ensure that a broad range of requirements can be elicited while ensuring equal contribu-
tion from different stakeholders and improving the number of perspectives on the future
context of use of a software that is developed.

Describing DigitalWork Environment ThroughContextual Personas, presented
by Ruochen Wang, Marta Larusdottir and Åsa Cajander, reports the results from a
study involving student software developers using personas that were enriched to repre-
sent physical work context, organisational work environment, social work environment
aspects as well as the cognitive load. Interesting insights regarding improvements are
identified: the ability of representing diversity of user groups especially when it comes
to aging populations or non-tech savvy user groups, and, more generally, personas that
evolve with the project and over time.

Towards Flexible InteractionDesign forOperatorAssistance Systems, presented
by Jan Van den Bergh and Florian Heller. The authors present an approach to assess
the usability of Operator Assistance Systems, such as hoist, lifts, cranes, and robotic
arms. Such systems help operators in handling components of various weights in order
to reduce ergonomic stress and are currently evaluated based on ergonomic criteria.
However, the acceptance of such systems by the operator does not only depend on
the amount of support it generates, but also on basic usability factors. Based on the
observations of a contextual inquiry, the authors designed a simple scoring sheet to
evaluate and compare the usability aspects of such systems.

Creating a Post-Sedentary Work Context for Software Engineering, presented
by Martin Hedlund, Cristian Bogdan and Gerrit Meixner, presents a research agenda
on how to address the sedentary work style of software engineers by re-structuring
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tasks to be performed and supported by for example visual programming and providing
associated technological solutions including virtual reality (VR), augmented reality, and
haptic interaction within VR to perform these tasks. The research agenda addresses the
possible study set-ups for such types of interventions and how to investigate aspects like
program comprehension, code creation or novel types of interaction techniques.

Coping with Changing Contexts: A Healthcare Security Perspective, presented
by Bilal Naqvi and Carmelo Ardito. The authors aim at stimulating a discussion on
how to cope with changing contexts while considering the threats posed by phishing
and ransomware attacks in the context of healthcare infrastructures. Indeed, phishing
has been the most prevalent attack mechanism on the healthcare infrastructures dur-
ing the ongoing COVID-19 pandemic, which increased the pace of digitization of the
healthcare industry. The authors propose three ways to cope with these threats in the
perspective of healthcare, i.e., i) training and supporting developers at work; ii) initiating
cross-disciplinary education and training mechanisms; iii) application of existing HCI
principles.

Privacy Knowledge Base for Supporting Decision-Making in Software Devel-
opment, presented by Maria Teresa Baldassarre, Vita Santa Barletta, Danilo Caivano,
Antonio Piccinno andMichele Scalera. The authors propose an approach to support soft-
ware developers in integrating security and privacy requirements at every stage of the
software development cycle, which is critical to guarantee the confidentiality, integrity
and availability of the system and consequently of the data. In particular, they define a
Privacy Knowledge Base (PKB) that encompasses the key elements to support decision-
making in privacy-oriented software development. An industrial case study shows pre-
liminary results on howPKBprovides the guidance needed for privacy-oriented software
development.

bRIGHT – A Framework for Capturing and Adapting to Context for User-
Centered Design, presented by Rukman Senanayake and Grit Denker, deals with user
context modeling and adaptation. Particular challenges of creating and maintaining an
accurate model of the user context are incomplete and uncertain information. The pro-
posed HCI framework bRIGHT is capable of creating an accurate context model as
the user engages with the computer system. In this paper, the authors discuss the new
architectural design of bRIGHT for improving knowledge representation and base type
system and its expected benefits.

Affordance-derived Declarative Interaction Models for Context Adaptation,
presented by Cristian Bogdan, proposes an approach to achieving fully declarative inter-
active applications. A concrete user interface is sketched and the interaction function is
derived from the UI’s form through affordance mechanisms. As a result, a declarative
model of the dynamic interaction aspects of the application is obtained. This model
can be used to complement existing solutions for declaratively describing the static
aspects of the user interface to make a fully declarative application. This is an important
prerequisite for such an application to be automatically adapted to its context of use.

On the Consistency of UI Adaptations, presented by Kai Biermeier, Enes Yigit-
bas, Nils Weidmann and Gregor Engels, looks at employing Triple Graph Grammars
(TGGs) as a sophisticated mechanism for controlling the consistency of user interface
(UI) adaptations to the current context-of-use. To prevent the undesirable application
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of conflicting UI adaptations and ease the specification of UI adaptation rules, they
introduce their notion of adaptation consistency based on TGGs augmented with a 0–
1 priority system. TGGs are an established formalism for consistency maintenance in
model-driven engineering. TGG semantics are extended with a priority system to control
the rules’ application order. The authors also outline the implementation of a prototyp-
ical TGG interpreter as a design and run-time solution for ensuring consistency of UI
adaptations.

4 Workshop Format

This full-day workshop is designed to be held in hybrid format, i.e., allowing partici-
pants to either attend in person on-site or just remotely/virtually. It is organized around
presentation of position papers and working activities in small groups. In the morn-
ing sessions, after welcoming the participants and setting the frame for the workshop,
the selected position papers are presented. In addition, further position statements can
be contributed by the workshop participants. Participants are also invited to comment
on the propositions and case studies and to report similar experiences. Position papers
and statements together are used to support the discussion that follows. The afternoon
sessions are thus devoted to interactive sessions, where participants will be engaged to
work in small groups, discuss and propose solutions to the identified challenges seen in
the morning. Due to the hybrid workshop format, on-site and virtual group discussions
are run in parallel. Solutions proposed by the participants are compiled and compared.
Based on the lessons learned, participants are encouraged to draft an agenda of future
work that can be accomplished.
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Abstract. A human-centred approach to technology design for address-
ing sustainable development goals demands rethinking the way techno-
logical solutions are developed and deployed, taking into account situated
design solutions and their impact on the social, economic and environ-
mental aspects. For technology designers, this provides an opportunity
to bridge the gap between the real and the ideal worlds. This workshop
aims at building an agenda that defines challenges and opportunities for
the design of interactive technologies, which promote fairness and pros-
perity on the planet, and contribute towards one or more of the United
Nations’ Sustainable Development Goals.

Keywords: Sustainability · Sustainable development goals ·
Human-centred design · Human-centred technologies

1 Context

The 2030 Agenda for Sustainable Development adopted by the United Nations
(UN) Members calls for global partnerships to achieve significant advances in
fairness and prosperity in the world. This includes equal access to, and manage-
ment of resources such as water, energy, climate, oceans, urbanization, trans-
port, science and technology. These themes are addressed as a set of 17 UN
Sustainable Development Goals (SDGs)1 intended to be achieved by the year
2030. These goals should be achieved uniformly across the nations, dissolving
the well-established dichotomy of developed and developing contexts [2].

1 https://sdgs.un.org/goals.
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In line with this agenda, we understand sustainability more broadly, beyond
the environmental aspects related to solutions that do not harm the environment,
to include also the social aspects related to human rights, respecting differences,
and the dissemination of values that are the basis of the continuance of life in
society for future generations [3–5].

According to [1], sustainability can, and should be, a central focus of interac-
tion design. Initially, Blevis [1] believes that for a perspective of sustainability,
“design is defined as an act of choosing among or informing choices of future
ways of being. This perspective of sustainability is presented in terms of design
values, methods, and reasoning”.

Addressing technology design for sustainable development goals with a
human-centred approach demands rethinking the way technological solutions
are developed and consumed, and considering the situated design solutions and
their impact in the social, economic and environmental aspects. As stated in [3],
this should be used by designers as an opportunity to establish a bridge between
the real-life, with its inequalities and injustices, and the ideal world, as aspired
by the UN SDGs.

2 Objectives

With this broad perspective of sustainability in mind, the objective of this work-
shop is to build an agenda which aims to define challenges and opportunities for
design of interactive technologies that address one or more SDGs with a holistic
view.

Topics of interest include, but are not limited to:

– IoT and smart communities
– Environmental monitoring
– Design solutions that support sustainable behaviour
– Green computing
– Ethical aspects of green computing
– Equality and fairness in access to technology
– Sustainable design
– Design for sustainability

The workshop will engage the participants in:

– Discussing challenges and obstacles related to creating human-centred tech-
nology towards advancing the sustainable development goals;

– Mapping some key stakeholders, and questioning the relationships between
them;

– Co-creating future scenarios where human-centred technology support indi-
viduals and communities to advance on fairness and prosperity.
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2.1 Participation

The workshop is of interest to researchers and practitioners who aim to impact
society through the design and development of technologies that attempt to
advance fairness and prosperity through equal access to, and management of
resources such as water, energy, climate, oceans, urbanization, transport, science
and technology.

The call for papers will be distributed via the network of the workshop organ-
isers, HCI-related mailing lists, IFIP mailing lists, and social media in general.

Participants are encouraged to submit a motivation paper describing their
approach to design of technology aimed at advancing the society towards one or
more Sustainable Development Goals, by addressing related challenges and/or
opportunities.

As travelling may not be possible to everyone, online participation will also
be possible.

The number of participants should be between 8 to 15, in order to keep group
activities feasible and interesting.

2.2 Overall Structure

This one day workshop is structured to be engaging, practice-oriented, hands-on,
and participatory.

The workshop starts with the participants’ presentations, focusing on their
design approaches to advance the SDGs. This is followed by a set of activities
designed to create discussion of challenges and barriers, and envisioning future
scenarios.

The workshop includes plenty of time for the exchange of ideas and experi-
ences among the participants. The main parts of the workshop are:

– Short presentations of the accepted papers;
– A follow-up interactive session to allow further discussions and map the main

points raised in the presentations;
– Collaborative activities, facilitated by the organisers, and involving all the

participants to map challenges and barriers;
– Concluding discussions and planning of future directions and outcome.

More details on the workshop program and call for papers are available at
the workshop website: https://lifes.dc.ufscar.br/HCT4SDG.

3 Organisers

Lara Piccolo is a Research Fellow at the Knowledge Media Institute (KMi)
at the Open University, UK. She investigates the role of technology to engage
people and communities with some global challenges, including inequalities, uni-
versal access to technology and climate change. She worked for 10 years in Brazil
bridging academia, policy making and industry in Research and Development

https://lifes.dc.ufscar.br/HCT4SDG
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projects targeting digital inclusion, accessibility and energy literacy and smart
monitoring.

Vânia Neris is an Associate Professor working in the Department of Com-
puting at the Federal University of São Carlos (UFSCar) in Brazil. She has been
researching on Human-Computer Interaction since 1999 and now she leads the
Flexible and Sustainable Interaction Lab (LIFeS). Her main current research
interests include: (1) computer support for mental health and well-being, (2)
sustainability in computing and (3) computer science education.

Kamila Rodrigues is an Assistant Professor at the Institute of Mathe-
matical and Computer Sciences at the University of São Paulo (ICMC/USP) in
Brazil. Her research interests include usability, user experience, accessibility, sus-
tainability aspects, and also the study of the emotional responses of users during
the interaction with interactive multimedia systems, mainly serious games. She
works as a collaborator in research developed at the LIFeS lab (Federal Uni-
versity of São Carlos/Brazil) with digital therapeutic applications for different
pathologies and in research at the Intermı́dia-ICMC/USP lab on data collections
and remote interventions using technological infrastructure.

Masood Masoodian is a Professor of Visual Communication Design at
Aalto University, Finland. His research interests include visual design, interac-
tion design and visualization, specializing in visualization of time-based data
(e.g., energy, health and environment) particularly for non-expert users. He has
served as a programme chair, programme committee member, and reviewer for
numerous international conferences and workshops.

4 Expected Outcome

The accepted position papers will be published in the official adjunct conference
proceedings. Furthermore, the main workshop results will be further dissemi-
nated to a wider audience during the conference.

The possibility of a joint publication reflecting the workshop outcomes will
be suggested and discussed with the participants.

Acknowledgment. This workshop is supported by the IFIP Working Group 13.10
on Human-Centred Technology for Sustainability. For more information please visit,
it4se.hs-augsburg.de/wg13-10/.
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Abstract. Multisensory augmented reality enables content developers to generate
more realistic, sensory rich user experiences. Applications and research related to
multisensory augmented reality expands through several areas such as education,
medicine, human-machine interactions, human-food interactions, marketing, and
neuroscience. Aim of this workshop is to gather researchers and industry repre-
sentatives who are involved in multisensory augmented reality research to discuss
the current state-of-the-art in the field, define future research directions, form new
collaborations, and come up with future publication plans. We believe that this
workshop would enhance the participants’ experience of the Interact 2021 and
encourage more participants to attend the main conference.

Keywords: Multisensory augmented reality ·Multisensory internet ·
Multimodal interfaces · HCI ·Multisensory user experiences

1 Introduction

Augmented Reality (AR) research is usually based on a definition provided by Ronald
Azuma [2]: AR (1) combines real and virtual objects in a real environment, (2) registers
(aligns) real and virtual objects, (3) and runs interactively, in three dimensions, and in
realtime. This definition does not limit AR to specific technologies and neither does it
limit AR to the sight sense. The definition applies to all senses. That is, AR systems
can provide artificially generated visual, auditory, tactile, olfactory, and gustatory expe-
riences or combinations of these experiences superimposed on reality (Multisensory
AR). Although we often speak of virtual ‘imagery’ that is overlaid on a user’s ‘view’
of the physical environment, the other senses and their cross-modal properties can be
addressed as well to design useful, convincing, and attractive AR environments. When,
according to the definition, we want to register or align real and virtual objects we should
take into account that the virtual objects have other than visual properties or don’t have
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visual properties at all. We can have virtual touch, sound, smell, and taste objects that
are superimposed on reality and define an augmented reality world that is experienced
by a user’s senses.

During the past decades, Multisensory Augmented Reality (MAR) have been used to
deliver immersive user experiences in different areas. Traditional Internet communica-
tionwas previously dominated by text, images, audio and video. However, digitization of
other sensory modalities such as touch [24], taste [4, 17], and smell [4, 16] transforming
the current Internet communication into a multisensory Internet communication. In rela-
tion to teaching and training, MAR can be used to provide enhanced interactions using
virtual objects, user guidance, and force feedback [9, 10, 19]. Some previous research
related to human-food Interaction suggested that multisensory augmented reality can be
used to generate or modify our perceptions by altering color, textures, shapes, taste, and
smell of food and beverages that we eat and drink [4, 17, 21, 22]. On the other hand,
digital sensory marketing can be considered as another important area where MAR can
be used to create and enhance customer experiences [15]. MAR has also been used to
develop new interactions and communication methods related to smart cities and smart
communities [1, 12–14, 17]. MAR can also enhance our gaming experiences [23] as
well as it can be used to improve industry and automation activities [8, 11].

At present, the field of MAR is primarily focused on technology developments,
such as developing new ways to simulate multiple senses and create new interactions
by combining AR and human senses. However, little is known about the impact of the
addition of each stimulus, let alone multiple stimuli in MAR experiences. Future explo-
rations of MAR, apart from expanding into different application areas, will help study
technology-mediated perception, cognition, and human behaviors. These studies will
assist in uncovering secrets in the human brain, behavior, neuroscience, and physiology.

2 Workshop Objectives, Target Audience, and Topics

The first workshop on Multisensory Augmented Reality (http://usehci.org/mar2021/)
for Interact 2021 was proposed to gather researchers from diverse disciplines such as
human-computer interaction, augmented reality, virtual reality, interaction design, gam-
ing, psychology, and neuroscience. This workshop will be held on 30th August 2021 as
a one-day workshop in conjunction with the Interact 2021 conference in Bari, Italy.

The structure of this workshop is focused on creating research partnerships and iden-
tifying collaborative projects. During the workshop, recent advances in Multi-sensory
Augmented Reality will be discussed, which will be the key trends, challenges, and
opportunities in conducting research in these intersections. Our overall goal is to have
a focused workshop that will initiate projects which will extend beyond the workshop
itself. We believe that the intimate nature of workshops at INTERACT is an ideal venue
for this type of workshop.

Submissions were sought on the topics including MAR interfaces, applications of
MAR, new sensing and actuation Technologies, multimodal or crossmodal perception
in AR, smart wearable technologies, MAR based digital and sensory marketing, MAR
in human food interaction, and communication protocols for MAR. The workshop’s
Call for Participation were distributed via several mailing lists related to HCI, UX, and

http://usehci.org/mar2021/
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related areas interested in multisensory research. Additionally, the call for participation
was distributed via various social media channels and media arts groups. The workshop
website (http://usehci.org/mar2021/) was used to share more information and update
interested participants.

3 Summary of Position Papers

We have received eight submissions for the workshop. Submissions were reviewed
by the workshop organizers and after careful consideration, five position papers were
accepted. Either full paper versions or abstracts of those position papers are published
on the MAR2021 website (https://usehci.org/mar2021/proceedings). Key contributions
of those position papers are described below.

Thomas and Holmquist have proposed a ‘Generalised Architecture for Multisen-
sory Augmented Reality’ [19]. This approach would entail three components: data to
be displayed, preferred modality in which it is to be displayed, and a transformation
function between first and second. As a result of the literature review and outcomes of
their focus group findings, authors have suggested that audio, visual, haptics, and tem-
perature modalities are the most desirable modalities for future devices, although they
have suggested further investigation on smell and taste as well.

‘The Value of Sound within a Multisensory Approach to AR in the Arts’ by Bilbow,
Kiefer, and Chevalier [3] discussed the potential of using sound in creating coherent,
immersive, and embodied multisensory AR experiences. First, this paper explains a
theoretical framework which investigates sensory modalities afforded by AR. Second,
it describes two artworks which investigates embodied experiences in AR artworks.
Authors suggested that DIY approaches to augmented reality are essential for creative
work, and they further speculate on how art can contribute to future theory, technologies
and practice in the field.

Guedes’s (2021) paper is about ‘Designing Multisensory Experiences in Museums
for People with Disabilities’ [6]. This position paper questioned about how accessible
and feasible current museums are for people with disabilities. Then the paper discussed
how technology can support different forms of interacting, understanding, and sense-
making of artworks and multimedia content before, during, and after a museum visit.
One example application proposed by the author is called AIMuseum, which provides
an accessible and inclusive solution that seeks to enhance museums and exhibitions with
Augmented Reality and Screen Readers. In addition to that it discusses several available
opportunities for designing, implementing, and evaluating tools for and with people with
disabilities to support their experience in museums while catering to different abilities.

‘Beyond visual guidance in semi-manual industrial assembly of wooden house sec-
tions’ by Tobisková, Malmsköld, and Pederson [20] proposed a multimodal AR based
guidance system for semi-manual industrial assembly of wooden house sections. This
proposed system incorporate vision, hearing, touch, smell senses together with guidance
through subtle cues for supporting the truss assembly operations. Authors have reported
the findings of their brainstorming sessions related to the process of assembling wood
trusses and mapping AR guidance modalities which is useful.

The paper titled ‘The use of Augmented Reality to deliver enhanced user experiences
in fashion industry’ by Jayamini et. al. [7] reviewed how the fashion design industry has
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acquired novel technologies such as AR, VR, Mixed Reality, and Machine learning to
address the limitations of traditional fashion experience and user experience. Literature
review section of this paper provides a detailed overview of the recent developments
related to fashion design, apparel self-customization, and enhancing customer shopping
experiences. They argue that MAR has a huge potential in transforming the fashion
industry towards digitalization by introducing the applications such as virtual fashion
shows, virtual showrooms, virtual fitting rooms, virtual fit-or-sizing tools, digital jewelry,
virtual stylists, and magazine catalogs.

4 Expected Outcomes and Future Plan

One of the main expected outcomes of this workshop is to gather researchers who are
working on similar research topics, present each other’s research and research inter-
est, discuss improvements to current research, form new research ideas, and start new
research collaborations. In this way, it is possible to build multidisciplinary research
teams and plan future research work and publications. We expect that this workshop
would serve the purpose of knowledge gathering and dissemination related to MAR and
enhance Interact 2021 participation and experience. To stimulate additional discussions,
all accepted submissions to the workshop, presentations, and inspiring discussions will
be made public on the website (http://usehci.org/mar2021/).

5 Workshop Organizers

Kasun Karunanayaka is a Senior Lecturer at the University of Colombo School of
Computing, Sri Lanka. Kasun obtained his PhD in Electrical and Computer Engineering
from the National University of Singapore (NUS) in 2014. He conducts research related
to Mixed Reality, Multisensory Communication, and Physical Computing.

Anton Nijholt received his PhD in computer science from the Vrije Universiteit in
Amsterdam.He held positions at various universities, inside and outside theNetherlands.
In 1989 he was appointed full professor at the University of Twente in the Netherlands.
His main research interests are multimodal interaction with a focus on entertainment
computing, affect, humour and brain-computer interfacing.

ThilinaHalloluwa is a Senior Lecturer at theUniversity ofColomboSchool ofCom-
puting. He has a PhD from the Science and Engineering Faculty at the Queensland Uni-
versity of Technology,Brisbane.Within the fields ofHuman-Computer Interaction (HCI)
and Computer-Supported Cooperative Work (CSCW), his research focuses on Design-
ing for Underserved Communities, Smart Agriculture, Gamification, and Technology
Enhanced Education.

Nimesha Ranasinghe is an Assistant Professor at the School of Computing and
Information Science and directs theMultisensory InteractiveMedia lab (MIM lab -www.
mimlab.info/) at the University of Maine. He completed his Ph.D. at the Department
of Electrical and Computer Engineering, National University of Singapore (NUS), in
2013. His research interests include Multisensory Interactive Media, Human-Computer
Interaction, Augmented and Virtual Reality.
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Manjusri Wickramasinghe is a Senior Lecturer at the University of Colombo
School of Computing, Sri Lanka. He obtained his PhD in Information Technology from
Monash University in 2016. His research interests are Machine Learning, Computer
Vision and Graphics, and Serious Games.

Dhaval Vyas is an ARC DECRA Fellow (2018–2021) and a Senior Lecturer in
the School of Information Technology and Electrical Engineering, at the University of
Queensland, Australia. He received a PhD in Human-Computer Interaction from the
University of Twente, the Netherlands. His research spans across the areas of Human-
Computer Interaction (HCI) and Computer-Supported Cooperative Work (CSCW).
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1 Theme and Topics

1.1 Theme

Our workshop on participatory design landscape for the human-machine collab-
oration, interaction and automation welcomes contributions in the broad area of
Human-Computer Interaction. We focus on facilitating end-users involvement in
a sustainable and ethical way in the context of the novel ICT solutions, remote
co-design participation and accelerating digital transformation touching both
the professional and the private spheres. This transformation presents multiple
opportunities for addressing complex interdependent problems with co-designed
ICT-based solutions using remote or distributed collaboration and novel empow-
erment approaches, to enable all users to fully participate in co-designing even
complex solutions, which are not easy to relate to or intuitive.

1.2 Contributions

The contributions ought to explore challenges and opportunities related to co-
design at the frontiers of HCI - participatory design of newest and complex
technologies, not easily explainable or intuitive, novel collaborative (remote or
distributed) approaches to empowering users to prepare them to contribute as
well as to engaging them directly in co-design. Therefore, we welcome reports
of interdisciplinary projects, studies and potential research initiatives which use
(or would like to benefit from) various participatory approaches. These can,
for example, include cases of user empowerment [1,5,7,10] or engaging users in
diverse co-design contexts, such as Living Labs [6,8], design probes, and other
creative co-design methods (Fig. 1).

1.3 Topics

These studies, while necessarily focusing on participatory design practices, can
touch upon various aspects of applied computer science (including data science,
artificial intelligence, social informatics and human-computer interaction) along-
side with current state-of-the-art in psychology, social science and economics
(such as neuroscience, psychophysiology and cognitive studies). The interdisci-
plinary and participatory approach they ought to describe can be applied in the
context of interconnected business, social, economic and environmental issues,
as our focus is on the use of co-design approaches in a wide scope of novel con-
texts. Therefore, in the workshop we will explore the opportunities related to
participatory design of both established and emerging solutions and interfaces
like Voice Assistants (VA), Virtual (VR), Augmented (AR) and Mixed Reality
alongside with major underlying trends like Artificial Intelligence (AI), Machine
Learning (ML), Natural Language Processing (NLP) or Complex Event Process-
ing (CEP) in the context of multiple areas of interest to science and industry
where co-design can be particularly beneficial. One example of such area of
interest is related to creating health solutions using technologies that are new
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Fig. 1. Example topics for this workshop in relation to its key co-design theme.

to end users - patients - but that have already been proven to be effective at
improving the efficiency of mental health therapy, such as VR or AR. Another
opportunity is related to the co-development of self-help mobile applications or
games [3] for health (including mental health) [2] and of wearable monitoring
solutions. The development and increased access to wearable, mobile and robotic
technology brings novel opportunities for using IT-based solutions in everyday
life, including personal spaces and workplaces. Such solutions make it possi-
ble to measure psychological processes and to provide treatment in ecological
conditions of patients’ everyday life. Yet, research and practice show that func-
tionality and ergonomics of the proposed solutions are crucial for acceptability
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and compliance. Thus, participatory design may be an adequate way to address
those challenges. Especially the design of social robots, which heavily rely on
expectations based on social interaction norms, stands to greatly benefit from
participatory design [9].

2 Organizers

We are a multidisciplinary group of scientists, researchers, IT professionals and
activists whose key focus is on multiple positive applications of ICT through
engaging in participatory practices1, especially focused on engaging the users
excluded from the technological discourse [5] (for example, with games2 or
hackathons3 or through inviting stakeholders to take part in educational and
capacity building projects4).

Key Organizers

– Wies�law Kopeć, PhD, MBA, (Google Scholar Profile)
Head of XR Lab, Computer Science Department,
Polish-Japanese Academy of Information Technology (PJAIT)

– Cezary Biele, PhD, (Google Scholar Profile)
Head of Laboratory of Interactive Technologies,
National Information Processing Institute (NIPI)

– Monika Kornacka, PhD, (Google Scholar Profile)
Head of Emotion Cognition Lab, Institute of Psychlogy,
SWPS University of Social Sciences and Humanities (SWPS)

– Grzegorz Pochwatko, PhD, (Google Scholar Profile)
Head of Virtual Reality and Psychophysiology Lab, Institute of Psychology,
Polish Academy of Sciences (IP PAS)

Program Committee. Jakub Możaryn, PhD, Warsaw University of Tech-
nology (Google Scholar Profile); Jacek Lebiedź, PhD, Gdansk University
of Technology (University Profile); Marzena Wojciechowska, PhD, PJAIT
Resarch Center (ResearchGate Profile); Dominika Tkaczyk, PhD, Crossref
(Google Scholar Profile); Sebastian Zagrodzki, Google (LinkedIn Profile) �Lukasz
Czarnecki, Amazon (LinkedIn Profile); Anna Jaskulska, Kobo Association and
Living Lab (Kobo Profile); Ewa Makowska, Business and System Analyst and
IT Project Manager (LinkedIn Profile).

Paper Co-Chairs. Kinga Skorupska, XR Lab PJAIT, (Google Scholar Profile)
and Julia Paluch, XR Lab PJAIT (ResearchGate Profile).
1 Participatory Design Workshops.
2 Location-Based Game.
3 Hackathon.
4 ALIEN Project.

https://scholar.google.fi/citations?user=aFYddKYAAAAJ&hl=en
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Technical Chairs. Rafa�l Mas�lyk, XR Lab PJAIT; Barbara Karpowicz, XR
Lab PJAIT; Maciej Krzywicki, XR Lab PJAIT; Piotr Gago, XR Lab PJAIT.

3 Objectives

In organizing this workshop we have three key objectives:

1. Exchanging experiences, ideas, best practices and guidelines for co-designing
at the transdisciplinary frontiers of HCI.

2. Outlining the participants’ aspirations and opportunities for breaking new
ground in the area of HCI and exploring ideas for innovative project proposals
and practices involving participatory design.

3. Establishing common ground and voice for the discussion of the challenges
and opportunities related to the future of participatory practices at the fron-
tiers of HCI.

4 Target Audience

We invite researchers and practitioners in the broad area of HCI, who want to
explore the opportunities of incorporating participatory practices in their work,
including design, collaborative ML, RPA, and crowdsourcing in an ethical and
sustainable way. At the same time we want to find new areas where co-design of
ICT-based solutions may work towards improving social cohesion and addressing
complex business, social, economic and environmental issues.

5 Methodology

We propose a one-day exploratory workshop combining sharing best practices as
interactive presentations and discussions with a creative flair of a collaborative
design-inspired toolbox geared towards exploring opportunities at the frontiers
of co-design and HCI. In the course of the workshop we want to use creative
tools to aid free thinking, instead of stifling it with over-formalized “creative”
methodology focused on structured results. We believe that allowing for a degree
of ambiguity at the beginning of the creative process is a must, while the outlines
of our combined expertise are sufficient to work as bounds that limit the scope of
our imagination. In this vein, the workshop will be led in a friendly atmosphere,
without formalized introductions or strict presentation formats. Our workshop
facilitators have diverse creative tools and practices at their disposal, which they
can adjust accordingly to the number and needs of the participants and their
levels of energy.
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6 Expected Outcomes

As our key motivation is to explore the opportunities related to participatory
design at the frontiers of HCI, while grounding these firmly in established and
emerging practices, the most important outcome will be a post-workshop multi-
author publication. Its format will be the result of issues discussed during the
workshop, but the idea for it is inspired by Kittur et al. [4] whose paper “The
Future of Crowd Work” clearly outlined the aspects, trends and opportunities
related to crowdsourcing. We feel the same is needed in the area of participatory
design and human factors at the frontiers of HCI, as such design ought to take
into account ethics, preferences and motivations as well as the broad user expe-
rience and visual design. Especially now, that more remote tools and approaches
are needed to engage users, and novel forms of empowerment ought to emerge to
let co-designers really understand the context of the complex co-designed solu-
tions. Additionally, we would be happy to invite our participants to look for
opportunities to publish a collection of extended papers from the workshop.
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Abstract. Pilot implementations are field tests of properly engineered, yet unfin-
ished, systems. In contrast to lab tests, the users in a pilot implementation use
the system for performing real work. In contrast to full-scale implementations, the
objective of a pilot implementation is to learn. The workshop on pilot implementa-
tion aims to (a) help mature this technique for evaluating human-work interaction
designs during the process of their development and implementation, (b) collect
case studies that analyze experiences with conducting and learning from pilot
implementations, and (c) formulate a research agenda for future work on pilot
implementations – addressing their strengths, limitations, conduct, impact, and so
forth. The target audience for the workshop is researchers and practitioners work-
ing on topics related to work analysis, interaction design, system-organization fit,
organizational implementation, benefits realization, and in-the-wild evaluation.

Keywords: Pilot implementation · Field test · Human-work interaction design

1 Introduction

The integration of work analysis and interaction design methods is pivotal to the suc-
cessful development and implementation of systems for pervasive and smart workplaces
[13]. With this workshop, the IFIP TC13.6 working group on Human Work Interaction
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Design (HWID) aims to create a forum for investigating and discussing how pilot imple-
mentations can – and cannot – contribute to this integration. The workshop builds on
prior research documenting the value of in situmethods inworking to ensure and improve
system usefulness [e.g., 3, 6, 14].

A pilot implementation is “a field test of a properly engineered, yet unfinished system
in its intended environment, using real data, and aiming – through real-use experience
– to explore the value of the system, improve or assess its design, and reduce implemen-
tation risk” [7]. This definition positions pilot implementation in between predictive
usability tests and full-scale implementation. In contrast to usability tests, which are
conducted in the lab to evaluate mockups or prototypes, pilot implementations are con-
ducted in the field and necessarily involve users performing their real work using the
pilot system. In contrast to full-scale implementation, which is intended to result in con-
tinued use, pilot implementations are temporary and aim to feed information about the
finalization and implementation of the system back into the development process.

Pilot implementations recognize that systems are sociotechnical and that their social,
organizational, and contextual qualities can only be evaluated thoroughly in the field.
This recognition of a need for extending the iterative design process beyond the lab is
not exclusive to pilot implementations. It is also at the fore in, for example, design in use
[4], living labs [1], technology probes [9], digital twins [12], and breaching experiments
[5]. However, some of these other methods are mainly used by researchers who study
technologyuse. In contrast, pilot implementations arewidely usedbypractitionerswithin
the resource limitations of development and implementation processes.

2 Workshop Objectives

The HWID workshop on pilot implementation has three main objectives:

• To help mature pilot implementation as a technique for evaluating human-work
interaction designs during the process of their development and implementation.

• To collect case studies that analyze experiences – good and bad – with conducting
and learning from pilot implementations.

• To formulate a research agenda for future work on pilot implementations – addressing
their strengths, limitations, conduct, impact, and so forth.

3 Pilot Implementation

Prior work emphasizes that a pilot implementation is not just the period during which a
system is in pilot use. Hertzum et al. [7] propose that pilot implementation involves five
interrelated activities:

• Planning and design, during which the pilot implementation is defined. This activity
involves deciding where and when the pilot implementation will take place, how
lessons learned during the pilot implementation will be collected, and so forth.
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• Technical configuration, during which the pilot system is configured for the pilot site.
As part of this activity, data must be migrated to the system and interfaces to other
systems at the pilot site must be developed or simulations set up.

• Organizational adaptation, during which the pilot site revises work procedures to
benefit from the pilot system. This activity also involves user training and, possibly,
temporary safeguards against pilot-system breakdowns.

• Use, during which the system is used for real work at the pilot site. This activity
involves striking a balance between integrating the system in normal procedures and
maintaining a focus on the system as an object under evaluation.

• Learning, which is the overarching objective of pilot implementation. This activity
runs in parallel with the four other activities and collects data and insights about the
system, its use, and the associated organizational changes.

The three first activities are preparations, which may consume more time than the
period of pilot use. During the period of pilot use, the consequences of the systembecome
salient to the users because it begins to influence their daily work and requires them to
change their practices. This salience motivates the users to voice their concerns [15].
They will often be more motivated to participate at this stage than during requirements
specification and usability tests,whichmay be experienced as a distraction that takes time
away from getting their daily work done. Finally, learning occurs during the preparations
as well as during the period of pilot use. The collection and analysis of the learnings
require work. This work may involve measuring whether specified benefits are realized,
interviewing users about their user experience, and having managers discuss additional
visions for changes associated with the system.

Pilot implementations create room for innovative experimentation [2], help align the
stakeholders on whom system adoption is dependent [11], provide valuable feedback
about system finalization [7], identify important discrepancies in how different user
groups perceive a system [16], and create a decision point for discontinuing systems that
face too many obstacles [8]. These strengths are important arguments for conducting
pilot implementations. However,multiple challenges have also been identified, including
the following [7, 8, 10, 11, 16]:

• Pilot implementations tend to be either too early or too late. When they are too early,
the system and organization are not yet ready. When they are too late, the benefits to
be realized from full-scale implementation are unduly delayed.

• The boundaries of pilot implementations are continuously negotiated because any
choice comes with difficult-to-handle interactions across the boundary between the
pilot site and its surroundings, which have not yet implemented the system.

• The focus on learning is difficult to maintain in the midst of getting the daily work
done. Some users may see the pilot implementation as the first stage of full-scale
implementation and fail to notice the learning objective altogether.

• Pilot implementations involve special precautions to safeguard against critical errors
and to encourage system use. There is a tension between the presence of these
precautions and their absence when the system is released for full-scale use.
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• The learning may be situated and difficult to transfer from the pilot site to other
sites. Specifically, it is difficult to distinguish consequences that are local to the pilot
implementation from consequences that are inherent in the system and its use.

• Pilot implementations are not final statements about the fit between system and orga-
nization. They add realism (compared to lab tests), but the realism increases salience
rather than terminates discussion about what using the system will be like.

• Pilot implementations are generative; they are not merely tests. A pilot implementa-
tion fosters alignment, reveals tension, shifts power, and otherwise affects users and
organizations. All these effects must be contended with post pilot.

Pilot implementations are recognized among practitioners for their contributions to
system finalization, organizational implementation, and project de-escalation. However,
the extant research on pilot implementations leaves lots of open questions about common
experiences with conducting pilot implementations, about how best to organize them,
about their pitfalls, and about which questions the research on pilot implementation
needs to address.

4 Expected Outcomes

The workshop will produce a research agenda for studying pilot implementations and
how best to conduct them. The aim of this research agenda is to stimulate further research
interest and provide direction for research on pilot implementation. At the workshop,
the organizers will invite the workshop participants to co-author a paper that presents
the research agenda and discusses it on the basis of the cases and insights contributed
by the participants.

5 Target Audience

The target audience for the HWID workshop on pilot implementation includes
researchers and practitioners working on topics related to work analysis, interaction
design, system-organization fit, organizational implementation, benefits realization, and
in-the-wild evaluation. Because pilot implementations are common in practical devel-
opment and implementation projects, we pay special attention to attracting practitioners
from various work environments to discuss real-life case studies. Participation in the
workshop requires the submission and acceptance of a position paper, which is limited
to a maximum of four pages. Early-stage researchers and PhD students are encouraged
to submit papers describing work in progress.
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Abstract. TheCOVID-19 pandemic forced a sudden increase of remote activities
including work, learning and also scientific conferences. Almost a year of experi-
ence in remote work, remotemeetings and remote conferences clearly showed that
these events are markedly different from their traditional counterparts. The aim
of this workshop is to analyse factors influencing the user experience of remote
conferences, thereby creating a set of guidelines for their future organizers. Pat-
terns may be identified from personal experiences shared by HCI researchers as
participants or organizers of remote conferences. Methodologically, the meth-
ods of Design Thinking combined with the auto-ethnographic approach will be
employed for the workshop. Participants will be able to find new insights into the
process of the organization of remote conferences and transform such insights into
an actionable set of guidelines for future remote conference organization.

Keywords: Remote conferences · Virtual meetings · Social experiences

1 Introduction

While remote conferences are much more accessible and cheaper than traditional con-
ferences they provide some new challenges in many areas: social, organizational and
technical. Without proper planning any remote conference can feel like a series of dis-
connected webinars with very limited, almost anonymous contact between presenters
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and participants. In order to provide every participant with a meaningful experience it is
important to understand their diverse expectations and limitations, and plan and organize
the conference accordingly.

It may be argued that the COVID-19 pandemic is close to its end and with it sci-
entific conferences will return to a traditional face-to-face format. We believe that even
if it is true, probably remote conferences will remain popular events in the scientific
world as researchers have already witnessed the advantages of remote participation
(e.g., environmental friendliness). This workshop is proposed not only because there is
not enough evidence to predict how the scientific conference landscape will evolve but
also because authors believe that the current situation may impact all future conferences,
making them more accessible and open. There is also a perspective for a new model of
hybrid conferences, that will have to meet with the same challenges as any other online
conferences.

2 Objectives

Due to the mixed experiences of participants and organizers of remote conferences it
is important to search for effective solutions for such events. The aim of this workshop
is to create a platform for HCI researchers to explore issues pertaining to the remote
conference organization and practices in the times of COVID pandemic. This in effect
will allow creation of guidelines outlining the best approach to effectively organize
remote conferences. To achieve this the workshop will bring together people that have
personal experience in attending and organizing remote conferences and researchers
specializing in social and human-computer interactions. Being members of HCI com-
munity we believe that HCI researchers in this community are the group with the most
suitable knowledge and experience to be able to prepare guidelines that are the goal of
this workshop. A typical HCI research methods used in developed areas of HCI like
Participatory Design or Computer Supported Cooperative Work could be described as
‘objective ethnography’ where researchers observe or cooperate with users in order to
get to know their perspective. In the course of searching for a new method of describing
reality the use of auto-ethnographic approach is gaining popularity in the last years in
the area of HCI. This approach focuses on the reflexive self-analysis of the researchers’
personal perspectives [1].

3 Target Audience and Expected Interest

The workshop is intended mainly for people that are or will be organizing any remote
conference or online event but also for researchers interested in areas of social interaction,
HCI, virtual reality. We plan to draw on both the experience and expertise of HCI
researchers, who may be both actors and designers in the situation of planning the
remote conference. The personal experience in the area of remote conferences will be
definitely a very valuable asset for the participants but we’d like to stress that it is not
necessary.
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4 Overall Structure

Before the workshop, participants will be asked to prepare a position paper (min. 1 page)
describing their experiences with remote conferences or/and their expectations. In order
to facilitate this process workshop organizers will provide template containing a set of
possible topics to consider when preparing such a paper, in the form of a set of open
questions or mental exercises. The goal of this part will be for each of the participants to
evaluate their experiences and realize their attitudes towards particular elements of the
remote conference experience.

Such input from participants will ensure the effectiveness of the following main part
of the workshop, that is the design session of the ‘remote conference’ understood as an
innovative product, according to the five steps of typical Design Thinking methodology.

1. Empathy - on the basis of the material collected from the participants, Empathy
Maps and Personas (a short description of a fictional person and their needs - quotes
from the collectedmaterial will be used here) will be created. Thanks to the described
personas, participants will be able to empathise with their needs and design solutions
tailored to those needs. Participants of the workshop will be divided into smaller
groups of 4–6 persons. The next steps are implemented separately in each group,
which works on solutions for one persona.

2. Problem definition - after reading the description of the persona and its Empa-
thy Map, each group reflects on what main problems/needs have emerged. Then
participants formulate the main problem/issue regarding this persona. Solutions
designed in further steps will be tailored for this specific need. Writing down an
exact challenge/problem gives the group a sense of responsibility for solving this
issue.

3. Generation of ideas - the next step is about generating ideas for concrete solutions.
The brainstorming methodology is applied here. This stage participants do not care
about the feasibility of the solutions, but about generating a large number of them.
Thanks to this, when the obvious solutions are written down, it is possible to use
natural creativity and generate ideas that are not obvious. During the group work
participants are not allowed to criticize solutions, nor to discuss them. Then, from
the large pool of all generated ideas (usually several dozens), the group chooses 2–3
to work on in further stages.

4. Creation of a prototype - the two or three most promising ideas selected in the
previous stage are subjected to prototyping. The prototype is created quickly (5–10
min) from simple and cheap materials (paper, glue, newspapers, etc.). It can be a
drawing, a model, or even a scene performed by the group. By building a prototype
we achieve two goals: firstly, a different type of thinking is activated - about the
specific properties and functions of a given solution. On the other hand the idea
acquires a more tangible shape which is easier to present and discuss with other
groups.

5. Testing - prototypes are presented to other groups in a simple form. Quick feed-
back is collected on the advantages and disadvantages of the solution. Then the
group, enriched by the comments of the other groups, selects one of the two or three
prototypes and develops its next more detailed version. The second version is also
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discussed, feedback is collected and amendments are made. After the next stage of
corrections the prototype is ready to be proposed as the final solution to the problem.

During the design process participants will also focus on the valuable characteristics
not directly connected to the scientific course of the face-to-face conferences, like social
contact, open discussion, creation of trust, etc. that are markedly more difficult to ensure
during the remote conference. Especially those issues that make attending–and present-
ing to–a remote conference different to publishing a paper in a journal or presenting
in a traditional way. During the workshop new ways of dealing with such areas of the
conference will be proposed.

The last part of theworkshopwill consist of discussing the application of the technical
solutions to the innovative ‘remote conference’ created in the Design Thinking session.
We believe that this part will be very important in order to ground the ideas created
during the design session in the available technical solutions, which will increase the
chances that the ideas created during the workshop will be implemented in real life
scenarios. During this part participants will get a broad overview of available free and
paid software tools that can be used for video transmission, video and audio editing,
streaming, chatting etc., learn what are the most critical elements of a remote conference
and what measures should be taken to prepare for worst-case scenarios. We hope that
in this part we will also be able to draw on the experiences of participants, but as
the organizers of the workshop have the experience of conducting an effective remote
conference (8th Machine Intelligence Digital Interaction 2020 [3]) this will also be an
opportunity to share the best technical practices that we’ve tested during the conference.

5 Expected Outcomes

Following outcomes are expected after this workshop:

1. Creation of a set of guidelines for the organizers of future remote conferences,
that will allow them to create the events that will be both effective and pleasurable
experiences for researchers, not only in the HCI field.

2. Providing an outline for new, interesting research areas related to networking and
interaction during online events during COVID-19 pandemic.

3. Building a small community that can provide support to each other and will help
conducting broad study in the mentioned areas.
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Abstract. This paper describes a one-day INTERACT 2021 workshop
on remote testing with users as participants. Remote user testing has
been around since the mid-nineties, but the Covid-19 pandemic has
boosted the interest in remote working in general and thus also remote
testing. The workshop aim is to present and discuss the current state-of-
the-art of remote testing methods and identify emerging trends. Subjects
that will be discussed include, but are not restricted to: Remote testing
methods and platforms; capturing of quantitative as well as qualitative
data; moderated, unmoderated and remotely moderated tests; testing of
physical products; and remote testing of participants with special needs.

Keywords: Remote user testing · Usability · Remote user studies

1 Introduction

Remote user testing has been around for quite a long time. Early studies were
carried out about 25 years ago in the mid-nineties [1–3] and have since evolved
significantly. While the 00’ies witnessed many academic studies and methods,
this is particularly evident over the recent decade with the arrival of numer-
ous commercial tools and platforms for automated remote testing. However,
the Covid-19 pandemic has put an even greater focus on remote work and the
paradigm is more relevant now than ever before.

The basic idea of remote user testing is that a facilitator is not physically
present at the same place as the participant in the user test. Instead, the partic-
ipant accesses a product, a service or a prototype via a web browser or an app
on a computer or a mobile device. In some cases, a facilitator may be (remotely)
available to guide the user though the test scenarios, debriefing, etc. This is
called supervised remote testing or remote moderated testing [4]. An alternative
is to carry out the remote test unsupervised. This will in part save manpower
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and in part make the logistics of the test much easier as the test participant
can perform the test any time and place s/he wishes. Unsupervised tests tend to
mostly collect quantitative data, whereas supervised tests can capture a larger
degree of qualitative data.

1.1 Supervised Remote Testing

Supervised remote testing is also referred to as synchronous testing, as it requires
the test participants and the facilitator to be present at the same time. Super-
vised remote testing was described by e.g. Dray and Siegel in 2004 [5]. They
discussed various possibilities for remote usability testing and made a compar-
ison to usability test conducted in a lab setting. 10 years later, Brush et al.
investigated differences in the participants’ and facilitator’ qualitative experi-
ence between lab and remote tests [6]. They had assumed that “participants
would be more comfortable talking to the facilitator and would find it easier to
think aloud and concentrate on tasks in the local condition”. Contrary to the
assumption, they found that most participants preferred the convenience of the
remote testing approach. The findings suggested the remote test participants
contributed to the results as much as in the lab-based test [6]. A special case
is supervised testing with remote conductor - i.e. when an assistant or modera-
tor participates at the user’s side. This could e.g. be when the participant have
special needs, such as children, persons with physical or cognitive impairments,
the elderly, or those not comfortable with the digital solutions surrounding us.
In such cases a local conductor, typically from the participant’s household may
be recruited to help execute the test.

1.2 Unsupervised Remote Testing

Unsupervised user testing is also referred to as asynchronous testing, as it does
not require the test participants and the facilitator to be present at the same
time. Bruun et al. compared three different methods in an unsupervised remote
testing scenario: user-reported critical incidents; forum-based online reporting
and diary-based user reporting [7]. They found that the results gathered by con-
ducting the unsupervised testing were significantly sparser compared to results
gathered by conducting lab-based usability tests. Despite this, unsupervised
remote testing has gained a large foothold during recent years, due to its ease of
deployment and corresponding cost-efficiency. As with supervised remote testing,
this could also be carried out with a remote conductor.

1.3 Remote Testing Platforms

A number of companies have built platforms to facilitate remote user testing over
the recent decade. One such platform supplier is the Danish company Preely [8].
The platform lets the interaction designer develop prototypes using a variety of
tools, such as Sketch, Figma, Invision or Adobe XD [9–12] and then deploy them
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for test via the platform. Preely will import and execute the prototype and do
all the bookkeeping and logging of user test data etc. for any number of test
participants.

Other similar platforms are online services such as: Maze, UserTesting and
UseBerry [13–15] for unsupervised testing. Similarly, consultancy services, like
UserTribe, UserZoom and LookBack offer supervised remote tests [16–18]. These
platforms are insight-based and qualitative and demands more resources post-
test to make the analysis than the unsupervised ones.

1.4 Remote Testing of Physical Products

However, the present state-of-the-art of remote user testing methods and plat-
forms are restricted to software products. At the present time it is relatively
straight-forward to distribute software products, but if the product being tested
is a physical device or a service, a number of new issues arise. Many have to do
with the costs and logistics of distributing and later collecting the test products
or prototypes. Others are directly concerned with the test session itself, such as
making sure the user’s camera is pointed towards the product being tested.

2 Workshop Scope and Aim

The purpose of the workshop is to assess the latest trends within remote user
testing. In particular, to record and review the present state-of-the-art of meth-
ods and tools and asses the experiences gained during the Covid-19 pandemic.
We will seek to answer the following questions:

– Which new experiences have the Covid-19 pandemic brought with regards to
remote testing?

– Has the greatly increased focus on remote work during the pandemic also
brought new ideas and methods to the field of remote testing?

– Have new requirements emerged, to which no solution yet exists?
– Are existing platforms and tools sufficient for the future demands?
– Will remote testing extend from software to physical products?
– How can unsupervised remote testing to a higher degree than now provide

qualitative insights?
– Does remote testing cater sufficiently for user groups with special needs –

such as children, persons with physical or cognitive impairments, the elderly,
or those not comfortable with the digital solutions surrounding us?

The workshop invites papers sharing remote testing experiences as well as
position papers bringing up a particular issue or focus. Contributions from indus-
try are particularly welcome and could be in the form of a paper or a one-two
page industry abstract. The workshop layout will be a mix of presentations from
participants and group and plenary discussions (as described below).

The goal of the workshop will be to achieve an overview of the present state
and challenges and provide a roadmap for the coming years’ advances of remote
testing.
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3 Expected Outcome

We expect that the workshop will identify the current state-of-the-art and trends
of remote user testing. In particular, the workshop will aim to pinpoint the
challenges and unresolved problems facing the remote testing paradigm in the
future and provide a proposal for a roadmap to address these.

3.1 Review Process and Proceedings

The paper contributions to the workshop will be peer reviewed by the organis-
ers. Abstracts and industry contributions will be screened for relevance to the
workshop topic. These will form the proceedings of the workshop and will be
shared among participants prior to the workshop via the workshop website. The
proceedings will be made public after the workshop for those authors who want
that. The organisers will invite the participants who are interested to collaborate
to publish a joint paper on the workshop results in a recognised peer-reviewed
open access journal.

4 Organisation of the Workshop

The workshop will be based on active participation and discussions. Presenta-
tions will be organised in two main sessions, with a priority for discussions.

The aim is for 10 to 15 participants, to ensure a workshop atmosphere and
informal style, where all have a chance to share viewpoints and engage actively in
discussions. The workshop will take place in mixed-mode physically and virtually,
due to expected Covid-19 travel restrictions, at the time of the workshop. The
workshop will be split into two main sessions:

– The morning session will be devoted to presentations by the particpants
and discussions based on the shared experiences and challenges given by the
facilitators. All participants are expected to take active part in this and con-
tribute with stories about good/bad experiences of remote user testing.

– The afternoon session will focus on identifying trends and creating a set of
expectations and challenges for remote user testing for the upcoming years.

The participants will form smaller groups for parts of the discussions with one
representative from each group to give a brief account of what has been discussed.
To ensure the interactions between the participants, the groups will present their
conclusions in plenum and be reformed after each session. To accommodate
those present virtually, emphasis will be made to draw them into discussion and
tools such as Miro [19] will be employed for notes and documentation instead of
whiteboards and post-its.

The workshop will be moderated by the organisers, who are all experienced
facilitators and expect to be present at the conference. They will act as presenters
and session chairs, moderate the discussions, etc. As a follow-up, the findings
and conclusions reached at the workshop will be published.
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