
Initial Insights into Exploratory Process
Mining Practices

Francesca Zerbato1(B), Pnina Soffer2, and Barbara Weber1

1 Institute of Computer Science, University of St. Gallen, St. Gallen, Switzerland
{francesca.zerbato,barbara.weber}@unisg.ch

2 University of Haifa, Haifa, 3498838 Mount Carmel, Israel
spnina@is.haifa.ac.il

Abstract. Process mining enables organizations to streamline and auto-
mate their business processes. The initial phases of process mining
projects often include exploration activities aimed to familiarize with the
data and understand the process. Despite being a crucial step of many
analyses, exploration can be challenging and may demand targeted guid-
ance and support. Still, little attention has been paid to understanding
how process analysts approach this exploratory phase. With this goal in
mind, in this paper, we report the results of an empirical study inves-
tigating exploration practices in process mining. Our study reveals that
analysts follow different behavior patterns when exploring event logs and
enact various strategies to understand the data and gain new insights.
The results remark the need for a deeper understanding of process mining
practices and inform future research directions to better support process
analysts and explain the cognitive processes underlying the analysis.

Keywords: Process mining · Empirical study · Data exploration

1 Introduction

Process mining enables the discovery, conformance checking, and enhancement
of business processes through the analysis of event logs recorded by information
systems supporting process execution [1]. Over the last decade, process mining
has gained remarkable momentum in academia and the industry, leading to a
wealth of techniques that empower organizations to streamline and automate
their business processes. However, so far, process mining research has privileged
the development of algorithms, approaches, and tools from a technical viewpoint,
paying less attention to learning how process analysts work in practice [13].

The work of analysts is often characterized by manual and knowledge-
intensive tasks [6,22]. In particular, in the initial phases of process mining
projects, analysts engage in different exploration activities [27], i.e., they dedi-
cate time to familiarize themselves with the data to develop an understanding
of the process [13], generate or refine questions, and discover new insights [7].
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Exploration is a crucial step of discovery-oriented applications across many
data-science-related disciplines [11], including data analysis [2,10,14] and min-
ing [16], and process mining [13,20,22]. For example, in data mining, the CRISP-
DM methodology includes an “explore data” task within the “data understand-
ing” phase, while the SEMMA and Two Crows models comprise an explicit
“explore” step [16]. In process mining, exploration occurs mainly during event
log inspection [22], in combination with process discovery [1,13], or whenever
research questions lead to unexpected findings that need to be explained [7].

Recent interviews with data analysts [2,28] have shed light on exploration
activities and related challenges that may benefit from guidance and tool sup-
port, such as choosing what to analyze or finding new insights. Given the affinity
between data science and process mining, some of these findings may well apply
to the latter area, raising the question of whether process analysts conduct sim-
ilar activities or face similar challenges when exploring event logs and, if so,
how they could be supported. However, so far, little attention has been paid to
understanding how process analysts approach exploration in practice.

In this paper, we take a step in this direction and report the results of an
empirical study designed to observe analysts as they engage in an exploratory
process mining task. In this work, we specifically focus on “initial exploration”,
i.e., the phase in which analysts familiarize themselves with an event log before
addressing specific analysis questions [28]. Mainly, we aim to understand (i) what
activities analysts perform, (ii) what target artifacts they focus on, i.e., what are
the objects of their analysis, and (iii) what are exploration goals and strategies.
Accordingly, we formulate the following research questions.

(RQ1)What are the patterns of behavior of the initial exploration? With RQ1,
we aim to discover patterns of behavior focusing on sequences of exploration
activities performed on different target artifacts.

(RQ2)What are the goals and strategies of the initial exploration? How do they
relate to different patterns of behavior? With RQ2, we aim to understand
what exploration goals are and what strategies analysts implement to achieve
them. Also, we look at the relationship between goals and patterns of behavior
to investigate if different goals lead to different patterns of behavior.

To address RQ1 and RQ2, we analyze different kinds of behavioral data,
namely the interactions with process mining software and target artifacts and
subjective insights about exploration goals and strategies in the form of verbal
data. Our study reveals that analysts follow different behavior patterns when
exploring event logs and work with various goals in mind, enacting different
strategies to familiarize themselves with the data and understand the process.
Our findings contribute to an initial understanding of exploration in process
mining and highlight activities that could benefit from practical guidance, e.g.,
choosing suitable analysis techniques based on event log characteristics. Starting
from these preliminary results, we suggest avenues for future research investi-
gating (exploratory) process mining practices to better meet the practical needs
of process analysts through guidance and support and enhance our ability to
explain empirical findings with the development of respective theories.
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Our paper unfolds as follows. Section 2 reviews related work. Section 3
presents the method followed to design and conduct the empirical study.
Section 4 reports the results of our analysis. Section 5 discusses the lessons
learned and limitations of this study. Section 6 closes the paper and presents
an agenda for future research.

2 Related Work

With this paper, we aim to advance the understanding of exploratory process
mining practices by analyzing process analysts’ behavior in the form of inter-
action and verbal data. Thus, our work is related to research on understanding
exploration activities and goals in data science and, in particular, process mining.

Exploration has its roots in Exploratory Data Analysis (EDA), introduced
by Tukey in the 1970s as the “foundation stone” of any analysis [27].

Nowadays, exploration is an essential step of many data-science-related
endeavors [11], including data [16] and process mining methodologies [1,7]. For
example, the L* lifecycle model [1] includes an activity “explore” in “Stage 2”,
the step aimed to create a control-flow model of the process under analysis.
The PM2 methodology [7] mentions “data-driven exploration” as a way to refine
abstract questions since coming up with good questions at the start of a project is
not easy. The authors also emphasize that exploration can generate unexpected
findings and lead to concrete questions to investigate these findings further.

Related to our work are approaches investigating exploration activities in
process mining. A few studies focused on supporting the exploration of process
data, e.g., by easing the mapping of information among event data sources [26]
or recommending interesting sets of process instances in event logs [22]. However,
these approaches did not investigate how analysts approach exploration in prac-
tice. Klinkmüller et al. [13] examined process mining reports to understand the
information needs of process analysts. The paper shed light on process mining
practices in general, uncovering, for example, that analysts often combine famil-
iarization with process discovery. Still, the study did not tap into the potential
of user behavior analysis to unravel the dynamics of exploration processes.

So far, process mining research has paid little attention to understanding
the behavior of analysts as they engage in process mining and, in particular, in
exploration activities. Still, the analysis of interaction and verbal data has con-
tributed to advancing user behavior understanding in neighboring areas, e.g.,
data science [2,10,14,28]. A growing body of literature has recently focused on
understanding data exploration practices from different angles, uncovering typ-
ical analysis activities, goals, and related challenges. For example, the interview
studies by Alspaugh et al. [2] and Wongsuphasawat et al. [28] revealed that
analysts explore data for profiling and discovery goals but have to deal with
fragmented tool spaces, repetitive tasks, and limited access to stakeholders. Liu
et al. [14] interviewed data workers to understand cognitive, artifact, and execu-
tion alternatives of data sense-making processes, emphasizing the need to sup-
port the navigation and linking of alternatives across abstraction levels and tools.
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Han et al. [10] used interaction and eye-tracking data to understand the behavior
of data workers as they discover data quality issues, uncovering patterns of infor-
mation usage and search strategies that can inform the design of data curation
platforms. Besides providing insightful results, these studies uncover many new
questions, remarking the need for more research to reveal the actual underlying
practices of analysts [14] and enhance tool support [2,10,28].

To our knowledge, this is the first paper looking into the behavior of process
analysts. Indeed, although some of the findings in [2,28] may apply to process
mining, we advocate that it is not unlikely that the complex dynamics hidden
in event logs would lead to unique exploration patterns, goals, and challenges.

3 Research Methodology

This section describes the planning and execution of our study and outlines the
key aspects of the analysis conducted to address RQ1 and RQ2 (cf. Sect. 1).

Participants. For our study, we target academics and practitioners with varying
levels of process mining experience and expertise. We recruited participants by
reaching out to people in our professional networks. Participation was voluntary
and based on the following requirements: (i) having analyzed at least one real-
life event log over the past three years and (ii) having sufficient knowledge of
Disco1, the process mining tool chosen for our study.

Materials. The task was designed to observe participants as they use Disco to
analyze the road traffic fine management event log [5], a real-life event log rep-
resenting the process of managing fines by the Italian police. We chose Disco as
it is a commercial, easy-to-use tool, often used for initial analyses [1]. Based on
the details in [15], we prepared a document (referred to as “artifacts”) with a
description of the temporal constraints that need to be respected by the nor-
mative process, the activities and the attributes recorded in the event log, and
a conceptual data model. The artifacts were intended as a source of domain
knowledge and were at the participants’ disposal for the whole session2.

Procedure. We organized the task into an initial exploration, a guided explo-
ration, and a semi-structured interview. We instructed participants to verbalize
their thoughts in a think-aloud manner [8] as they performed the analysis. For
the initial exploration, we gave participants up to 10 min to familiarize them-
selves with the event log. For the guided exploration, we provided participants
with a guiding question aimed to replicate a high-level business goal and asked
them to explore the event log at their own pace with this question in mind.
Afterward, we assessed their understanding of the circumstances related to the
guiding question with a comprehension test. Then, we repeated the procedure for
a second guiding question. Finally, we interviewed participants to gain subjective
insights into analysis strategies, goals, and challenges.

1 Fluxicon Disco: https://fluxicon.com/disco/.
2 Link to the material: https://drive.switch.ch/index.php/s/wevV2gXmoLBXrSY.

https://fluxicon.com/disco/
https://drive.switch.ch/index.php/s/wevV2gXmoLBXrSY
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Table 1. Information about participants. I/A is a position in industry resp. academia, ∗
marks experience in process mining projects with customers for academics; PM Exper-

tise is a Likert scale with values “novice”, “basic” “average”, “good”, “advanced”;
Process Analysis refers to the past 3 years; #logs is the number logs analyzed in
the past 3 years; #tools is the number of known process mining tools.

ID Gender A/I Position

PM Expertise Process Analysis

#Tools

overall analysis frequency #logs

P1 M A PhD student Good Good Twice a year >5 2

P2 M A∗ PhD student Good Good Monthly >5 5

P3 F A PhD student Good Good Daily >5 4

P4 M I Analyst Advanced Good Twice a year 2–5 7

P5 M A∗ Post-doc Average Average Monthly 2–5 2

P6 M A∗ Professor Advanced Good Weekly >5 3

P7 F A∗ Post-doc Good Good Twice a year 2–5 5

P8 M I Programmer Good Average Twice a year 2–5 5

P9 M A PhD student Good Good Monthly 1 1

P10 F A∗ Professor Good Good Twice a year 2–5 3

P11 F A∗ PhD student Good Good Weekly 2–5 6

P12 F A PhD student Average Average Monthly >5 2

Execution. The data collection took place between July and September 2020 via
Zoom3 meetings during which we recorded the participants’ think-aloud audio
and their interaction with Disco and the artifacts, captured through screen shar-
ing. Overall, 14 people participated in our study. Before the meetings, we pro-
vided instructions and administered a background questionnaire. During the
meetings, we ensured that Disco and the artifacts were visible on the shared
screen and reminded participants to speak.

Data Validation and Analysis. For each participant, we recorded around 2 h
of audios and videos. Two participants had difficulties using Disco, and thus,
we excluded them from the study. Table 1 lists some information about the 12
selected participants, who are employed by ten different academic institutions
or companies located in 5 different countries in Europe, Israel and Chile.

For the analysis, we followed a qualitative approach, focusing on the videos,
the think-aloud, and the interview parts referring to the initial exploration. Ini-
tially, we transcribed all the audio recordings. Then, building upon the principles
of grounded theory [4], we coded both the videos and transcripts iteratively, with
the support of the MAXQDA software4. First, one author coded all the data.
The other authors then checked the coded data independently, discussing dis-
agreements and iteratively revising the codes to ensure consistency.

To investigate behavior patterns (cf. RQ1), we analyzed the interaction traces
derived from the videos, i.e., the sequences of activities performed in Disco on
certain target artifacts. We defined a coding scheme by combining the function-

3 Zoom: https://zoom.us.
4 MAXQDA https://www.maxqda.com.

https://zoom.us
https://www.maxqda.com
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alities available in Disco, e.g., inspect map, typical data processing and analysis
activities of the PM2 methodology [7], e.g., filtering, activities happening outside
Disco, e.g., consult artifacts, and the different aspects of the event log that can
be analyzed, e.g., paths. Later, we augmented interaction traces with concur-
rent think-aloud and interviews to achieve triangulation and refine the coding.
After several coding iterations, we obtained a hierarchy of 23 distinct codes for
activities and 22 codes for target artifacts5. Then, we focused on identifying
behavior patterns from the coded interaction traces. We started by selecting six
high-level activities from the highest levels of our code hierarchy and exploiting
different visualizations in MAXQDA to inspect and cluster similar sequences of
coded segments qualitatively. After identifying potential candidate patterns, we
backed up our qualitative insights with sequence alignments [12]. To this end,
we sampled each participant’s interaction trace into segments of 10-s length to
keep track of the unfolding of activities over time. Then, for each segment, we
took the code corresponding to the high-level activity performed for the largest
amount of time in that segment and extended shorter sequences with segments
of no interaction. As a result, we obtained twelve activity sequences of equal
length on which we computed global pairwise trace alignments and used the
obtained scores as a backup for our qualitative analysis.

To investigate exploration goals and strategies (cf. RQ2), we examined think-
aloud and interview data. Initially, we fragmented the text using open and in-
vivo coding [21]. Then, we refined and aggregated codes into categories using
axial coding [4], obtaining a hierarchy of 21 codes related to goals and strate-
gies. During axial coding, we relied on the videos to understand the participants’
statements in the context of exploration activities. Indeed, since some partici-
pants were not always describing what activities they were doing while speaking
about goals, strategies were not emerging clearly from the isolated analysis of
verbal data. Finally, we used selective coding to find relationships among the
inferred categories [21], ending up with three main categories.

4 Findings

In this section, we present the results of our analysis for RQ1 and RQ2.

4.1 Patterns of Behavior of the Initial Exploration (RQ1)

With RQ1, we focus on understanding what high-level activities analysts perform
during the initial exploration, in which order, for how long, and on which target
artifacts. The analysis of interaction traces and verbal utterances allowed us to
identify three main patterns of behavior, henceforth BP1–BP3. In the following,
we describe the main features of each behavior pattern, focusing on the two
most representative participants, i.e., those showing the best pairwise alignment
score (cf. Sect. 3). In parentheses, we show the number of participants for which
a particular observation holds when not clear from the text. Also, we use (t) to
label statements taken from the think-aloud transcripts and (i) for interviews.
5 Link to coding scheme: https://drive.switch.ch/index.php/s/m6wud73z4ztL0ym.

https://drive.switch.ch/index.php/s/m6wud73z4ztL0ym
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BP1: Artifacts as an initial focus, followed by attention to mainstream behavior
and variants. This behavior pattern was observed in five participants, namely
P3, P4, P7, P9, and P11. Figure 1(a) shows the sequences of codes (not nor-
malized) derived from the interaction traces of P7 and P9 and the average time
spent on specific high-level activities by all the participants in BP1. All partici-
pants started by reading the artifacts containing information about the event log
thoroughly. P7 claimed that the artifacts were useful to “better understand what
was happening in the process”(i), while P9 said that “it felt more important to
understand this PDF file [the artifacts] than just to play around with the event
log”(i). Then, everyone inspected the process map in frequency view, i.e., the
default view showing the control-flow model generated by Disco after loading the
event log. All participants looked at the control-flow and the frequency of events,
focusing on the most frequent paths. P7 used a variation filter to isolate the most
frequent variants before inspecting the map. She then repeated the filtering and
map inspection focusing on the least common ones. Performance metrics were
used limitedly (2/5). Most participants (4/5) inspected the statistics after having
explored the map, sometimes (3/5) going through the data attributes to know

Fig. 1. Summary of behavior patterns (a) BP1, (b) BP2, and (c) BP3. For each pattern:
(Left) Rendering of coded interaction traces for representative participants (in bold);
(Right) Average time spent on high-level activities by all participants.
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“what data we have there”–P7 (t) and learn typical values. Finally, most par-
ticipants (4/5) inspected the variants, focusing on the control-flow of the most
frequent ones. P7 and P3 also inspected specific cases to find examples of parallel
and repeated tasks and look for attribute correlation. Towards the end, P9 used
variation and attribute filters to isolate “the happy cases for the police”(t).

BP2: Attention to the shape of the data, performance metrics, and bottlenecks.
This pattern was observed in P1, P2, and P5, with P1 and P5 being the most
representative participants, as shown in Fig. 1(b). All participants started by
focusing on the process map in frequency view, assuming activity labels to be
self-explanatory. Indeed, artifacts were read at a later stage. All participants
inspected the map at different levels of detail to check the structuredness or
“spaghetti-ness” of the process, and two of them (2/3) focused on the most fre-
quent paths. Participants focused on the shape of the data, as narrated by P2
“The overall goal, I would say, is to get a feeling for the data [...] of how com-
plex the data is”(i) or P5 “I was mostly driven by... by the dataset itself. I did
some preliminary analysis from the structure, the time and the... attributes”(i).
Participants inspected the map in performance view at different stages of the
exploration, focusing on paths exhibiting long duration. P1 examined the mean
duration, alternating between the map and the temporal constraints provided in
the artifacts to visually “check” them: “I used them [the temporal constraints] at
the beginning to see whether the process complies with these constraints”–P1 (i).
Instead, P5 used the performance metrics before reading the artifacts, searching
for potential anomalies: “I mostly focused on some anomalies and yeah, again,
issues that could be present in the log”–P5 (i). P2 and P5 also inspected the
statistics after the map, focusing on the frequency of activities, variants’ distri-
bution, and case duration. Then, they read the artifacts thoroughly, sometimes
trying to explain the detected anomalies: “If the constraint is not observed, the
offender is not obliged to pay the fine. Ok, so in this case, the anomaly could be
that we take too much to send it, and he doesn’t have to pay any longer”–P5 (t).

BP3: Attention to attribute distributions and patterns. This pattern was observed
in P6 and P12, whose code sequences and average time spent on high-level
activities are shown in Fig. 1(c). The common thread to the exploration of P6
and P12 was the tendency to observe distributions of cases and data attributes
to spot patterns, mostly by using statistics and filters to create and compare
different “scenarios”. Both participants inspected the statistics starting from
the distribution of events over time and looking for patterns, e.g., “I am now
checking if there is any evident pattern. Like this is the 6th of April, this is the
6th of January...”–P6 (t) and “it looks like that in the middle of the month there
are plenty of fines”–P12 (t). When looking at attribute distributions, P6 decided
“to filter all the events without an article and check if... how is the distribution
of those with respect to the other attributes”(t). Similarly, P12 compared data
attribute distributions in different scenarios that she created by filtering the
log based on the temporal constraints described in the artifacts. P6 said that
attributes could help identify the causes underlying certain phenomena “I would
expect that if I can elicit the causes, I can do that from the attributes”(i).
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Comparing behavior patterns of the initial exploration. Fig. 2 sketches the behav-
ior patterns that emerged from our analysis. While BP1 and BP2 capture oppo-
site exploration approaches, BP3 combines features of both of them.

Participants in BP1 anchored their exploration to the domain knowledge
embedded in the artifacts and explored the data in a top-down fashion through
the lens of this knowledge, which helped them to guide their analysis, generate
questions, and, sometimes, filter the data. P9 said “I think most of my, um,
knowledge came from just reading the artifacts [...] And I was thinking – Ok,
why wouldn’t you pay a fine? Ok, maybe I don’t receive it by post or maybe
I choose to ignore it...” (i). They also spent a significant amount of time on
process variants, looking into single cases better to understand the process and
typical values of data attributes and their semantics.

In contrast, participants in BP2 followed a bottom-up approach starting from
the data. They focused on exploring the “problem space”, looking at the shape
of the log, observing the frequency of activities and variants, and collecting the
“hard numbers”–P2 (t). They identified the most frequent path of the process
as the “happy path” and read the artifacts towards the end of the exploration
as a way to check their understanding of the process from the data. They also
examined performance metrics to spot bottlenecks or outliers, e.g., “Once I found
something that could be interesting, for instance, one activity lasting a huge
amount of time, then I dug deeper [...] to understand why this occurred”–P5 (i).

Despite spending comparable amounts of time on the map in frequency view,
participants in BP1 and BP2 used it at different levels of detail. Those in BP1

used it mainly at the default level of abstraction to visualize the activities that
they had read in the artifacts. Two of them changed the detail level to assess
the structuredness of the process, but the majority preferred to do so by looking
at the variants. Instead, those in BP2 worked at a lower level of abstraction,
increasing the number of displayed paths to focus on repetitions and deviations.

Participants in BP3 distinguished themselves for finding patterns in event
and attribute distributions using statistics and filters to create and compare
scenarios. They used the artifacts to derive the domain knowledge needed for
filtering and understanding data attribute semantics, similar to BP1, but, espe-

Fig. 2. Comparing the representative participants of BP1, BP2 and BP3. Spider charts
are obtained by sampling activity sequences in segments of 30-sec length and selecting
the activity performed for the largest amount of time in that segment.
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cially at the beginning, they focused on the shape of the data, similar to BP2.
e.g., “it was more about understanding the structure of data, the shape of the
log, rather than the meaning of it”–P6 (i). Also, they looked at data attributes
focusing on aggregated data rather than on specific values within cases (cf. BP1).

When examining target artifacts, some commonalities among behavior pat-
terns emerged. Indeed, all participants focused on the control-flow, particu-
larly on the structuredness of the process (9/12) and the mainstream behavior
(11/12). The interest for such process characteristics across behavior patterns
can be explained by looking into exploration goals and strategies (cf. Sect. 4.2).

4.2 Goals and Strategies of the Initial Exploration (RQ2)

With RQ2, we aim to understand the goals of the initial exploration and what
strategies analysts follow to achieve them. Also, we look at the relationships
between goals and the behavior patterns introduced in Sect. 4.1. Thus, here we
refer to the ten participants whose behavior is captured by BP1–BP3.

Goals emerged from the analysis of the think-aloud and interview data. Sim-
ilar to [2,28], participants remarked their intention to “become familiar with the
data and the process before determining any direction”–P3 (i). Indeed, their main
goals were to (i) learn the main log characteristics, (ii) conceptualize the process,
and (iii) identify interesting things to explore in further analyses (cf. Table 2).
However, participants enacted different strategies to pursue these goals.

Learn the main log characteristics. All participants aimed to collect basic infor-
mation about the log, e.g., general statistics such as log size and time covered,
activity frequency and naming, number and kind of available attributes, and pro-
cess structuredness. Learning about the event log was helpful to “get familiar
with the process”–P4 (i) or “know what information is essentially available”–
P6 (i). Despite having the same goal in mind, participants pursued enacted
different strategies to achieve it. Some participants focused on “understanding
the log”–P7 (i) and “getting the background”–P7 (i) from the artifacts. Instead,
others concentrated on data shape and complexity, focusing mainly on quan-
titative information about the log. Participants also emphasized checking how
structured the process was to choose what kind of analysis to apply and estimate
the effort required. A few participants mentioned the further goal of splitting the
log to reduce its complexity, e.g., “Why is it so complex? I would have looked into

Table 2. Main goals of the initial exploration emerged from our analysis.

Exploration goal Description

Learn main log characteristics Learn what the log contains and gather descriptive
statistics about the log and the process

Conceptualize the process Form an idea of the process and its context

Identify interesting things Identify aspects that are deemed interesting and
worth more in-depth analyses
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Table 3. Strategies followed to learn the main event log characteristics.

Goal: learn main log characteristics

Strategy Quote BP #

Understand available
information from the
artifacts

“So like a little bit getting the
background, so like, what are the tasks
for what? And then also what are the
attributes’ meanings for all the things
you provided and the artifacts were really
helpful.”–P7 (i)

BP1 BP3 6

Assess data shape and
complexity

“I think this is part of any data science
project, not especially for process mining,
but to get a feeling of how complex the
data is and I think the first start it to. . .
to look at the process map and see how
spaghetti-like the model is and, um ...
then, also to get the hard numbers
[...]”–P2 (i)

BP2 BP3 4

Assess process
structuredness

“If the process would be extremely
structured, I’d start guessing, for
example, this is a xor-split [...] If it was
extremely spaghetti, I would probably skip
this inspection”–P6 (i)

All 8

this and... potentially divided the log into sublogs”–P2 (i). Table 3 reports the
described strategies, together with sample quotes, the behavior patterns (BP),
and the number of participants (#) for which it was observed. Participants in
BP1 and one in BP3 preferred to familiarize themselves with the semantics of
activities and attributes over collecting quantitative data. Instead, most partic-
ipants in BP2 and one in BP3 focused on the shape and complexity of the data.
Most participants (8/10) across all behavior patterns assessed the structuredness
of the process, looking at the map or the distribution of variants.

Conceptualize the Process. Conceptualizing the process entails going beyond
direct observation, bringing together domain knowledge, prior experience, and
common sense to form an idea of how the process looks. Table 4 lists the strate-
gies aimed to pursue this goal, which was deemed important by all participants.
Unsurprisingly, all participants used common sense to conceptualize the pro-
cess. However, those in BP2 relied on common sense to also interpret activity
and attribute names. Some participants (6/10) combined common sense with
domain knowledge derived from the artifacts and prior experience. For example,
P7 relied on her previous experience in using temporal constraints to “understand
the payment culture”. All participants in BP1 and one in BP3 used the domain
knowledge in the artifacts to learn about the context of the process and identify,
for example, the “legal behavior”–P9 (t). Participants in BP3 conceptualized the
process also by establishing connections among different observations, e.g., sce-
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narios created with the help of filters. All participants identified the mainstream
behavior of the process based on event frequency. Besides being “the easiest
thing to start with when you’re exploring a log that you don’t know”–P11 (t),
the mainstream behavior helped participants to discern exceptional behavior,
which, in turn, was one of the most interesting aspects to explore.

Table 4. Strategies followed to conceptualize the process.

Goal: conceptualize the process

Strategy Quote BP #

Use common sense “I used common sense quite a lot [...] I
had a vision of how the perfect process
should look like”–P2 (i)

All 10

Use domain knowledge
and prior experience

“These temporal constraints I know them
from the medical field, it’s always
interesting to look at whether people
follow this rule or don’t follow this
rule.”–P7 (i)

BP1 BP3 6

Compare and combine
observations

“I inspected how those [frequent variants]
look from a control-flow point of view.
So, in this way, I constructed a bit of a
mental model of the process. And once I
got this mental model of which are
actually the most frequent paths, I went
back to the map and looked at these
pairwise relationships with this knowledge
of how to put the local relationships [...]
in the larger spectrum of... a complete
trace”–P6 (i)

BP3 2

Identify mainstream
behavior

“We actually don’t know what is
exceptional [...] And that’s why you focus
on mainstream behavior first”–P11 (i)

All 10

Identify Interesting Things. A common exploration goal was to identify interest-
ing aspects worth being further analyzed. All participants identified as interest-
ing “unexpected things that do not meet their assumptions” or “cases showing
infrequent behavior”, such as bottlenecks. To discover unexpected or exceptional
and, thus, interesting things, participants followed the strategies described in
Table 5. Some participants (6/10) relied on their knowledge of the mainstream
behavior to build some “ground truth” and establish what was exceptional. Oth-
ers (3/10) used the temporal constraints to anchor to the normative process and
checked them “visually” from the process map or with filters. Two participants
(2/10) focused explicitly on detecting anomalies by looking for outliers in the
data and bottlenecks in the process. All participants in BP1 and one in BP3
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Table 5. Strategies followed to identify interesting things.

Goal: identify interesting things

Strategy Quote BP #

Use mainstream behavior
as ground truth

“I think that path [the most frequent] is
the more interesting one because it would
tell me that this is the most likely correct
path and that the others would be
outliers”–P9 (i)

BP1 BP3 6

Check temporal
constraints

“The constraints helped me to, uh, try to
retrieve the cases that are not in line
with the constraints. [...] Because when
you look at the process, you want to see
unusual stuff. So, it’s easy to go to the
temporal constraints”–P12 (i)

All 3

Detect bottlenecks
or anomalies

“I mostly focused on some anomalies and
yeah, again, issues that could be present
in the log; that could indicate that the
process could be improved”–P5 (i).

BP2 2

followed the first strategy. Three participants across all behavior patterns used
the temporal constraints. Instead, anomaly detection was the main driver for
those in BP2.

5 Discussion and Limitations

The objective of this paper was to investigate exploration practices in process
mining, with a focus on patterns of behavior (cf. RQ1) and goals and strategies
(cf. RQ2) of the initial exploration. We discovered that process analysts approach
exploration in different ways, e.g., working top-down after gathering knowledge
from the artifacts, or bottom-up, starting from the data and using the artifacts
to check their understanding of the log, similar to open-ended analyses [2].

Analysts examined data attributes from different angles, either focusing on
distributions or looking into single cases to explain how the process evolves. We
also learned that the initial exploration has the main goals to (i) learn the main
log characteristics, which resembles what is called profiling in the data science
literature [28], (ii) conceptualize the process, and (iii) find interesting things
that are relevant to analyze deeper (e.g., as part of concrete research questions),
which is similar to discovery, i.e., gaining new insights or making hypotheses [28].

While (i) is a goal of “any data science project, not especially for process
mining”–P2 (i) and the same holds for (iii), the structure and behavior of the
underlying process require analysts to engage in specific exploration strategies.

For example, many participants assessed the structuredness of the process
to decide which kind of analysis to conduct. To this end, they relied on the
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visual inspection of the process map and the variants and prior experience, hav-
ing different perceptions of whether the process was “lasagna” or “spaghetti”.
Although assessing process structuredness and, more in general, the structure
and complexity of the data under investigation is typical of exploratory analy-
ses [2,28], it is a nontrivial task that could tip the balance towards choosing an
analysis technique over another. For example, two participants said they would
split a spaghetti log into sub-logs before starting the analysis. Still, selecting the
“right” pre-processing or analysis technique based on event log characteristics
can be challenging [24], and we hypothesize that, especially for novices, it may
be difficult to choose among analysis approaches and tools. This is particularly
so when dealing with alternatives [14] or combining artifacts and techniques not
specific to process mining [13]. Recent reviews of process discovery [3] and vari-
ants analysis [25] methods could help to compare different approaches, as well
as the metrics in [24] could help to gain control-flow insights. However, practical
guidance to support analysts in assessing event log characteristics (e.g., struc-
turedness, presence, and quality of resource data) and, based on them, evaluating
the applicability of pre-processing and analysis techniques is still missing.

Another insight emerging from our analysis is the attention paid to excep-
tional behavior and, particularly, negative deviations [18]. All participants identi-
fied exceptional behavior as the most valuable aspect to analyze, especially when
seeking improvement opportunities. Improvement was perceived differently: par-
ticipants working top-down emphasized improvement opportunities for end-users
(cf. BP1), while those working bottom-up focused mainly on performance (cf.
BP2). Still, almost everyone tended to look for negative deviations, and only P9
focused on the “positive cases for the police” (t). The focus on negative devia-
tions is in line with the observation that inductive BPM approaches, including
process mining, often put a strong focus on “responding to pain points” [20],
while the exploration of opportunities is less emphasized. However, research has
shown that processes can be improved by learning from positive deviations [23]
or experience gained through past executions [9]. We find the tendency to look
at negative deviations at the start of the analysis somewhat surprising. Indeed,
the interviews in [2,28] did not mention interest for “negative” patterns, and the
focus on deviations in the broader area of data science seems to be limited to spot
outliers or data quality issues during profiling [28] or data curation tasks [10].

Overall, although some exploration goals overlap between data science and
process mining, our analysis uncovered strategies that are not described in the
data science literature, remarking the need for improving our understanding of
process mining practices and develop targeted support for process analysts.

Limitations. Our study comes with some limitations. First, since we invited par-
ticipants in our professional network, our sample was not drawn randomly from
the overall process analysts population and is biased towards academics. Still, six
academic participants were involved in process mining projects where the main
goal was to analyze data for a customer (cf. Table 1) and, when interviewed, they
provided insights into these experiences. Second, our study is subject to a limited
number of participants. Still, twelve is considered an appropriate sample size for
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think-aloud studies [19], given the richness of the verbal data that we also aug-
mented with interaction traces. Third, in this paper, we focused on exploratory
process mining, i.e., the analysis phase aimed to familiarize with the data and
refine abstract research questions. Thus, our findings cannot be generalized to
other analysis phases, e.g., answering concrete questions. Finally, since all our
subjects used Disco, we cannot claim that our findings can be generalized across
tools. Indeed, Disco presents the map view after loading the event log and, thus,
it would not be surprising if participants used the map at the beginning. Also,
the functionality provided by the tool limits the analysis that our participants
could perform and, as a consequence, the behavior we could observe in our data.

6 Conclusion and Outlook

In this paper, we have presented the findings of an empirical study investigating
how process analysts approach exploration in practice, focusing on understand-
ing common patterns of behavior, goals, and strategies of the initial exploration
phase. Our findings revealed that analysts exhibit different behavior patterns
when exploring an event log and work with different goals in mind, enacting var-
ious strategies to familiarize themselves with the data and the process. Besides
providing novel insights into exploratory process mining practices, our findings
can inform different directions for future research.

An obvious direction for future work is to improve the generalizability of
our findings by conducting additional empirical studies to gain a comprehensive
understanding of process mining across different analysis phases and tools. To
this end, we will conduct quantitative and focused studies involving more prac-
titioners and observing how analysts approach different analysis phases (e.g.,
familiarization, question answering) with one or more process mining tools.
This will allow us to look into typical behavior patterns, goals, strategies, and
challenges of process mining and, potentially, discern effective and non-effective
behavior.

Gaining an in-depth understanding of (exploratory) process mining practices
will provide empirical evidence for developing guidance and support for process
analysts, for example, by enabling knowledge transfer from experienced analysts
to novices. For instance, existing process mining methodologies could be com-
plemented with practical recommendations, e.g., to choose analysis techniques
based on event log characteristics or to foster the exploration of opportunity
points [20], and tool support, e.g., to ease the comparison of “scenarios” (cf.
BP3) or process variants [25] along multiple process perspectives.

Another possible avenue for future research is the development of theories.
In neighboring areas such as process modeling, cognitive theories have been
used to explain empirical observations (e.g., [29]) and inform advancements, for
example, to reduce the cognitive load when performing relevant tasks [17]. We
suggest that the development of similarly relevant theories for explaining the
cognitive processes involved in process mining, in general, and the exploratory
phase, in particular, will contribute to advancement in this area.
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