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Abstract. Artificial intelligence (AI) is a powerful tool to accomplish a
great many tasks. This exciting branch of technology is being adopted
increasingly across varying sectors, including the insurance domain. With
that power arise several complications. One of which is a lack of trans-
parency and explainability of an algorithm for experts and non-experts
alike. This brings into question both the usefulness as well as the accu-
racy of the algorithm, coupled with an added difficulty to assess poten-
tial biases within the data or the model. In this paper, we investigate the
current usage of Al algorithms in the Dutch insurance industry and the
adoption of explainable artificial intelligence (XAI) techniques. Armed
with this knowledge we design a checklist for insurance companies that
should help assure quality standards regarding XAI and a solid foun-
dation for cooperation between organisations. This checklist extends an
existing checklist that SIVI, the standardisation institute for digital coop-
eration and innovation in Dutch insurance.

Keywords: Artificial intelligence - Explainability - Insurance -
Finance

1 Introduction

Artificial intelligence (AI) is one of the leading technologies paving the way for
more efficient solutions and powerful automation. This exciting technology is
being deployed increasingly across various industries. For instance, Al is aiding
healthcare in its search for accurate diagnostic procedures in order to detect can-
cer early, assisting radiology by discovering patterns and accelerating medicine
development [5]. Similarly, in the insurance industry, the use of Al is starting to
gain traction, being used in assessing risks, handling claims and detecting fraud.
Aside from all this added ability, Al too comes with its own downsides. Much
like human cognition, technology has its flaws. The same goes for Al algorithms.
While early AI systems were relatively easy to comprehend, we have seen a
recent rise in opaque decision systems such as Deep Neural Networks. Although
these types of algorithms increase accuracy, they come with a higher level of
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algorithmic complexity, often consisting of hundreds of layers and millions of
parameters [4]. In these instances, interpretability vastly decreases. This results
in a black-box algorithm that is difficult to understand for experts and non-
experts alike. This can create some unfavourable situations. In particular, when
decisions made by an algorithm affect human lives. For example, when black-box
algorithms make incorrect diagnoses, doctors may be subject to intense scrutiny
for taking the wrong course of action, being unable to explain the proper reason-
ing behind a diagnosis. This phenomenon can have an even more severe impact
on a larger scale. In 2020, The Dutch government deployed SyRi, an algorithmic
fraud risk scoring system. It used a non-disclosed algorithmic risk model to pro-
file citizens, allegedly targeting mostly low-income neighbourhoods and minority
residents. Dutch court deemed SyRi illegal for lacking transparent data usage
and violating privacy. Similarly, Apple revealed its Al driven credit risk system
showed a striking bias, as it deemed men far more creditworthy than women.
Consequently, individuals could be given different credit limits despite having
the same accounts, cards or assets [7]. In precision medicine, decisions cannot
be based on mere binary prediction, creating a need for extensive explanations
supporting a model’s output. The same holds true for other domains such as
autonomous vehicles, transportation, security, and finance [10].

Evidently, using Al to make impactful decisions can be a dangerous practice
when the legitimacy of the model is not justified. From this perspective, the
responsibility of the algorithms’ creator does not only concern its accuracy but
also its interpretability and transparency. This reasoning has spawned a new
field of research named Explainable Artificial Intelligence (XAI). Research on
this topic has spiked in recent years, reflecting a growing need for XAI. Even so,
to our knowledge, no prior research captures the state of AI adoption, and more
specifically of XAI techniques, in the (Dutch) insurance industry.

In this paper, we examine the current adoption and future prospects of Al
and XAI within the Dutch insurance industry. This is done through literature
research coupled with conducting exploratory interviews of industry experts.
All of this will lay the groundwork for the design of a checklist for insurance
companies that should help assure quality standards regarding XAl and a solid
foundation for cooperation between organisations. The checklist is evaluated
and tested by conducting confirmatory interviews, creating a feedback loop for
further refinement. The aforementioned checklist extends an existing checklist
regarding Al that SIVI, the standardisation institute for digital cooperation and
innovation in Dutch insurance.

2 Method

Our research methodology is based on the design science research paradigm
for information systems [6]. Contrary to behavioural science, design science is
focused on designing an artefact. In our case, this artefact is a checklist for
explainable and transparent AI applications. Similar to the methodology dis-
cussed in [6], research is done in three iterative cycles.
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We conduct two types of interviews during our research. Firstly, we per-
form semi-structured exploratory interviews to assess the current state of the
art with respect to Al techniques used within the insurance industry. This is
helpful because, while current literature tells us a lot about the possibilities and
practices of Al it gives little insight into the actual adoption of AI techniques.
Additionally, practical context is usually missing in most available literature. We
interview four industry experts at companies that operate within the insurance
industry, ranging from software suppliers to insurance companies. The findings
can be found in Sect. 4. Secondly, we conduct confirmatory interviews with sim-
ilar companies to evaluate our findings and checklist design. This will give us a
strong indication of both the correctness, robustness as well as practicality of our
design. Similarly to the exploratory interviews, evaluation is done by conducting
four confirmatory interviews with industry experts from insurance companies,
and their software suppliers. The evaluation findings can be found in Sect. 6.
For privacy reasons we will not disclose the actual company names, nor will we
disclose employee names and information that could be used to identify organ-
isations and personnel. Instead, we will call the seven companies ‘company A’
through ‘company G’, respectively. Note, that with company B we have con-
ducted both an exploratory interview as well as a confirmatory interview.

3 Literature Background

Taxonomy of XAI. According to Vilone and Longo [12], there is little agree-
ment among scholars on what explanations are and what properties they might
have, as well as the correct terminology that should be used. Fortunately, For-
tunately, Barredo Arrieta et al. [2] have comprised a clear report on the most
common terms used in XAl research and their respective meaning. Notably, they
propose three distinct levels of transparency. Barredo Arrieta et al. [2] explain
how these levels of transparency apply to different Al algorithms, enabling them
to categorise the algorithms as either of type transparent or type opaque (or
non-transparent). Of course, a system itself is never opaque but rather opaque
with respect to some particular agent. Tomsett et al. [11] break down all differ-
ent agent groups within a system in fine detail. Depending on what a particular
agent is tasked with doing, they are likely to require a different kind of knowledge
to do it and, thus, seek a different kind of explanation. Barredo Arrieta et al.
[2] have comprised a list of the research goals that particular agents can achieve
through model explainability. To get a better grip on the concept of explain-
ing Al models, we must acknowledge that explanations come in many different
proverbial shapes. Vilone and Longo [12] describe attributes and characteristics
of explanations as well as define several types of explanations. In recent years,
several XAI methods have been developed to increase model transparency and
explainability. Vilone and Longo [12] have also compiled a list of all current
ante-hoc and post-hoc XAI methods.
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Responsible AI. Al bias is a phenomenon that occurs when an algorithm pro-
duces results that are systemically prejudiced due to either erroneous (or correct
but undesired) assumptions in the machine learning process. This can happen
with learning algorithms when they are trained on their dataset. In this case,
we call the phenomenon algorithmic bias. Even so, other forms of bias exist.
It can also result from human errors (e.g. faulty collection or representation of
input data). Barocas and Selbst [1] break down all possible cause for bias. Some-
times biases can be functionally correct, but immoral to base results upon. These
undesired biases stem from a black-box model’s tendency to unintentionally cre-
ate unfair decisions by including sensitive factors such as the individual’s race
or gender. This phenomenon gives rise to certain discriminatory issues, either
explicitly (considering sensitive attributes) or implicitly (considering factors that
correlate with sensitive attributes). Barredo Arrieta et al. [2] gives several degrees
of fairness that should be considered to design responsible Al solutions.
Several guidelines for trustworthy AI have been proposed [3,8]. Similar to
the checklist we propose, these frameworks aim to give general guidance for
responsible use of Al. However, these frameworks, while being very high level
in nature, are not actionable for working developers. Serban et al. [9] provide
14 engineering practices for trustworthy ML applications, of which several are
related to explainability. These practices are not formulated in terms of checks.

4 Exploration

As mentioned, we carried out four exploratory interviews with industry experts
from financial institutes, insurance companies, and their software suppliers. A
summary of the interviewees is shown in Table 1. The priority of these inter-
views lies in achieving three primary goals. Firstly, we seek a more in-depth
understanding of the insurance industry and its related processes, stakeholders,
demands and concerns. Secondly, we want to know which AI techniques said
companies deployed and which they plan to deploy in the future. Thirdly, we
want to know how the industry values transparency and explainability.

Findings. The insurance industry is still in a preliminary phase when it comes
to the deployment of AI technologies. All of the four companies interviewed
have deployed some form of Rule-Based System (RBS), but some are hesitant
to adopt more complex Al techniques, like Machine Learning (ML) and Deep
Learning (DL). This is because most companies are focused on improving these
Rule-Based Systems and ironing out any inefficiencies. Additionally, the intervie-
wees from company B expressed a growing concern that people lack trust in ML
algorithms. It takes time and effort to convince people that ML algorithms work
better than Rule-Based Systems, even though oftentimes they are statistically
proven to do so. Thus, at the moment, all of them prefer Rule-Based Systems
because they are more explainable, even when the results that are explained are
sometimes less accurate. Two out of four companies interviewed have already
deployed ML algorithms in their processes. Notably, both company B and D
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Table 1. Summary of exploratory interview company information *Also takes part in
confirmatory interview

Company A Company B* Company C Company D
Core business Insurance Insurance Financial Financial
software intermediary services services
supplier (software)
# employees 100+ 100+ 1.000+ 10.000+
Job-title Product owner | ML engineer & | Manager client | Product Owner
interviewee(s) software contact & Innovation
engineer financial Manager
services Business
Automation
Uses RBS for Various Various Various Various
processes processes processes processes
Uses ML for - Fraud detection | — Fraud detection
Uses DL for - — - —

have deployed the technology for insurance claim handling, specifically to detect
possible fraudulent activity. It is interesting to note, however, that both compa-
nies do so with different kinds of algorithms. Company B uses a decision tree
classifier (supervised learning), whereas company D uses a k-means clustering
algorithm for anomaly detection (unsupervised learning). Company B also uses
ML algorithms for calculating car insurance premiums. They are also experi-
menting with ML algorithms to calculate a customer’s risk coverage ratio, but
this system has yet to be deployed. Importantly, neither use non-transparent
algorithms (including DL) for these tasks. Company B and D are already exper-
imenting with DL. However, none of the interviewed companies have deployed
any DL systems thus far. There are four main reasons for this:

1. DL is less explainable: Even though DL algorithms are usually more accu-
rate than ML algorithms (and Rule-bases Systems), they are even less explain-
able. A balance between accuracy and explainability has to be found. Insur-
ance companies mostly choose explainability in favour of a marginal increase
in accuracy. They need increased explainability to understand and convey why
the system gives a certain output, otherwise, the results are not actionable.

2. Understanding DL requires technical/mathematical expertise:
Because DL algorithms (and some ML algorithms for that matter) have such
high complexity, they are less explainable. Thus, they require more expertise
to be understood and used (this is the case for all system agent roles, but
especially operators and executors). For most current employees this creates
a knowledge gap that is hard to overcome. Furthermore, if they were to over-
come this obstacle, their job description would change significantly. Claims
handlers would turn into model experts.

3. DL is less transferable: DL algorithms are sometimes less transferable
than other AI techniques. The input data that insurance companies use at
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the moment is less suitable for these types of algorithms. Additionally, some
of the data that could be used to extract the most out of DL algorithms are
not present in the dataset or are off-limits due to privacy concerns.

4. Streamlining RBS has more value in the short term: More quality
gain can be found in streamlining current RBSs and ML processes, instead of
looking for accuracy gain with DL algorithms. Gains can especially be made
in the refinement of input data (e.g. feature selection), as this is where most
resource and thought is going at the moment.

Future prospects for all companies range from the initial deployment of ML to
the deployment of complex DL algorithms when the aforementioned issues start
to be resolved. Most expect to start incorporating (more of) these complex Al
technologies near the end of the 2025.

5 Design

Purpose. The checklist should be a list of ‘checks’ that, if answered properly,
should test the explainability and transparency of AI model applications, as well
as highlight potential weaknesses and areas for improvement. We define a check
as a component that features one or more questions, hence the collective is called
a checklist. Every check comes with an elucidation to clear any confusion for the
reader and to make sure the question is answered as intended. Checks either have
open answers or multiple choice answers. The complete checklist can be found in
the appendix. The checklist is designed with two main purposes in mind: Firstly,
it should be used to confirm the quality and completeness of an Al application
with regards to its explainability and transparency. In that way, the checklist
can essentially be used as a guide to evaluate if all facets, that make a well
designed explainable and transparent AI application, are accounted for. If, based
on this checklist, one would conclude their application is not complete or lacks
quality in certain key areas, it serves as an indication where further progress
should be made. Secondly, the checklist, if properly filled in, could be shared
with third parties (clients or companies) to show the quality and completeness
of an AI applications with regards to explainability and transparency. This is
especially helpful for collaboration between companies to give confidence that
certain information or assets can be shared. Moreover, this could be interesting
from a marketing standpoint, giving clients assurance that your application is
well designed and responsible.

Constraints. To fulfil these purposes we formulate several constraints for
the checklist design. The checklist is based on an existing checklist’ named
‘Checklist-KOAT’ or ‘Checklist Kwaliteit Onbemenste Advies- en Transacti-
etoepassingen’ by SIVI, the standardisation institute for digital cooperation and
innovation in Dutch insurance. This existing checklist covers several topics with

! The Checklist-KOAT can be found at https://www.sivi.org/checklist-koat /.
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regards to computer applications for financial advice and financial transactions.
We can deduce several helpful constraints that are implied in this pre-existing
checklist. We will use these implied constraints as well as our design guidelines
to set constraints to design our checklist. The following constraints are used:

1. Practical relevance: We want our checklist to be applicable for practical
use. That means that all covered topics should be relevant from a practi-
cal standpoint. Furthermore, the checklist cannot be overly long or be too
technically in-depth, as this would disincline people from using it.

2. Non-expert terminology: The checks and elucidation should refrain from
using expert terminology as much as possible. If used in a practical environ-
ment by actual employees of financial companies, expert terminology may be
unclear and would not induce a full understanding of the covered topic.

3. Broadness-precision balance: Topics should be covered broadly enough to
be appropriate for most, if not all, AI model applications. Yet, checks should
be precise enough to get the most informative answer. A proper balance
should be found between these two ends.

6 Validation

As mentioned in Sect.2, similarly to the exploratory interviews, evaluation is
done by conducting four confirmatory interviews with industry experts from
insurance companies, and their software suppliers. A summary of the intervie-
wees is shown in Table 2. Other than to evaluate our design, these interviews
essentially helped us confirm whether our original findings are correct and if
they still hold within new contexts. The structure of the interview is as follows:
For every check and its elucidation, we ask three things: 1. “Is the phrasing and
meaning clear?” 2. “How relevant is the check and its encompassing topic (with
regards to the purposes mentioned in Sect. 5)?” and 3. “What would your answer
be to the question for your specific application?” After all, topics are covered,
we ask two general questions about the entire set of topics: 1. “Do you deem the
sequence/order of topics logical and favourable?” 2. “Is the set of topics (and
checks) complete or do you think a topic is missing?”

Conforming to our used design science research methodology, evaluation is
done during the design phase. Therefore, the design process has an iterative
nature. Consequently, a new checklist draft is designed after each confirmatory
interview. This way the design is improved in a step by step manner. Most initial
constructive criticism, in the interview with company E, was aimed at phrasing
and meaning (of checks and their elucidation) being unclear. This resulted in the
inclusion of additional elucidations were needed, or rephrasing of said unclear
pieces of information. This was the case throughout the design. In most cases,
an illustrative example was also added in an attempt to clear up any remaining
confusion. The next iteration was found to be much more clear and comprehen-
sible, although slight improvements kept being made from version to version.
Until, in the last interview, no confusion was remarked explicitly.
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Table 2. Summary of confirmatory interview company information *Also takes part
in exploratory interview

Company E | Company F | Company G Company B*
Core business Software Insurance & | Software Insurance
supplier pensions supplier intermediary
(insurance & (software)
pensions)
# employees 10+ 1.000+ 10+ 100+
Job-title CCO\CMO |sr. IT User interaction | ML engineer &
interviewee(s) Architect designer software
engineer
Use RBS for Various Various Various Various
processes processes processes processes
Use ML for - - Policy recom- Fraud detection
mendation
Use DL for - — — -

7 Discussion

In the final iteration of the design, all checks and elucidations seemed to be
phrased clearly, to be fully understood by the interviewees, based on our assess-
ment of their answers. Also, based on the results, all checks and topics present
in the final iteration seemed to be relevant enough to be included in the design.
Interviewees specifically expressed relevance for the topics spanning bias. Given
this fact, more checks could be added towards this topic. Such questions could
dive deeper into why they include and exclude certain biases in their model
(thus, revealing which biases they would label as undesired biases). Eventually,
we landed on a design that puts a heavy emphasis on questions formulated with
open-ended answer in mind. This has two main advantages, whilst also running
the risk of some potential drawbacks. The first advantage is that phrasing the
questions in such a way, tends to squeeze as much interesting information out of
a single check as possible, as long as the checklist user is motivated to explore the
answer to the intended extent (interviewees have at least expressed the intention
to do o). The second advantage is that this open-ended phrasing creates room
for a certain broadness in the scope of a check’s applicability. By restricting the
answers too much, you run the risk of excluding some Al applications, rendering
the check useless for their specific model.

At the end of the day, the checklist needs to be relevant for companies that
only use RBSs, but must also be a guide to ML and DL technology, in order
to aid with applications in the future. Based on the results of our confirmatory
interviews, we feel our design fulfils this ambition.
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8 Conclusion

Contributions. Several contributions stand out when compared to other lit-
erature that we could find on the topics of XAI and Al in general. Firstly, we
propose a checklist that can be used to assess and help assure transparency and
explainability for Al application in a practical environment. It can also be used
to verify if enough thought has gone into the application and to share qual-
ity standards across parties. As such, our checklist is more actionable for the
working developer than the frameworks mentioned in Sect. 3. Secondly, we give
insight into AI and XAI adoption in the insurance industry. Few other papers
talk about AI and XAI in the financial sector. Presumably, this comes down to
the fact that most financial companies are only now starting to adopt Al algo-
rithms effectively, as knowledge on the subject has only started to grow in recent
years. After all, once a technology has been discovered, it takes some time for it
to develop into a commercially viable product. Thirdly, we have, to some extent,
validated existing theories and concepts about XAl in a practical environment.

Future Work. As with any study, some things could be done to further improve
the design research carried out. For example, while interviews were conducted to
learn about the adoption and prospects of AI and XAI techniques in the Dutch
insurance industry as a whole, more interviews would give a more complete view
of the industry. Additionally, since industry experts employed at insurance com-
panies and software suppliers were targeted for the interviews, end-customers,
consumers and lawmakers were not consulted. Moreover, only a small number
of companies in the industry are now starting to gain traction with ML and
DL concepts. This means that knowledge of the technologies among industry
experts is still relatively scarce. Considering, that in the future this knowledge
will grow, more detailed analyses could be done on the topic.

Finally, as initially mentioned, the checklist is meant to extend an existing
checklist, named ‘Checklist-KOAT’, which is made by SIVI. Specifically, the
design mentioned in this paper serves as a base for the eventual integration into
the ‘Checklist-KOAT”. This integration will be done by SIVI itself. SIVI will keep
improving the integrated design through field testing with associated member
companies. We presume the design will remain relevant for the foreseeable future,
although, as time progresses and new techniques become prevalent, eventual
updates will inevitably be advisable.

While developed and validated in the context of the insurance domain, our
checklist can likely be generalized to other domains.
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Appendix: Checklist for AI in Insurance Applications

sparency & explainability

# Subject

Transparency

2 Purpose

Development

Impact

5 Ante-hoc
methods

6 Post-hoc
methods

Explanation
output type

8  Stakeholders

9 Redress
(Question and
complaint
handling)

Bias

Expertise

interrelationships can be viewed. By

Check

Elaborate whether the application
itself is already transparent to the
user or whether external
techniques are needed to
increase transparency and
explainability?

Which of these reasons is most
important with regard to the
application's explainability. You
can choose more than one option.

Explain how the right balance has
been found between accuracy and
explainability in the development
process and where priority has
been placed.

1) Explain what the results of the
application are used for (i.e. what
role do the results fulfil). Are the
results advisory to the user or
does the application make
autonomous decisions based on
these results, or something in

1) What external ante-hoc
techniques have been used to
improve explainability?

2) Explain how these techniques
increase the explainability of the
application.

1) What external post-hoc
techniques have been used to
improve explainability?

2) Explain how these techniques
increase the application's
explainability.

Explain what type of explanation
is outputted?

For each relevant stakeholder,
explain...

1) what demands they have
concerning the application's
explainability and

2) how these interests are fulfilled
by the application's explanations:

Explain how the consumer
receives more information when
he or she has an in-depth
question or complaint regarding

Explain...

1) which end-customer groups
may be unfairly disadvantaged by
the application and how this is
prevented.

2) whether the explanations
provided reveal (unwanted) biases
(in the data or the algorithm)?

Explain whether new expertise
concerning explainability and
ethics were needed in the
company, since the
implementation of the application?

Answer type

Open answer

Multiple choice

Open answer

Open answer

Open answers

Open answer

Open answer

Open answer

Open answer

Open answer

Open answer

Transparency refers to how understandable the inner workings of the application are and how well its individual components and their
explainability, we mean the way an application conveys to the user (from customer to expert) in a human-
understandable way, how the input leads to the results (i.e. output), which in turn can lead to novel or confirming insights about the model and its
dataset. Both aspects ensure that the application as a whole becomes more robust. It can help increase the accuracy of your model, justify its
functionality, prevent unwanted biases, uncover new knowledge and help prevent and correct errors.

Elucidation

We can divide Al algorithms into two categories. Namely, transparent
algorithms and non-transparent algorithms . Transparent algorithms
include rule-based systems , li istic regression , decision trees , k-
nearest neighbours , rule-based learners , general additive models ,
bayesian models . Non-transparent algorithms include  tree ensembles ,
support vector machines and neural networks . It is also possible that
your application falls somewhere between the two extremes.

The need to explain a model mainly stems from one of four reasons: 1)
increasing the model's accuracy. 2) discovering or confirming
causality. 3) verifying and justifying the model's fairness & robustness.
4) Checking the model for errors and removing bugs.

Al applications are often developed with the highest possible accuracy
as the main priority. In such a case, a compromise is usually made
between accuracy on the one hand and transparency on the other. In
practice, explainability and transparency are often just as important
and sometimes even more important for the use of an application.

The application's impact on the organization is influenced by the role
that the application's result must fulfil. If the application plays an
advisory role, the result's impact on the end customer is relatively less
than if the results play a decisive role (meaning the application makes
autonomous decisions based on the results). If the application makes
autonomous choices and i rrect logic, il

decisions can go unnoticed. After which they can only be corrected

There are external techniques that can increase the transparency and
explainability of Al applications. Some of these techniques involve

baking in explainability from the beginning. This has to do, for

example, with paying extra attention to input processing or training on

the dataset. These techniques are called  ante-hoc techniques . Think of
techniques such as Reversed Time Attention Model  (RETAIN ),
Bayesian deep learning  (BDL), etc.

There are external techniques that increase an application's
explainability after or during the model run-time. These techniques are
called post-hoc techniques . There are post-hoc techniques that are
universal for all algorithm types, but also for specific algorithms types.
Think of techniques such as  Local Interpretable Model-Agnostic
Explanations (LIME) , SHapley Additive exPlanations (SHAP), Layer-
wise Relevance Propagation (LRP ), etc.

The outputted explanation of the application can be given in several
types. The possible options are  textual, numeric, categorical, pictorial,
time series or rule-based.

Different people in and outside the organization have different
demands concerning the application's explainability. The organisation
must take these different demands into account, so that an application
is as robust and usable as possible, while also considering ethical
concerns and legislation.

(stakeholders: creator, examiner, operator, executor, decision-subject,
data-subject )

ity, ility, privacy )
If the application affects consumers, they may sometimes need further
explanation about their situation. In such a case, the application's
results may have to be explained to this person. This can happen, for
instance, if the application makes a mistake, or the consumer has a

Undesired biases can arise in applications that are trained on data.
These unwanted biases must be actively prevented. Explainability and
transparency can be a means to that end. Example of bias:
Statistically, red cars take more damage. However, does this mean
that red car owners have to pay a higher premium?

Some companies hire 'explanation experts' and 'ethics experts' to
support their Al projects.
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