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Innovation, Catch-Up, and Sustainable
Development: Introduction
to the Proceedings from the 2018 ISS
Conference

Andreas Pyka and Keun Lee

1 Conference Summary

It is great to launch these conference proceedings from the ISS 2018 conference held
in Seoul, July 2–4, Korea. The theme of the ISS 2018 was “Innovation, Catch-up,
and Sustainable Development. Keun Lee, one of the guest editors of this volume,
served as the President of the Society (2016–2018) and also as the main host or
Chairman of the Organizing Committee, for the Seoul conference. Actually, it took
26 years to return to Asia: the last ISS conference in Asia was held in Kyoto, Japan,
in 1992. And it turned out to be a good decision for the International Schumpeter
Society to return to Asia: About 380 papers were presented out of the 469 initial
submissions from more than 50 nations around the world. Among these 380 pre-
sentations, there were about 90 papers presented by young scholars who are either
graduate students or new Ph.D. students.

At the conference, keynote speakers included the long-standing Schumpeterian
scholars as well as those scholars whose research subject is related to the theme of
the conference. In the opening session, Bengt-Åke Lundvall gave a speech on
Transformative Innovation Policy and Global Challenges: a System’s Perspective,
and Sr. David Sainsbury talked about New Economic Thinking: A Dynamic-
Capability Theory of Economic Growth.

Other notable scholars gave their talks in special sessions on the following topics:
creative destruction and capitalism, innovation policies and strategies, productivity
slow-down, issues in east Asian economies, Schumpeterian economics, frontiers of
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innovation studies, and finally, a session in honor of Luigi Orsenigo. Some of their
names are as follows, in the order of the days and time of their presentation:
Massimo Egidi, Horst Hanusch, Mike Gregory, Chen Jin, João Carlos Ferraz,
Slavo Radosevic, Giovanni Dosi, Justin Yifu Lin, Hiroyuki Odagiri, Jang-Hee
Yoo, John Mathews, Bjørn T. Asheim, Bo Carlsson, Yoshinori Shiozawa, Ben
Martin, Uwe Canter, Franco Malerba, William Maloney, Andrea Pyka, John
Walsh, Kazuyuki Motohashi, Cesar Hidalgo, Xiaobo Wu, and Mei-Chih Hu.

In the meantime, the Schumpeter Prize of the ISS 2018 went to two eminent
scholars in the field. Professor John Mathews and Michael Best shared the prize for
their book on “Global Green Shift” (Anthem Press, 2017) and “How Growth Really
Happens” (Princeton University Press 2017), respectively. John Mathews has also
contributed a chapter to this proceedings volume on a theme related to his prize-
winning book, that is, Schumpeterian economic dynamics of greening.

The fifteen chapters in this conference proceedings volume were selected by our
reviewers and then by the editors to reflect the state-of-the-art Schumpeterian
economics dedicated to the three conference topics innovation, catch-up, and sus-
tainability. Innovation is driving catch-up processes and is the condition for a
transformation towards higher degrees of sustainability. Therefore, Schumpeterian
economics has to play a key role in these most challenging fields of human societies’
development in the twenty-first century. And therefore, the three topics are well
suited to capture the great variety of topics, which very likely have the potential to
shape the scientific discussion in economics and related disciplines in the years
to come.

2 Innovation

Our proceedings begin with an important tradition in Schumpeterian economics,
namely the history of innovation. Keiichiro Suenaga analyzes the historical emer-
gence of the British steelmaking industry, which surprisingly so far was not closely
connected to scientific advances. Despite the outstanding role of this industry in the
early decades of industrialization, only the innovation part is well analyzed and not
the early origins of new knowledge stemming from scientific insights and inven-
tions. Suenaga’s chapter closes this gap with an informed contribution of the early
scientific knowledge sources relevant to the steelmaking industry.

The chapter by Hạnh Luong La and Rudie Bekkers entitled Science and technol-
ogy relatedness: the case of DNA nanoscience and DNA nanotechnology also deals
with a classical Schumpeterian topic, namely knowledge analysis in order to gain
new insights into the generation of new technological opportunities, this time
placing central very recent science-based industries. The authors deal with the
relation between the science and technology domain, which for so-called science-
based industries, is the main artery for new opportunities and knowledge-triggered
development. Their insights concerning the technological relatedness between the
knowledge bases allow for new targets in innovation policy design, in particular
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when commercialization of science-based knowledge needs to surpass critical
thresholds to be applied in innovation processes on the industry level.

Krzysztof Szczygielskia, Wojciech Grabowskib and Richard Woodward address
innovation strategies and their focus on internal and external knowledge in an
empirical study analyzing data from the Community Innovation Survey. Their
econometric model evidences the importance of external determinants for innovation
success despite predictions from other studies which emphasized the dominant
importance of firms’ internal line-ups.

The end of the first and beginning of the second decade in the twenty-first century
gives an intensive foretaste of what might be expected: New industries based on
digitization are emerging, and the artificial intelligence and machine learning sectors
are widely believed to be only the forerunners of a development which will encom-
pass broader manufacturing sectors and also mergers with service sectors. Junguo
Shi and Bert M. Sadowski refer to the work of an outstanding colleague who we
remembered very much during the conference in Seoul: Luigi Orsenigo. Luigi’s
oeuvre is the backbone of industrial dynamics theory which helps us to understand
the complex process of birth, life, and death of industries by combining the concepts
of appropriability, opportunity, and cumulativeness. The contribution of Shi and
Sadowski demonstrates that we will keep Luigi Orsenigo and his intellectual heri-
tage forever and can gain important new insights into industry dynamics now and in
the future.

3 Catching Up

The President of the Society, Keun Lee, followed the custom of the ISS to deliver the
presidential address. The topic of his address was “the Art of Economic Catch-up:
barriers, detours, and leapfrogging in innovation systems,” and a part of his presen-
tation was about the measurement and analysis of national innovation systems. That
part has become the basis for his contribution entitled “National innovation system,
economic complexity and economic growth,” which opens these conference pro-
ceedings. The chapter develops a composite NIS index and shows that it is a
powerful predictor of economic growth, more robust than other measures of eco-
nomic complexity. The online-first version of this paper has been awarded the Kapp
Prize by the EAEPE (European Association for Evolutionary Political Economy).

Whereas there are many researches measuring national innovation system (NIS),
which is a key theoretical concept in Schumpeterian economics, they often use too
many variables from heterogenous sources, which make the measurement very
demanding, less comparable and less coherent. This article, co-authored by Keun
Lee and Jongho Lee, develops a new, coherent, and less-demanding way of mea-
suring NIS of nations around the world, using five variables all made up from patent
citation data which show the way how knowledge is created, diffused, and used in
each nation. Each of the five variables represents different aspects of innovations in
the different economies, such as concentration, diversification, localization,
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originality of innovations as well as cycle time of innovations. These five variables
are also combined into one composite NIS index, so that we may compare and rank
countries around the world using this index at a time and also investigate their
change over time. Thus, it also helps policy makers to find out weak or strong aspects
of each nation’s innovation systems.

Fang Wang’s contribution also takes up the topic of the conference. Fang Wang
empirically analyzes the relationship of regulation on product innovation in the
Chinese economy in 2012, a year when China was about to accomplish the target
to catch up to the world technology frontier. In the analysis, a trade-off relation
between opportunities generated by regulations and potential resource misallocation
due to increasing transaction costs is identified, which leads to an inverted
U-relationship between regulation and product innovation in the Chinese case. The
increasing difficulties to benefit from regulation come from both sides, the admin-
istration and the regulated companies, and indicate problems of rent-seeking behav-
ior as well as inflexibilities when confronted with high complexities of innovation
processes.

The following chapter by Alexander Gerybadze and Helen Mengis deals with
catching up, leapfrogging, forging ahead and re-catching up processes due to
changing technological leadership from an innovation systems perspective. The
chapter is an industry case study in the field of Lithium-Ion batteries, which
originally were invented in Europe before mass production in Japanese and South
Korean firms took over the pool position in this industry. In the meantime, technol-
ogy transfer has changed direction again, and European companies are potentially
swinging back to the fast lane in the wind of electrical vehicle supporting policies.

Foreign direct investment might be considered as one of the variables which
foster, at least support, catching-up processes of industries. Nejla Yacoub and Hajer
Souei investigate the case of the Chinese pharmaceutical industry, which managed to
massively attract foreign direct investment despite the Chinese reputation of fiercely
imitating western technologies in the last four decades. The authors identified
Chinese patent protection of new medical compounds to be so strong that despite
potential involuntary knowledge spillovers, the Chinese market for western phar-
maceuticals is so attractive that their investment activities are not distorted by losing
control of proprietary knowledge generated in their home countries.

Cristiano Antonelli and Christophe Feder return to the conference’s catch-up
topic with their contribution entitled “Total Factor Productivity, Catch-up and
Technological Congruence in Italy, 1861–2010.” So far, the focus of most investi-
gations of catch-up processes was on the rate of catching up and not on the direction
of technological change. Cristiano Antonelli and Christophe Feder present an
innovative approach to measure also the effects of the direction. Their most inter-
esting empirical case is Italy’s economic development from the mid of the nineteenth
century until the present day.

The contribution “Acting as an innovation niche seeder: how can the reverse
salient of Southeastern Asian economies be overcome?” by Hsien-Chen Lo, Ching-
Yan Wu and Mei-Chih Hu deals with a typical (co-)evolutionary problem of
catching up processes. It is most likely that the speed of development of single

4 A. Pyka and K. Lee



system components is differing and that the success of any system transformation
critically depends on the slowest system component. The authors highlight this
co-evolutionary relation in the catching up of South East Asian economies and
analyze in a case study the development in Taiwan.

The following chapter by Giorgio Prodi, Francesco Nicolli and Federico Frattini
is also focusing on catching-up processes in Asia. This time a regional perspective is
applied to Chinese prefectures. In their contribution “Embeddedness and local
patterns of innovation: evidence from Chinese prefectural cities” the authors find
evidence for a strong explanatory meaning of the time regions are exposed to
innovation determining how structures are aligned to innovation dynamics for
varying innovation performance in Chinese prefectural cities for a period of
30 years and of the twentieth and the beginning twenty-first century.

Intellectual property rights are always used as an explanatory variable for eco-
nomic growth and development. Gokay Canberk Bulus and Ibrahim Barkitas frame
their research in this tradition and investigate the role of patent rights for macro-
economic growth and micro-economic firm performance. Empirically they focus on
the case of Turkey and illustrate the difficulties of the Turkish companies to benefit
from intellectual property rights.

4 Sustainability

The next contribution to this volume, authored by the 2018 Schumpeter Prize
winner, John Mathews, is entitled as “Schumpeterian economic dynamics of green-
ing: propagation of green eco-platforms,” and takes up the issue of sustainable
development from the conference theme. John Mathews’ approach applies funda-
mental Schumpeterian principles of economic development, like increasing returns,
learning curve effects and emerging innovation and production networks which
contrasts sharply with the negative perspective of degrowth and zero-growth
approaches, which got stuck in the quantitative view of the economic mainstream
and therefore are not capable to understand the economic opportunities which
emerge from the overcoming of the lock-in in fossil-based technologies.

The chapter by Marlene O’Sullivan touches on the sustainable development topic
of the conference. The author analyzes, with a remarkable database, global devel-
opments in the renewable energy sector over the last 25 years. In particular, she
highlights the developments in the wind energy sector and applies concepts from
industry dynamics, namely the idea of industry life cycles. It is most interesting to
see that in a comparative analysis of various international and national develop-
ments, the global development is derived from aggregating national developments.
While innovation processes in the wind energy industry are global, the dynamics of
the national industry development are dominantly following national patterns.

The last contribution to this volume is also dedicated to the sustainability topic of
the Seoul conference and focuses on the importance of the precautionary principle
for sustainability. Although written more than 2 years before the Corona pandemic,
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the insights are most relevant today when we can observe that companies having
implemented sustainability thinking in their business strategies get through the crisis
much better than traditional fossil-resources-based companies. The two authors
Shyama V. Ramani and Mhamed-Ali El-Aroui apply their ideas on the seed industry
in their contribution “On application of the Precautionary Principle to Ban GMVs:
An Evolutionary Model of New Seed Technology Integration” and model in a game
the conditions for varying outcomes. It is by far not self-evident that the precaution-
ary principle becomes dominant in particular if different time horizons influence the
decisions of the agents. For sustainability, however, it is required that our decisions
are not tightly calculated but offer scope for adaption to allow for resilience.

5 Conclusion and a Personal Note

Once again, like in all conference proceedings appearing biannually since the 1980s,
the chapters selected for the conference proceedings of the 17th Schumpeter con-
ference show the broadness and high standard of Schumpeterian analysis. The ideas
of dynamics, heterogeneity, novelty, and innovation as well as transformation are the
most attractive fields in economics today and offer the most prolific interdisciplinary
connections now and for the years to come when humankind, our global society, has
to master the transition towards sustainable economic systems by solving the grand
challenges and wicked problems with which we are confronted today.

With the publishing of this conference volume following the 2018 Seoul confer-
ence, the 12 years’ term of Andreas Pyka as editor of the International Schumpeter
Society ends. Having edited the proceedings from Rio de Janeiro in 2008, Aalborg in
2010, Brisbane in 2012, Jena in 2014, Montreal in 2016 and Seoul in 2018, always
cooperating closely with the distinguished Presidents of the Society as co-editors, I
want to thank the members of the society for their trust, and most importantly, for the
intellectual delicacies, which helped me, more than a decade to develop an under-
standing for the broadness of evolutionary economics and to escape of the tiny box
of my own field within this wide, diversified, and exciting intellectual landscape.
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Part I
Innovation



The Influence of Science and “Industrial
Enlightenment” on Steelmaking, 1786–1856

Keiichiro Suenaga

Abstract Scientific knowledge is crucial to opening up new possibilities for major
technological advances. However, the role of science has not been regarded as
important in the innovations leading to modern steelmaking. In addition, how did
science begin to play an important role? Mokyr focuses on the “Industrial Enlight-
enment,” which has its origins in the Baconian program of the seventeenth century.
This paper examines the process through which modern steelmaking emerged and
clarifies the role of science and “Industrial Enlightenment.”When much time elapses
between scientific and technological advances, the role of science is often not
regarded as important and sensational innovations such as the Bessemer process
are emphasized. However, this is not a proper evaluation. The role of “Industrial
Enlightenment” on the supply side must also be recognized as significant in the
emergence of modern steelmaking technology.

Keywords Steel · Science and technology · Industrial enlightenment · Bessemer
process · Modern chemistry · Innovation diagram

JEL Classification B52 · N73 · O12 · O31

1 Introduction

Science’s influence on economic development has long been discussed (e.g., Smith,
1920; Kuznets, 1966; Dosi, 1988b; Mokyr, 2002, 2009; Stephan, 2010). Dosi
(1988a) points out that scientific knowledge is crucial to opening up new possibil-
ities for major technological advances and that in the twentieth century, the emer-
gence of major new technological paradigms has often been directly dependent on,
and associated with, major scientific breakthroughs. “It is nowadays apparent that
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the development of science provides much of the basis for future industrial devel-
opment. These connections, however, have been present from the creation of science
as an organized activity in the 17th century” (Etzkowitz & Leydesdorff, 2000,
p. 117).1

When did science become important for economic development? According to
Kuznets (1966, p. 10), the steam engine was the earliest major science-based
invention. It dominated much of the first century of modern economic growth. As
Dickinson (1958) states, “an important step leading to the invention of the steam
engine was the discovery of the pressure of the atmosphere. The discovery suggested
the possibility of using atmospheric pressure to do work on a piston beneath which a
vacuum could be created [and this] culminated in the invention of the steam-engine”
(pp. 168–170). Cardwell also observes that “combining the expansive properties of
steam with the recently discovered pressure of the atmosphere” (1972, p. 56) made
the steam engine feasible. Lipsey et al. (2005) also describe its emergence and insist
that ‘clearly, science played an important role in the development of the steam
engine” (p. 253). (See also Suenaga (2019a) on steam (heat) engines.)

Conversely, the role of science has not been regarded as important in the
innovations leading to modern steelmaking, including the development of
Bessemer’s converter, Siemens’s open hearth and Thomas’s basic lining. For exam-
ple, Smith (1961) insists that “[t]he innovations which marked the discontinuous
stages of growth of the iron and steel industry – the introduction of the blast furnace
and finery, of puddling, and of the Bessemer and open-hearth steel-making
processes – all owed almost nothing to the direct influence of science” (p. 363).
Mowery and Rosenberg (1989) agree, saying that “Bessemer had developed his
process without the benefit of any training in the chemistry of his day. Neither he nor
his contemporaries had a very precise idea of the chemical transformations that

1Kuznets (1966) places importance on the application of science to economic production as the
main characteristic of modern economic growth, but does not suggest that modern technological
innovation is triggered by scientific discovery. Rosenberg (1982) also insists that technological
knowledge has preceded scientific knowledge, and that, even in industries founded on scientific
research, practical experience with new technology often precedes scientific knowledge.

It is particularly important, however, to mention that the relationship varies, subject to the stage
of industrial development. The role of science is more important in its initial stages. Although at
least the first ten years of the history of the semiconductor industry were characterized by a crucial
interrelationship between science and technology, the distance between the two has increased since
the 1960s. Basic semiconductor technology has become established and its development path no
longer needs a direct “coupling” with “Big Science” (Dosi, 1984, p. 28). In addition, technological
paradigms are driven by the main scientific advances and the interval between scientific discovery
and innovations in some cases is more than 50 years (Coccia, 2015, p. 30).

Although there are many arguments about the relationship between science and technology, a
chain linking science and technology forms an evolutionary system and the hierarchical evolution
of the chain generates industrial and economic development. In addition, “science and technology
were both endogenous to a third set of factors that determined the direction and intensity of the
intellectual pursuits that led to advances in both” (Mokyr, 2005, p. 290). See Suenaga (2015b) in
detail. In Suenaga (2015b), the relationship between science and technology is classified into four
models: the Price, Bush (linear), Rosenberg and Dosi models.
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occurred inside the converter. . . . None of the three great technological innovations
in ferrous metallurgy in the second half of the nineteenth century . . . drew on
anything but elementary chemical knowledge that had already been available for a
long time. Indeed, only Siemens had had the benefit of a university education”
(pp. 28–31). In the same vein, Bernal (1953) states the following: “In considering
these three contributions to the nineteenth-century revolution in metallurgy, the first
striking point is their independence of any organized scientific movement. Of the
three inventors only Siemens had a university education, and none of them received
any material assistance or more than a little advice from academic, scientific or
governmental sources” (p. 109). Harris (1998) even insists that “[t]he real scientific
breakthrough of Monge, Vandermonde and Berthollet in 1786 may itself have been a
misleading incentive to make industrial progress depend on more scientific investi-
gation, for it had no useful technological spin-off” (pp. 219–220).

How did science begin to play an important role? Mokyr (2005, 2009) focuses on
the “Industrial Enlightenment,” which has its origins in the Baconian program of the
seventeenth century. Evans and Withey (2012) state that “[t]he Industrial Enlight-
enment, we contend, cannot account for technological change in the steel trades.
There is little evidence that the circulation and codification of “useful knowledge”
among artisans (a key feature in Mokyr’s formulation) had a discernible effect on the
ways in which steel goods were made. The nature of demand, in other words, was the
key determinant, not the cognitive conditions of supply. In this sense, there was an
enlightenment in steel, but it manifested itself in the design and marketing of goods
rather than their manufacture’ (p. 534). Furthermore, Allen (2009) insists that
“metals were striking for the absence of much connection to the Enlightenment”
(p. 250).

On the contrary, Mokyr (1999, 2002, 2009, 2010) emphasizes the importance of
scientific knowledge on the invention of the Bessemer process and insists “the
growth of the epistemic base in the preceding half-century was pivotal to the
development of the process” (2002: p. 86). However, although he focuses on some
of the key factors, he has does not analyze the relationships between science and
technology in detail.

This paper examines the process through which modern steelmaking emerged
and clarifies the role of science and “Industrial Enlightenment.” This discussion is
also important in determining how to view the role of science in economic devel-
opment and in considering “the Great Divergence” (Pomeranz, 2000) and “the Great
Knowledge Transcendence” (Jin, 2016). In addition, the examination of this paper
will show how to create radical innovations that are completely different from
existing paradigms and how to create new technological paradigms to overcome
difficulties such as the recent Covid-19 pandemic and environmental problems. In
the process of emergence of these new paradigms, new combinations of science and
technology and the “fields” that create such new connections play a very significant
role.2 The composition of this paper is as follows. Section 2 examines the history of

2See also Fox et al. (2020), Lyu et al. (2020) and Suenaga (2012, 2015a, 2015b, 2019a).
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steelmaking, focusing on advances in science and technology. Section 3 highlights
some steelmaking issues and examines the role of science and “Industrial Enlight-
enment.” Finally, Sect. 4 concludes the article and raises some theoretical and
strategic implications.

Although Suenaga (2015a, 2019a, 2019b) analyzes the Paleolithic Age, heat
engines, semiconductors, etc. and clarifies the relationship between science and
technology in the technological paradigms and the emerging process of industry
(the basic model is presented in simplified form in Sect. 2), does this model apply to
other industries? Suenaga (2020) conducts a descriptive analysis of modern steel-
making methods, but in the current paper, based on the previous one, a more explicit
and detailed analysis is performed using the model in Sect. 2. Section 3 discusses the
development of science and technology related to steelmaking, and Sect. 4 clarifies
the importance of science and “Industrial Enlightenment” in the invention process of
modern steelmaking. Section 5 introduces the concept of hierarchy into the model of
Sect. 2 and conducts a structural and qualitative analysis of the technological
paradigm of modern steelmaking. In addition, Sect. 6 adds an analysis of the
“field” in which scientific and technological knowledge is combined, enabling
such knowledge transcendence.

2 Innovation Diagram, Technological Paradigms
and Hierarchy3

Figure 1 illustrates Dosi’s “technological paradigms” and “technological trajecto-
ries” (1982), based on the innovation diagram of Yamaguchi (2006). In Yamaguchi’s
diagram, existing scientific knowledge (S) advances through scientific research
(S1!S2). Advances in scientific knowledge are indicated by a rightward arrow in
the soil because they are not valued economically. Existing technological knowledge
(T) advances through technological development, etc. (T1!T1’). This is illustrated
as the upward arrow above the soil. That they are valued economically means they
achieve success as goods in the market.

With regard to Dosi’s (1982) definitions, this paper defines “technological para-
digms” as “a ‘model’ and a ‘pattern’ of a solution to selected technological problems,
based on selected scientific knowledge,” and defines “technological trajectories” as
“the progress process of technological knowledge, based on a technological para-
digm.” In Fig. 1, technological paradigms are expressed as a dotted line, and
technological trajectories are illustrated as upward arrows within the technological
paradigms. Although Dosi, given the stock of scientific knowledge, discusses the
process whereby technology is selected from existing scientific knowledge, scientific
progress such as progress from S1 to S2 is illustrated in this figure. Advanced
scientific knowledge, S2, may induce new technological knowledge, T2, or may be

3About this section, see Suenaga (2015b).
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triggered by existing technological knowledge, T2. Therefore, Fig. 1 includes both
cases. Whether these advances are improvements along a technological trajectory or
a paradigm shift causing new technological trajectories to emerge depends on
whether or not the “selected scientific knowledge” as the basis of the technological
trajectory is new (regardless of whether scientific knowledge precedes technological
knowledge or vice versa).

In addition, although advances in scientific knowledge have been located in
the soil up to this point, the soil itself contains numerous layers. For example,
while the academic framework itself changed, advances also occurred in science
within the academic framework. With regard to the diagram above, advances in the
academic framework are depicted as being located in the deeper layer of soil
(referred to here as the third layer), whereas smaller advances such as connection
methods are considered as being produced in a shallower soil layer (referred to here
as the first layer). Advances in scientific knowledge arising in the third layer form
more extensive technological paradigms, and advances in scientific knowledge
occurring in the first layer form smaller technological paradigms. Advances in
scientific knowledge in the second layer are not as extensive as those occurring in
the third layer but are more extensive than those arising in the first layer. As a result,
a hierarchy is also formed in technological paradigms when a hierarchy of scientific
knowledge exists. In addition, the hierarchical development of scientific knowledge
and technological paradigms results in industrial and economic development.

technolog y

science 

soil 

S1 (existing
scientific 
knowledge)

S2 (advanced
scientific 
knowledge)

T2 (technological
knowledge 
based on S2)

T1 (technological 
knowledge 
based on S1)

2
T2’ (advanced
technological 
knowledge 
based on S2)

T1’ (advanced 
technological 
knowledge 
based on S1)

1

Fig. 1 Technological paradigms and technological trajectories, based on innovation diagram.
Source: Suenaga (2015b), Fig. 4). Note: This figure illustrates the view of Dosi (1982), based on
Yamaguchi’s innovation diagram (2006)
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3 Relationship between the Science and Technology
of Steelmaking

It is said that the production of iron began in western Asia. After that, the technology
diffused to other regions, and steel production became widespread. Although the
origin of steelmaking is ambiguous, steel was probably produced by the bloomery
process by 1200 BC and carburizing and quenching were practiced in the Near East
by 800 BC (Barraclough, 1984, p. 13). Bai (2005, p. 43 and 142) states that in China,
carburizing began in the late Western Zhou era (about eighth century BC), and
de-carburizing began in the early Warring States era (about fourth century BC).
Although it is still not known when Indian wootz steel was developed, it is said to be
at least a few centuries before the third century AD (Feuerbach, 2006, p. 49).4

Although there are various views on steel’s technological diffusion between Asia
and Europe (e.g., Needham, 1964; Wagner, 2008), natural steels were made in the
Weald by fining cast iron in 1509, and the cementation process was recorded in
Nuremberg in 1601 and patented in England in 1613 (Barraclough, 1984, p. 13).
René Réaumur tried to introduce carburizing to France and used tensile tests and
microscopy to analyze the process. Although he used the term “sulphur and salt”
instead of “carbon,” he clarified how wrought iron, steel, and cast iron differ and
clarified carburizing methods (Réaumur, 1722). Because the quality of steel made by
carburization was not stable, Benjamin Huntsman, who was a clockmaker, devel-
oped a crucible process to stabilize its quality by smelting carburizing steel in
about 1735.

While these steels were also produced in India, Torbern Olof Bergman in Sweden
was interested in Indian wootz. Referring to Réaumur’s studies, Bergman used wet
chemical analysis with acid and balances for quantitative analysis and was able to
extract the source of the differences among wrought iron, steel, and cast iron
(Bergman, 1781), although he based his work on phlogiston theory.5 Carl Wilhelm
Scheele in Sweden, who studied with Bergman, discovered oxygen using wet
chemical analysis. Joseph Priestley in England also found the same element inde-
pendently. Antoine Lavoisier in France denied the theory of phlogiston and built the
basis of modern chemistry on such studies about various elements. In these pro-
cesses, the chemical analysis of steel and the development of modern chemistry were
closely intertwined.6 Vandermonde, Berthollet and Monge, who studied with Lavoi-
sier in the Parisian Science Academy, stated that ‘the theory of phlogiston is no
longer tenable after the latest discoveries on the calcination of metals and on the

4See also Bronson (1986) for steel in the Muslim medieval world.
5Réaumur also acquired and verified wootz (Réaumur, 1722, p. 176), and Heath (1839,
pp. 391–393) also described in detail the manufacturing method (the crucible process) of wootz.
Ranganathan and Srinivasan (2006) states the following: “Modern metallurgy and materials science
rest on the foundation built by the study of this steel during the past three centuries” (p. 67).
6Smith also insists that “[t]his knowledge arose out of and contributed to the Chemical Revolution
in an intimate way” (1964, p. 150).
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decomposition and reconstitution of water’ (1786; 1968, p. 307) and identified
carbon as the most important element based on the modern chemistry of Lavoisier
instead of the phlogiston theory.

Wootz, which had an effect on Bergman’s studies, also came to be of interest in
England. Joseph Banks, the president of the Royal Society of London, ordered some
cakes of Indian wootz and let James Stodart and George Pearson investigate them.
Pearson identified manganese’s significant role in the production of wootz ‘as the
fine experiments of Professor Gadolin, made under the direction of Bergman, have
demonstrated’ (Pearson, 1795, p.342). (Scheele and Johan Gottlieb Gahn, who
studied with Berman, discovered manganese in 1774). Pearson had been influenced
by the scientific knowledge of Bergman and Berthollet, and Stodart was an inge-
nious artist (Pearson, 1795). In addition, Stodart was the first to measure the
temperatures corresponding to colors associated with the tempering of steel
(Srinivasan & Ranganathan, 2004, p. 53). William Reynolds, who operated iron
works with the Darby family, was a pupil of Dr. Joseph Black, Professor of
Chemistry at the University of Edinburgh. He was, as were James Watt, Josiah
Wedgewood, and James Keir, adept in both the laboratory and the workshop as
Ashton (1948, p. 16) states. He gained a patent for steelmaking using manganese in
1799. ‘This patent of Mr. Reynolds’ started a host of imitators, who all laid claim to
improve iron for steelmaking, or to improve steel when made by alloying it with
manganese’ (Bessemer, 1905, p. 258).

Wootz further influenced scientists and technologists. David Mushet, who took
out a patent for combining iron with carbon for steelmaking through a direct process
in 1800,7 received cakes of wootz from Sir Joseph Banks and also showed that wootz
involved a large amount of carbon (Mushet, 1805). D. Mushet had a profound
knowledge of the works of French chemists of the Lavoisierian ‘oxidation’ school
and of the works of mineralogists such as Bergman and Kirwan, as pointed out by
Musson and Robinson (1969, p. 185). He also published a paper about steel and
manganese in 1816 (Mushet, 1816).8 Moreover, the above-mentioned Stodart stud-
ied wootz and alloys of steel with Michael Faraday of the Royal Institution of
London (Stodart & Faraday, 1820, 1822).

Josiah Marshall Heath, who served in the East India Company, imported a
considerable quantity of wootz and had it assayed by D. Mushet. Heath, being
affected by the experiments of Faraday and Stodart, got a patent for steelmaking
using manganese in 1839.9 Heath (1839) states the following about D. Mushet:
“That iron could be converted into cast-steel by fusing it in a close vessel in contact

7See Percy (1864), Ashton (1939, p. 48) and Feuerbach (2006).
8See also Mushet (1805) for the influences of Bergman and Reynolds on D. Mushet.
9‘With this view, he returned to England, and placed himself in the chemical school of
Dr. E. Turner, of the University of London, one of the most accomplished professors of that day,
here he was permitted to erect a furnace of his own, and assisted by Dr. Ure and by the late David
Mushett, the most distinguished of modern British authors and workers in this class of subjects, he
became familiar with the most approved means of chemical analysis and manipulation’ (Webster,
1856, p. vii). See also Gill (1828) for further information about Heath.
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with carbon, was a discovery made by Mr. D. Mushet about the year 1800. This was
undoubtedly the original idea of a man of talent, following the light thrown on the
theory of steel-making by the discoveries of modern chemistry” (p. 396).10 As Clow
and Clow (1952, p. 352) insist, D. Mushet’s work led directly to Heath’s Process.

Bessemer made a presentation for a revolutionary steelmaking method in 1856. In
his process, molten cast iron changes to steel by only blasting air into it. Moreover,
Robert Mushet, a son of D. Mushet, played a role in improving the Bessemer process
using manganese (see also Osborn (1952) for the personal relationship between the
Mushet family and Heath). Although the Bessemer process was only applied to ores
containing little phosphorus, Sidney Gilchrist Thomas invented a new process (the
Thomas process) using basic firebrick based on a study by Professor Louis Emman-
uel Gruner. (In addition, Scheele, who is mentioned above, identified phosphorus as
a factor causing cold-shortness in 1785). Thus, the Bessemer process came to be
applied to a variety of ores and has been a mainstream process in steelmaking since
the invention of the Linz-Donawitz (LD) process in 1951, although Siemens’s open-
hearth process was also used in many countries.11

4 The Influence of Science and “Industrial Enlightenment”
on Steelmaking

In the previous section, we considered the relationships between science and tech-
nology of steelmaking. In this section, we discuss some issues in modern chemistry
and steelmaking technology and deepen our understanding.

First, even if scientific and technological knowledge was not transcendent from
1790 to 1850, a variety of advances in knowledge were underway. D. Mushet
advanced scientific and technological knowledge about steel and carbon. Pearson,
Reynolds, Mushet and Heath published many papers and took out many patents
related to steel and manganese, and greatly contributed to the evolution of steelmak-
ing (see Sect. 3).

The important thing is how to understand the time lag between advances in
scientific knowledge such as those clarified in Vandermonde et al. (1786) and
advances in technological knowledge like the development of the Bessemer process
(1856). Sometimes there is almost no lag between scientific discovery and techno-
logical application, while in other cases, it takes a long time (decades or more)
(Suenaga, 2015b, p. 221). Even if scientific knowledge is potentially useful, it may

10Furthermore, Wertime (1962) describes that “[p]ractical students of cementation and cast steel
quickly learned that the carbide-forming qualities of manganese made it an ideal “regulator” in iron
(however not in quantities to produce brittleness): and this knowledge was made the basis of
important improvements in English cast-steel manufacture by William Reynolds and Josiah Heath”
(p. 279).
11See Poznanski (1986) for the rise and fall of each technology.
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not be possible to apply it as technology due to the lack of other technologies.12 In
the case of steelmaking, the technology for achieving high temperatures and for
making furnaces capable of working at these temperatures had become an obstacle,
and the mechanism for financing such development had also been premature. Just
because there is a long lag between advances in science and technology, we should
not regard science as unimportant.

Next, we revisit the insistence of Evans and Withey (2012) recounted in Sect. 1,
but taking the science to technology time lag into consideration. Because no one was
able to develop modern steelmaking technology right after the chemical revolution
fully, it might seem that the demand for ‘enlightened practitioners’ such as physi-
cians and anatomists influenced the incremental improvement of pre-modern steel-
making technology as Evans and Withey insist. However, if we allow for an
indeterminate time lag, the “Industrial Enlightenment” and science of Lavoisier,
Stodart, Pearson, Banks and Mushet can be seen as having gradually contributed to
modern steelmaking technology over an extended period of time. That is, the
“Industrial Enlightenment,” on the supply side, played a significant role in the
modern steel industry. In this process, as discussed by Jacob (1997), the prevalence
of ‘scientific culture’ in society had a significant impact.13

In addition, Allen (2009) “put together a database of seventy-nine important
inventors in the seventeenth and eighteenth centuries. Concentration on this time
period . . . reflects my view of technological development as a path-dependent
process” (pp. 242–243) and insisted that “[i]n the cases of metals . . . [s]cience and
technology were separate spheres with little interaction” (p. 251). Furthermore, he
defined macro-inventions as follows: “Macro-inventions are characterized by a
radical change in factor proportions” (p. 151). However, what is important when
considering the role of science and the “Industrial Enlightenmen”’ is not the
important inventors that influenced radical changes in factor proportions, nor the
path-dependent process of technological development (technological trajectory), but
the relationship between science and technology in the process of emergence of the
technology paradigm. Although Allen insisted that “elaboration [of the macro-
inventions of the eighteenth century] drove the British economy forward through
much of the nineteenth century” (p. 243), it goes without saying that inventions such
as the Bessemer process in the nineteenth century were not merely elaboration of the
inventions in the eighteenth century.

According to Mowery and Rosenberg, “Bessemer had developed his process
without the benefit of any training in the chemistry of his day” (1989, pp. 28–29).
Bernal adds that he had not “received any material assistance or more than a little
advice from academic, scientific or governmental sources” (1953, p.109). However,

12See also Suenaga (2019a) on the time lag from Huygens’ invention of the internal combustion
engine to its commercialization in forms such as Newcomen’s engine.
13Jacob and Stewart (2004, p.63) insist that “The scientific revolution thus entered a distinctly new
phase characterized by the public disputes of the eighteenth-century Enlightenment.” In addition,
Jacob (1997, p.113) emphasizes that “English science in the form of Newtonian mechanics directly
fostered industrialization.”
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it is not important whether he directly benefitted from a university education and
academic sources. Whether he used the knowledge that had accumulated regarding
steelmaking, however, is significant. From the text of a presentation Bessemer gave
at the British Association for the Advancement of Science in 1856, it is clear that he
benefitted from modern chemistry.14 Bessemer (1856) said the following:

On this new field of inquiry I set out with the assumption that crude iron contains about 5%.
of carbon; that carbon cannot exist at a white heat in the presence of oxygen without uniting
therewith and producing combustion; that such combustion would proceed with a rapidity
dependent on the amount of surface of carbon exposed; and, lastly, that the temperature
which the metal would acquire would be also dependent on the rapidity with which the
oxygen and carbon were made to combine, and consequently that it was only necessary to
bring the oxygen and carbon together in such a manner that a vast surface should be exposed
to their mutual action, in order to produce a temperature hitherto unattainable in our largest
furnaces.

Bessemer’s father was a member of the Parisian Royal Academy of Sciences, and
Bessemer himself received advice from Andrew Ure, a fellow of the Royal Society
of London and author of The Dictionary of Mining and Technology (Bessemer,
1905).15 As Schürmann (1956) says, Bessemer was well acquainted with chemical
processes, for example, through his reading of specialized literature.

Bessemer’s invention came about following a long accumulation of scientific and
technological knowledge since the chemical revolution, rather than being triggered
by scientific knowledge in a linear manner as in the Bush model depicted in Suenaga
(2015b). Smith (1961) insisted that “[a]lthough Bessemer remarked in his 1856
paper that he built his first converter with a view of testing practically a theory
involving the reaction of carbon and oxygen, from his autobiography it is clear that
his work was precipitated simply because he happened to note an unmelted shell on a
pig of iron that had been superficially oxidized” (p. 363). However, we need to pay
attention to the “chain of science and technology” rather than discussing whether
science precedes technology or not.16 There was a chain of science and technology
tying the endless endeavors of scientists and technologists to the completion of the
Bessemer process. Thus, as the functions of elements such as oxygen, carbon,
manganese, and phosphorus were clarified based on Lavoisier’s modern chemistry,
a new technological paradigm, the modern blasting process (the Bessemer process),
was approaching completion. Although the announcement of the Bessemer process
in 1856 received sensational attention, we should not regard the preceding chain of
evolution in science and technology as unimportant. Furthermore, the accumulation
of scientific and technological knowledge made the improvements by R. Mushet and
Thomas possible. Thus, in the analysis of the modern blasting process, we should

14Mokyr (2002) also insists that ‘Bessemer knew enough chemistry to realize that his process had
succeeded and similar experiments by others had failed’ (p. 86).
15See also footnote 9 of this paper for the relationship between Ure and Heath.
16The term, “chain of science and technology,” is not just synonymous with “co-evolution.”
Science and technology are not a unified evolutionary system, but a chain of their actions forms
an evolutionary system. See also Yamaguchi (2006) and Suenaga (2015b) for discussion.
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emphasize the chained evolution of science and technology over a long time rather
than one technologist, Bessemer.

5 Hierarchical Development of Scientific Knowledge
and Technological Paradigms

How can we illustrate the relationship between modern chemistry and steelmaking
by using the innovation diagram presented in Sect. 2? Although Yamaguchi (2008),
in the diagram below, depicts the innovation of the iron industry from wider
viewpoints, including the time of Henry VIII and uses for military purposes, this
paper conducts a more detailed analysis of the process before and after the emer-
gence of modern steelmaking technology and introduces the concept of hierarchy.
Figure 2 illustrates the chained evolution of scientific and technological knowledge
in modern chemistry and steelmaking, and the hierarchy (see also Table 1).

As we have already discussed, the modern steelmaking technology, although not
directly produced by Lavoisier’s modern chemistry, had a very close relationship
with it, forming a technological paradigm (3-b). The production of steel before
modern chemistry was, in a sense, the result of craftsmanship, not of understanding
the working process theoretically. In this article, the term “alchemy” is used in a
broad sense, including not only converting base metals into precious metals but also
converting iron into harder steel. It can be said that the production of steel before
modern chemistry was, in a sense, alchemical (3-a). However, it was far from
‘science’ in the modern sense, and the scientific understanding of steel production
was very vague. Under the scientific system of modern chemistry, the existence and
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Fig. 2 Innovation diagram: steelmaking and chemistry
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functions of elements such as oxygen and carbon were understood, and the Bessemer
method was realized based on this understanding. The working principle of the
blasting method was a technological paradigm (2-a) that formed the basis of modern
steelmaking. The original Bessemer method used acid refractory materials (1-a), but
Dr. Gruner’s research on basic refractory materials greatly contributed to the reali-
zation of Thomas’ basic Bessemer method (1-b).

Apart from the Bessemer method, the Siemens ¼ Martin method is a technolog-
ical paradigm (2-b) that uses the operating principle of the “co-fusion method” under
the technological paradigm of modern steelmaking (3-b). Although this co-fusion
method was a technology already used in China in the fourth century AD (Needham,
1964), this principle was scientifically proposed by the French scientist Réaumur
(1722), who clarified the difference in carbon content between wrought iron, steel,
and cast iron. It is theoretically easy to make intermediate steel by mixing wrought
iron with low carbon content and cast iron with high content, but it was very difficult
to realize a high temperature for melting it and to develop a refractory material that
can withstand the high temperature. In addition, a century and a half later, it became
possible to melt cast simultaneously and wrought iron with the heat storage method
(1856) devised by Siemens and the Siemens ¼ Martin method (1-a)’ was put into
practical use (1864). Then, the realization of the basic Siemens ¼ Martin method
(1-b)’, which was an application of Thomas’ basic refractory material, became the
mainstream of the steelmaking method (although the Siemens and Martin open-
hearth process was replaced by the LD converter process).17

Table 1 Technological paradigms/scientific knowledge: Steelmaking and chemistry

17Due to its complexity, Figure 2 does not show the 2-b technological paradigm.

20 K. Suenaga



6 The Emergence of a Technological Paradigm
and the Field of Combining Science and Technology

In addition, the field of knowledge creation in which scientists and technologists
collaborate played a significant role in the emergence process of technological
paradigms such as those described above. Deeper layers of knowledge creation,
whether scientific or technological, require unpredictable and discontinuous pro-
cesses (Suenaga, 2015b). Although Mokyr (2005) points out that the Parisian
Science Academy and the Royal Society of London became institutional factors
that reduced access costs to knowledge, great knowledge transcendence often occurs
as an unexpected result of a new combination of scientific and technological
knowledge. Such a combination often results from collaborative research between
scientists and technologists rather than occurring naturally when the cost of access to
knowledge decreases. This process requires scientists and technologists facing the
limitations of the existing paradigm to return to the underlying knowledge that forms
the existing paradigm (T1 to S1, or T2 to S2, as shown in Fig. 1) and achieve
knowledge transcendence (in Fig. 1, the rightward arrow from S1 to S2).

18

The Parisian Science Academy, which created an important impetus in the
formation process of the new technological paradigm for steelmaking, was an
organization that sought not only science but also technology.19 Réaumur conducted
a study of steelmaking in this academy and identified the factors that create the
differences among wrought iron, steel, and cast iron. Réaumur’s study also had a
major impact on Sweden, where the iron industry and the scientific analysis were
active (Beck, 1884). In Sweden, for the iron industry, the Board of Mines and the
chair of chemistry at Uppsala University had been set up, both of which had led to
advances in Swedish chemistry (Fors, 2008, p.32). Then, the Royal Swedish Acad-
emy of Sciences was established as a manifestation of utilitarianism and commer-
cialism (Lundgren, 1988, p. 146) and had a close relationship with the progress of
Swedish chemistry. In addition, Wäsström’s paper, reporting on an attempt to imitate
a Damascus barrel in a Swedish factory, was sent to the Royal Swedish Academy to
inspire Rinman, and Rinman’s research in turn inspired Bergman at Uppsala Uni-
versity (Smith, 1960, p. 30). Moreover, the relationship between the theorist Berg-
man at Uppsala University and the practitioner Scheele, a pharmacist who worked at
a pharmacy in Uppsala, also played an important role in the subsequent development
of the steelmaking process (see Sect. 3 of this paper).

Furthermore, Lavoisier’s chemical revolution, which played the most important
role in transforming the steelmaking paradigm, was realized at the Parisian Science
Academy, where Réaumur worked. In the process, British and Swedish research and
methods had various influences, but Lavoisier recognized the limitations of phlo-
giston theory and proposed a new paradigm. Based on this new paradigm, the

18See also Yamaguchi (2006) regarding this point.
19See also Suenaga (2019a) for the Parisian Science Academy.
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existence and function of various elements involved in the steelmaking process were
better understood. This new paradigm was not immediately accepted in Britain
(Priestley and Cavendish) and Sweden (Bergman and Scheele), but Vandermonde
and Berthollet, who had shared tacit knowledge with Lavoisier in the same field (the
Parisian Science Academy), accepted the new paradigm immediately. Then, the
fundamental element of steel that Bergman had grasped based on Phrogiston’s
theory was correctly understood as “carbon” based on the new paradigm. Here
too, Monge, who focused on cannon production, and Berthollet, a well-known
technologist, played significant roles.

Moreover, various scientific and technological advances had also been realized
using the new chemical paradigm in the UK. Although Joseph Banks of the Royal
Society of London provided Studart, Pearson, D. Mushet and others to study Indian
wootz and found that they were rich in carbon and manganese (Pearson, 1795;
Mushet, 1805), it is reasonable to think that these studies influenced W. Reynolds’
patents for manganese-based steelmaking in 1799 and D. Mushet’s patent of the
wootz process in 1800. Furthermore, Stodart’s research with Faraday of the Royal
Institute and the relationship between the Lunar Society and researchers such as
Banks, Priestley and Reynolds played a major role in the development of the
steelmaking process. Although some researchers emphasize the impact of technol-
ogists on scientists in these processes (e.g., Evans & Withey, 2012), it is more
appropriate to see the relationship as a chained evolution of science and technology
rather than as a one-way street.

7 Conclusions and Implications20

As shown in Sect. 2, the innovation diagram of Yamaguchi (2006) was developed
from a neo-Schumpeterian viewpoint, and the concept of hierarchy was introduced.
The revised version of Yamaguchi’s innovation diagram then clarified that a chained
evolution (co-evolution) of science and technology generates a new technological
paradigm and new industry, and the hierarchical evolution results in economic
development. Kuznets (1966) indicates the importance of applying science to
economic production as the main characteristic of modern economic growth. How-
ever, almost all theories of economic development, like that of Schumpeter (1934),
treat science as an exogenous factor. Nevertheless, a true theory of economic
development can be constructed by endogenizing advances in science. The hierar-
chical evolution of a chain of scientific and technological knowledge generates
economic development. The chained evolution of science and technology has also
occurred in the process of steelmaking development.

20See also Suenaga (2015b; 2019) about theoretical, political, and strategical implications in this
paper.
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Many of the advances in science and technology in the period, from Lavoisier’s
chemical revolution to Bessemer’s steelmaking revolution, were described in Sect.
3. Section 4 touched on how our view of the role of science in the emergence of
modern steelmaking technology can change depending on how a 70-year time lag
between scientific discovery and technological development is regarded. It is more
useful to frame the emergence of technological paradigms as a chained process of
science and technology than to discuss whether science precedes technology or not.
When much time elapses between scientific and technological advances, the role of
science is often not regarded as important and sensational innovations such as the
Bessemer process are emphasized. However, this is not a proper evaluation. The role
of “Industrial Enlightenment” on the supply side must also be recognized as signif-
icant in the emergence of modern steelmaking technology.

In addition, in Sect. 5, we analyzed the chained evolution of science and tech-
nology using the innovation diagram discussed in Sect. 2. There is a hierarchy in the
new technological paradigm based on new scientific knowledge, and there are
hierarchical features in the scientific knowledge of each hierarchy. In Sect. 6, we
analyzed the ‘field’ in the process of creating such a new paradigm. Especially in the
field of creating a new paradigm in the deep layer, the collaboration between
scientists and technologists played a major role.

Chained evolution is also observed in the cases of heat engines (Suenaga, 2019)
and semiconductors (Suenaga, 2015a).21 In the future, more industries will need to
be analyzed, but it is interesting that the characteristics of each layer of the techno-
logical paradigm are similar in some industries. In the case of steelmaking, as in the
case of heat engines and semiconductors, a hierarchy of scientific knowledge exists
in which the third layer is an academic framework, the second layer represents the
operating principles, and the first layer contains methods of connection. Each layer’s
characteristics may differ in other industries. However, the most important point is
the existence of a hierarchy of scientific knowledge as well as the existence of a
hierarchy of technological paradigms based on the hierarchy of scientific knowledge.

Another factor that should be recognized is that organizations like the Parisian
Science Academy and the Royal Society of London, which pursue both science and
technology, played an important role in the emergence of modern steelmaking. This
is similar to the case of heat engines and even semiconductors, where Bell Labora-
tories played a significant role. Organizations that focus on technological develop-
ment can be important in promoting advances along a technological trajectory.
However, there can also be significant differences between the advances along a
technological trajectory and changes in technological paradigms, irrespective of
whether scientific knowledge or technological know-how comes first. A field that
straddles science and technology often plays a significant role in the emergence of
technological paradigms.22

21Needless to say, science’s degree of importance differs depending on the characteristics of the
industry in question.
22See also Etzkowitz and Leydesdorff (2000), Siedlok et al. (2015) and Perry et al. (2016).
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On the emergence of technological paradigms, demand plays a certain role, but
the role of “Industrial Enlightenment” and attitudes in trying to apply science to
technology is significant (this is also applicable to recent cases, such as semicon-
ductors).23 Factors such as these are the reason why technological leaders, such as
China and India 500 years ago, could not develop modern steelmaking
technologies.24
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Science and Technology Relatedness: The
Case of DNA Nanoscience and DNA
Nanotechnology

Hanh Luong La and Rudi Bekkers

Abstract The relatedness between knowledge components within the science
domain is widely discussed in the economic, innovation, and management literature.
The same is true for the technology domain. Yet, the relatedness between knowledge
components across these knowledge domains has received considerably less atten-
tion. This chapter aims to introduce the concept of knowledge relatedness between
science and technology (S&T), which have been disentangled as two distinct
corpora. We approach S&T relatedness from two perspectives: content relatedness
(with four indicators: similarity, complementarity, commonality, difference) and
temporal relatedness. We then test our ideas with novel empirical material from
the field of DNA nanoscience and DNA nanotechnology. We find that the related-
ness between S&T scores relatively low, which may explain the relative lack of
commercial activity in this field. In light of their indirect complementarity, we
recommend that funding “bridging areas” could lead to simultaneous progress in
S&T.
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1 Introduction

The relation between science and technology (S&T), two knowledge domains that
are believed to be main sources for innovation and economic growth,1 is a broad and
fascinating topic for evolutionary economists and science-technology-innovation
(STI) policymakers. It is widely accepted that S&T are interacting, interdependent,
and interconnected entities (Breschi & Catalini, 2010; Meyer, 2000; Wang & Li,
2018), especially in science-based technologies. The nature of S&T relationship,
therefore, can be investigated in a narrower sense via S&T interaction. Such
interaction, for instance, between the public science sector and the private sector,
is a crucial factor shaping the competitiveness of firms, regions, and countries
(Nomaler & Verspagen, 2008). However, S&T interaction cannot easily be observed
directly. Most empirical literature studies S&T interaction by looking at similarities
(e.g., patent-paper pairs2) and at linkages (scientific non-patent literature3). Possible
complementarities between these domains have received relatively little attention.

Addressing the gap in both theory and empirics, this chapter introduces the
concept of “S&T relatedness” as a proxy for S&T interaction. It is an umbrella
concept encompassing both similarities and complementarities across the domains.
We theorize that the higher the S&T relatedness (but not only S&T similarities), the
more economically one can further develop both domains, given the scarcity of
resources, including funding R&D projects. A higher S&T relatedness also means a
higher probability that a scientist in the field reaches out of her specialization
towards technology-oriented activities, or a higher probability that an inventor in
the field engages in more science-based activities. Via measuring S&T relatedness
empirically, we aim to find which knowledge areas in both domains should deserve
more attention. Choosing a text-mining and keyword analysis approach, we aim to
identify the most important knowledge areas and their relatedness across S&T
domains.

We tested our concept on the case of DNA nanoscience and DNA nanotechnol-
ogy (to which we will from now on refer to as DNA-Nano). We found this field is
growing in science, and promises many emerging technological applications (e.g., in
electronics, molecular and cellular biophysics, biomimetic systems, energy transfer
and photonics, and in diagnostics and therapeutics for human health, Pinheiro et al.,
2011). However, actual industrial applications are lagging behind, and there has
been little marketable activity (Dunn, 2020). We suspect if there was due to too little
S&T interaction, or a significant technology lag in comparison to science. We asked
ourselves: “How closely related is the knowledge in both S&T regarding this specific
field?”, “How can one enhance the growth of both S&T economically?”, and

1See the discussion on neo-classical and evolutionary theories in Nelson and Winter (1974) and
concerns raised by Dosi (1982), Suenaga (2015), and others about uncertainties related to S&T that
may cause new technological paradigms.
2We later refer to these as PPPs.
3We later refer to it as NPL.
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“Which knowledge areas in S&T should deserve more priorities for funding and
development”?

The remainder of the chapter is structured as follows: we start by discussing the
current literature on the S&T relationship, S&T interactions, and on knowledge
relatedness in Sect. 2, as well as introducing our research questions. Then, Sect. 3
presents our research methods, including the selection of S&T domains and the
measurement of S&T relatedness. We measure S&T relatedness in two dimensions:
content relatedness and temporal relatedness. In Sect. 3, we also present an overview
of our empirical data. Section 4 discusses our results, while Sect. 5 offers discussion
and conclusion.

2 Literature Review: From the S&T Relationship to S&T
Relatedness

2.1 S&T Relationship and Interaction

The S&T relationship and interaction is a recurring and fascinating topic in the
economic and innovation literature. It can be considered an interrelationship,
because multiple knowledge components in science are connected to multiple
knowledge components in technology, and we encounter variations across these
S&T domains. We discuss the theoretical and the empirical literature that focuses on
observable patterns in the development of S&T. We conclude the section by raising
our research questions.

Since S&T are very much interrelated, numerous works have focused on com-
paring their knowledge developments. While both domains encompass research
activities, their objectives are different. Science aims to discover, describe phenom-
ena, and build theories (Drexler, 2013, p 116; Kuhn, 1970, p 60). Technology aims
to find solutions for problems and is more concerned with design and production
(Dosi, 1982; Drexler, 2013, p 117).

Table 1 shows selected literature on comparing knowledge development between
S&T. Basically, there are two main streams, and both acknowledge the interaction
between the two domains. However, the first stream (Quadrant I and IV) considers

Table 1 Four quadrants of research on S&T relationship with examples

Literature that considers S&T as two
distinct entities

Literature that focuses on S&T
convergence

Theoretical I II

Dosi (1982), Pavitt (1987), Price (1965) Arthur (2009), Layton (1974),
Nordmann (2008)

Empirical IV III

Mina et al. (2007), Zhao and Guan (2013) Breschi and Catalini (2010), Murray
(2002)
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S&T as two separate entities, whereas the second stream (Quadrant II and III)
regards them as two converging entities.

Quadrant I comprises the theoretical literature that considers S&T as two separate
entities, typically characterized by similarities and complementarities. Examples of
scholars who followed this approach are Price (1965), Dosi (1982), and Pavitt
(1987). The work by Price (1965) is considered one of the earliest seminal studies
on the S&T relationship and interaction. It refers to Toynbee’s “pair of dancers” as a
metaphor for the relationship between S&T. Price implies that S&T are two (paral-
lel) co-evolving, cumulative, and autonomous structures/entities. Although the
dancers could be men or women, with differences in attitude and structure, they
move to the same music. In the view of Price, the “S&T dancers” typically have
“infrequent interaction,” a “separate cumulating structure” and more interestingly,
are considered to be complementary. Two decades later, Dosi (1982) describes the
two domains in terms of scientific and technological paradigms, and scientific and
technological trajectories. He reiterates Thomas Kuhn’s (1970) view of a scientific
paradigm as a model, a pattern, and a set of problems of inquiry. In an analogy of
Kuhn’s scientific paradigm, Dosi defines the technological paradigm as a “model, a
pattern of solution of selected technological problems, based on selected principles
derived from natural sciences and on selected material technologies.” In this sense,
the similarities between scientific and technological paradigms lie in the mechanism
and procedure of both S&T. Pavitt (1987) strongly argues that the efficiency of the
whole field is not inevitably an outcome of creating more similarities between S&T.
He emphasized that policymaking should consider the complementarity between
S&T, which “varies considerably among sectors of application, in terms of the direct
usefulness of academic research results, and the relative importance attached to such
results and to training.”

Quadrant IV comprises empirical studies that consider S&T as two separate
entities, and is, compared to the other quadrants, understudied. Mina et al. (2007)
study the evolution of scientific and technological knowledge on the treatment of
coronary artery disease by comparing the two top main paths4 of its scientific and
technological citation networks and found them somewhat similar. From a different
perspective, Zhao and Guan (2013) introduce a model characterizing the relationship
between S&T based on their classification of S&T styles and the changes in
producing publications and patents. While their approach is novel, their dataset
(on nanotechnology) was limited to publications and patents at selected universities
only. Their work thus ignores the role of industry in publishing and patenting.

Quadrant II comprises theoretical contributions investigating the S&T knowl-
edge relationship via the integration or overlap between these domains. Layton
(1974) explains how transforming a set of technological rules became a new entity

4The main path approach is a network analysis tool introduced in the late 1980s to investigate
networks of scientific publications, and later to study patent networks (see Verspagen, 2007;
Bekkers & Martinelli, 2012). The top main path is considered as representing the most important
developments in citation networks.
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of science: “technological science” or “engineering science.” In a similar vein,
Arthur (2009) further articulates that S&T are “deeply interwoven.” In fact, in the
field of nanoscience and nanotechnology, some scholars articulate the term
“nanotechnoscience” (Nordmann, 2008; Patra, 2011). Such terms reflect the belief
in a true integration of S&T, a context in which we cannot simply distinguish
between S&T, or between basic and applied research (Nordmann, 2008).

Quadrant III comprises empirical contributions that examine the S&T knowledge
relationship via the convergence or overlap between scientific and technological
networks. Scholars in this quadrant emphasize similarities, rather than complemen-
tarities, making the differences between S&T appear insignificant (Meyer, 2000).
Since Narin et al. (1997), a large body of quantitative literature used NPL references
as a direct proxy for S&T interaction including Meyer (2000), Verbeek et al. (2002).
Other studies, such as those of Murray (2002) and Chang et al. (2017), investigate
S&T interaction via patent-paper pairs (PPPs), based on the assumption that a single
idea is described in both a patent and a paper. From such pairs, networks of
co-authoring and co-patenting can form the basis for further analysis. Murray’s
work (2002) forms the basis for Boyack and Klavans (2008), Breschi and Catalini
(2010), who trace the link between scientific and technological networks via their
gatekeepers: inventors-authors. Perhaps, the emerging topics around these gate-
keepers are just the tip of the iceberg, reflecting only the part of both networks
where the similarities are the strongest and most visible. Arguably, the S&T inter-
action may occur in certain other places than just where direct citation links, PPPs or
inventors-authors exist, and the largest share of knowledge is through work by
non-author inventors and non-inventor authors. If this is true, then it would be
good to look at the S&T interaction also from a broader perspective, through various
patterns of interaction (e.g., complementarities), rather than only based on similar-
ities. We also note that observing citations links has inherent limitations: while
patents do at some rate refer to scientific publications (NPL), scientific publications
rarely refer to knowledge contained in patents, even if granted patents, by mere
definition, must be novel.

2.2 From Knowledge Relatedness to S&T Relatedness

The literature on knowledge relatedness is fragmented and not well-established. The
S&T relatedness and knowledge relatedness between two domains have not been
discussed in any literature. In this sub-section we will discuss the “relatedness” as a
“universal” concept, and then in different contexts, ranging from computational
linguistics, management studies to economic geography, then explain why we
need this concept in explaining S&T interaction.

Most of the literature refers to “relatedness” as the measure of proximity—or
distance—between two entities, activities, or components, generally within one
domain (in one corpus, in science or in technology, in one region, or in one sector,
etc.). Originating from one domain, these entities normally are not identical but
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sharing some commonalities. The relatedness between two entities is often measured
by the overlap (via co-classification or co-occurrences) between them. Therefore,
knowledge relatedness has been mostly equated with knowledge similarity, which
just reflects part of the whole picture of all possible patterns of relatedness. In
computational linguistics, semantic relatedness is often used interchangeably with
semantic similarity, which is the distance between two-word vectors (measured by
the cosine of the angle between vectors, Euclidean distance, or Spearman rank
correlation coefficient, etc.).

Economic geographers and innovation economists see technology relatedness as
the extent to which the variety of technologies being used in a region is related
(Boschma & Frenken, 2009). Scientific relatedness refers to the cognitive distance
between a new potential scientific topic and a set of specialized topics (Boschma
et al., 2014). These concepts of relatedness are often employed to study how
specialization and diversity influence firms’ performance or regional economic
growth.

Makri et al. (2010) investigate science similarity and complementarity, technol-
ogy similarity and complementarity, but only at a firm level. In this study, they
conceptualized knowledge relatedness as knowledge similarity and complementar-
ity. They argued that technological overlap can proxy the similarity of technological
assets but cannot capture possible technological complementarities. Even 10 years
after their publication, knowledge complementarity is still under-researched in
different contexts.

As far as we are concerned, knowledge production is an interactive, path-
dependent, and cumulative process (Boschma et al., 2014; Dosi, 1982). The extent
to which knowledge entities are related can also reflect the interaction between
agents. According to Tripodi et al. (2020), knowledge relatedness increases the
probability of a scientist reaching out of her own specialization. Looking at our
context of S&T relationship, S&T relatedness could indicate the probability of a
scientist engaging in more technology-oriented activities or an inventor engaging in
more science-based activities. It could also reflect the interactive learning process
between scientists and inventors, in short S&T interaction.

In summary, the literature on the S&T relationship and interaction, and knowl-
edge relatedness discusses both similarities and complementarities. The empirical
literature, however, mostly focuses on similarities, sometimes on differences, and
hardly focuses on complementarities. Empirical works on S&T similarities mainly
use PPPs, as a proxy for S&T interaction. But we think there might be more room to
discuss the S&T interaction in a more systematic manner, because PPPs just reflect
the similarities in an incomplete extent.5 The players in both S&T can interact
(or learn from each other) in multiple ways6 (for instance, reading and referring to
others’ work, but also being co-funded in the same project, or sharing the same

5In a similar vein, Heinisch et al. (2016) used co-location as a proxy for direct knowledge
interaction.
6Both directly and indirectly.
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equipment), which contribute to the similarities and complementarities. Moreover,
empirical work on S&T relatedness, including S&T complementarity, remains a
research gap in S&T studies and knowledge relatedness across domains. For these
reasons, our study aims to introduce the concept “S&T relatedness,” its dimensions
and measurement. In this chapter, we test it empirically on the case of DNA-Nano
S&T. Thus, we aim to investigate empirically to what extent the knowledge contents
in DNA Nanoscience and DNA Nanotechnology are related; more specifically, how
they are similar, complementary, or different, over time. Additionally, we also look
at the temporal relatedness of these domains, based on the gap between the emer-
gence of knowledge areas in each domain.

3 Methods and Data

To study S&T relatedness, we consider these two domains as two corpora, i.e. bodies
of text. In text-based methodologies, science is often proxied by academic publica-
tions,7 whereas technology is often proxied by patents. By combining our related-
ness metrics with text-mining publications and patents, we aim to discover narrative
information within and across the two interrelated domains. Such a method is useful
not only in information retrieval but also in the evaluation of research and funding,
future complementary qualitative research, STI studies, and policymaking.

Accordingly, we extract publications (mainly journal articles) and patents sys-
tematically from two database platforms (Web of Science, provided by Clarivate
Analytics and PATSTAT by the European Patent Office), which provide extensive
search and retrieval facilities within their meta-data. Accordingly, we employ text-
mining techniques to convert unstructured data (raw text) into structured data,
namely “knowledge areas” represented by the most “significant” terms8 (a smaller
unit of analysis9).

In a nutshell, our methodology is four-fold: assembling two corpora, one for
science and one for technology, by retrieving relevant documents from the respec-
tive databases, using our concept approach (Sect. 3.1), text-mining methods that
extract key terms with their occurrences and co-occurrences from each corpus and
can proxy the respective knowledge base underlying the two knowledge domains
(Sect. 3.2), measuring the content relatedness between S&T by several indicators:
commonality, similarity, complementarity (direct, indirect), and difference (Sect.
3.3), and measuring the temporal relatedness between S&T based on the emergence
of knowledge areas (Sect. 3.4). In Sect. 3.5, we provide a description of our data.

7Note that while we use the term “academic publications,” such publications can also be authored
by people working for firms. Likewise, university staff can also apply for patents.
8They are “term groups,” which consist of synonyms, abbreviations. . .which have the same
meaning.
9We used two levels of analysis: domain level, and term level.
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3.1 Selecting S&T Domains: The Concept Approach

For both publications and patents, the most common search/selection strategies are
keyword search and classification search (Benson & Magee, 2013), or the combi-
nation of both. The keyword search typically employs search terms in combination
with Boolean operators. The classification search is applicable when publications are
classified in research areas (e.g., Web of Science categories), or when patents are
hierarchically classified according to technology/application areas (e.g., IPC or CPC
codes). More sophisticated approaches for keyword search use structured text-
mining software and expert inputs to identify key terms (see Arora et al., 2013).
Other approaches for classification search include the Classification Overlap
Method, which splits the definition of a technology into two components, a func-
tional or “artifact” component and a “knowledge” one (Benson & Magee, 2015).

The selection procedure to build the datasets of publications and patents is a
critical step, and we evaluate our selection using two criteria: recall and precision.
Recall is defined as the proportion of all relevant records retrieved, whereas precision
is the proportion of retrieved records that are relevant. Both in practice and (infor-
mation retrieval) theory, it is hard for any query to achieve perfect recall and
precision at the same time, because of the inherent trade-off between the two. Search
strategies can increase recall (e.g., using synonyms, wild-flags, and OR operators) at
the expense of lower precision. Alternatively, search strategies can increase preci-
sion (e.g., using AND operators together with highly specific search terms) typically
imply lower recall. The true challenge is to find an appropriate balance between
recall and precision in a given context. The achievable levels of recall and precision
also depend on the subject area and the novelty of the field. In emerging fields,
tracking patents and publications is often challenging (Huang et al., 2015). Data
might be poorly defined, and terminology may change over time. Classifications
systems for publications/journals and for patents may not yet offer specific classes
for emerging fields. The researchers often face the challenges of either low recall or
low precision or the imbalance in the sub-areas of the emerging field (ibid.).

It is worth noting that for data retrieval in emerging fields, the requirement for
precision is often considered to be not as important as in well-established fields.
Porter et al. (2008) argue that for a vast domain like nanotechnology, there is no
absolute standard for recall and precision. Huang et al. (2015) suggest that a search
with high recall and satisfactory precision is useful in emerging technology studies.
We think Huang et al. (2015)’s suggestion above is quite reasonable and applicable
in our case, because for an emerging field like DNA-Nano, it is harder to achieve
precision than recall. While we can define and estimate recall by counting the
presence of relevant contributions by key individuals in DNA-Nano, defining and
estimating precision is a daunting and infeasible task. Among other things, this is
because the boundaries of an emerging field with its adjacent fields have not yet been
precisely defined.10 Moreover, each individual expert in the field works within

10This may due to the fact there is no fixed perfect definition for a new field.
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his/her narrow area of expertise and is not fully aware of the knowledge development
and recombination in the entire field. The growth of the field now has much gone
beyond what Seeman—the pioneer of DNA-Nano, and his first-generation students
ever imagined. Based on the above considerations, for this study, we choose to
prioritize recall over precision.

Our initial exercises with keyword search and classification search strategies for
DNA-Nano (a field we will describe later) revealed low levels of recall and preci-
sion. Most likely, this was because it is an emerging, complex technology field,
whose boundaries with other knowledge fields (e.g., bio-nanotechnology, biochem-
istry, biophysics) are fuzzy and still developing. Classification codes are not yet
available for this specific complex field, because DNA-Nano’s scope does not
certainly fall within even one or more traditional classifications such as nanotech-
nology or biochemistry. Keywords that can precisely distinguish DNA-Nano from
adjacent fields are hard to find.

Finally, we adopted an approach that we learned through intensive interaction
with technology and business intelligence units in the industry that work on patent
landscaping and patent text-mining. Unsatisfied with traditional patent selection
methods (specifically based on keywords and IPC codes), these industry experts
pioneered their own approach and found it useful for capturing patents in emerging
fields. To the best of our knowledge, the method they developed is new to scholarly
studies, and we will refer to it as the “concept approach.” In short, it works as
follows: First, one operationalizes the definition of a knowledge field into a minimum
number of independent concepts (often 3 or 4), each representing an indispensable
element of the field in question. For each concept, one performs an inclusive search,
aiming at a (much) high recall rather than precision (for instance, using all known
synonyms related to the concept, combined with the OR operator). As a second step,
one selects only the intersection of all concept groups, resulting in a much smaller
set. Precision is achieved at this second stage. The concepts approach is an iterative
process, whereby the results of each step are monitored in terms of achieved levels of
recall and precision,11 and search queries are refined until no further improvement
can be reached, and the sought level of recall and precision is achieved. While
originally developed for patents, this approach can be equally used for publication
retrieval.

We applied this concept approach on the knowledge field of “DNA Nanotech-
nology” (terminology often used in both publications and patents), and “DNA
Nanoscience,” by which we mean the scientific domain of DNA Nanotechnology
(see Douglas, 2016, for a more elaborate discussion on the concept of DNA
Nanoscience). The journal Nature Research (2018) defines DNA Nanotechnology
as “a branch of nanotechnology concerned with the design, study and application of

11Precision can be estimated by taking a random sample of the set, and manually investigating
whether all the records indeed belong to the sought field. Recall can be estimated by independently
creating a set of records that are known to belong to the sought set (e.g., by asking an independent
expert in the field, or selecting the relevant patents or publications of key contributors) and then
testing whether these records are present in the set.
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synthetic structures based on DNA. DNA Nanotechnology takes advantage of the
physical and chemical properties of DNA rather than the genetic information it
carries.” Based on a literature review and on consultation with active researchers in
DNA-Nano we met at conferences, we derived four12 independent concepts to use in
our concept approach. These are Nanotechnology (A), Design (B), Structure (C),
and DNA (D), as illustrated in Fig. 1 (see also Annex). For each concept, we
developed search queries that used all relevant keywords and known synonyms,
which were collected exhaustively from multiple sources.13 Ideally, we want to
apply the same query for publications and patents, as being described in our previous
work (La & Bekkers, 2018). However, investigating the relevant publications and
patents of known scientists and inventors in this field, we learned that the language in
publications is different from that in patents. The language in publications tends to
be broader, while the language of patents is narrower and more precise. Conse-
quently, we had to adapt our queries to the different language use in publications and
patents, in order to achieve both high recall and satisfactory precision. Consequently,
we employed a set of queries to collect publications, and another set of queries to

The intersection
of four conceptsNanotechnology (A)

Design (B) Structure (C)

DNA (D)

Fig. 1 Illustrating the concept approach to DNA nanotechnology

12We found that, in our context, four was the number of concepts allowing us to reach the best
balance between recall and precision. With three concepts, the level of precision reduced signifi-
cantly. With five concepts, the concepts started to lose their initial independence, and the level of
recall dropped.
13Information sources include materials and notes taken at technical conferences on DNA-Nano,
communication with experts by email and Skype, and publications and news items in the field of
DNA-Nano.
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collect patents. We involved two experts14 to validate that queries included appro-
priate keywords. Subsequently, for each dataset, we selected the records satisfying
all four concept groups. To improve the precision of each dataset, we imposed two
lists of exclusion terms, one to remove the irrelevant records from the titles, and the
other to remove irrelevant records from titles, abstracts, and keywords. We found
these exclusion terms by reading the irrelevant records retrieved from the overlap of
the four concept groups. After a number of iterative steps of improvement and
refinement,15 we created our final datasets. Because the patent dataset was much
smaller than the publication dataset (there are considerably fewer patents than
publications in this area), we complemented the identified patent data with their
forward citations. This step further increases recall, while testing confirmed there
was no notable drop in precision. (The publication set was already sufficiently large,
so we did not have to take such a step). Annex provides details on the concepts we
used, as well as our final search queries.

3.2 Selecting Knowledge Areas Within S&T

An important next step was to identify distinct knowledge areas in the field of
DNA-Nano. The text from the title and abstract of papers and patents offers
opportunities to do so, but also poses several challenges:

1. Technical terms often consist of combinations of words, rather than a single word
(Nakagawa, 2000). The field we study is not an exception to that. Single words
appearing with high frequencies16 (e.g., “DNA,” “temperature”) are insufficient
to describe a new concept or authors’ main contributions. High-frequency single
words can become meaningful, descriptive terms if they are combined with other
single words to form compound nouns (e.g., “DNA origami,” “temperature
control”). We addressed this challenge by using the automatic Term Recognition
algorithm proposed by Nakagawa (2000). In this algorithm, a Term Extract score
is computed based on how many compound nouns have a simple noun N
included as an element. In other words, the more frequently a simple noun is
integrated with other compound nouns, the higher its score. Our tokenization

14Sungi Kim, PhD candidate at Seoul National University, validated the queries for collecting
publications. Jürgen Schmied, CEO of Gattaquant, a company working in the field of DNA
Nanotechnology, validated the queries for collecting patents.
15We improved recall by checking whether the authors and inventors whom we know are present in
our search results. If not, we included more keywords from their publications/patents. We improved
precision by sampling 20 records each time and checking if any record is irrelevant. Then we
identified the keywords that distinguish DNA-Nano from other fields in that record, and put them in
the exclusion terms.
16And even those with high term frequency-inverse document frequency (tf*idf).
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process considers bigrams and trigrams, as long as they appear in the Term
Extract list with a score.

2. Frequently occurring compound nouns can still be non-technical or
non-descriptive,17 or may fall outside our field of interest. As no software or
algorithm can solve this in a fully automated way, we addressed this challenge
through extensive manual checking and exclusion. As part of this manual
checking, we excluded POS (Part of Speech) words and other generic biological
terms such as “DNA,” “RNA,” “protein,” and “acid amine.”

3. Certain terms can be written in more than one way. Techniques such as stemming
(cutting ends off words, e.g., from “saying” to “say”) or lemmatization (finding
the original form of a word, e.g., from “said” to “say”) may be helpful for some
words (especially verbs), but will not work for others, such as synonyms and
abbreviations. To address this challenge, we manually harmonized terms (such as
grouping synonyms, abbreviations) into term groups,18 which represent knowl-
edge areas. For example, we harmonized “3D structure” into “three-dimensional
structure,” “control of temperature” into “temperature control,” and “Au nano-
particle” into “gold nanoparticle.”

4. We counted the document frequency19 (the number of documents where a term
occurs at least once) of extracted and harmonized terms (resulting from the above
steps) in our datasets across years and periods.

3.3 Measuring S&T Relatedness

As argued above, in the literature, knowledge relatedness has mostly been discussed
within the realm of one single domain—science or technology. To investigate the
evolving knowledge base of S&T related to a specific new field, we believe it is
important to develop cross-domain measures. When analyzing S&T as two separate
text corpora, one would not have to describe the interaction between them via
conventional channels such as NPL references, PPPs. In this chapter, we use the
S&T relatedness as a proxy for S&T interaction. More specifically, we need to
clarify different types/indicators of knowledge relatedness as proxies for the extent
and content of the knowledge interaction between the two domains.

Because we follow the approach of breaking down each of the two domains into
smaller units—knowledge areas represented by terms, we will first discuss four
indicators of cross-domain relatedness at the level of knowledge area20: similarity,
commonality, complementarity, difference. Knowledge similarity, the most stringent
measure of cross-domain relatedness, occurs when the same narrowly defined

17For instance, “this study,” “this invention.”
18We ended up with 109 cross-domain term groups, which have been harmonized from 400 tech-
nical terms extracted with highest scores by the automatic Term Recognition algorithm.
19We used Higuchi Koichi’s KH coder text-mining software (Version 3a12d).
20A sub-domain unit of analysis.
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knowledge area appears in both domains with similar relative frequency (example B
in Fig. 2b). Similar knowledge areas are per definition common ones, but not the
other way around. Knowledge commonality occurs when the same narrowly defined
knowledge area appears in both domains regardless of their relative frequency in
each domain (examples A and B in Fig. 2a). It means that the same knowledge area
is used in both S&T, even if the extent of use is different. While knowledge similarity
may indicate the highest intensity of S&T interaction, knowledge commonality may
indicate it at a somewhat lower level. However, this is potentially useful, as a pair of
common knowledge areas like C and D co-occurring in both publications and
patents could strengthen the knowledge base of both S&T; a common knowledge
area like F can help to bridge S&T in the case of indirect complementarity between E
and G (Fig. 2d).

We furthermore distinguish two forms of knowledge complementarity in the
absence of knowledge similarity. We talk of direct knowledge complementarity
when two knowledge areas strongly co-occur in both S&T (in Fig. 2c, C and D
are directly complementary). In this case, C and D are certainly common knowledge
areas. However, they indicate a weaker intensity of knowledge flows between the
two domains. It means that this combination frequently occurs in publications but
also in patents. This should reflect the combinatory nature of each domain in an
evolutionary vein. In this case, technology relatedness coincides with science
relatedness.

In addition, we theorize indirect knowledge complementarity between two
knowledge areas, when each of them co-occurs strongly with a third knowledge
area, called a bridging knowledge area, which appears in both domains (in Fig. 2d, E

a. Common (A & B), different (X & Y) b. Similar (B)

c. Direct complementary (C & D)

TechnologyScience

A

B

BX
Y

TechnologyScience

B

B

Science Technology

Science
Technology

C

C
D

E

F

F

G

d. Indirect complementary (E & G)

D

A

Fig. 2 Types of S&T content relatedness: commonality, similarity, complementarity (direct and
indirect), and difference. (a) Common (A&B), different (X&Y). (b) Similar (B). (c) Direct
complementary (C&D). (d) Indirect complementary (E&G)
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and G are directly complementary, and F is the bridging area connecting them).
Identifying and promoting bridging knowledge areas could help to stimulate the
continuous progress of both domains economically.

Finally, knowledge areas are different if they only exist in one domain, not in the
other (examples X and Y in Fig. 2a). This case indicates the absence of relatedness
between two domains.

The above definitions relate to the individual term level. To compare two
domains, the result needs to be aggregated to the domain level. We did so for the
full time period of the sample, but also for three subperiods separately (see Sect. 4.2).
Regarding knowledge commonality, we tried to identify all distinct knowledge areas
(represented by terms) that two domains have in common in different subperiods,
regardless of their extent. To measure knowledge similarity, we aimed to check if
those common knowledge areas appear at a closely similar relative extent in both
domains. From the list of common terms, we performed the Chi-square test for
corpus similarity to assess whether both domains consist of terms drawn randomly
from some larger domain (for this test, see Evert, 2005; Kilgarriff, 2001).21 We
considered the domains to be similar (i.e., belonging to some larger population) in
respect of each term if the outcome is significant at 5% confidence level.

To our knowledge, no standard cross-domain measure of either direct or indirect
complementarity exists. So, we propose two tests that can, in principle, be applied to
any two knowledge domains. Both tests are based on the co-occurrences of terms.
The first test measures the direct complementarity between two knowledge areas
(represented by two terms). It is calculated as follows:

Jdirect ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ji � J j

p

where Ji is the Jaccard index of the co-occurrence of the two terms in the Science
domain, and Jj is the Jaccard index of the co-occurrence of the two terms in the
Technology domain. Thus, our measure of direct complementarity Jdirect is high
when the terms in question frequently co-occur in both domains. Our second test
measures indirect complementarity between two knowledge areas (represented by
two terms). It derives from the co-occurrences of the two terms of interest with a
third term, the bridging term. It is calculated as follows:

J indirect ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Jim � Jjn
p

where Jim is the Jaccard index of the co-occurrence of the first term and the bridging
term in the Science domain, and Jjn is the Jaccard index of the second term and the
bridging term in the Technology domain.

21We used Stephan Evert’s R package “corpora” for this specific Chi-square test.
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Our empirical exercise for both types of knowledge complementarity involves
three steps. Firstly, we reduced the co-occurrence networks of 109 terms22 to smaller
networks with only edges with a Jaccard index greater than 0.01.23 Secondly, we
matched common pairs between S&T, calculated the Joint Jaccard index,24 then
sorted and compared the lists of direct and indirect complementarity. Thirdly, we
discussed our results with experts in the field (see Sect. 4.2).

3.4 Measuring the Temporal Relatedness Between S&T

Our second research question concerns the measurement of the temporal distance/
relatedness between S&T. Our basic assumption here is that in modern age, what
emerges at approximately the same time could be strongly related to each other.25

We traced our list of knowledge areas, represented by the most significant terms to
check if the time lag is insignificant (less than 5 years) or significant (more or equal
to 5 years). We base our 5-year-threshold on the observations of Daim et al. (2007)
and Finardi (2011) that a usual time lag between S&T is 3–4 years. A short time lag
implies a high degree of temporal S&T relatedness. When the time lag is long, it
suggests a low degree of S&T relatedness.

Note that we do not aim to determine causality here, but rather a measure of
temporal relatedness. Those terms appear simultaneously in S&T could reflect the
similarity between S&T, or the highest level of interaction between S&T. An
inventor can file a patent first and submit a publication on the same matter right
afterward. Or, scientists doing experiments in the same lab might share their
collegues’ work. As long as one’s contribution is published or filed as a patent,
other teammates can cite that contribution right away. Moreover, terms that appear
with a short time lag across the S&T domains could show complementarity. There
might be a hidden knowledge area in the other domain, which triggers the use of
focal knowledge in one domain. In contrast, those terms appear at a longer time lag
could reflect difference. In the end, we will compare with the results of our earlier
analysis.

For each individual knowledge area (as represented by a term), we determined the
moment it first appears (emerges) in the science domain, and when it first appears in
the technology domain. While our time lag threshold of 5 years is by definition
somewhat arbitrary, we believe it is appropriate to the distinction we aim to make.

22We explained how we selected 109 term groups in Sect. 3.2. For the actual analysis of S&T
relatedness, we called them “terms” for convenience.
23This first step resulted in 538 pairs in Science and 391 pairs in Technology.
24This second step resulted in 133 pairs of direct complementarity and 10,525 pairs of indirect
complementarity.
25In earlier ages, however, the temporal relatedness between S&T could happen in 2000
years (Johns, 2020).
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Moreover, we carried out robustness checks which showed that variations to this
threshold do not lead to substantially different results.26

To determine the exact moment of a term emerging the science or the technology
domain, we consider the year of publication and the patent filing year, respectively.
However, we aim to prevent our determination of these moments from being merely
driven by an early, single, and isolated occurrence of that term. Therefore, we want
to observe a certain critical mass, reflecting that knowledge has started to develop in
the domain in question, rather than a one-time or incidental use of the term. For that
reason, we applied a threshold: we consider the emergence of a term to be when that
term hits 5% of its cumulative frequency over the full period. For most of our terms,
this 5% threshold is met at the approximate value of 100 documents. Figure 3
presents an example of the time lag and threshold we applied. In our publication
dataset, the term “liquid crystal” is first mentioned in 1990. Already in the same year,
it reached 5% of the total cumulative frequency in 26 years. In our patent dataset, the
term does not reach the 5% threshold until 1994. Therefore, the time lag between
S&T regarding this specific knowledge area is 4 years. However, based on our
previously mentioned criteria, we determined the time lag in this case is
insignificant.

3.5 Data

Using the search queries based on our concept approach discussed above, we created
a scientific publication dataset using the Web of Science (WoS) database, and a
patent dataset using the Autumn 2016 version of PATSTAT. While a title of a
publication or a patent is usually a set of words carefully selected by the author, it is
the abstract that often mentions the relevant concepts and the contribution of authors
or inventors; therefore, our queries used the text appearing in both titles and
abstracts. We found 135,055 publications and 11,226 patents, dated between 1947
and 2015. However, because the WoS data on academic publications prior to 1990
often lack abstracts, we truncated both our datasets to the period between 1990 and
2015. After removing duplicates and incomplete records (e.g., publications without
titles), our final datasets comprised 123,929 publications and 10,476 patents. After
applying our text-mining techniques (see Sect. 3.2), we identified 109 harmonized
terms that appear either solely or simultaneously in our two corpora.

To investigate the S&T relatedness over time, we further divided this 26-year
time span of data into three subperiods: Subperiod 1 from 1990 to 1997, Subperiod
2 from 1998 to 2005, and Subperiod 3 from 2006 to 2015. The breaking point
between Subperiods 2 and 3 is based on a ground-breaking contribution by a Caltech
researcher Paul Rothemund, published in 2006 in Nature, which by September 2021
received over 4000 citations (Rothemund, 2006). The first patent for this invention

26These robustness checks are available upon demand from the authors.
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was filed in 2005. Before and after 2006, no such compelling breaking point existed,
so we chose subperiods 1 and 2 of equal length. Note that Subperiod 3 is 2 years
longer than subperiods 1 and 2, which might somehow affect the data and impact the
comparability. Yet, we do not expect a significant change in the number of publica-
tions, patents, and document frequencies per period due to this division. We believe
that our choice of breaks between periods, based on Rothemund’s breakthrough, is
better than just dividing it into three equally long subperiods and ignoring this
breakthrough’s timing.
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Fig. 3 The time lag of the term “liquid crystal” between S&T (represented as a red arrow)
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4 Empirical Analysis and Results

This section presents our analysis and the results we found with relation to our two
main research questions (see at the end of Sect. 2.2), using the methodology
described in the Sects. 3.3 and 3.4.

4.1 Descriptive Statistics of Two Corpora

Table 2 provides the descriptive statistics of our data in more details. The publication
corpus is larger than the patent corpus almost 12 times in terms of the number of
documents, 22 times in terms of the number of tokens, and 19 times in terms of the
types of tokens. The mean of document frequency of those tokens in the publication
corpus is 20, which is higher than 15 of the patent corpus. Regarding the dispersion,
the standard deviation of the document frequency of the publication corpus is much
higher than that of the patent corpus (371 and 81). Therefore, the publication corpus
seems to be richer and more heterogeneous.

We can observe a consistent growth of the publication corpus during the full
period (1990–2015), but an inconsistent growth of the patent corpus with a decline in
Subperiod 3 regarding all metrics. As mentioned earlier, Paul Rothemund introduced

Table 2 Descriptive statistics of two corpora

1. Publication corpus
Full period
(1990–2015)

Subperiod 1
(1990–1997)

Subperiod 2
(1998–2005)

Subperiod 3
(2006–2015)

Number of documents 123,929 22,222 37,915 63,792

Tokens in use 12,128,976 2,261,737 3,695,122 6,273,821

Types of token in use 414,234
(100%)

123,448
(100%)

178,681
(100%)

248,822
(100%)

Types of token occurring less than
5 times

359,792
(87%)

105,688
(86%)

153,728
(86%)

214,804
(86%)

Mean of document frequency 20 12 14 17

Standard deviation of document
frequency

371 368 173 250

2. Patent corpus
Full period
(1990–2015)

Subperiod 1
(1990–1997)

Subperiod 2
(1998–2005)

Subperiod 3
(2006–2015)

Number of documents 10,476 1679 5784 3013

Tokens in use 540,992 94,285 302,308 144,412

Types of token in use 21,741
(100%)

8125
(100%)

14,939
(100%)

9972
(100%)

Types of token occurring less than
5 times

16,414
(76%)

6221 (77%) 11,225
(75%)

7571 (76%)

Mean of document frequency 15 7 12 9

Standard deviation of document
frequency

81 29 72 44
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DNA origami technique in late 2005 (as a patent) and in early 2006 (as a scientific
article). His contribution receives a huge number of forward citations in WoS (over
3700), but a much lower number of forward citations in PATSTAT (28). His
invention is quite impactful in science, but not yet so in technology. Despite
promising applications described in scientific literature, perhaps finding its way to
real technological industrial applications is not so easy.

In our sample of 109 cross-domain term groups, the mean document frequency
within the publication corpus is 1336, in within the patent corpus is 77. The standard
deviation in the publication corpus is 1788, in the patent corpus 164.

4.2 S&T Content Relatedness

We now investigate the extent to which knowledge content in S&T domains is
similar, complementary, or different, and how this evolves over time. Table 3 pre-
sents our findings, using our novel dataset and the methodologies outlined in Sect.
3.4. Examples of similar terms are “liquid crystal,” “mass spectrometry,” and
“carbon nanotube”; they appear in the full period in both corpora. Examples of
complementary terms are “cancer diagnosis” paired with “cancer cell,” as well as
“therapeutic agent” paired with “drug delivery.” Table 3 also shows examples of
differences. For instance, in Subperiod 1, the term “microfluidic device” only
appears in patents, while the term “crystal structure” only appears in publications.

Table 4 presents our findings about the degrees of commonality, similarity,
complementarity, and differences in the full period and in the three subperiods.
The fluctuating commonality, stable and low similarity, and increasing complemen-
tarity between the two domains suggest that the S&T domains of DNA-Nano evolve
in different ways, yet achieve a higher degree of relatedness in Subperiod 3. This
may be down to differences in purposes of S&T, or various knowledge recombina-
tion processes going on in each domain. Even when, using Price’s analogy, these
“dancers infrequently move to the same music” (low similarity), their interaction
could be estimated from their increasing complementarity.

Row 1 in Table 4 presents the results of our quantitative analysis of commonality.
To prevent accidental occurrences of terms in both corpora, we removed all terms
with frequencies lower than five (see the discussion about common and similar
knowledge areas in Sect. 3.3). This step also helps us to achieve reliable results from
our Chi-square test for similarities (Rayson & Garside, 2000). We see that the degree
of commonality in the whole period is high 82.6% (91 out of 109 terms appear in
both domains). Looking at the subperiods, we observed that the commonality is
lowest in Subperiod 1 (at 43.3%), increased in Subperiod 2 (to 80%), and started to
decline in Subperiod 3 (down to 73.3%).

Row 2 in Table 4 shows the results of our similarity test for common terms that
have the same relative frequency (for the Chi-square test used here, see Sect. 3.3).
We found that the similarity over the whole period is only 14.4% (13 out of 90 terms
have similar relative frequencies). Yet, if we consider the subperiods 1 and 3, the
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similarity level is higher (23–34%). Subperiod 2 has lowest similarity (19.4%),
which might be an indirect cause of the drop of the number of patents in Subperiod
3. The similar terms seemed to be established knowledge areas in both domains,
such as liquid crystal and biological material.

For the full period, we identified 133 pairs of direct complementary terms. For the
three subperiods, that number increased from 85 to 133. By definition, indirect
complementary terms can occur in much higher numbers and we identified no
fewer than 10,525 of these. Because of computational limitations, we did not analyze
indirectly complementary terms for the different subperiods. Some similar and
complementary knowledge areas form the mainstream of DNA-Nano.27

Table 4 also provides the result from the absolute differences (unrelatedness)
between the two corpora. The level of difference is low (19 out of 109 terms are
different) in the full period (as the reflection of the high commonality in the full
period), is highest in Subperiod 1, and drops almost by a half in Subperiod 2 and
slightly increases in Subperiod 3. The number of terms showing up only in publi-
cations is higher than terms showing up only in patents. This may trigger a thought
that there are still many promising applications, which discovered by scientists but
not yet materialized into real applications.

To have our findings validated by experts in the field, we asked six experts
attending a major conference in DNA Nanotechnology.28 One was Nadrian Seeman,
whom we already mentioned as the founding father of this field. When we presented
the similar terms we found, these experts indeed recognized them as similarities

Table 4 Overview of S&T relatedness indicators

Number of terms
Full
period

Subperiod 1
(1990–1997)

Subperiod 2
(1998–2005)

Subperiod 3
(2006–2015)

1 Common termsa 90/109
(82.6%)

39/90
(43.3%)

72/90
(80%)

66/90
(73.3%)

2 Similar termsa 13/90
(14.4%)

9/39
(23.1%)

14/72
(19.4%)

16/66
(24.2%)

3 Directly complementary pairs of
termsb

133 85 127 133

4 Indirectly complementary pairs of
terms

10,525 n/a n/a n/a

5 Different terms, only in
publications

18/109 50/109 31/109 42/109

6 Different terms, only in patents 1/109 3/109 4/109 1/109

7 Absent in both domains 0/109 17/109 2/109 0/109
aExcluding terms with fewer than 5 occurrences
bData are cumulative (up to and including the listed period)

27This does not happen with knowledge areas that are neither similar nor complementary.
28We did so at the third workshop on Functional DNA Nanotechnology (6–8 June 2018, Rome,
Italy).
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between S&T and believed they were the result of S&T interaction. Regarding
complementarity, the experts agreed on 98% of our pairs of direct complementary
terms (133).29 However, because our list of indirectly complementary terms is so
long (10,525 terms), we could neither ask the experts to check them all nor suggest
any priority of importance. Perhaps future research can find ways to identify the
most prominent indirect complementary terms.

4.3 Temporal Relatedness Between S&T

We measured the time difference between the emergence of knowledge areas
(represented by terms) in S&T, as the proxy for S&T temporal relatedness. As we
can only observe such time differences if a term appears in both domains, we
excluded the 19 terms (out of 109 original terms in our datasets) that do not appear
in both domains or have a frequency of only 5 documents or less. This left us with
90 terms for which we measured time lags.

From these 90 terms, 72 (80%) emerged with insignificant time lags between
S&T (Group 1, examples in Box 1), which implies a strong temporal relatedness. A
total of 18 terms (19.8%) emerged with significant time lags between S&T (Group
2), which implies a weak temporal relatedness: 7 emerged in science significantly
earlier than in technology (Group 2a, Table 5), and 11 terms emerged in technology
significantly earlier than in science (Group 2b, Table 6). These numbers could show
signals of technology leads, in comparison to science.

Box 1. Examples of Terms with Insignificant Time Lags Between S&T
(Group 1)
DNA origami, DNA synthesis, cancer diagnosis, self-assembly, carbon nano-
tube, mass spectrometry, atomic force microscope, therapeutic agent,
supermolecule, RNA synthesis, DNA fragment, resonance energy transfer,
temperature control

For a better understanding of types of knowledge areas emerged with a strong or
weak temporal relatedness, we looked at the terms in more detail. Terms in Group
1 (e.g., DNA origami, DNA synthesis, self-assembly, etc.) represent the knowledge
areas where knowledge in S&T emerged and developed almost simultaneously.
Scientific and technological knowledge might originate from the same place, the
same person, or be the result of a co-creation process by scientists and inventors

Table 5 shows the list of 7 terms (Group 2a), which emerged significantly earlier
in science than in technology. These 7 terms represent the knowledge areas with a

29We explained the concepts of direct and indirect complementarity, and gave them the list of
133 pairs of terms. Some experts reacted right away, others responded later by email.
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weak temporal relatedness between S&T. This could happen when scientific devel-
opment occurred much earlier, but only after a long period it can be realized into real
manipulations/applications in technology. This is the case of “DNA structure,” for
which Seeman constructed the theoretical foundation, however, realized into real
structures only much later. Seeman and his followers encountered many practical
challenges before Rothemund stepped into this field in late 2005, early 2006.
Sometimes, it could be the case that innovation development (starting from R&D
projects) could not pass the valley of death, or not become successful commercially

Table 5 List of terms with significant time lags (Group 2a)

Term

When threshold was 5% total
frequency of each term in
publications (1)

When threshold was 5%
total frequency of each term
in patents (2)

Time lag
between
(1) and (2)

1 X-ray
crystallography

1993 2004 –11

2 Crystal
structure

1994 2002 –8

3 E-coli 1992 1999 –7

4 Raman
spectroscopy

1994 2001 –7

5 High stability 1995 2002 –7

6 DNA structure 1993 1999 –6

7 Molecular
biology

1992 1997 –5

Table 6 List of terms with significant time lags (Group 2b)

Term

When threshold reached 5%
total frequency of each term
in publications (1)

When threshold reached
5% total frequency of
each term in patents (2)

Time lag
between
(1) and (2)

1 Hybridization
chain reaction

2010 1998 12

2 Functionalization 2001 1994 7

3 Liquid phase 1997 1990 7

4 Programmability 2001 1994 7

5 Biosensor 1999 1993 6

6 DNA detection 2001 1996 5

7 DNA
hybridization

1999 1994 5

8 Drug delivery 2001 1996 5

9 Magnetic reso-
nance imaging

1998 1993 5

10 Mechanical
properties

1999 1994 5

11 Nucleic acid
amplification

2001 1996 5
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(e.g., “Raman spectroscopy”). Sometimes, it could be some knowledge areas
inherited from other science fields (“X-ray crystallography,” “crystal structure,”
“molecular biology”), but turned out not to find much use in technology.

Table 6 presents the list of terms that emerged in technology significantly earlier
than in science (Group 2b). These 11 terms also represent the knowledge areas with a
weak temporal relatedness between S&T. Among the 11 terms found, “hybridization
chain reaction” is the one with the longest time gap between technology and science.
Not only driven by techniques (DNA hybridization, DNA detection, magnetic
resonance imaging) and applications (biosensor, drug delivery), technology also
took the lead in “programmability” and “functionalization,” which turn structures
into devices. To build machines at the nanoscale, technology signaled what it needed
from science: “mechanical properties.”

The 11 terms in Table 6 are knowledge areas where science indeed lagged behind
technology. We note that some are closely linked to medical healthcare, such as
biosensor and magnetic resonance imaging. The long investment process required
by firms and other actors in those areas may have resulted in patented inventions,
whose diffusion to academia took time. These may be the areas where scientists
needed time to recognize the relevance to their work, time to set up collaborations
with industry, then use them in the context of their own research on DNA-Nano.
Especially where “science of the artificial” is concerned, technology comes first in
the form of workable structures, devices, and artifacts, which later become the
subject of scientific research. It is also important to bear in mind that laboratory
works always involve equipment, some of which may have been patented several
years earlier. Traditional enabling techniques, methods used in long-existing knowl-
edge fields (such as molecular biology and biotechnology), are still usable/
recombined in emerging DNA Nanoscience.

5 Summary, Discussion, and Conclusion

While the economic, innovation, and management literature extensively discusses
knowledge development and relateness in both the science and in the technology
domain, few studies look at the interaction and knowledge relatedness across these
domains. This study proposes a systematic way of measuring such cross-domain
S&T interaction relations. Starting from the concept of S&T relatedness (both over
content and time), we introduce five novel indicators of knowledge relatedness
across S&T, as shown in Table 7 (in decreasing level of S&T interaction). Following
a text-mining approach, we provide the actual degrees of relatedness across
DNA-Nano S&T according to the five above indicators and detect important knowl-
edge areas across S&T, which is helpful for research evaluation, funding, and policy
recommendations.

Applying our measures to the case of DNA-Nano, a research field that has
delivered interesting developments in both S&T, we summarize our observations
on the above indicators in Fig. 2. We find that the level of knowledge similarity, the
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most stringent measure of cross-domain relatedness, is relatively low: only 14.4% of
the narrowly defined knowledge areas (represented by compound noun terms) we
distinguish in our case qualify as similar. This indicator remains relatively stable
over time (see Fig. 4). Yet, knowledge similarities only reflect a part of the whole
picture of S&T relatedness. The commonality measure delivers a more interesting
trend. Over the three subperiods, it grows from 43.3 to 80% and falls back slightly to
73.3%. Direct knowledge complementarity also goes up over time, without a
fallback.30 Differences in knowledge drop considerably from subperiod 1 to
subperiod 2, but grow slightly towards subperiod 3.

The overall low degree of similarity and the increasing complementarity may
indicate that although S&T interaction in this knowledge field started low, it
increased and then stabilized. We may expect more industrial applications in the
coming period (after Subperiod 3). Altogether, we believe this case illustrates how
our proposed measures provide a sophisticated view on the development of knowl-
edge relatedness across S&T.

While S&T similarity is the form of knowledge relatedness most discussed in the
existing literature, this measurement seems mostly limited to the field’s mainstream,
where S&T have overlapped, intertwined, and most strongly related. Our empirical
results show that we get a much more complete picture if we also measure S&T
complementarity. Taking Price’s analogy of a pair of dancers, S&T do not need to be
identical and too close to each other. It is challenging for dancers to move if they
appear to be too close to each other. While their similarities help with their sustain-
able and incremental movement, their complementarities encourage more knowl-
edge recombination and learning between them. In the future, they could take more
innovative, and breakthrough steps resulted from their current learning and interac-
tion process. Without including the measure of temporal relatedness, one may not be

Table 7 Indicators for knowledge relatedness across the S&T domains

Knowledge similarity Share of narrowly defined knowledge areas that appear in both
domains with similar relative frequency

Knowledge commonality Share of narrowly defined knowledge areas that appear in both
domains regardless of their relative frequency in within each
domain

Knowledge complemen-
tarity (direct)

Share of narrowly defined knowledge areas that strongly co-occur
with each other in both S&T

Knowledge complemen-
tarity (indirect)

Share of narrowly defined knowledge areas that strongly co-occur
with a “bridging knowledge area” that appears in both domains

Knowledge differences Share of narrowly defined knowledge areas that exist in one domain
but not in the other

30For reasons indicated in Sect. 4.2, we did not measure indirect complementarity over the different
subperiods.
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able to see the leading role of either science or technology, and that they grow
together, hand in hand!

The S&T complementarity is our second important indicator of S&T relatedness,
which has been neglected in previous empirical literature (possibly because it is
much harder to measure). In practice, S&T complementarity is harder to be recog-
nized as a form/indicator of S&T interaction. This could originate from academic-
university partnerships, which facilitate knowledge exchange, equipment sharing, or
star scientists’ collaborations in industrial projects. Identifying complementary
knowledge areas across S&T could help establish future crucial partnerships,
co-authorships, co-patenting, co-location, co-creation of potential innovations, and
promote technology transfer from university to industry. Funding “bridging knowl-
edge areas,” e.g., “electron microscope,” “functionalization,” “cancer cell,” from
public investment might provide a necessity for S&T’s future development econom-
ically. Knowledge complementarity might reveal the combination and recombina-
tion process within each domain and the matching capabilities across these essential
domains. These processes would help generate synergies, reduce R&D costs, prom-
ise the growth of more emerging science-based technologies, technology transfer in
the future.

The knowledge difference indicator reflects the knowledge areas which have not
yet been developed in one of the two domains. When the time lag of knowledge
areas between S&T (e.g., “hybridization chain reaction”) is too long, it could result
in a different knowledge area. However, it is not always the case. Some knowledge
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Fig. 4 Knowledge relatedness (The number of possible complimentary pairs is a very high
number, and therefore the measurement of direct complementary cannot be plotted in a relative
scale. See Sect. 4.2 for more details.) across the S&T domains in DNA-Nano
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areas only show up in one domain in the end of one subperiod could also appear in
both domains in the early subsequent subperiod. This is the case of different
knowledge areas per period but with insignificant time lags. The analysis of the
relatedness per year could show a better picture of knowledge evolution. However,
our statistical tests may not be implemented because of low or zero frequencies of
some terms in some years, especially in the patent corpus.

The specific approach we chose for our studies also has limitations. Among other
things, it does not observe a direct link between the S&T domains. Subsequent
research could further explore the interaction between these domains by direct
linkages such as NPL citations and PPPs and provide more insights into the
knowledge recombination processes within each domain. Future studies could also
apply our measures to a wider range of fields, and perhaps generate stylized facts
about different types of relatedness, or a taxonomy.
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Annex. The Four Concepts Applied in the Concept
Approach31

1. Description of the Four Concepts, as Well as the Exclusion
Mechanisms Used

Concept A: Nanotechnology “Nanotechnology is science, engineering, and technology
conducted at the nanoscale, which is about 1 to 100 nano-
meters” (definition from the US National Nanotechnology
Initiative, 2000). Thus, any science or technology that
works below the scale of 100 nanometers is considered
“nanotechnology.” This definition is a broad one. We could
therefore maximize our search by collecting synonyms
referring to nanoscale or instruments used in nanotechnol-
ogies, such as specific types of microscopes (AFM, TEM,
SEM)

Concept B: Design The word “design” has two forms, the verb and the noun.
As a noun, “design” refers to an object or an entity. As a
verb, it refers to a process or series of activities. Design is
the construction of an object or creation of an entity. An
interesting feature of the DNA origami technique is that
DNA strands are programmed, synthesized, and can self-
assemble themselves afterward. We found all terms related
to this process and listed them under the concept “design”

Concept C: Structure Structure is defined by the Oxford Dictionary as “a partic-
ular arrangement of parts.” We found several synonyms of
“structure” based on publications and patents in DNA-Nano
by top contributors in the field such as Nadrian Seeman,
Paul Rothemund, and others. We also noted specific words
related to DNA structures and included them in our search

Concept D: DNA DNA is the abbreviation of “deoxyribonucleic acid,” a type
of nucleic acid, a chemical that carries genetic information
in the cells of animals and plants (Oxford Dictionary), or
any living organisms, and viruses (Wikipedia). It is inter-
esting to note that the term DNA, as used in our research,
refers to artificial DNA, not its natural form. However, its

(continued)

31It is worthwhile noting that some records where the concept “nanotechnology” is implicit, should
be included in our datasets. Certain inventors choose not to mention nano-related terms explicitly
or discuss only DNA or oligonucleotides. That might be the reason why a considerable number
of patents belonging to DNA Nanotechnology is not classified under IPC-code B82
(Nanotechnology). From a conceptual point of view, DNA and nano are quite different. However,
from a practical point of view, when discussing DNA or nucleotides, we should imply that
the research is conducted at the nanoscale, since the dimension of a DNA strand is approximately
2.5 nm. Therefore, “DNA” and “*nucleotid*” are included in two concept areas (Nanotechnology
and DNA) to avoid missing certain records that do not mention nano-related terms. Although DNA
and Nanotechnology are closely related concepts, we have not grouped them because this leads
to considerably more noise in the datasets selected. Thus, DNA-related terms must appear in the set
under any conditions, while the presence of nano-related terms remains an option.
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synonyms and related terms are borrowed from molecular
biology

Exclusion terms in Titles (E1) At the first level of exclusion, we excluded specific terms
relating to other closely linked fields (e.g., molecular biol-
ogy, genetic engineering, forensics). However, these terms
could still appear in abstracts or keywords

Exclusion terms in Titles,
Abstracts, and Keywords (E2)

At the second level of exclusion, we excluded the terms that
should not appear in titles, abstracts, and keywords. This
strongest exclusion has improved the precision of our data

2. Final Queries

Query for Publications
(Nanotechnology AND Design AND Structure AND DNA) NOT (E1 OR E2)

.. where
Nanotechnology ¼ NANO* OR ‘ATOM* FORCE MICROSCOP*’ OR AFM

OR TEM OR ‘TRANSMISSION ELECTRON MICROSCOP*’ OR SEM OR
‘SCANNING ELECTRON MICROSCOP*’ OR ‘FLUORESCENCE
MICROSCOP*’ OR ‘CRYO-ELECTRON MICROSCOP*’ OR ‘CRYO-EM’ OR
MOLECUL* OR MULTIMER$ OR MONOMER$

Design ¼ DESIGN* OR COMPUT* OR CONJUGAT* OR FORM* OR
FOLD* OR JUXTAPOS* OR PROGRAM* OR BIND* OR BOUND OR
ATTACH* OR LINK* OR CONNECT* OR CONSTRUCT* OR BRANCH* OR
BOND* OR FABRICAT* OR ‘SELF-ASSEMBL*’ OR ‘SELF-REPLICAT*’ OR
‘SELF-ORGANI*’ OR ‘DIRECTED-ASSEMBL*’ OR SYNTHETIC OR ARTIFI-
CIAL OR ‘NON-NATURAL’ OR UNNATURAL OR ‘NON-GENETIC’

Structure ¼ ‘*STRUCTURE$’ OR DOMAIN$ OR SYSTEM* OR MOTOR*
ORMACHIN* OR DEVICE$ OR ARRAY$ OR POLYHEDR* OR CONJUGATE
$ OR LADDER$ OR ‘*ROBOT*’ OR JUNCTION$ OR SCAFFOLD* OR
TEMPLAT* OR TILE$ OR TILING$ OR LATTICE$ OR ‘STICKY END*’ OR
‘COHESIVE END*’ OR STAPL* OR ‘LOGIC GATE*’ OR CIRCUIT$ OR
ORIGAMI

DNA ¼ DNA* OR ‘*NUCLEIC ACID*’ OR ‘DOUBLE HELI*’ OR HELICES
OR ‘*STRAND*’ OR ‘*NUCLEOTID*’ OR FOLDAMER$ OR APTAMER$

E1 ¼ RIBONUCLEIC OR CELL$ OR THERAP* OR INFLAMMAT* OR
RIBOSOME$ OR BODY* OR SPECIES* OR BRAIN* OR ‘MOLECULAR
CLONING’ OR EVOLUTION* OR IMMUN* OR DISORDER$ OR VIRUS*
OR ORGANISM$ OR ORGAN$ OR BACTERI* OR ANTIBOD* OR
HUMAN* OR MAMMAL$ OR TISSUE$ OR TRANSCRIPTION OR RAT$ OR
MICE OR HSP* OR P53 OR STAT3 OR ‘NON-NUCLEIC’ OR ‘DNA
SEQUENCING’ OR ‘GENETIC ENGINEERING’ OR GENETICS OR SYMP-
TOM$
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E2 ¼ METABOL* OR GEOGRAPH* OR NUTRI* OR YEAST$ OR TREE$
OR SOIL OR FISH* OR MARINE OR INJUR* OR WOUND* OR ‘GENE
EXPRESSION’ OR ‘GENETIC STRUCTURE’ OR ‘GENETICALLY MODI-
FIED’ OR GMO OR ‘GENETICALLY ENGINEERED’ OR ‘GENE REGULA-
TION$’ OR ‘GENETIC ALGORITHM$’ OR ‘GENE DELIVERY’ OR ‘GENE
INTERACTION$’ OR ‘GENO*’ OR ‘PHYLOGEN*’ OR TRANSGENIC OR
HORMON* OR ESTROGEN OR TESTOSTERONE OR PATIENT$ OR
EMBRYO* OR POLYMERASE OR VACCIN* OR ANTIBIOTIC$ OR BLOOD
OR FETAL OR FETUS OR OFFSPRING$ OR BLAST OR FUNG* OR MUTAT*
OR CHROMOSOME OR ‘PRO POLYPEPTIDE$’ OR HELICASE OR INFECT*
OR INSECT* OR PLANT$ OR ANIMAL$ OR FORENSIC$ OR
NANOPLANKTON OR NANOFAUNA OR CAS9* OR NANO2 OR NANO3

Query for Patents
(Nanotechnology AND Design AND Structure AND DNA) NOT (E1 OR E2)

.. where
Nanotechnology ¼ NANO* OR ‘ATOM* FORCE MICROSCOP*’ OR AFM

OR TEM OR ‘TRANSMISSION ELECTRON MICROSCOP*’ OR SEM OR
‘SCANNING ELECTRON MICROSCOP*’ OR ‘FLUORESCENCE
MICROSCOP*’ OR ‘CRYO-ELECTRON MICROSCOP*’ OR ‘CRYO-EM’ OR
MOLECUL* OR MULTIMER$ OR MONOMER$ OR ‘*NUCLEOTID*’ OR
DNA

Design ¼ CONJUGAT* OR FORM* OR FOLD* OR JUXTAPOS* OR PRO-
GRAM* OR DESIGN* OR BIND* OR BOUND OR ATTACH* OR LINK* OR
CONNECT* OR CONSTRUCT* OR BRANCH* OR BOND* OR FABRICAT*
OR ‘SELF-ASSEMBL*’ OR ‘SELF-REPLICAT*’ OR ‘SELF-ORGANI*’ OR
‘DIRECTED-ASSEMBL*’ OR SYNTHETIC OR ARTIFICIAL OR ‘NON-NAT-
URAL’ OR UNNATURAL OR ‘NON-GENETIC’ OR ORIGAMI

Structure ¼ DOMAIN$ OR SYSTEM* OR MOTOR* OR MACHIN* OR
DEVICE$ OR ARRAY$ OR POLYHEDR* OR CONJUGATE$ OR LADDER$
OR ‘*STRUCTURE$’ OR ‘*ROBOT*’ OR JUNCTION$ OR SCAFFOLD* OR
TEMPLAT* OR TILE$ OR TILING$ OR LATTICE$ OR ‘STICKY END*’ OR
‘COHESIVE END*’ OR STAPL* OR ‘LOGIC GATE*’ OR CIRCUIT$

DNA32 ¼‘DNA ACTUAT*’ OR ‘DNA NANOTECHNOLOGY’ OR ‘FOLD-
ING DNA’ OR ‘DNA STRUCTURE’ OR ‘DNA ORIGAMI’ OR ‘DNA
COMPUT*’ OR ‘DNA HYBRIDIZ*’ OR ‘*NUCLEIC ACID*’ OR ‘DOUBLE
HELI*’ORHELICES OR ‘*STRAND*’OR ‘*NUCLEOTID*’OR FOLDAMER$
OR APTAMER$

E1 ¼ RIBONUCLEIC OR ‘*RNA’ OR RADIOTHERAPY OR SPECIES OR
‘*ORGANISM’ OR ORGAN$ OR ‘BIOLOGICAL AGENT$’ OR BIOMARKER$
OR ENHANC* OR ‘*BASE’ OR PAIR* OR ‘*NUCLEOTIDE SEQUENCE’ OR

32It is harder practically to achieve precision in retrieving patents rather than retrieving publications.
Therefore, we decided to adjust terminologies in this DNA concept group into more specific terms,
which include DNA.
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RECEPTOR$ OR ‘*WEAR’ OR CLONING OR BIOSENSOR$ OR SYMPTOM$
OR AGGLOMERATION OR PURIF* OR INFLAMMAT* OR ‘DNA SYNTHE-
SIS’ OR HEMOGLOBIN OR HIV OR BIOACTIVE OR ‘DNA AMPLIFICA-
TION’ OR ‘NUCLEIC ACID AMPLIFICATION’ OR BLOOD OR VITAMIN$
OR IMMUN* OR ANTIBODY OR ANTIGEN$ OR REAGENT$ OR ENCOD*
OR VIRUS* OR BACTERI* OR GENE$ OR ‘GENE EXPRESSION’ OR
HUMAN$ OR PATIENT$ OR LIFE OR ‘AMINO ACID$’ OR TISSUE$ OR
‘NON-NUCLEIC’

E2 ¼ ‘GENE INTERACTION’ OR TRANSFECT* OR TRANSLOCAT* OR
PHENOTYPE OR HYDROGEN OR ENHANCER$ OR EVOLUTION* OR
EMBRYO* OR SEA OR FISH* OR ‘SIDE EFFECT$’ OR CULTURE OR
FLOWER* OR CARBOHYDRATE$ OR INHIBITOR$ OR MOUSE OR MICE
OR CO-EXPRESSION OR POLYMORPHISM OR NON-CODING OR COPY OR
COPIES OR PARENT$ OR EXON*
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Observable Factors of Innovation Strategy:
Firm Activities and Industry Effects

Krzysztof Szczygielski, Wojciech Grabowski, and Richard Woodward

Abstract Responding to research questioning the significance of external factors
such as industry and country in explaining the patterns of innovation-related activ-
ities, we examine the effects of factors both internal and external to the firm.
Analyzing CIS data, we find that external factors are more helpful in explaining
innovation strategies than internal factors. Our econometric model can quite ade-
quately predict innovation strategies, implying that firm-specific factors might not
dominate other factors as strongly as suggested by some prior studies.

Keywords Innovation · Innovation strategy · Sectoral analysis · National
innovation systems · Sectoral innovation systems

JEL codes O31 · O32 · O33 · L21 · C31 · C38

1 Introduction

What factors do firms take into consideration when making choices about their
approaches to technological innovation and the acquisition of knowledge needed
in the innovation process, and how are they influenced by the characteristics of their
environments? A number of innovation scholars have looked at what they have
called variously “technology strategy” (see, e.g., Ford, 1988; Adler, 1989; Pavitt,
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1990; Dodgson, 1991; Drejer, 1996), “innovation strategy” (Srholec & Verspagen,
2012; Clausen et al., 2011), “innovation orientation” (Prajogo et al., 2013; Yu &
Lee, 2017), or “innovation mode” (Lundvall, 2007; Jensen et al., 2007). Some have
suggested that industry (Zahra, 1996; Malerba, 2005) and/or the related technology
(Lee, 2005; Hekkert et al., 2007) is important for the way firms innovate. Others
have stressed the national dimension (Lundvall, 2007), whereas, for startups, a large
literature studies the individual background and the knowledge base of the entrepre-
neurs (Hsu, 2008). More recently, however, Srholec and Verspagen (2012) have
argued that factors such as industry and country account for a very small proportion
of the variance among firms with respect to the patterns of their innovation-related
activities, implying that the key explanatory factors for the relevant choices lie in the
realm of (largely unobserved) properties of the firms themselves. In this context, this
paper aims to answer the question to what extent firms’ innovation strategies can be
explained by observable factors, including those internal and external to the firm.
This may have important implications for whether the national or sectoral innovation
system frameworks provide valuable insights for innovation policy.

In our analysis, we investigate the variation in innovation strategies and examine
to what extent it can be attributed to observable characteristics of firms and their
environments. To do so, we use data from the 2014 edition of the Community
Innovation Survey (CIS) of European manufacturing and services firms and apply
factor analysis and regression analysis (‘the Eurostat CD-Rom’). Our choice of
methodology seeks to maintain as clear a boundary as possible between theory
and empirics; in particular, we construct theory-guided measures of innovation
strategy dimensions. Then we estimate a multivariate probit model of strategy
indicators and assess its explanatory power by carefully analyzing a number of
measures of fit.

The paper is organized as follows: In Sect. 2, we consider the relevant theoretical
issues and develop our research questions. In Sect. 3, we present our data and
methodology. In Sect. 4, we present our results. Section 5 concludes.

2 Background and Research Questions

2.1 What Is Innovation Strategy?

As with any strategy, innovation strategy concerns strategic choices and attempts to
define innovation strategy vary widely in terms of which types of choices are
studied. For Bhoovaraghavan et al. (1996) and Cheng et al. (2010), innovation
strategy is about the choice between process and product innovation. For Turut
and Ofek (2012) and Chen and Ergin Turut (2013), it is about the choice between
radical and incremental innovation. For Prajogo et al. (2013), “innovation orienta-
tion” is about whether firms are oriented toward exploratory or exploitative innova-
tion. And for Eesley et al. (2014) and Sharif and Huang (2012), innovation strategy
simply refers to the choice of whether to innovate or not.
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Instead of identifying strategy dimensions, some authors focus on the typical
strategies firms might adopt. Lundvall (2007) and Jensen et al. (2007) distinguish
between the “STI [science, technology, and innovation] mode of innovation,” based
on formal R&D activities in basic and applied scientific research and focused on the
production of explicit, codified knowledge, and the “DUI [doing, using and
interacting] mode of innovation,” which is more experiential and focused on the
sharing and reproduction of tacit knowledge and often involves organizational
arrangements that stimulate incremental process innovation. Lundvall (2007) writes
that the latter has been neglected by innovation research, which has tended to focus
on the former, and argues—taking a cue fromMathews (2001)—that an appreciation
of the role of DUI innovation is important for understanding learning processes in
the economy. The distinction between these two fundamental types of approaches to
innovation runs through much of the thinking about innovation strategy.

Does the STI-DUI dichotomy hold empirically? Prior research suggests that it
does, at least in general terms. Srholec and Verspagen (2012), Clausen et al. (2011),
and Szczygielski and Grabowski (2014) all distinguished clusters of firms, of which
one or two can be interpreted as varieties of the STI mode of innovation, while others
can be perceived as subcategories of the DUI type. In fact, the hierarchical factor
analysis applied by Clausen et al. (2011) made it possible to formally confirm this
interpretation, as the authors demonstrated that the number of clusters could be
reduced by joining the clusters from previous rounds to arrive at two types of
innovation strategies finally: “high profile” (STI-like) and “low profile” (DUI-like).

As will be seen in Sect. 4, we adopt elements of a number of these prior
approaches to innovation strategies, as we examine such choices as
radical vs. incremental innovation, process vs. product innovation, and the
STI vs. DUI types of innovation.

2.2 The External Factors of Innovation Strategy

The firm’s external environment, including customers, competitors, suppliers, gov-
ernment, technological conditions, etc., has often been invoked in the literature as an
explanation for the decisions of firms and their success.

Authors in evolutionary economics have sought to classify industries and related
firm strategies according to their technological characteristics. The classic Pavitt
(1984) taxonomy rests on the criterion of the technology regime of the industry. This
framework goes back to the concepts of technological paradigm and
technological trajectory proposed by Dosi (1982): at each moment, some major
technological advances (which may be more or less recent) have different effects on
technological opportunities in different sectors. This, in turn, defines the technolog-
ical trajectory—the direction of technological progress in the industry and the means
of attaining it. It seems reasonable to expect that the technological trajectory or
regime affects industries’ innovation strategies. Taxonomical exercises are therefore
a natural step in the analysis of those strategies (and in particular in examining the

Observable Factors of Innovation Strategy: Firm Activities and Industry. . . 65



external factors of those strategies), especially in view of the related work on sectoral
systems of innovation reviewed in Malerba (2005), situating the firm’s choices about
technological development and innovation in the context of the industry in which it
is active.

In this paper, we largely follow Castellacci’s (2008) extension of Pavitt’s taxon-
omy since it encompasses both manufacturing and service industries.1 In his version,
two criteria are considered: the technological content and the place of the industry as
a provider and/or recipient of advanced products, services and knowledge. The
taxonomic groups are the following (note the abbreviations we use subsequently
in the paper):

1. Advanced knowledge providers (further divided into specialized supplier
manufacturing or SSM, and knowledge-intensive business services or KIBS).

2. Mass production goods (science-based manufacturing, SBM, and scale-intensive
manufacturing, SIM).

3. Supporting infrastructural services (network infrastructure services, NIS, and
physical infrastructure services, PhIS), and.

4. Personal goods and services (supplier-dominated manufacturing goods, SDM,
and supplier-dominated services, SDS).

The two first groups are regarded as technologically sophisticated. Advanced
knowledge providers consist of SSM industries that produce specialized machinery,
equipment and precision instruments, mainly for mass production industries. Within
the services sector, the KIBS group consists of the industries such as consulting,
R&D, software or design, which can also be classified as providers of sophisticated
technological content. Mass production goods industries generate advanced tech-
nology for their own use; however, the specific nature of innovation differs between
the two subgroups of this category: while SBM relies on contacts with the science
sector for knowledge utilized in the innovation process, SIM is more likely to work
with providers of specialized machinery and equipment.

Firms from the third group provide “supporting infrastructure” for other busi-
nesses (even though they cater to individual clients too) and are characterized by a
relatively low degree of own technological efforts. Castellacci draws a distinction
between PhIS (logistics, wholesale trade) and NIS (finance and telecommunication),
arguing that the latter represents a higher level of technological sophistication;
however, both subgroups largely rely on other sectors for the provision of advanced
technologies. This is particularly pronounced in the last group—personal goods and
services—which is the least technologically advanced.

A number of external factors are related in one way or another to the country in
which the firm operates. Benefiting from more qualified workforces, better knowl-
edge infrastructure, and more demanding customers, companies in more developed
countries stand better chances of introducing new products and production

1It is important to note that Castellacci’s use of terms differs from ours; for example, he identifies
taxonomic groups with innovation modes.
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technology. This observation is conceptualized in the national innovation system
framework (cf. Lundvall, 2007; Edquist, 2005), or more broadly in work on national
technological capabilities (see the reviews in Fagerberg & Srholec, 2008; Fagerberg
et al., 2010) and technology clubs (Castellacci & Archibugi, 2008). We, therefore,
expect firms located in countries with better technological capabilities to be more
likely to invest in R&D, pioneer technologies, introduce radical product innovations
and engage in technological forecasting more often than firms from less advanced
countries.

2.3 Internal Factors of Innovation Strategies

While the external environment obviously has an impact on firms’ decisions and
performance, one can also observe firms differing in these outcomes despite oper-
ating in seemingly similar conditions. Indeed, the need to explain the heterogeneity
remarked upon by Marshall (cited in Laursen, 2012), and which tends to fly in the
face of neo-classical assumptions that there is only one efficient way to do things and
all inefficient ways are competed out of existence, was one of the most important
motivations for the contribution of Nelson and Winter (1982) and the development
of evolutionary economics. This heterogeneity is prominently displayed in the
aforementioned finding of Srholec and Verspagen (2012) that industry and country
are much less important than firm-specific factors in explaining the variance among
firms with respect to the patterns of their innovation-related activities. On the other
hand, they treat the unexplained heterogeneity as a black box and do not attempt to
identify the factors behind it. This question is addressed by Szczygielski and
Grabowski (2014), who analyze firm membership in clusters defined by the inno-
vation activities of the firms. These clusters correspond, in fact, to innovation
strategies. In their analysis, characteristics such as firm size and being a member
of a group of firms are significant factors in membership in the clusters, and thereby
in the firms’ innovation strategies.

The resource-based school in strategic management argues that the firm is
successful if it is able to create and sustain some unique capabilities—i.e., resources
and competences—that the competitors find hard to imitate (cf. Penrose, 1959;
Wernerfelt, 1984). These can lead to lower unit costs—e.g., due to superb internal
logistics systems-—or to the firms’ ability to develop unique and innovative prod-
ucts. More generally, the capabilities in question, rooted in the internal environment
of a firm, and the way they are orchestrated by management and other internal actors
will affect its position in the market together with the external factors considered in
Sect. 2.1 (Henry, 2008: 126; Teece, 2019).

There is a large theoretical literature, most of it deriving from Schumpeter, on the
relationship between technological innovation and firm size. According to the two
main theories, either growth of the firm (hence they are becoming large) results from
successful technological innovations, which allow it to acquire market share, or
innovation is a very costly and capital-intensive process that larger firms are better
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able to afford. In either case, there should be a positive relationship between size and
(successful) technological innovation. However, the empirical evidence for such a
relationship between size (or the degree of industry concentration) on one hand and
innovativeness or R&D intensity on the other is often contradictory or ambiguous
(Degner, 2011; Dolfsma & van der Velde, 2014). More specifically, with regard to
the subject of technology strategy and its relationship to internal factors such as size
and resources of the firm, Pavitt (1990: 24) concluded that this strategy is “deter-
mined largely by the firm’s size and the nature of its accumulated technological
competences.”

Sapprasert and Clausen (2012) find that firm age is an important explanatory
factor for the frequency and success of organizational innovation (with older firms
more likely to attempt such innovation, but younger ones more likely to benefit from
it). We are unable to observe firm age in our data, but size may, to some extent, a
proxy for age, since it is a common observation that young firms tend to either grow
or exit the market (see, for example, Haltiwanger et al., 2010), making it unlikely
that we could observe a considerable share of firms that are both small and old.

The governance or ownership structure of a firm is also of obvious relevance for
all aspects of strategy, including innovation strategy. However, the influence of
foreign ownership may be ambiguous. On the one hand, in low- and middle-income
countries, foreign investors can be expected to be more liberally endowed with
financial resources than the average domestically owned company and have a
stronger technological base in general. However, we also know from the relevant
literature that multinational companies tend to concentrate their R&D activity in
their headquarters (see, e.g., Patel & Vega, 1999; Narula, 2002; Lee, 2005), meaning
that the relative richness of available resources does not necessarily translate into
their expenditure on R&D and other innovation-related activity within the subsidiary
itself.

In light of the foregoing, one of the questions to be covered in our investigation in
this paper of the role of internal factors in the firm’s innovation strategy is whether
resource-rich firms (in particular bigger firms and those that belong to groups of
firms) are more likely to adopt more ambitious types of strategies than resource-poor
firms: for this reason, we will also investigate whether such firms emphasize R&D
and radical innovations. In particular, it will be verified whether foreign-owned firms
tend to be more active innovators than domestically owned firms or vice versa and to
adopt the pioneer posture more frequently and whether they do less R&D and
monitor the science sector less intensively, preferring to rely for their technologies
on their mother companies abroad. Finally, we will look at whether organizational
innovations occur more frequently in firms that are group members and in bigger
firms (because of their complexity).
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3 Data and Methodology

3.1 Data

Like Srholec and Verspagen (2012), we utilize the Community Innovation Survey
data, which Eurostat makes available to certified research entities (i.e., we use the
“Eurostat CD-Rom”); we look at the 2014 run of the CIS. Our dataset contains data
for 14 countries, which, for the purpose of estimation, were aggregated into six
categories (Table 1; for more information on the composition of the sample, see
Table 14 in the appendix). As explained in the previous section, we expect the level
of national technological capabilities to matter for innovation strategies, which is
why for each group of countries, we include the average rank in the European
Innovation Scoreboard in 2014.2

We analyze both manufacturing and services firms that are classified in
25 two-digit industries or industry groups: this is because in our dataset, some
two-digit industries were merged. This is also the reason why we had to modify
the Pavitt-Castellacci taxonomy and replace two of the groups in that taxonomy
(specialized supplier manufacturing and science-based manufacturing) with other
categories: “electrical and electronical equipment” (EEE and “chemicals and phar-
maceutical manufacturing” (CPM). Finally, we add the category of miscellaneous
repair and installation services (MRIS). The total of firms analyzed is 84,352; of
these, 24,606 introduced product or process innovations, were in the process of
introducing innovations or had attempted to introduce them (only such firms fill in
the whole CIS questionnaire; this is not the case for firms that only introduced
innovations in marketing or firm organization).

Table 2 presents the composition of the sample with respect to the taxonomy
applied. About 30% of the sample is composed of the low-tech groups of industries

Table 1 Composition of the sample by country groups

Group name DE_NO MED V-3 BALT NEW_EU

Countries in the group Germany,
Norway

Cyprus,
Portugal,
Spain

Czech Repub-
lic, Hungary,
Slovakia

Estonia,
Latvia,
Lithuania

Bulgaria,
Romania,
Croatia

Share of the sample 0.12 0.41 0.15 0.06 0.26

Average score in the
European Innovation
Scoreboard in 2013

0.59 0.44 0.37 0.34 0.24

Note: V-3 stands for Visegrad group countries (Poland, the fourth Visegrad country, is missing from
our dataset)
Source: Community Innovation Survey 2014 and European Commission (2015)

2Since the composition of the sample by country does not correspond to the actual composition (for
example, the percentage of Spanish firms in the sample is too large), in the rest of the paper
weighted estimations are conducted.
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(supplier-dominated manufacturing and supplier-dominated services), and another
26% by physical-infrastructure services. At least 16% of firms operate in
scale-intensive industries (the SIM category plus some firms from the CPM
group). High-tech manufacturing is represented by CPM and EEE groups, which
together constitute about 10% of the sample. Knowledge-intensive business services
account for 15%, and network-intensive services (essentially, finance) for 3% of the
sample.

The Community Innovation Survey was first implemented in 1993. It is a joint
effort of national statistical offices in the European Economic Area, coordinated by
Eurostat. The methodology follows the Oslo Manual (OECD and EC, 2005).3 Most
questions refer to the three-year period preceding the circulation of the questionnaire
(2012–2014, in our case), while questions on turnover and outlays refer mainly to the
year of issue. Although the CIS questionnaire has been developed over many
editions, its structure remains relatively stable with well-known “chapters” such as
“general information about the enterprise,” “product (good or service) innovation,”
“process innovation,” and “sources of information and co-operation for innovation
activities.”

The Community Innovation Survey includes only limited data about the partic-
ipating firms, including their employment and sales as well as about whether the firm
had any exporting activities or is a member of a group of firms (and if so, where the
mother company is located). We use the latter information to define the dummy
variables group_DOM and group_FDI, which equal 1 for firms that are members of
groups and whose mother companies are located in the home country or abroad,
respectively, as well as the dummy no_group for standalone firms. To exploit the
information on the market the firms are exporting to, we employ dummy variables:
market_LOC, market_DOM, market_EU, market_OTH, which equal 1 if and only if
the firm’s main market is the local, national, other-EU country, or other-non-EU
country markets, respectively. Many studies have proved the exporting activities of
firms to be correlated with higher productivity and innovation performance (e.g.,
Griffith et al., 2006; Hagemejer & Kolasa, 2008; Peters et al., 2018). Thus, although
the choice of the market does not have to determine innovation strategy, it is likely to
be correlated with (latent) firm characteristics that do have an impact on company
decisions.

Table 2 Composition of the sample by industry categories

KIBS NIS PhIS SIM SDM SDS CPM EEE MRIS

0.15 0.03 0.26 0.16 0.23 0.04 0.03 0.08 0.02

Numbers in the table are fractions of the number of firms in the sample weighted by the inverse of
the country shares. For the explanation of the abbreviations, see Sects. 2.2 and 3.1. The number of
observations is 84,352
Source: Community Innovation Survey 2014

3Since 1992 CIS-like surveys have been implemented in a number of non-EEA countries, including
the US (cf. Arora et al., 2016).
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We also use the binary variable LARGE, which takes a value of 1 in the case of
enterprises employing at least 250 workers and 0 otherwise. As one can see in
Table 3, small and medium firms (LARGE¼ 0) constitute about 90% of our sample.

There is a much higher variability across industry groups when it comes to the
extent of their internationalization and the membership in the groups of firms
(cf. Table 4). About 30% of firms are members of either domestic or foreign groups,
but this proportion is higher in the case of high-tech manufacturing (CPM and EEE),
knowledge-intensive business services and infrastructure services, and lower for
supplier-dominated manufacturing.

On average 22% of firms declare foreign markets to be their principal target
(cf. Table 5), but this proportion is considerably higher for the scale-intensive and
high-tech manufacturing industries (especially the CPM group). Interestingly, the
KIBS firms are more domestically-oriented than services on average (however,
presumably, the relatively high values for SDS are driven by tourism).

Table 3 Composition of the sample by firm size and industry categories

KIBS NIS PhIS SIM SDM SDS CPM EEE MRIS ALL

Below
250 workers

0.93 0.83 0.86 0.88 0.92 0.93 0.85 0.86 0.92 0.90

At least
250 workers

0.07 0.17 0.14 0.12 0.08 0.07 0.15 0.14 0.08 0.10

Numbers in the table are fractions of the number of firms in the sample weighted by the inverse of
the country shares. For the explanation of the abbreviations, see Sects. 2.2 and 3.1. The number of
observations is 84,352
Source: Community Innovation Survey 2014

Table 4 Composition of the sample by the membership in groups and industry categories

KIBS NIS PhIS SIM SDM SDS CPM EEE MRIS ALL

group_DOM 0.24 0.33 0.21 0.19 0.14 0.18 0.23 0.20 0.21 0.19

group_FDI 0.15 0.27 0.09 0.16 0.07 0.12 0.24 0.19 0.09 0.12

no_group 0.61 0.40 0.70 0.65 0.79 0.70 0.53 0.61 0.70 0.69

Source: Community Innovation Survey 2014

Table 5 Composition of the sample by firms’ principal markets and industry categories

KIBS NIS PhIS SIM SDM SDS CPM EEE MRIS ALL

market_LOC 0.39 0.47 0.41 0.29 0.37 0.44 0.16 0.17 0.43 0.36

market_DOM 0.43 0.47 0.30 0.38 0.34 0.46 0.50 0.35 0.41 0.38

market_EU 0.12 0.04 0.23 0.29 0.26 0.07 0.23 0.35 0.12 0.21

market_OTH 0.06 0.02 0.06 0.04 0.03 0.03 0.10 0.13 0.04 0.05

Numbers in the table are fractions of the number of firms in the sample weighted by the inverse of
the country shares. For the explanation of the abbreviations, see Sects. 2.2 and 3.1. The number of
observations is 84,352
Source: Community Innovation Survey 2014
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3.2 Methodology

Our work consists of three principal stages. First, we define the strategy variables.
Second, we look at the factors of innovation strategies using the multivariate probit
model. Thirdly, we see to what extent the differences in innovation strategies can be
explained by observable firm characteristics.

The process of defining strategy variables is based on the analysis of CIS
“chapters.” In particular, we run factor analyses on two chapters—“Varieties of
Innovation Activities” and “Co-operation for product and process innovation activ-
ities”—and based on their results, we propose indicators describing various aspects
of the innovation strategies of companies. Note that this restricts our analysis only to
firms that introduced product or process innovations, were in the process of intro-
ducing innovations or had attempted to introduce them, as only such firms answer
the questions from these two CIS “chapters.” The list of variables obtained in this
way is supplemented by some additional indicators, according to the theory
discussed above and prior studies of the problem. Suppose we extract K strategic
variables and let S1, . . ., SK be the strategy variables identified in this part of the
study.

In the second stage of the study, we estimate the parameters of the model
explaining firms’ propensity to apply a given innovation strategy. Since the values
of strategy variables are observable only for a subset of firms, as explained in the
previous paragraph, we apply a Heckman-type estimator to address the sample
selection bias problem.

We start by estimating the parameters of the following probit model:

IN�
i ¼ xiβþ ziγþ εi, ð1aÞ

INi ¼ I IN�
i > 0

� �
, ð1bÞ

where i 2 {1, . . ., I} indexes all firms, εi~N(0, 1), and

xi ¼ 1, group DOMi, group FDIi, FIRM SIZEi, market LOCi, . . .ð market OTHi, KIBSi, ::, SDSiÞ

and, finally, zi contains geographic control variables. Upon estimating the model
(1a)-(1b), the inverse Mills ratio is calculated as follows:

IMRi ¼ INi �
φ xibβ
� �

Φ xibβ
� �� 1� INið Þ �

φ xibβ
� �

1� Φ xibβ
� �� � ð2Þ

Indicator IMRi is then included as explanatory variables in the model of the
strategy variables S1, . . ., SK so as to omit the sample selection bias problem (see:
Heckman (1979)). More specifically, we estimate the following multivariate probit
model:
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Sk,�n ¼ xnβk þ znγk þ λIMRn þ εkn, ð3aÞ
Skn ¼ I Sk,�n > 0

� � ð3bÞ

where n 2 {1, . . .,N} indexes all firms that introduced either product or process
innovations or had ongoing or abandoned innovation activities, and it is assumed
that ε1n ε2n . . . εKn

� �T � N 0,Σð Þ.
Since all the dependent variables are binary variables, the parameters of the model

(3a)-(3b) are estimated using GHK (Geweke-Hajivassiliou-Keane) smooth recursive
conditioning simulator (cf. Geweke, 1992; Borsch-Supan & Hajivassiliou, 1993;
Keane, 1994; Hajivassiliou & Ruud, 1994). Let us stress that vectors xi and ziare just
a starting point. The selection of variables in individual models is based on their
statistical significance. We apply a strategy “from general to specific,” following
Davidson et al. (1978), who argued that, after starting from the most general model
and subsequently imposing restrictions on it and verifying these restrictions, the
appropriate specification of the model should be obtained. When this strategy is
used, the most important problems associated with data mining are avoided (Lovell,
1983; Charemza & Deadman, 1997). In our case, this estimation strategy implies that
we start with a model including all the variables listed above and all the geographic
controls. We then verify significance and exclude those variables that are not
significant at the 0.05 level of significance. Industry group dummies are exempted
from this procedure; i.e., even if any of the variables KIBS through SDM prove
insignificant in various estimations, we retain them. This is because we are partic-
ularly interested in the role the industry and market environment play in the
formulation of innovation strategies.

One of our questions concerns the relative importance of internal and external
factors. Using empirical techniques to assess the role different variables play in the
model, we start by looking at the percentage of correct predictions. We regard the
prediction of INi as correct if.

P xibβþ zibγþ εi > 0
� �

> f i and INi ¼ 1, ð4aÞ

or

P xibβþ zibγþ εi > 0
� �

< f i and INi ¼ 0, ð4bÞ

where fk is the fraction of observations for which we have that IN ¼ 1. In words, we
require that the implied probability of a given result is at least as high as the observed
probability. The percentages of correct predictions for variables S1, . . ., SK are
calculated analogously (using formulae (3a)-(3b)), and the percentage of correct
predictions of the entire multivariate model is defined as the average of the percent-
ages of the correct predictions for all the variables. Moreover, we define.
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FCPbasic: The percentage of correct predictions for the basic model.
FCPgroup: The percentage of correct predictions for the model that omits variables

GROUP_DOM and GROUP_FDI.
FCPlarge: The percentage of correct predictions for the model that omits the

variable LARGE.
FCPmkt: The percentage of correct predictions for the model that omits variables

market_LOC, market_DOM, market_EU, and market_OTH.
FCPind: The percentage of correct predictions for the model that omits industry

group variables, and.
FCPctr: The percentage of correct predictions for the model that omits country

dummies.

Next, for each of the above indicators, we calculate the relative decline in the
explanatory power of the model resulting from the exclusion of the respective
variables. More specifically

DROPv ¼ FCPbasic � FCPv

FCPbasic
ð5Þ

Where v 2 {group, size, mkt, ind, ctr}. Finally, we look at the following ratios:

RIv ¼ DROPv

DROPgroup þ DROPsize þ DROPmkt þ DROPind þ DROPctr
ð6Þ

to assess the relative role of the (groups of) variables in the basic model.
In the last stage of our study, we examine to what extent the variation in

innovation strategy can be explained by firm characteristics. This is done in two
ways. First, we look at the measure of the fit of our model; i.e., we look at FCPbasic

and at the more specific, conditional measures of fit (the percentage of correct
predictions for a variable Sk).Second, we perform an analysis of variance of inno-
vation dimensions, an extended version of the analysis proposed by Srholec and
Verspagen (2012). We use a variance components model (see Goldstein, 2003),
where a firm’s strategy choice is explained by the country where the firm is located,
its industry, size, membership in a group and principal market. However, since
ANOVA models are not appropriate for discrete variables (cf. Kao & Green,
2008), we analyze the variance of factors obtained in the first stage of the analysis
(denoted Fk) rather than the variance of strategic variables (Sk). A basic variance
components model is given as follows:

Fk
n ¼ ωk

n þ αkl þ κkm þ ρko þ ζkp þ ηkr ð7Þ

where k is the index of the strategic variable, n is the firm, l stands for the NACE
industry,m differentiates firms according to group membership (we distinguish three
categories: standalone firms, members of domestic groups, and members of foreign
groups), o differentiates firms according to the variable LARGE (cf. Table 3),
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p differentiates firms according to their country and r differentiates firms according
to the dominant market (cf. Table 5).

4 Results

4.1 Results of Factor Analysis and the Definition of Strategy
Variables

We apply factor analysis to variables from two sets of questions (‘chapters’) in the
CIS survey, namely “Varieties of Innovation Activities” and “Co-operation for
product and process innovation activities.” Then we use the results of the factor
analysis to define the innovation strategy indicators. Our procedure is best explained
by demonstrating how we apply it to the CIS chapter “Varieties of Innovation
Activities.” As shown in Table 6, for this chapter, three factors were extracted.4

The variables Internal R&D and Acquisition of external R&D have the highest
correlations with the first factor. On this basis, we have constructed the indicator
RD, which takes on a value of 1 for companies that have carried out internal R&D or
acquired external R&D.

Table 6 The results of the factor analysis of the varieties of innovation activities

Variable | F1 F2 F3

Internal R&D 0.4172 0.1087 0.3105

Acquisition of external R&D 0.7387 0.1156 0.1012

Acquisition of machinery, equipment and vehicles needed for
innovation purposes

0.1498 0.4093 0.1039

Acquisition of software for innovation 0.2903 0.3207 0.1987

Training (internal or external) for innovative activities 0.2109 0.5109 0.3345

Marketing for product innovations (including market research and
advertising)

0.2289 0.2189 0.6019

In-house or contracted out activities to design or alter the shape or
appearance of goods or services

0.1754 0.1217 0.6194

Other preparatory activities for product or process innovations, such
as feasibility studies, testing, software development)

0.2679 0.2356 0.4176

Note: Factors are listed in the heading of each column, and factor loadings are reported in the table.
Extraction method: principal-components analysis. Rotation method: varimax. Number of obser-
vations: 24,606 (fsee text)
Source: Community Innovation Survey 2014

4In order to determine the optimal number of factors, Kaiser’s eigenvalue-greater-than-one rule was
used (Kaiser, 1960). In order to check the robustness of this method, optimal numbers of clusters
were determined using alternative methods (see Kanyongo, 2006, for a review). The results of the
selection of the optimal number of factors turned out to be stable.

Observable Factors of Innovation Strategy: Firm Activities and Industry. . . 75



Turning to the correlations with the second factor, we define the variable “Capac-
ity Building” (abbreviated CapB), which takes on a value of 1 for firms that indicated
having engaged in at least two of the following three activities: Acquisition of
machinery, equipment and vehicles needed for innovation purposes, Acquisition of
software for innovation, Training (internal or external) for innovative activities.

As for the third factor, it correlates strongly with the “the activities to design or
alter the shape or appearance of goods or services” and with “marketing for
product innovations,” and to a lesser extent with “other preparatory activities for
product and process innovations.” Consequently, we define the variable DESIGN
which equals one if and only if the firm claimed to be engaged in at least two of the
three innovation activities.5

Next, to learn about the monitoring activities of firms, we analyze the question
about collaborating during introducing innovations. Accordingly, we define two
dummy variables.

Firstly, MARKETS, which equals 1 if and only if a firm cooperated with at least
two of the following list of potential partners:

– Other enterprises within an enterprise group.
– Suppliers of equipment, materials, components or software.
– Clients or customers.
– Competitors or other enterprises within the sector.

Next, we define the variable SCIENCE, which takes the value of 1 if an enterprise
cooperated with at least one partner from the following list:

– Consultants or commercial labs.
– Universities or other higher education institutes.
– Government, public or private research institutes.

We note that the RD vs. CapB and SCIENCE vs. MARKETS distinctions fit well
with Lundvall’s (2007) classification of innovation strategies into STI (science,
technology, and innovation) and DUI (doing, using and interacting) types. The former
is based on formal R&D activities in basic and applied scientific research and focused
on the production of explicit, codified knowledge, while the latter is more experimen-
tal and focused on the sharing and reproduction of tacit knowledge and often involves
organizational arrangements that stimulate incremental process innovation.

We note that the above results of the factor analysis are similar (though not
identical) to the results of Srholec and Verspagen (2012). However, these authors did
not define their own variables and instead used the factor values as strategic variables
in their analysis, a choice we will discuss later when we address the fit of the model.

To complete the definition of strategy variables, we take some questions directly
from the questionnaire. The dummy variable RADICAL equals 1 if and only if the

5Note that the three innovation strategy indicators roughly correspond with factors, and we utilize
each CIS question in the construction of exactly one indicator, seeking the maximum correlation
with the respective factor.
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firm has introduced innovations that were new not only to the firm but also to the
market. Moreover, we define PRODUCT and PROCESS as dummy variables equal
to 1 for firms that introduced product, and process innovations, respectively. By
analogy, ORGMARKT is a dummy that equals 1 if the firm introduced innovations
in organization or marketing.

Table 7 shows the distribution of strategic dummy variables by industry group.
Quite predictably, in the high-tech sector (EEE, CPM and KIBS), the values of RD
are considerably higher than the scores on CapB. Interestingly, however, the two
indicators have comparable averages in other industry groups, although one would
expect RD to lag behind CapB in low-tech sectors.

There seems to be a clear technology-related pattern when it comes to the
question of the types of innovation engaged in. Product innovations are relatively
more important for firms from the high-tech industries sectors than are process
innovations. Organizational innovations show a quite interesting pattern. On the
one hand, this type of innovation activity is relatively popular in services sectors, just
as the literature on service innovation suggests (see, e.g., Miles, 2007). On the other
hand, more technology-intensive manufacturing firms also include changes in the
firm organization in their innovation strategies.

The introduction of radical product innovations is a relatively rare phenomenon
(only 13% of innovating firms). What is more, it differs substantially across indus-
tries: 27–28% of high-tech manufacturing firms declared that they introduced
products new to the markets where they operate, whereas the corresponding figure
is 15% for SIM companies and only 5–6% of low-tech services.

Firms most frequently rely on information from customers and suppliers, and then
on the information from the industry, with the science sector being least likely to
serve as a source of inspiration: this percentage is particularly small for low-tech
services (SDS) and exceptionally high for the chemicals and pharmaceutical
manufacturing (CPM) and electrical and electronic equipment (EEE) groups. Note,
however, that the EEE group scores the highest on all three “monitoring” variables.

Table 7 The elements of innovation strategies employed by industry groups

KIBS NIS PhIS SIM SDM SDS CPM EEE MRIS ALL

RD 0.56 0.38 0.14 0.45 0.33 0.17 0.71 0.64 0.32 0.37

CapB 0.58 0.70 0.63 0.62 0.67 0.58 0.49 0.60 0.69 0.62

DESIGN 0.86 0.86 0.92 0.84 0.87 0.90 0.84 0.83 0.89 0.87

PRODUCT 0.34 0.26 0.09 0.25 0.20 0.11 0.46 0.44 0.15 0.22

PROCESS 0.27 0.27 0.14 0.27 0.20 0.14 0.39 0.33 0.15 0.22

ORGMARKT 0.40 0.42 0.22 0.30 0.27 0.26 0.49 0.40 0.24 0.30

RADICAL 0.23 0.12 0.05 0.15 0.11 0.07 0.27 0.27 0.09 0.13

SCIENCE 0.15 0.09 0.17 0.11 0.12 0.08 0.12 0.06 0.05 0.10

MARKETS 0.10 0.09 0.03 0.07 0.04 0.02 0.12 0.10 0.03 0.06

Numbers in the table are fractions of the number of firms in the sample for whom the dummy
variable equals 1, weighted by the inverse of the country shares. For the explanation of the
abbreviations, see Sects. 2.2, 3.1 and 4.1. The number of observations is 24,606 (see text).
Source: Community Innovation Survey 2014
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4.2 Observable External and Internal Factors of Innovation
Strategies

The results of the analysis of the factors of innovation strategies are presented in
Tables 8 and 9, where we report the marginal effects (the estimation of the coeffi-
cients of the respective models (1a)-(1b) and (3a)-(3b) are presented in Tables 15 and
16 in Appendix). It is evident that large firms are more likely to innovate and to have
higher values of our strategy variables: the effect is strongest for SCIENCE and
PROCESS, and the only exception is DESIGN. Being a member of domestic groups
increases the probability of R&D activities by almost 15%, while for foreign groups,
this is only 5%, and the pattern is very similar to SCIENCE. The members of
domestic and foreign groups of companies differ even more with respect to their
focus on design and marketing innovations: the former are 10% more likely to
implement them than the base group, while the latter are 9% less likely to do
so. Finally, we note that the industry effects are considerable and have the expected
signs, and the same can be said about the variables describing firms’ markets. In
particular, selling outside the EU marks the most innovative companies.

It should be stressed that the above exercise was about the relative importance of
internal and external factors. However, we still would like to answer the question, to
what extent the observable factors available in the CIS dataset can “explain” the
innovation strategies as defined in this paper. We now turn to this problem.

Table 8 Marginal effects of
the factors explaining whether
firms engage in innovation
activities: probit model (1)

IN

LARGE 0.202

group_DOM 0.090

group_FDI 0.076

KIBS 0.054

CPM 0.225

EEE 0.119

MRIS �0.034

NIS �0.011

PhIS �0.125

SDS �0.090

SDM �0.041

market_LOC �0.053

market_EU 0.104

market_OTH 0.104

V-3 �0.163

NEW_EU �0.301

MED �0.193

BALT �0.211

Note: the number of observations is 84,352. German or Norwe-
gian SIM firms that are not members of a group and whose
principal market is the national marker are the base category
Source: Community Innovation Survey 2014
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4.3 Can Observable Factors “Explain” Innovation
Strategies?

Table 12 shows three measures of the percentage of correct predictions for both
models (i.e. (1a)-(1b) and (3a)-(3b)). The overall percentage of correct predictions is
between 69% and 85%, which indicates a high degree of predictive power. Impor-
tantly, the model tends to predict correctly both “ones” (the Sensitivity column) and
“zeros” (the Specificity column): the variables that consistently tend to be the
best-predicted ones are SCIENCE, MARKETS and RADICAL. Thus, judging
from the criterion of correct predictions, it seems that although the fit of the model
is far from perfect, we are able to “explain” innovation strategies to a considerable
extent.

Can this optimism be sustained if we perform an analysis of variance similar to
that carried out by Srholec and Verspagen? In fact, our results for the bulk of the
variance in the factors extracted in the first step of our study, while the observable
factors play a minor role (Table 13).

Table 10 The role of explanatory variables: the probit selection model

Model FCP
Drop in explanatory
power (DROPv)

Relative
importance
(RIv)

Basic model 0.69 – –

GROUP_DOM and GROUP_FDI omitted 0.57 0.17 0.26

SIZE omitted 0.68 0.01 0.02

market_LOC, market_DOM, market_EU,
and market_OTH omited

0.51 0.26 0.38

Industry group dummies omitted 0.64 0.07 0.11

Country dummies omitted 0.58 0.16 0.23

Note: For the definition of indicators see Sect. 3.2 and formulae (4a)-(4b)
Source: Community Innovation Survey 2014

Table 11 The role of explanatory variables: the multivariate probit model of innovation strategy

Model FCP
Drop in explanatory
power (DROPv)

Relative
importance
(RIv)

Basic model 0.78 – –

GROUP_DOM and GROUP_FDI
omitted

0.72 0.08 0.12

LARGE omitted 0.72 0.08 0.12

market_LOC, market_DOM,
market_EU, and market_OTH omited

0.70 0.10 0.16

Industry group dummies omitted 0.64 0.18 0.28

Country dummies omitted 0.62 0.20 0.32

Note: For the definition of indicators see Sect. 3.2
Source: Community Innovation Survey 2014
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So, why does the ANOVA suggest that observable factors account for a small
portion of the variance in firms’ innovation strategies, while our model can predict
innovation strategies quite well using precisely these factors? We believe there are at
least four reasons behind this discrepancy, and which make our model more fit for
purpose in assessing the weight of observable factors in explaining innovation
strategy.

First, in our approach, we directly address the sample selection bias by employing
the Heckman procedure (in fact, an alternative probit model that did not control for
sample selection proved to be a much worse predictor than models (1a)-(3b)6).
Second, our econometric framework makes it possible to differentiate between
factors that affect innovation strategies more strongly and those whose effects are
less important. Thirdly, by estimating the multivariate probit model, we account for
the possible correlation among the error terms, which contributes to more accurate
predictions. Finally, note that our econometric model and the analysis of variance (7)
differ with regard to dependent variables: while the former uses relatively simple,

Table 12 The percentages of correct predictions for the model (1)–(4)

Percentage of correctly
predicted units (%) Sensitivity (%) Specificity (%)

IN 69 75 65

RD 72 86 56

CapB 83 88 63

DESIGN 71 53 87

SCIENCE 84 70 86

MARKETS 80 73 81

RADICAL 76 72 78

ORGMARKT 74 55 79

PRODUCT 70 67 72

PROCESS 71 68 73

Note: “Sensitivity” is the probability that the prediction equals 1 conditioned on the variable being
equal to 1. “Specificity” is the probability that the prediction equals 0 conditioned on the variable
being equal to 0. The prediction is regarded as correct if the probability of a given result is at least as
high as the observed probability
Source: Community Innovation Survey 2014

Table 13 Analysis of variance

Country Industry Size Group Market Firm

F1 11.25% 7.23% 3.78% 1.35% 2.34% 74.05%

F2 10.79% 3.45% 0.23% 0.98% 0.75% 83.80%

F3 5.68% 4.50% 0.26% 1.05% 0.93% 87.58%

Source: Community Innovation Survey 2014

6Results of this alternative estimation are available on request.
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CIS-based indicators, the latter applies the factor values. It might be the case that,
since the factor values depend on all the questions from the respective CIS “chap-
ters” (cf. Tables 5 and 6), these variables show more variation that is hard to explain
by observable factors. (We illustrate the latter point by an example. Suppose there
are two companies that both engage in internal R&D activities but differ with respect
to some other “varieties of innovation activities,” say, marketing for product inno-
vations (cf. Table 6). Their values of the RD variable are obviously the same, while
their respective values of the factor F1 are different.).

5 Conclusions

With this paper, we hope to have contributed to research on the role that factors
external and internal to the firm play in its innovation strategy. We applied a number
of statistical techniques to the firm-level data from the 2014 edition of the Commu-
nity Innovation Survey. While we build on previous work in the field, our empirical
approach is novel in that we address the selection problem in the analysis of
strategies, and we use the measures of fit to assess the relative role of various factors
in formulating the innovation strategies.

We found that the external factors, such as the country and the industry in which
the company operates, play a smaller role than internal factors in the decision
whether to innovate or not, but they are more important in the choice of the specific
strategy (e.g., based on R&D or capacity building).

In general, we have demonstrated that, if innovation strategies are measured in a
relatively simple way, then the observable factors are able to explain innovation
strategies quite satisfactorily. While we certainly would not wish to dismiss the
heterogeneity in firms’ R&D behavior, we do believe our results imply that it is
important for innovation policy debates to continue to be informed by the body of
work on national and sectoral innovation systems.

If this is so, we believe the future research agenda on national and sectoral
systems of innovation should move from the descriptive approach that has tended
to characterize much work in this area to a more analytical and comparative one.
What has been seen as a framework should become a method. To accomplish this, it
will be necessary to build tools for capturing the characteristics of systems in ways
that facilitate comparison. We agree with the call by Srholec and Verspagen (2012)
for more work on disentangling sectoral and national effects from heterogeneous
behavior within sectors and countries, for example, by employing data aggregated at
lower levels of NACE classification. Recent work by Radosevic and Yoruk (2013,
2018) provides examples of how quantitative techniques can be developed that allow
for comparisons across countries (and, by extension, sectors).
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Appendix

Table 14 Composition of the sample by NACE industries and the attribution to taxonomy groups

NACE groups Frequency taxonomy group

10–12 0.08 Supplier-dominated manufacturing (SDM)

13–15 0.06 Supplier-dominated manufacturing (SDM)

16–17 0.04 Supplier-dominated manufacturing (SDM)

18 0.02 Supplier-dominated manufacturing (SDM)

19–21 0.03 Chemicals and pharmaceutical manufacturing (CPM)

22–23 0.06 Scale-intensive manufacturing (SIM)

24–25 0.07 Scale-intensive manufacturing (SIM)

26–28 0.08 Electrical and electronic equipment (EEE)

29–30 0.03 Scale-intensive manufacturing (SIM)

31–32 0.04 Supplier-dominated manufacturing (SDM)

33 0.02 Miscellaneous repair and installation services (MRIS)

45–47 0.16 Supplier-dominated services (SDS)

49–51 0.06 Physical infrastructure services (PhIS)

52–53 0.03 Physical infrastructure services (PhIS)

55–56 0.02 Supplier-dominated services (SDS)

58–63 0.08 Knowledge-intensive business services (KIBS)

64–66 0.03 Network-intensive services (NIS)

68 0.00 Physical infrastructure services (PhIS)

69–75 0.07 Knowledge-intensive business services (KIBS)

77–82 0.02 Physical infrastructure services (PhIS)

Source: Community Innovation Survey 2014

Table 15 Estimates of the
parameters of the model
explaining whether firms
engage in innovation activi-
ties: probit model (1)

Explanatory variable IN

LARGE 0.695***

group_DOM 0.310***

group_FDI 0.260***

KIBS 0.184***

CPM 0.776***

EEE 0.409***

MRIS �0.118***

NIS �0.079***

PhIS �0.432***

SDS �0.311***

SDM �0.022**

market_LOC �0.183***

market_EU 0.359***

market_OTH 0.359***

V-3 �0.559***

NEW_EU �1.034***

MED 0.162***

BALT �0.727***

Source: Community Innovation Survey 2014
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The Value of Industry Studies: Impact
of Luigi Orsenigo’s Legacy on the Field
of Innovation and Industry Evolution

Junguo Shi and Bert M. Sadowski

Abstract New solutions in artificial intelligence and machine learning require
researchers to study, in greater depth, the nature, and dynamics of emerging indus-
tries like biotechnology or pharmaceuticals. With his pioneering work, Luigi
Orsenigo has demonstrated, in great detail, how new technologies create technolog-
ical opportunities, change appropriability conditions, and cumulativeness in these
emerging industries. Rooted in the evolutionary economics tradition, this approach
is better suited in explaining the patterns of innovation, technological change, and
the growth in very dynamic industries. In this context, our article reviews the
evidence of Luigi Orsenigo’s contribution to the economics of innovation, to the
tradition of history-friendly models, and to the discussion on the sectoral system of
innovation. It concludes by pointing at some unresolved questions in these traditions
and new fruitful alleys for future researchers.

Keywords Innovation · Industrial dynamics · Neo-Schumpeterian · History-
friendly model · Sectoral system of innovation

1 Introduction

With the emergence of artificial intelligence (AI) and machine learning (ML), a
renewed interest has surfaced in studying the nature and the dynamics of growth of
firms in the biotechnology and pharmaceutical industry (Buvailo, 2018). This
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interest in the role of AI- and ML-driven solutions in early-stage drug discovery has
not only been vital for understanding the market entry of small firms but also the
growth patterns of large conglomerates in the industry. This explains the onset of a
renaissance of ideas originally developed by Luigi Orsenigo 20 years earlier. His
pioneering research on the pharmaceutical and biotechnology industry has shed
some new light on the field of economics of innovation and technological change
by linking emerging technological opportunities to industrial dynamics while exam-
ining the effects of science and technology policy, industry–university relations as
well as firm collaborations on these processes. In contrast to the neoclassical
economic literature, his research was focused on studying the nature of emerging
technologies, the role of market structure, the degree of industry concentration, and
the function of government intervention in explaining the growth of industries. This
renewed interest has also been echoed by newly established research centers in Asia,
where researchers utilized these ideas to create a better understanding of these
dynamic industries.

During his scientific career, Luigi Orsenigo has undertaken a number of in-depth
empirical industry studies that were outstanding in terms of originality and variety of
themes ranging from analyzing the nature of biotechnology in order to develop
micro-foundations of the emerging industry, from linking the role of intellectual
property rights to the concepts of national and sectoral systems of innovation (Dosi
& Malerba, 2018). He developed an in-depth understanding of the technology,
which allowed him to provide a sound empirical basis for new theoretical insights.
In the following, we examine quantitively how this research has diffused throughout
the international academic community and attracted, in particular, in Asia increasing
attention. The ideas and concepts were vital in stimulating new insights in the
economics of innovation and technological change by developing new frameworks
to (a) study industrial dynamics, in particular, in the biotechnology and pharmaceu-
tical industry; (b) model industrial change in a history friendly manner; and (c) study
processes of innovation and technological change on a sectoral level.1

2 The contribution of Luigi Orsenigo’s research

2.1 General statistics

In this paper, we mainly use the original 40 papers published by Luigi Orsenigo in
renowned journals as our research sample. We find 2024 papers citing Luigi
Orsenigo’s publications in both Scopus and WOS systems, which are distributed
across 560 journals (with self-citation excluded). Figure 1 presents a sharp increase

1In Luigi Orsenigo’s lifelong academic research, he developed theory and methodologies with his
co-authors. We use the term legacy to discuss his contribution to the academy through the joint
works.
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in citation during the past two decades. Using indicators like a total number of
papers, total citations, g-index, and h-index, we found 30 journals which are
intensely citing Luigi Orsenigo’s publications and received high citations (see
Table 1).

We cluster these 30 journals into the following categories: (1) The most
influenced area is (Neo-)Schumpeterian related research journals, namely Research
Policy, Industrial and Corporate Change, Journal of Evolutionary Economics,
Economics of Innovation and New Technology, Small Business Economics, and
Structural Change and Economic Dynamics. These journals mainly publish papers
related to innovation studies that intensely explore Schumpeterian ideas. This is
consistent with Luigi Orsenigo’s research contribution in the Neo-Schumpeterian
tradition. In addition, Cambridge Journal of Economics is a journal that welcomes
contributions from heterodox economics. (2) The second cluster shows journals
related to broadly innovation studies, namely Technovation, Technological Fore-
casting and Social Change, International Journal of Technology Management,
Science and Public Policy, Technology Analysis and Strategic Management, R&D
Management, and Journal of Technology Transfer. These journals deal with issues
related to innovation studies. Different from cluster (1), it is not necessary to develop
a theory falling in Schumpeterian economics tradition. They focus more on man-
agement issues related to innovation. (3) Geography-based fields, like Regional
Studies, Entrepreneurship and Regional Development, and Journal of Economic
Geography. Papers published in these journals are mainly fall into the so-called
Evolutionary Economic Geography which can be regarded as one branch of
Neo-Schumpeterian tradition. (4) Environmental related journals, namely Ecologi-
cal Economics, Journal of Cleaner Production, Environmental Innovation and

Fig. 1 Growth of papers citing Luigi Orsenigo’s publication
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Societal Transitions. This is an emerging field in Neo-Schumpeterian studies in
recent years. This means our society needs more and more innovation to address the
current environmental challenges. With the development of manufacturing in Asian
economies, environmental problems like acid rain, air pollution, urban sprawl, waste
disposal, water pollution, and climate change are received wide concern. It needs to

Table 1 Influenced journals citing Luigi Orsenigo’s publication

Journal name
Total
papers

Total
citations g-index h-index

Research Policy 178 13,053 112 60

Industrial and Corporate Change 126 5539 72 39

Journal of Evolutionary Economics 92 2166 44 26

Technovation 47 1892 43 23

Economics of Innovation and New
Technology

66 1316 35 20

Technological Forecasting and Social Change 78 1352 34 21

Small Business Economics 43 1149 33 19

Industry and Innovation 44 832 28 14

Regional Studies 27 971 27 11

Cambridge Journal of Economics 25 1253 25 16

International Journal of Technology
Management

26 569 23 8

Strategic Management Journal 19 3980 19 14

Structural Change and Economic Dynamics 31 406 19 11

Science and Public Policy 22 342 18 11

Technology Analysis and Strategic
Management

34 370 18 10

European Planning Studies 26 363 18 9

R and D Management 20 315 17 9

Organization Science 15 1832 15 12

Scientometrics 17 234 15 9

Journal of Technology Transfer 14 169 13 5

Ecological Economics 12 419 12 10

Entrepreneurship and Regional Development 11 142 11 7

Journal of Cleaner Production 11 145 11 6

International Journal of Industrial
Organization

10 586 10 8

Journal of Economic Geography 9 1289 9 7

Journal of Economic Behavior and
Organization

9 124 9 6

Environmental Innovation and Societal
Transitions

9 157 9 5

Applied Economics 9 95 9 3

Organization Studies 8 400 8 7

Review of Industrial Organization 8 117 8 6
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be addressed by the new advanced technologies, like green ICTs, AI, and
MI. (5) Industrial organization clusters, like International Journal of Industrial
Organization, Journal of Economic Behavior and Organization, Review of Indus-
trial Organization, and other related journals like Applied Economics, Organization
Science, and Organization Studies. This reflects the application of the theory of
Sector Innovation Systems (one of the contribution by Luigi Orsenigo) into main-
stream economics journals.

We also calculate the author distribution in each region citing Luigi Orsenigo’s
publications. We map this result in Table 2. In general, the authors are mainly from
European and north American areas. In Europe, Italy, the United Kingdom, Neth-
erlands, Germany, France, Spain, Sweden, and Demark, count for almost 60% of the
papers. Several well-known research institutes like SPRU, UNU-MERIT, LEM,
ECIS, IKE, are in these areas, and united cooperated by some projects like ISS,
GLOBELICS, DRUID, EUSPRI, or DIME. Asia, Latin America, and Australia are
emerging regions for Luigi Orsenigo’s research, particularly in China and Korea.

In the following, we will discuss Luigi Orsenigo’s main contributions and raise
some prospects in each aspect.

2.2 Economics of Innovation and Technological Change
in the Biotechnology and Pharmaceutical Industry

In order to explain the dynamics of industrial innovation in the pharmaceutical and
biotechnology sector, Luigi Orsenigo examined the institutions and market structure
by studying in great detail the network of emerging small firms and their interaction
with large companies in the industry (Orsenigo, 1989a). In his thesis, he further
developed the economics of innovation and technology change by using concepts
like technological opportunities, regimes, learning, market selection, institutions to
explain the industrial dynamics in the industry. By using the development of
biotechnology as a benchmark, he demonstrated that the nature of biotechnology
and the patterns of industrial innovative activities in this emerging industry are
interrelated. He showed, in addition, why the role of technological regimes, scientific
advances, industry–university relationships, government and public policies have to
be considered in order to explain industrial dynamics in the biotechnology sector.
These key variables he used later to develop the concept of sectoral systems of
innovation. His in-depth understanding of the technology and the industry enabled
him to provide ample evidence for his propositions. This empirical basis generated a
solid foundation for his follow-up research on the biotechnology industry and
allowed him to develop new insights into the economics of innovation and techno-
logical change. By leaning on his extensive network of colleagues, he received
valuable suggestions to further improve his ideas and encouragement for a wider
popularization of his insights.
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In his follow-up research, Luigi Orsenigo devoted his energy in developing a
better understanding of the nature of biotechnology and of processes of convergence
between the biotechnology and pharmaceutical industry by examining, in particular,
the dynamics of firm collaboration (Barbanti et al., 1999; Orsenigo et al., 1998,
2001), differential processes of innovation and industry evolution (Malerba &
Orsenigo, 2002), the role of technological regimes (Garavaglia et al., 2012) and
innovation policies (Rosiello & Orsenigo, 2008). As a result, several books and book
chapters edited by Luigi Orsenigo appeared focusing on economics of innovation
and technological change in the biotechnology and pharmaceutical industry such as
The Economics of Biotechnology (McKelvey & Orsenigo, 2006), and The Emer-
gence of Biotechnology. Institutions and Markets in Industrial Innovation
(Orsenigo, 1989b). Due to his original way of thinking in this field, he was invited
as editor of special issues in academic journals like the International Journal of
Biotechnology.

As the development of biotechnology increasingly generates technological
opportunities for a variety of sectors as well as provides already a significant
contribution to economic output (OECD, 2009), topics addressed by Luigi Orsenigo
like technological regimes, university–industry linkage, IPR, innovation policy are
still fundamental in understanding the dynamics in the industry. In addition, there are
new themes like catching up for emerging country firms or convergence among
different technological areas in biotechnology which research still needs to address.
His techno-economic understanding of the evolution of biotechnology and the
pharmaceutical industry has been central to his way to study innovation and indus-
trial evolution in greater detail not only in terms of methodology but also in the way
it spurred theory development. In the following, we discuss his contribution to
methodology, in particular to the development of history-friendly models (HFMs),
and the concept of Sectoral System of Innovation (SSI).

2.3 Impact on History Friendly Model Development

With Luigi Orsenigo, research in the evolutionary theory tradition has taken agent-
based simulation models (ABMs) to a new level by including history-based details
into account in formal complex modelling exercises. As complexity has been at the
heart of modern adaptive and dynamic economic systems (Tesfatsion, 2001), sim-
ulations provided researchers with tools to translate complex economic relationships
of agents and their interactions into economic models. In order to explore the
complexity of industrial dynamics, ABMs have been a suitable option available to
economists to undertake such complex analysis (Garavaglia, 2010). As ABMs have
been considered as a convenient way of exploring evolution in economics, these
models have been criticized as limited in their explanatory power (see Yoon and Lee
(2009) for a detailed review). As a result, a search process for more elaborated
methodologies for ABMs started driven by two different, but complementary theo-
retical traditions. One tradition, e.g., Silverberg et al. (1988), Bottazzi et al. (2001),
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Winter et al. (2000), Fagiolo and Dosi (2003) and Dosi et al. (2006), focused on
more general models to explore fundamental principles of evolutionary economics,
explaining as many observed phenomena as possible with as few assumptions as
possible. In this tradition, more general models were developed that had the potential
to cover areas of neoclassical economics like the business cycle or economic growth
theories, in more realistic ways. These models were aimed at providing more
fundamental results to evolutionary economics (Orsenigo, 2007). A second theoret-
ical tradition, in contrast, was aimed at studying the evolution of industries in greater
detail. In this tradition, Luigi Orsenigo and his colleagues developed a family of the
HFMs focusing on the evolution of industries and on “stylized” facts that have been
identified and examined by historical analyses and case studies in order to add
history-based details to the formal representation (Malerba et al., 1999).

The “stylized” facts in HFMs that are included in ABM are derived from
qualitative theories about mechanisms and factors affecting innovation and industry
evolution. These mechanisms and factors are generated based on empirical research
in industrial organization, business strategy and organization, and by analyzing
histories of industries. The objective in using these “stylized” facts is to link
empirical evidence to stand-alone simulation models in order to generate new
insights into formal theory. In this respect, HFMs are aimed at exploring whether
particular mechanisms and forces built into the model can generate (explain) the
patterns predicted. The model building in the HFMs tradition is guided by verbal
explanations and appreciative theorizing.

As a variety of models have been developed for different industries in a history-
friendly fashion, the challenge for Luigi Orsenigo was to generate some more
general determinants of industry development. Comparisons between different
models became a way forward to generate new and more general hypotheses
about the factors shaping the interactions between technological change and indus-
trial evolution. Almost two decades have passed between the first HFM (Malerba
et al., 1999) and later HFMs focusing on a greater variety of industries. Luigi
Orsenigo and his colleagues developed different history-friendly models focusing
on the evolution of three industries: computers, semiconductors, and pharmaceuti-
cals (Malerba et al., 2016). As a result of their analysis, they were able to generate a
new HFM style of analysis that combined the investigation of technological progress
and its relationships with competition and the evolution of industry structures. Based
on their joint effort to develop this methodology, they won the prestigious
Schumpeter Prize from the International Joseph A. Schumpeterian Society in 2012.

In comparing these three industries, Luigi Orsenigo and his colleagues were able
to use several topics and factors to explain industrial dynamics, like the role of
segmented demand, user–producer interaction, public policy, entry and the dynam-
ics of concentration, IPR, technological regimes, vertical structure of production,
and market selection. Table 3 lists the main HFMs publications written by Luigi
Orsenigo with his colleagues.

Luigi Orsenigo’s work has been influential for the analysis of other industries like
the synthetic dye industry (Brenner & Murmann, 2003) or the DRAM industry (Kim
& Lee, 2003) and to explore new topics, e.g., product portfolio (Mäkinen & Vilkko,
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Table 3 The main HFMs publications by Orsenigo

Author(s) Title Journal industry year

Malerba, F.,
Nelson, R.,
Orsenigo,
L. and Winter,
S.

‘History-friendly’
models of industry evo-
lution: the computer
industry

Industrial and Corporate
Change

Computer 1999

Malerba, F.,
Nelson, R.,
Orsenigo,
L. and Winter,
S.

Competition and indus-
trial policies in a ‘history
friendly’ model of the
evolution of the com-
puter industry

International Journal of
Industrial Organization

Computer 2001

Malerba, F.,
Nelson, R.,
Orsenigo,
L. and Winter,
S

Product Diversification
in a “History-Friendly
Model of the Evolution
of the Computer Industry

in E. Larsen and A. Lomi
(eds.), “Simulating orga-
nizational societies.”,
Cambridge (Ma.), MIT
Press

Computer 2001

Malerba,
F. and
Orsenigo, L.

Innovation and market
structure in the dynamics
of the pharmaceutical
industry and biotechnol-
ogy: towards a history-
friendly model.

Industrial and Corporate
Change

Pharmaceutical
&
Biotechnology

2002

Malerba, F.,
Nelson, R.,
Orsenigo,
L. and Winter,
S. G.

Firm Capabilities, Com-
petition and Industrial
Policies in a History-
Friendly Model of the
Computer Industry

in C. Helfat (ed.) “The
SMS Blackwell Hand-
book of Organizational
Capabilities. Emergence,
Development and
Change”, Blackwell,
Oxford

Computer
Industry

2003

Garavaglia,
C., Malerba,
F., Orsenigo,
L. and
Pezzoni, M.

Entry, Market Structure
and Innovation in a
History-Friendly Model
of the Evolution of the
Pharmaceutical Industry

in G. Dosi and
M. Mazzuccato (eds.),
Knowledge Accumula-
tion and Industry Evolu-
tion. The Case of
Pharma-Biotech”, Cam-
bridge University Press

Pharmaceutical
Industry

2006

Malerba, F.,
Nelson, R.,
Orsenigo,
L. and Winter,
S.

Demand, Innovation and
the Dynamics of Market
Structure: the Role of
Experimental Users and
Diverse Preferences

Journal of Evolutionary
Economics

Computer
Industry

2007

Malerba, F.,
Nelson, R.,
Orsenigo,
L. and Winter,
S.

Public policies and
changing boundaries of
firms in a “history-
friendly” model of the
co-evolution of the com-
puter and semiconductor
industries

Journal of Economic
Behavior &
Organization

Computer &
semiconductor

2008

Malerba, F.,
Nelson, R.,

Vertical integration and
disintegration of

Industrial and Corporate
Change

Computer &
semiconductor

2008

(continued)
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2014), the dynamics and evolution of technologies (Fontana et al., 2008), successive
changes in industrial leadership (Fontana & Zirulia, 2015; Landini et al., 2017; Yu
et al., 2020) and the evolution of National Innovation Systems (Yoon, 2009). In
addition to analysis on the micro and meso levels, HFMs have recently been used to
analyze at macro level, e.g., to study catch-up of a latecomer with an incumbent
country (Landini & Malerba, 2017). There still is some work to be done in this area
to follow Luigi Orsenigo’s style of HFM modelling (Malerba, 2011; Garavaglia,
2010; Yoon & Lee, 2009). First of all, more industries should be considered that are
quite different compared to the already examined one’s (such as business service
industries or agro-food environmental friendly industries) in order to model the
specificities and dynamics of these industries. Secondly, a stronger focus should
be on deriving factors affecting technological change, the dynamics of market
structure, industrial leadership, the vertical and horizontal structure of production,
and the division of innovative labor in industries. In this context, the work on
selection and on the role of institutions will become more important. These more
“general models” can be considered as the second generation of ABMs adopting
HFM frameworks. Finally, it would be interesting to study “future counterfactuals,”
in which the researcher investigates potential future conditions that could lead to
different outcomes. This prospect is highly ambitious but it may contribute to
stimulating a debate about the normative role of simulation models in economics
(Garavaglia, 2010).

2.4 Sectoral Systems of Innovation

The development of the concept of sectoral systems of innovation provided in
evolutionary economics a new framework for examining factors that affect

Table 3 (continued)

Author(s) Title Journal industry year

Orsenigo,
L. and Winter,
S.

computer firms: a
history-friendly model of
the coevolution of the
computer and semicon-
ductor industries

Garavaglia,
C., Malerba,
F., Orsenigo,
L. and
Pezzoni, M.

Technological regimes
and demand structure in
the evolution of the
pharmaceutical industry

Journal of Evolutionary
Economics

Pharmaceutical
industry

2012

Garavaglia,
C., Malerba,
F., Orsenigo,
L. and
Pezzoni, M.

Innovation and Market
Structure in Pharmaceu-
ticals: An Econometric
Analysis on Simulated
Data

Jahrbücher für
Nationalökonomie und
Statistik

Pharmaceutical
industry

2014
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innovation in sectors that are based on three building blocks: knowledge and
technologies, actors and networks, and institutions (Malerba, 2005). Luigi Orsenigo
explored these factors further in greater detail during his academic career. The idea
that knowledge is of crucial importance for the performance and growth of firms,
regions, and countries became in recent years widely acknowledged in the literature
(Nelson, 1982). As a result, research has increasingly focused on the question of how
knowledge can be characterized and what is the impact of knowledge on the
economy. This led to a number of studies focusing on a better conceptualization of
knowledge, its relevant dimensions and economic consequences as well as the
mechanisms through which knowledge leads to greater economic welfare (Malerba
& Orsenigo, 2000). An important area of research has been on tacit and codified
knowledge (Nelson & Winter, 1982). By using a distinction between tacit and
codified knowledge, the literature has been increasingly recognized that the concept
of knowledge is more complex and multifaceted. Thus, the types and forms of
knowledge are likely to exert in quite different ways effects on the organization of
economic activities, productivity, and the overall rates of the technological and
economic process. Malerba and Orsenigo (2000) argued that the distinction between
tacit and codified knowledge constitutes only a part of the categorization of the
dimensions of knowledge relevant to an understanding of innovative activities of
firms and the evolution of industries. They further identified other main dimensions
of knowledge that are relevant for an understanding of a firms’ innovation processes
and the evolution of industries. The authors emphasized, in addition, the relevance of
competencies and some further properties of knowledge, like technological regimes,
different domains of knowledge (in terms of technology, demand, and applications),
and knowledge complementarities (and the related issues of coordination and the
integration of these complementarities).

Luigi Orsenigo proposed that there are persistence and heterogeneity of innova-
tive activities at the firm level determining patterns of technological change in
different industries as well as countries. In their paper, Malerba et al. (1997)
computed indicators of persistence and heterogeneity using the OTAF-SPRU patent
database at the firm level for five European countries over the period 1969–1986 for
33 technological classes to answer the following questions, i.e., are persistence and
heterogeneity associated with higher degrees of concentration in innovative activi-
ties, stability in the ranking of innovators, and lower degrees of entry and exit in the
population of innovators? Or, do the patterns of innovation depend on other vari-
ables like firm size and industrial concentration? Moreover, they focused on the
question of what are the relationships between the patterns of innovative activities,
their determinants, and the technological specialization of countries. The results of
their analysis show that persistence and asymmetries are important (and strongly
related) phenomena that affect the patterns of innovative activities across countries
and sectors, while the role of market structure variables is less clear. Furthermore,
international technological specialization is associated with the competitive core of
persistent innovation. In Cefis and Orsenigo (2001), the authors further examine the
persistence of innovative activities at the firm level from a comparative perspective
by using a new data set composed of panel data for France, Germany, Italy, the UK,
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Japan, and the USA. Using a transition probability matrix approach, they found
empirical evidence for the existence of persistence in innovative activities. However,
the significance of these results was not very high at the aggregate level and there
were signs that persistence was declining over time. However, both innovators and
non-innovators had a high probability to remain at their positions and persistent
innovators were responsible for a disproportionately high share of innovative activ-
ities. In this context, the authors showed that persistence in innovative activities is
rather strong. The observed trends could be found in all countries in the sample, even
there were also some country-specific properties of these processes. In addition, the
authors found that there was heterogeneity across industries and with respect to firm
size. Furthermore, intersectoral differences were invariant across countries,
suggesting that persistence is (at least partly) a technology-specific variable. Persis-
tence tends to increase with firm size, but the relationship between firms’ size and
persistence is strongly country specific.

By using empirical data, Malerba and Orsenigo (1995) demonstrated that
Schumpeterian patterns of innovation are technology-specific and are related to
specific technological regimes. Their empirical analysis based on patent data from
four countries found that patterns of innovation activities differ systematically across
technological classes, while remarkable similarities emerge across countries for each
technological class. These results strongly suggested that “technological impera-
tives” and technology-specific factors (which are closely linked to technological
regimes) play a major role in determining the patterns of innovative activities across
countries. In a later study, Malerba and Orsenigo (1996) investigated—based on
patent data of 49 technological classes from six countries—these patterns of inno-
vation activities at technological and country levels in greater detail. In this paper,
two groups of technological classes were identified: “Schumpeter Mark I” and
“Schumpeter Mark II.” These innovative activities in these two groups were struc-
tured and organized in a different way. The first group was characterized by a
widening pattern in which the concentration of innovative activities was low,
innovators were small, the stability in the ranking of innovators was low and the
entry of new innovators was high. The second group represented a deepening pattern
in which concentration of innovative activities was higher than in the first group,
innovators were larger in terms of size, there was more stability in the ranking of
innovators, and the rate of entry was lower. The first group composed of mechanical
technologies and traditional sectors, while the latter group included chemicals and
electronics. These results suggested that technology-related factors (such as techno-
logical regimes, defined in terms of conditions of technological opportunity,
appropriability, cumulativeness, and properties of the knowledge base) play a
major role in determining the specific patterns of innovative activities of a techno-
logical class across countries. Within these constraints, country-specific factors
introduce variances across countries in the pattern of innovative activities for a
specific technological class. In addition, the authors also examined the relationships
between specific features of the patterns of innovative activities and international
technological specialization. Technological advantages appear in general to be
linked to higher degrees of asymmetries among innovators, higher stability of the
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ranking of innovators, smaller economic size of the innovating firms, and lower
entry rates of new innovators. These relationships, however, are across the two
groups of technological classes. In the Schumpeter Mark I (widening) technological
classes, international technological specialization was associated with relatively
higher degrees of asymmetries among innovators and entry of new innovators
(as well as smaller firm size) while in the Schumpeter II (deepening) technological
classes, international technological specialization was linked to the existence of a
stable but competitive core of persistent innovators. To further confirm these con-
clusions, Luigi Orsenigo conducted additional studies using other databases to
further characterize technological regimes and Schumpeterian patterns of innovation
(Breschi et al., 2000; Malerba & Orsenigo, 1996, 1997). In focusing on the relation-
ship between technological regimes and patterns of innovative activities, he studied,
in addition, how technological regimes influence industrial evolution (Dosi et al.,
1994, 1995, 1997; Malerba & Orsenigo, 1999). Earlier studies had already revealed
the effects of more specific determinants of technological regimes on firm behavior
(Malerba & Orsenigo, 1993).

In their 2013 article, Luigi Orsenigo and his co-authors examined the moderating
role of demand and technological regimes in shaping the relationship between
consumers switching costs and first-mover advantage (Capone et al., 2013). Their
research results showed that the extent to which switching costs can be an effective
mechanism in generating first-mover advantage depends on demand regimes, i.e.,
whether demand is homogeneous or fragmented. The dimensions of technological
regimes do not matter when demand is homogenous. However, in the case of
fragmented demand, these regimes can be key determinants of the existence of
advantages for early movers.

Luigi Orsenigo found some exceptional cases that did not follow the general role
of technological regimes and industrial dynamics. The pharmaceutical industry—
one of Luigi Orsenigo’s favorite study subjects—represented such an exception. The
pharmaceutical industry has been described as a sector characterized by high R&D
and marketing expenditure. These characteristics would suggest that—as a first
approximation—the industry should be characterized by a high degree of concen-
tration. However, the concentration has been consistently lower over the whole
history of the growth of the industry. Furthermore, competition in the industry
does not occur among many small (relative to the market) firms of approximately
similar size. Rather, the industry is largely dominated by a core of innovative firms
which have remained quite small and stable for a prolonged period of time. To
understand the structure and dynamics in the industry, Luigi Orsenigo had to delve
deeper into the analysis of the determinants by developing a modified version of his
previous “history-friendly” model of the evolution of the pharmaceutical industry
(Malerba & Orsenigo, 2002; Garavaglia et al., 2012). The simulation results
presented in the paper in 2012 (Garavaglia et al., 2012) demonstrated that techno-
logical regimes remain the fundamental determinants of the patterns of innovation.
Furthermore, the authors showed that the demand structure played a crucial role in
preventing the emergence of concentration through a partially endogenous process
of discovery of new submarkets. In addition, they indicated that it is not simply
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market fragmentation as such that produces these results, but rather the entity of the
“prize” that innovators can gain relative to the overall size of the market. Finally, the
paper provided some evidence on the proposition that emerging industry leaders
start-up as innovative early entrants in large submarkets.

By looking at the networks of actors in the transformation of industries, Malerba
and Orsenigo (2008) explored the notion of how user–producer interaction affects
innovation and the dynamics of market structure in industry evolution. In Malerba
and Orsenigo (2010), they extended this analysis by examining how the benefits of
user–producer interactions influence the rates of innovation and the evolution of
market structure in two related industries under alternative contractual arrangements,
namely the length and the exclusivity of the contracts. In the 2010 paper, they
showed that (a) there is a trade-off between the exploitation of past experience and
the exploration of new suppliers; (b) even if externalities are existing, advantages
arising from interactions do not spill over to other firms; (c) imperfect information
and agents heterogeneity are crucial factors in determining the consequences of
alternative contractual arrangements on industry dynamics; and (d) vertical interde-
pendencies influence the effects of specific firms’ decisions across industries and
over time, so that the resulting dynamics can be characterized as an interacting path-
dependent process.

In an earlier academic report, Luigi Orsenigo and his co-author focused on
university–industry collaboration in Sweden and provided an analytical overview
of the trends in the governance of public R&D in Sweden during the period
1990–2005 (Jacob & Orsenigo, 2007). In addition, the report examined three of
the most, to date, influential perspectives on policy namely the concepts of systems
of innovation, Mode 2, and Triple Helix.2

In one of his earlier studies, Luigi Orsenigo analyzed the evolution of partnership
agreements among firms in biotechnology industry (Barbanti et al., 1999). The study
showed that there is a strong complementarity between internal and external
research. In addition, as there are co-existing processes of specialization and con-
solidation of competencies, there is not necessarily a contradiction between increas-
ing degrees of vertical integration and increasing collaboration. This trend toward
collaboration is reinforced by the fact that the experience accumulated in managing
collaborative relations improves their attractiveness. The analysis supports the idea
of the emergence of a very structured and hierarchical network, made by the
expansion of constellations of firms, linked together by a relatively small number
of key agents. In Bruno and Orsenigo (2003), Luigi Orsenigo further analyzes the
links between industry and academia by using data on the performance of university
departments and institutes involved in attracting funding from industrial sources. It
shows that conventional political strategies to support industry–academia links by
building up intermediary organizations might fail as industry is mainly interested in
excellent academic quality.

2System of innovation is oriented toward the macro level, and the Mode 2 argument is concerned
almost exclusively with the conditions for the organization and production of knowledge.
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Luigi Orsenigo expanded his research and focused on the dynamics of the
network of collaborative agreements in R&D in the pharmaceutical and biotechnol-
ogy industry after the “molecular biology revolution” (Orsenigo et al., 1998, 2001).
In Orsenigo et al. (1998), he and his co-authors found that the topological properties
of network structure remained relatively unchanged while the size of the network
was increasing over time due to net entry. Moreover, the evolution of the network
occurred without relevant deformations in the core-periphery profile. With regards to
the age-dependent propensity to collaborate, the extent of inter-generational collab-
oration was much more significant compared to intra-generational collaboration. In
addition, the propensity of firms of a given generation to enter into collaboration
with firms of a different generation increased with the distance between the two,
while the total number of intra-generational collaborations decreasing over time and
tending to decrease for most recent generations. The paper then moves a step
forward in the direction of establishing a connection between the structure and
evolution of knowledge bases and the structure and evolution of organizational
forms in innovative activities in a science-intensive industry. In Orsenigo et al.
(2001), this research is taken a step further by investigating how the underlying
relevant technological conditions induce distinguishable patterns of change in the
structure and the evolution of an industry. The graph-theoretic techniques introduced
in the paper were mapping the major technological discontinuities on changes
observed at the level of dominant organization forms. The paper concludes that
there might be more applications in other domains, whenever the identification of
structural breaks and homological relationships between technological and industrial
spaces are considered important issues.

In summary, Luigi Orsenigo touched on almost all aspects and elements of the
concept of sectoral systems of innovation, provided original insights into the further
development of the concept by using new methodologies. His studies provided new
directions for theory development. Future studies must examine other industries and
check whether existing within this tradition is sufficient to explain their develop-
ment. There are a variety of emerging research questions related to industrial
evolution which can be analyzed within this framework.

3 Innovation, Industrial Change, and Economics Evolution

Professor Luigi Orsenigo was a remarkably talented and influential scholar, well
known for his contributions in developing conceptual frameworks to analyze inno-
vation and study industrial dynamics as well as providing empirical evidence on
evolutionary processes especially in focusing on the evolution of the biotechnology
industry. Luigi Orsenigo’s lifelong work was focused on studying innovation and
industrial dynamics from an evolutionary economics perspective leading to valuable
contributions within the Neo-Schumpeterian tradition. This article has attempted to
capture three important elements in his pioneering research in the areas of the
economics of innovation by focusing, in particular, on biotechnology and the
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pharmaceutical industry, in the area of history-friendly models, and in the area of the
sectoral system of innovation. His studies in these three areas have highlighted
hitherto unknown mechanisms of sectoral development that caused industries to
evolve and transform over time. Luigi Orsenigo was without any doubt a leading
authority in these areas of research. With his contribution to theory development, he
was pushing the frontiers in modelling technological change and innovation for-
ward. Based on analytical rigor, he combined both empirical and theoretical works.

His work provided for the plethora of innovation studies a strong and coherent
intellectual framework aimed at a more general understanding of the relationship
between innovation and industrial evolution. Luigi Orsenigo developed history-
friendly models that combined advanced agent-based simulation techniques with
“stylized” facts of a specific industrial history. By using a variety of methodologies,
he made a series of path-breaking contributions leading to a better understanding of
the mechanisms of industry evolution. Interestingly, recent research has applied in
greater detail agent-based simulation techniques to the catch-up growth of Asian
companies (Li et al., 2019; Yu et al., 2020).

Based on his contributions, some research avenues for future scholarly work can
be identified. First, HFMs can be used to develop and analyze more general
assumptions about the determinants of the evolution of market structures. As
HFMs are developed in order to provide original insights and suggestions for the
study of the evolution of industrial structures, particularly their dynamic properties,
there is a need to examine in greater detail the sources of increasing returns in
markets. There surely is ample scope for constructing new models of different
industries with their respective histories and generate new theoretical questions.
HFMs might, therefore, provide better tools for progress to a more general and a
more empirically as well as historically founded theory of industry evolution and
economic change. The fundamental contributions in this area have been discussed in
Sect. 2. Publications based on HFMs have increased the understanding of factors
affecting the relationship between innovation and market structure in an evolution-
ary and (Neo-)Schumpeterian tradition. Luigi Orsenigo and his colleagues devel-
oped their research in the hope that HFMs might be a tool to foster dialogue and
cross-fertilization between different traditions in the literature by identifying not
only differences but also similarities in the different frameworks. A promising area
of future work has therefore been to compare results generating by HFMs with the
empirical evidence and the prediction of other models.

Second, Luigi Orsenigo has developed his theory based on the nuanced investi-
gation of the biotechnology industry. Within an emerging bioeconomy, biotechnol-
ogy already significantly contributes to economic output but the growth of
biotechnology remains an interesting field of investigation. With the introduction
of information and communication technologies, some traditional topics that Luigi
Orsenigo has discussed like technological regimes, university–industry linkage, IPR,
innovation policy, and some new themes like catching up from emerging countries,
technological convergence among different areas, are still worthy of research. As a
science-based industry, the technological regimes within biotechnology and the
pharmaceutical industry are characterized by high R&D input, high marketing
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investment, and high uncertainty about the potential of the technology, however,
more factors that facilitate the development of the industry need to be further
explored. For example, many different agents are involved in the process of exploi-
tation of new opportunities in the industry, scientists, large incumbent companies as
well as new emerging firms, government regulators, universities, and research
institutes. The agents have established a variety of complex relationships,
encompassing cooperation and competition, contractual and hierarchical forms of
interaction. Open questions in this tradition are related to the role of knowledge
flows and spillovers among different agents, the function of different channels of
technological spillovers influencing the dynamics of industry. Luigi Orsenigo has
investigated how technological conditions and the knowledge base can induce
distinguishable patterns of change in network dynamics (Orsenigo et al., 1998,
2001). Later this has been taken up by Malerba (2007) in order to point at some
possible research opportunities about collaborations in innovation and R&D net-
work. Research found also that there is a rich-club phenomenon in the evolution of
cooperation networks among different agents owing to its technological regimes.
Further research must address factors like collaborative capability, cohesive effect,
even some geographic proximity factors, that are contributing to his kind of network
dynamics. The recent weighted social network technique provides as a good tool to
investigate these questions related to the structural change of cooperation network in
biotechnology and the pharmaceutical industry. In addition to the cooperation
network, identifying the technological trajectories or core knowledge of this industry
has been fundamental to explore research questions related to knowledge flows and
industrial dynamics. In this tradition, main path analysis, which is based on evolu-
tionary theorizing of the growth of technological paradigms and technological
trajectories (Dosi, 1982), and the exploration of different technological contexts
based on patent data (e.g., Verspagen, 2007) and paper information (Hung et al.,
2014) are useful tools for further research in this tradition.

Thirdly, Luigi Orsenigo has contributed to the concept of sectoral systems of
innovation. Several steps need to take to further enrich this concept. First, the current
structure should be replenished and adjusted to suit different contexts. For example,
Lee and Lim (2001) extended the original sectorial systems of innovation framework
to the context of catch-up in developing or latecomer countries. Some modifications
or adaptations are necessary to make these models “friendlier” to different contexts.
In contrast to the original framework, it will increasingly become important to
categorize technological regimes in terms of uncertainty and fluidity of the techno-
logical trajectory, the frequency of innovation, and the need to access external
knowledge bases. In this respect, the role of scientists, the relationship between
science and technology, as well as market structure in upstream or downstream
industries, different knowledge base and competence, and some other elements
should also be considered in the framework of sectoral systems of innovation.
Second, the framework should be used to analyze more industries not only techno-
logical intensity industries but also in some low technological industries, not just in
manufacturing sectors but also in service sectors (one notable exception has been
Castellacci (2008)). Third, as the elements in the sectoral system of innovation are
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co-evolving, the analysis of these elements still remains a necessity. For example,
Luigi Orsenigo discussed in some of his papers that the role of technological regimes
is exogenously determined and related parameters are not able to change the whole
industry history. Some progress in this area has been made (e.g., Malerba & Mani,
2009). Future extensions should be encouraged like considering the coevolution of
technological regimes and industry dynamics in simulation models. Finally, public
policy proposals may be developed on how to affect the transformation of sectoral
systems, the innovation and diffusion processes, and the competitiveness of firms,
regions, and countries. In this context, Luigi Orsenigo has started to analyze the
failure or side effects of public policy (Malerba et al., 2008). A sectoral system
perspective may help to identify mismatches and blocks that parts of the system exert
on the rest and it may help overcome vicious cycles that block systems in their
growth, development, and transformation. In the evolutionary (and innovation
system) tradition, this work should go hand in hand, and be continuously confronted
with in-depth empirical work.

In contrast to the neoclassical paradigm on technological change and market
structure, Orsenigo’s contribution to the importance of innovation and the dynamics
of industrial change are increasingly vital in understanding the structure and the
growth of indigenous companies in Asia. In order to develop a better understanding
of the growth of companies in China (Guo et al., 2019), South Korea (Giachetti &
Marchi, 2017; Lee & Lim, 2001) or Japan (Lee, 1996), a focus on the determinants
of technological change and market structure at the sectoral level has shown
surprising results. As a number of studies have developed new insights on the
firm-internal dynamics of these companies (Lee & Malerba, 2017), a few papers
have been able to show in a rigorous empirical manner that the interaction between
firms across different sectors has been vital to their growth (Lee, 1996).

Surely there is much more to Luigi Orsenigo’s work than his emphasis on
cross-disciplinarily. He influenced with his synthesis of existing knowledge about
innovation and industrial dynamics with new insights theoretical development. In
studying the legacy of Luigi Orsenigo, it seems that much of what is on the research
agenda today actually consists of relatively modest elaborations on the themes he has
taken up there much earlier. We hope that future scholarly work will benefit from
developing new answers to the currently unresolved research questions and will
utilize the new insights which Luigi Orsenigo identified during his career.
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National innovation systems, economic
complexity, and economic growth: country
panel analysis using the US patent data

Keun Lee and Jongho Lee

Abstract This study examines the impacts of national innovation systems (NIS)
and economic complexity index (ECI) on economic growth. A composite index of
NIS is developed by using US patent data as a weighted sum of three, four or five
variables among the following: concentration of assignees, localization, originality,
diversification, and cycle time of technologies. Growth regressions confirm the
significant and robust impacts of NIS3a, NIS4a, and NIS5 indices on economic
growth. The common feature of these NIS indices is that they have the same
component variables as their ingredients, and these are originality, cycle time, and
technological diversification. NIS3a is the most parsimonious and powerful among
all indices. The robustness of ECI is questionable because ECI loses significance
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after adding government expenditure and terms of trade variables into the regression
model. Results confirm the overall importance of NIS in economic growth and
justify policy efforts to improve NIS. This research is one of the first to generate a
robust NIS index by using patent data only without many data requirements and free
from the problem of cross-country comparability of underlying variables.

Keywords National innovation systems · Economic complexity · Economic
growth · Patents · Index

JEL classification B52 · C43 · C81 · O31 · O34 · O38

1 Introduction

Early literature focused on the differences in the amount of accumulated capital per
worker to explain differences in economic growth across countries (Solow 1956).
Other research streams have concentrated on differences in other dimensions or
various capabilities, especially among advanced and latecomer economies
(Gerschenkron 1962; Abramovitz 1986). Related concepts include social capability
(Ohkawa and Rosovsky 1973; Abramovitz 1986), absorptive capacity (Cohen and
Levintal 1990), and innovative capacity (Furman et al. 2002). Following the intel-
lectual legacy of Schumpeter (Schumpeter 1934), Schumpeterian literature on eco-
nomic growth has explored technological capabilities (Fagerberg 1987, 1988; Dosi
et al. 1990; Verspagen 1991; Furman et al. 2002). In Schumpeterian economics,
strong economic growth is considered to prevail in countries with an effective
“innovation system” (Freeman et al. 1982; Lundvall 1992; Nelson 1993; Edquist
1997). The focus on innovation as the driving force of economic growth was
subsequently absorbed by the so-called new growth theory in the neo-classical
school (Lucas 1988; Romer 1990; Aghion and Howitt 1992).

Innovation systems have been established as the core concept of Schumpeterian
economics and discussed in various dimensions, such as national, sectoral, and firm
levels, and in latecomer economies or catching-up contexts (Malerba 2005;
Fagerberg and Godinho 2004; Lee 2013). Lundvall (1992) defined national innova-
tion systems (NIS) as “elements and relationships which interact in the production,
diffusion and use of new and economically useful knowledge.” Therefore, NIS is
about efficiency in production, diffusion, and use of knowledge. Empirical studies
on the relationship between innovation systems and economic growth have been
flourishing since the 2000s. These studies have considered and measured various
factors and dimensions of NIS, including techno-economic or socio-institutional
dimensions and ICT-related infrastructures (Desai et al. 2002; Fagerberg and
Verspagen 2002; Archibugi and Coco 2004; Fagerberg and Srholec 2008;
Castellacci 2008, 2011; Lee and Kim 2009; Filippetti and Peyrache 2011; Lee
2013; Castellacci and Natera 2015). They also focused on different factors of NIS
to quantify them.

Which approach works best is debatable because the selection depends on the key
research questions in each study. Given that one source of challenge in measuring
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and comparing NIS across countries is the comparability of variables across coun-
tries, using a homogenous set of data, such as patent data, provides certain advan-
tages. Lee (2013) attempted to measure innovation systems by using US patent data
at country, sector, and firm levels. He used five variables, namely, localization of
knowledge creation and diffusion, originality, concentration at the assignee level,
cycle time of technologies, and technological diversification, to express diverse
aspects of NIS. The NIS of high-income economies shows a dispersed distribution
of assignees, high localization of knowledge creation and diffusion, and high
technological diversification. The knowledge base of NIS also has high originality
and long cycle time of technologies. Then, Lee (2013) further explored the sources
of catching-up growth by east Asian economies and showed that these economies
specialize in short-cycle technology-based sectors, such as information technology
(IT), which makes sense because these sectors are where frontier technologies
frequently change and soon become outdated. Therefore, low entry barriers are
faced by latecomers from Asia who are approaching the technological frontier.

The growth analysis of Lee (2013) was conducted with regard to each of the five
NIS variables. By contrast, free from the problem of correlations among the five
variables, the current study proposes one composite NIS index based on the five
variables and relates it to general economic growth in the world. This study also
compares the impacts of the NIS index on growth to those of the economic
complexity index (ECI) developed by Hidalgo in his joint work, specifically,
Hausmann et al. (2011). ECI attempts to measure the amount of productive knowl-
edge that each country holds from trade data. ECI has a positive effect on economic
growth. Moreover, both indices (NIS and ECI) can explain economic growth, but
their robustness varies in certain contexts.

The rest of this paper is organized in the following manner. Section 2 discusses
related literature that measured NIS and ECI and the strengths and weaknesses of
diverse approaches. Section 3 discusses and compares various methods to construct
an NIS index using the three, four or five NIS variables and shows the development
of the NIS indices. Section 4 presents the results of a country panel analysis relating
the NIS indices to economic growth. Section 5 concludes by summarizing the main
results and discussing their implications.

2 Literature: NIS, economic complexity, and economic
growth

2.1 Importance of innovation in achieving economic growth

Fagerberg and Verspagen (2002) confirmed the increasing importance of innovation
to economic growth. They measured innovation by the growth rate of the number of
patents and discovered that the link between innovation and growth is significant in
the period of 1966–1995; however, the study covered 26 countries only. Castellacci
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(2008) considered patents and scientific articles and found that both are related to
economic growth in long- and short-term Schumpeterian growth models. Castellacci
used dynamic panel model estimation in this research. A similar approach that
adopts patents and articles was employed by Castellacci (2011) for 131 countries
for the period 1985–2004.

Lee and Kim (2009) investigated the idea that different factors are crucial for
different country groups divided by income levels. They found that innovation,
measured by the number of patents per million and R&D/GDP ratio, is significant
in upper middle- and high-income countries only, whereas basic human capital and
political institutions are significant in low-income countries. Similarly, other studies
uncovered the different roles of innovation in different groups of countries. Lee and
Kim (2015) focused on the different natures of NIS in East Asia and Latin America.
Both groups are different not only in terms of the quantity of innovation measured in
patent counts or scientific articles but also in the sequence of emphasis between
technological knowledge (patents) and scientific knowledge (articles). Their key
finding is that unless NIS is mature or sufficiently developed, scientific knowledge
does not translate into technological knowledge and is thus not significant in growth
regressions, as in the case of Latin America. By contrast, East Asia emphasizes
technological knowledge first and promotes scientific knowledge only at a later stage
of development.

In a similar vein, Castellacci and Natera (2015) explored within-group differences
among 18 countries in Latin America from 1970 to 2010 by using the Johansen
co-integration approach. They found that Latin American countries exhibit different
growth trajectories depending on the combination of policies (openness, industrial
transformation, and/or innovation policy). In addition, countries that have managed
to combine imitation and innovation policies experienced higher growth rates than
economies that have only exerted efforts to improve their imitation capability.

In view of the purpose of the current research, one implication of these studies is
that innovation matters differently and is even not evident in certain groups of
countries. Moreover, one composite index can be used to reflect various aspects of
innovation systems. We discuss the literature that attempted to develop indices of
innovations and innovation systems for countries in which innovation matters to
economic growth.

2.2 Composite index of innovation for economic growth

Desai et al. (2002) proposed the technology achievement index (TAI) and measured
it for 72 countries. Its objective is to measure technological achievements in four
dimensions: creating new technology (e.g., patents per person), diffusing recent
innovations (e.g., share of high-technology exports), diffusing existing technologies
that are still basic inputs to the industry and network age (e.g., telephones per
person), and building a human skill base for technological creation and adoption
(e.g., educational attainment). The research of Desai et al. focused on how well a
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country creates and uses technologies. TAI is derived by assigning equal weights to
the components.

Archibugi and Coco (2004) generated a new index of technological capabilities
that aims to explain developed and developing countries for two periods, 1987–1990
and 1997–2000. Three main factor, namely, technological infrastructures, technol-
ogy creations, and human skill development, were contemplated. Eight subcate-
gories were included, and these were (1) patents, (2) scientific articles, (3) Internet
penetration, (4) telephone penetration, (5) electricity consumption, (6) tertiary sci-
ence and engineering enrollment, (7) mean years of schooling, and (8) literacy rate.

Fagerberg and Srholec (2008) also measured the level of national capabilities.
They identified capabilities through a factor analysis between 1992 and 2004. They
discovered three dimensions: innovation systems, governance and political systems,
and openness. They argued that innovation systems and quality of governance have
a positive and significant relationship with economic development. In their research,
innovation systems have factors based on the following 10 variables: United States
Patent Trademark Office (USPTO) patents (per capita), science and engineering
articles (per capita), ISO 9000 certifications (per capita), fixed line and mobile phone
subscribers (per capita), Internet users (per capita), personal computers (per capita),
primary school teacher–pupil ratio, secondary school enrollment (% gross), and
tertiary school enrollment (% gross).

Filippetti and Peyrache (2011) investigated the patterns of technological capabil-
ities of 42 countries from 1995 to 2007. This study used seven component variables,
such as patent counts, business R&D, scientific articles, and number of PCs and
telephones. These variables were transformed into a composite index. The World
Intellectual Property Organization (WIPO) recently developed its own index, the
global innovation index (GII). GII considers institutions, human capital and
research, infrastructures, market sophistication, and business sophistication as inno-
vation inputs and sub-indices (Cornell University et al. 2018). Knowledge, technol-
ogy, and creative outputs are considered innovation output indices. Similarly, the
European innovation scoreboard (EIS) measures 27 components in several sections,
such as framework conditions, investments, innovation activities, and impacts EC
(2018). A composite index in EIS uses the equal-weighting method.

Determining which index is the best among all the above-mentioned ones is
impossible because they have different purposes and attributes. An index that covers
diverse aspects is good but demanding in terms of collection effort. Another problem
is that data qualities and their measurement vary across countries. Thus, the present
research proposes an index using homogenous data, namely, US patents, which
enables us to express the key dimensions of NIS. Existing indices reflect diverse
variables (e.g., education and IT infrastructures) that are directly and indirectly
related to innovation processes and outcomes. However, they do not contribute
much in terms of reflecting the detailed aspects of creation, diffusion, and nature
of knowledge. By contrast, this study aims to develop an index that directly and
thoroughly considers such dimensions by focusing on the following aspects.

The first aspect is the degree of local creation and diffusion of knowledge, which
is equivalent to country-level self-citation. This aspect is also a dimension of
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whether a country relies on domestic or foreign knowledge when it creates new
knowledge. Lee (2013: ch.3) found that this measure of knowledge localization is
high in high-income countries. The second aspect is who creates new knowledge,
such as whether knowledge is created by a few or a large number of inventors. Thus,
this aspect is a dimension of concentration versus decentralization. The third aspect
focuses on technological diversification or width dimension (narrow versus wide
dimension), that is, whether a country has a knowledge portfolio in narrow or wide
fields. The fourth dimension (how) is about the sourcing of knowledge, that is,
whether it relies on knowledge from diverse or narrow fields when a country creates
new knowledge. The fifth dimension involves the longevity of a country’s knowl-
edge, that is, whether a country has knowledge in short- or long-cycle technologies.

Lee (2013: ch.3) showed that high-income countries show a high degree in all of
the five aspects. Thus, these five variables can be considered relevant components of
an effective NIS. We also think that these five dimensions are sufficiently compre-
hensive because they cover diverse dimensions of nationality (domestic vs. foreign),
concentration, diversification (width), sourcing, and longevity. For example, we do
not use the direct measure of university–industry interaction, but the variable is
indirectly reflected in knowledge localization and concentration and even in diver-
sification. In other words, if a country has an active university–industry collabora-
tion, then the country may have high local creation and diffusion of knowledge, low
concentration, and/or high diversification. University–industry linkages affect sev-
eral of the five variables. Therefore, having one composite index is encouraged.
Similarly, if a country has a strong science basis, then it will have long-lasting
knowledge, which means long-cycle technologies, and will generate knowledge
relying on other diverse fields, thereby suggesting high originality.

However, no proof exists that an index combining these five components is
comprehensive enough to cover all of the important dimensions of NIS. In addition,
one may not have to use all five; a few of them may be enough to reflect the NIS of a
country. Thus, we use several different combinations of these five variables to
construct different indices and to examine their explanatory power to check their
comprehensiveness and robustness in predicting economic growth.

We also compare the NIS index we constructed with ECI in the growth regression
context to determine how successful and robust the indices are in predicting eco-
nomic growth. ECI attempts to measure the amount of productive knowledge of each
country. Hausmann et al. (2011) defined economic complexity as “the composition
of a country’s productive output, which reflects the structures that hold and combine
knowledge.” Hausmann et al. (2011) also showed that ECI has a positive effect on
future economic growth. However, ECI does not directly use data, such as patents,
which reflect knowledge or innovation directly. Instead, ECI uses trade data. There-
fore, it may underestimate the economic complexity of nations with a highly
developed domestic (e.g. Tulip production using high-tech as in the Netherlands)
or non-tradable sector (Inoua 2016).

Another limitation is that ECI does not reflect the global supply chain. ECI
assumes that production factors are constrained within national borders and that
goods are produced entirely within a given economy (Schölkopf et al. 1997;
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Colombage 2016; Coe et al. 2004; Hanson et al. 2005; Orefice and Rocha 2014).
This condition means that the productive capabilities of countries specializing in
intermediate goods in the global value chain are not directly considered or reflected
in the user countries’ complexity (Hausmann et al. 2014). Furthermore, the endog-
enous path-dependent nature of economic growth assumed as countries move
through the product space to complex export baskets does not consider asymmetric
or idiosyncratic shocks (Fidrmuc 2004; Toya and Skidmore 2007). However, events,
such as natural and man-made disasters or technological breakthroughs, may result
in a sudden change in a nation’s trajectory from a high-growth to a low-growth path
or vice-versa (Palmer and Richards 1999). Despite these limitations, ECI is regarded
as a useful index that can predict future economic growth.

3 Five NIS variables and the composite NIS index

3.1 Five NIS variables and US patent data

We use the patent data registered at USPTO (1976-2017). Information on newly
granted patents is released weekly in the amount of approximately 4000 patents per
week. USPTO uploads full-text files of granted patents on its website (https://
bulkdata.uspto.gov/). The format of these files are ASCII text for patents for the
period 1976–2001 and standard generalized markup language for the period 2001–
present. The text files of patents include diverse information, such as patent identi-
fication number, granted date, inventor information, assignee names, classification
codes, citation information, and Patent Cooperation Treaty information. Through a
text mining process using the statistical software SAS, we construct a dataset of
registered US patents and their citations that covers five million patents and 80 mil-
lion citations. In this process, the nationalities of patents are classified based on the
first assignee’s country of origin. Then, the five variables quantifying the NIS of each
country are calculated.

The five NIS variables are those that were identified and used in the country-panel
analysis of Lee (2013), and several of them have been previously introduced in early
studies, such as those of Jaffe et al. (1993), Trajtenberg et al. (1997), and Hall et al.
(2001). These variables are localization of knowledge creation and diffusion, degree
of concentration among assignees, technological diversification, originality, and the
average cycle time of technologies. The following text explains each variable on the
basis of Lee’s study (2013).

Localization of knowledge creation and diffusion is defined and calculated by
adopting the idea of Jaffe et al. (1993). To compare the geographic localization of the
citations made by the patents of different countries, Jaffe et al. (1993) suggested an
approach to compare the probability of a patent matching the original patent by
geographic area, conditional on its citing of the original patent, with the probability
of a match not conditioned on the existence of a citation link. Thus, this study
measures the degree of localization of knowledge creation and diffusion in a country
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by considering the difference between the probability of one country’s patents citing
its own patents and the probability of the rest of the world’s patents citing that
country’s patents. Therefore, we obtain the following formula.

Localizationxt ¼ nxx
nxt

� ncxt
nct

,

where nxx
nxt

is the probability of x country’s patent citing its own patent, nxxt is the

number of citations made to country x’s patents by its own patents granted in year
t, nxt is the number of all citations made by country x’s patents granted in year t, ncxt
is the number of citations made to country x’s patents by all patents except for its
patents filed in year t, and nct is the number of all citations made by all patents
granted in year t except for country x’s patents.

Patenting concentration across assignees is a variable that measures the degree of
inventor concentration, particularly the degree of patent concentration across
assignees (excluding unassigned patents). It is measured by HHI. The HHI of
country x in year t is calculated as follows:

HHIxt ¼
X

i2Ix
Nit

N�
xt

� �2

,

where Ix is the set of assignees, Nit is the number of patents granted by assignee
i in year t, and N�

xt is the total number of patents granted by country x in year
t excluding unassigned patents. We use 1–HHI to express the decentralization or
inverse of concentration.

Originality measures the degree to which a patent makes (backward) citations to
patents from a wide range of technological classes instead of from a narrow field of
technologies. The originality of the knowledge base of a country can be calculated
based on the definition of originality in Hall et al. (2001) and Trajtenberg et al.
(1997). Conceptually, the originality of a patent is defined as follows for each patent
i of country x in year t.

Originalityxt ¼ 1�
XNi

k¼1

Ncitedik
Ncitedi

� �2
 !

xt

,

where k is the technological sector (especially US patent classification), Ncitedik
is the number of citations made by patent i to patents that belong to patent class k,
and Ncitedi is the total number of citations made by patent i.

Technological diversificationmeasures how many diverse fields of technologies a
country files patents on. Following Lee (2013), we define this variable as the ratio in
percentage of the number (N in the following formula) of technological classes, i, in
which a country x has registered patents to a number in year t, 438, which is the
number of three-digit classes in the US patent classification system until 2016.
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Diversificationxt ¼ Ni

438

� �
xt

Cycle time of technologies measures the time lags between the application
(or granted) years of citing and cited patents or the time span between predecessors
and successors (Jaffe and Trajtenberg 2002). A long cycle time indicates a high
significance of old knowledge and a great need to study it from the point of view of
latecomers. In a country-level analysis, this variable is the average of technological
cycles shown in citations made by patents assigned to a corresponding country. This
study uses grant years in calculating mean backward citation lags. After calculating
the average backward lags, they are transformed to a relative cycle time, which is
defined as (cycle time of patent A granted in year t)/(average cycle time of all patents
belonging to the same class granted in year t).

The five variables are calculated for countries with a certain number of US patents
that is large enough to generate reliable estimates. No absolute criterion is adopted,
and we include countries with 10 or more registered patents each year since 2000.
Thus, the number of countries in the sample is 45, including Chile, Indonesia, and
the Philippines. These three countries have failed to register 10 or more patents for
some years but are included in terms of their country size and importance. The US
and Japan are among the 45 but are excluded in the regression analysis because both
can be outliers with much more registered patents than the other countries. Another
reason the US is excluded is the possible home bias in calculating certain variables,
such as localization of citations.

Table 1 shows the average values of the five NIS variables for the 45 countries in
the period 2010–2015. We have estimates of these variables for each year in the
period 1984–2015. In the growth regressions in the next section, we use the data for
the period 1990–2015, which is divided into five sub-periods.

3.2 Generating an NIS composite index: Statistical methods
versus simple summation

The key issue in generating a composite index of NIS is how to combine the five
sub-indicators measured in different scales into one index in a meaningful manner.
This issue implies that weighting for each indicator is required (Nardo et al. 2005).
Different weights may be assigned to sub-indicators to reflect various circumstances,
such as economic importance, statistical adequacy, cyclical conformity, and speed of
available data (Nardo et al. 2005). Weighting schemes have an important impact on
the meaning of the composite index and the resulting ranking among countries.
However, no definite methodology has been established to weigh individual indica-
tors. Several researchers may apply a large weight to components that they consider
important. Others may pay attention to the correlations among factors or weights
derived from related statistical analyses. In many composite indices, all variables are
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given the same weight when no statistical or theoretical reasons exist for selecting a
different plan. For example, the Environmental Sustainability Index of Columbia
University and the EIS of the European Commission were constructed by assigning
an equal weight to each component. By contrast, the GII of WIPO uses statistical
methods, such as data envelopment analysis (DEA) and principal component anal-
ysis (PCA), which allow different weights.

Therefore, a basic decision is either to use the simple summation of the five
components with equal weights or to assign different weights to each component by
following certain statistical methods.

We now compare several statistical methods of building a composite index.
These methods include PCA, DEA, and the benefit of the doubt (BOD) method.
They are compared before selecting a simple equal-weighting method. The issue is
determining which method is the most appropriate in predicting economic growth.

Pearson (1901) invented PCA, although Hotelling (1933) also developed it in the
1930s. PCA uses orthogonal transformation to convert a set of observations of
correlated variables into a set of values of linearly uncorrelated variables. The
DEA method, which was initially developed by Charnes et al. (1978), is a linear
programming technique for evaluating the performance of a set of peer entities
(countries in this research) that uses inputs to produce outputs. In the current
research, the inputs are the five NIS variables, and the output is the growth rate of
per capita GDP or the level of per capita income. The BOD method is a variation of
the DEA method proposed by Melyn and Moesen (1991) to evaluate macroeco-
nomic performance.

Figure 1 shows the distribution of NIS indices estimated by PCA, DEA, and BOD
methods over the space of their scores of countries and their per capita GDP. Simple
regression lines show the relationship between each index and the income level of
countries. The regression result indicates that the NIS indices produced by PCA and
BOD methods show a positive correlation to the logged values of GDP per capita,
whereas the DEA index shows a negative correlation to GDP per capita. The DEA
index cannot thus be used. The method is difficult to use in analyzing the changes in
NIS level over time because DEAmeasures efficiency. The first factor scores of PCA
are skewed to the left, whereas the BOD index is skewed to the right, implying that
both are not that appropriate. BOD is a method of imposing a different (high) weight
to the specific component most favorable to each country. Thus, the values for most
countries are distributed to the high ends (or between 0.8 and 1.0), implying the
possibility of overestimating the level of innovation systems of all countries.

We then discuss the simple summation method, that is, simply aggregating the
five variables without any weight difference. However, given the differences in the
range and scale of the values of these variables, we must standardize the values
before taking their summation. Thus, each NIS component variable (called K) is
standardized over its value during the entire sample period (1990 to 2015 in our case)
by using the following formula:
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Standardized value of K variable ¼ actual value of K�minimum value of Kð Þ=
maximum value of K�minimum value of Kð Þ

Another issue is whether we should use all five variables or only several of them
to predict economic growth effectively. Without a priori theory, we examine several
combinations of the five variables. Thus, six different combinations are used in
making an NIS composite index as follows (“S” means the standardized values of
NIS sub-components):

1)
NIS3a ¼ S Originalityþ S Relative cycle time þ S Diversification

2)
NIS3b ¼ S Originalityþ S Relative cycle timeþ S 1� HHI

3)
NIS3c ¼ S Relative cycle timeþ S 1� HHIþ S Localization

Fig. 1 Distribution of NIS indices generated by the statistical approach. Notes: NIS indices
constructed by PCA1, PCA2, DEC, and BOD methods, respectively, from the top-left to
top-right, bottom left, and bottom-right. Source: the authors
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4) NIS4a ¼ S Originalityþ S Relative cycle timeþ S 1� HHI
þ S Diversification

5)
NIS4b ¼ S Originalityþ S Relative cycle timeþ S 1� HHI

þ S Localization

6)
NIS5 ¼ S Originalityþ S Relative cycle timeþ S 1� HHI

þ S Diversification þ Localization

NIS3 is constructed to take values from 0 to 3, whereas NIS5 has values from 0 to
5. Figure 2 depicts the results of the equal-weighting method applied to different

Fig. 2 Distribution of Six different NIS indices generated by the equal-weighting method. Notes:
NIS indices, such as NIS3a, NIS3b, NIS3c, NIS4a, NIS4b, NIS5, from the top-left to bottom-right.
Source: the authors
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definitions of NIS from NIS3abc and NIS4ab to NIS5, which aggregate the stan-
dardized values of three, four, or five different variables with equal weights. Com-
pared with the discussed statistical approaches (PCA, DEA, and BOD), the
distribution appears relatively good without much skewing to either end regardless
of the differences across NIS3, NIS4, and NIS5. Although the range of the values in
each index has a certain difference, the values in general range from 0% to 70% of
the maximum value. Therefore, further increasing the NIS level in the future is
possible.

The overall R2 values are relatively high. The overall R2 values of NIS3a, NIS4a,
and NIS5 are close to 0.18 and much higher than those of PCA and DEA (below
0.10) or that of BOD (i.e., 0.15). Figure 3 shows the NIS trends of one country,
South Korea, by using the different methods. The second factor score from the PCA
method shows an even declining period, which does not make sense for Korea. The
trends from DEA and BOD are flat and do not make sense either. Thus, the above
discussion appears to support the use of the equal-weighting method. Uniformly
determining which factors are important in the process of economic growth is
difficult. Moreover, identifying which specific mechanisms differ across countries
in different stages of development and initial conditions is challenging.

Figure 4 provides another example of countries in terms of their dynamic changes
in the NIS5 index and per capita income space. Panel A in Fig. 4 demonstrates the
case of economies with successful growth experiences, such as South Korea, China,
and Taiwan. Such countries mostly show upward sloping lines over time. By
contrast, panel B presents somewhat different patterns in the case of economies

Fig. 3 Distribution of NIS indices in South Korea. Source: the authors
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with less successful growth experiences, such as Brazil, Mexico, Thailand, and
South Africa. The value of the NIS5 index does not increase much in certain periods
or even declines.

Fig. 4 a Trends of NIS5 in China, Korea, and Taiwan. Source: the authors. b Trends of NIS5 in
Brazil, Mexico, Thailand, and South Africa. Source: the authors
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4 Econometric model and results

4.1 Models and key variables

The baseline model specification for estimating the effects of NIS level on the
growth rate of real GDP per capita follows a conventional growth equation (Mankiw
et al. 1992; Sala-i-Martin 1997), namely,

GRi,t ¼ αi þ βlogGDPi,t þ γXi,t þ δZi,t þ μi,t þ εi,t, ð1Þ

where i is the country and t is the time period. GRi, t is the growth rate of GDP per
capita; logGDPi, t is the logarithm of initial GDP per capita in each period; Xi, t is a
set of conventional control variables, such as population growth rate, ratio of fixed
investment to GDP, and enrollment rates of secondary education; Zi, t is the variable
of interest (NIS index); μi, t is the unobserved time-invariant individual effect; and εi,
t is the error term. Another variable of interest is ECI by Hausmann et al. (2011),
which has been discussed in Section 2.

The estimation method generally used to analyze the growth equation is the panel
fixed effect (FE) or panel random effect (RE) model. By conducting the Hausmann
test, we select the suitable model between these two models, that is, FE estimation.
To exclude the yearly or cyclical variance of data values and focus on long-term
economic growth, we use reconstructed five-year average data for the 1990–2015
period divided into five sub-periods. To confirm robustness in consideration of the
possible endogeneity of explanatory variables, we also apply the first-difference
generalized method of moments (GMM) econometric model introduced by Arellano
and Bover (1995), with the following equation:

GRi,t � GRi,t�1 ¼ αL: GRi,t � GRi,t�1ð Þ þ β GDPi,t � GDPi,t�1ð Þ
þ γ Xi,t � Xi,t�1ð Þ þ δ Zi,t � Zi,t�1ð Þ þ εi,t � εi,t�1 ð2Þ

where GRi, t is the growth rate of real per capita GDP; L. (GRi, t�GRi, t� 1) is the
lagged value of the dependent variable; GDPi, t is the initial level of per capita
income; Xi, t is a set of conventional control variables, such as population growth
rate, fixed investment per GDP, and enrollment rate of secondary education; Zi, t

refers to NIS and ECI indices; and εi, t is the error term.
Most variable data are from the World Development Indicators (World Bank

2017). The dependent variable, GDP per capita growth rate, is calculated by the
average annual growth rate during each period (1990–1995, 1995–2000, 200–2005,
2005–2010, and 2010–2015). Independent variables are measured as follows: the
log of GDP per capita is measured using constant 2010 US dollars for the initial year
of each period, population growth rates are in percentage per annum, gross fixed
capital formation is in % of GDP, and secondary school enrollment rates are in %
gross. We also consider two additional control variables in certain models to show
robustness. Institution variables and democracy are from the POLITY™ IV
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PROJECT of Marshall, Gurr, and Jaggers (2017). The openness variable and the
export of goods and services as % of GDP are also from theWorld Bank (2017). This
dataset is an unbalanced panel because certain variables are missing.

Appendix Table 9 presents the descriptive statistics of the key variables, and
Appendix Table 10 shows the correlations among NIS components, NIS indices, and
ECI. ECI has a high correlation with certain components of NIS, such as techno-
logical diversification, localization, and decentralization, with the values of 0.60,
0.62, and 0.49, respectively. These three NIS component variables are correlated,
which can be a justification not to use all of them together in the regressions but to
develop a composite index as several combinations. ECI has almost no correlations
with the other component, such as originality (0.05), and an intermediate level of
correlations with the variable of cycle time of technologies (�0.31). The correlations
between ECI and NIS indices vary mostly within the range of 0.4 to 0.6; the highest
correlation is with the NIS5 index (0.58), except for a very low correlation with
NIS3b (0.16). It is interesting to note that ECI reflecting trade-based diversification
and NIS reflecting technological (patent-based) diversification are related to each
other. The high correlations between ECI and NIS indices may be a warning against
using both in the same regressions in consideration of possible collinearity. Thus,
econometric analyses must be performed with this point in mind.

4.2 Results: From NIS and ECI to economic growth

Table 2 presents the baseline results of regressing the growth of per capita GDP on
the conventional control variables and our NIS indices following Eq. (1). The
chi-square values of the Hausmann test are significant at the 1% level, thereby
justifying the use of FE estimation instead of RE models. All NIS indices are positive
and significant in the FE estimations. However, the GMM results reported in Table 3
reveal that NIS3b, NIS3c, and NIS4 are not significant at the 5% level. The
robustness of the remaining indices of NIS3a, NIS4a, and NIS5 5 becomes notice-
able when the overall R2 values of the different models in Table 2 are compared.
This robustness pattern and the explanatory power of the three indices are repeated in
the following regressions with additional variables. The first column of Table 2
presents the results without the NIS indices for a comparison with the results with
various NIS indices. A 4% increase in overall R2 is observed in the results with
NIS3a, which also shows a larger coefficient than NIS4a or NIS5.

With regard to the other control variables, the results are consistent with those in
previous studies, such as that of Lee and Kim (2009) who discovered the weak
robustness of certain variables, such as secondary enrollment and political democ-
racy, in upper-middle and high-income countries as in the current study. For
example, the coefficients of democracy in Table 2 are positive but insignificant in
all models. Lee and Kim (2009) found this result unsurprising because most sample
countries show high democracy, with seven as the average democracy index. The
coefficient of the enrollment rate of secondary education is also insignificant in all

130 K. Lee and J. Lee



T
ab

le
2

N
IS

an
d
ec
on

om
ic
gr
ow

th
:fi

xe
d
ef
fe
ct
re
su
lts

19
90

/2
01

5

(1
)B
as
e

(2
)N

IS
3a

(3
)N

IS
3b

(4
)N

IS
3c

(5
)N

IS
4a

(6
)N

IS
4b

(7
)N

IS
5

ln
(I
ni
tia
l
G
D
P
)

�0
.0
47

**
*

�0
.0
59

**
*

�0
.0
51

**
*

�0
.0
48

**
*

�0
.0
58

**
*

�0
.0
53

**
*

�0
.0
59

**
*

(�
6.
33

)
(�

7.
42

)
(�

6.
49

)
(�

6.
40

)
(�

7.
03

)
(�

6.
45

)
(�

6.
50

)

P
O
P
gr
ow

th
R
at
e

�1
.9
0*

**
�1

.8
1*

**
�1

.9
7*

**
�1

.8
7*

**
�1

.8
5*

**
�1

.9
0*

**
�1

.7
9*

**

(�
3.
40

)
(�

3.
31

)
(�

3.
66

)
(�

3.
50

)
(�

3.
45

)
(�

3.
61

)
(�

3.
39

)

F
ix
ed

In
ve
st
m
en
t
R
at
e

0.
30

**
*

0.
29

**
*

0.
32

**
*

0.
32

**
*

0.
31

**
*

0.
33

**
*

0.
32

**
*

(4
.7
7)

(4
.8
0)

(5
.1
4)

(5
.0
9)

(5
.2
6)

(5
.3
6)

(5
.4
7)

S
ec
on

da
ry

S
ch
oo

lE
nr
ol
lm

en
t

0.
00

95
0.
01

7
0.
00

72
0.
00

71
0.
00

69
0.
01

1
0.
01

1

(0
.6
4)

(1
.1
0)

(0
.4
8)

(0
.4
7)

(0
.4
5)

(0
.7
0)

(0
.7
4)

D
em

oc
ra
cy

0.
00

02
5

0.
00

00
28

�0
.0
00

00
70

0.
00

01
6

�0
.0
00

03
9

0.
00

00
50

0.
00

00
45

(0
.1
1)

(0
.0
13

)
(�

0.
00

31
)

(0
.0
70

)
(�

0.
01

8)
(0
.0
22

)
(0
.0
20

)

O
pe
nn

es
s

0.
03

7*
*

0.
02

5
0.
03

2*
*

0.
04

2*
**

0.
02

7*
0.
03

8*
*

0.
03

6*
*

(2
.5
6)

(1
.6
0)

(2
.1
4)

(2
.8
0)

(1
.7
4)

(2
.6
6)

(2
.4
2)

N
IS
3a

0.
04

8*
**

(3
.0
8)

N
IS
3b

0.
03

0*
*

(2
.3
4)

N
IS
3c

0.
02

3*
*

(2
.0
5)

N
IS
4a

0.
03

9*
**

(2
.7
2)

N
IS
4b

0.
02

8*
*

(2
.0
2)

N
IS
5

0.
03

4*
*

(2
.1
4)

(c
on

tin
ue
d)

National innovation systems, economic complexity, and economic growth:. . . 131



T
ab

le
2

(c
on

tin
ue
d)

19
90

/2
01

5

(1
)B
as
e

(2
)N

IS
3a

(3
)N

IS
3b

(4
)N

IS
3c

(5
)N

IS
4a

(6
)N

IS
4b

(7
)N

IS
5

C
on

st
an
t

0.
40

**
*

0.
47

**
*

0.
39

**
*

0.
37

**
*

0.
44

**
*

0.
40

**
*

0.
44

**
*

(6
.3
1)

(7
.3
0)

(5
.9
3)

(5
.8
2)

(6
.9
1)

(6
.1
1)

(6
.9
6)

ad
j.
R
-s
q

0.
25

0.
29

0.
27

0.
26

0.
29

0.
27

0.
28

N
20

9
20

9
20

9
20

9
20

9
20

9
20

9

H
au
sm

an
n

29
.8
9*

**
37

.4
9*

**
34

.7
2*

**
30

.3
5*

**
37

.1
6*

**
33

.5
8*

**
36

.0
4*

**

1)
**

*,
**

,a
nd

*
in

th
e
ce
lls

in
di
ca
te
1%

,5
%
,a
nd

10
%

le
ve
ls
of

si
gn

ifi
ca
nc
e,
re
sp
ec
tiv

el
y

2)
T
he

t-
va
lu
es

ar
e
in

pa
re
nt
he
se
s

3)
T
he

de
pe
nd

en
t
va
ri
ab
le
is
th
e
an
nu

al
gr
ow

th
ra
te
of

re
al
pe
r
ca
pi
ta
G
D
P
in

ea
ch

pe
ri
od

132 K. Lee and J. Lee



T
ab

le
3

N
IS

an
d
ec
on

om
ic
gr
ow

th
:G

M
M

re
su
lts

19
90

/2
01

5

(1
)B
as
e

(2
)N

IS
3a

(3
)N

IS
3b

(4
)N

IS
3c

(5
)N

IS
4a

(6
)N

IS
4b

(7
)N

IS
5

L
.G
D
P
pe
r
C
ap
ita

G
ro
w
th

�0
.1
1

�0
.1
0

�0
.1
1

�0
.1
1

�0
.1
0

�0
.1
1

�0
.1
0

(�
0.
87

)
(�

0.
81

)
(�

0.
87

)
(�

0.
85

)
(�

0.
83

)
(�

0.
87

)
(�

0.
83

)

ln
(I
ni
tia
l
G
D
P
)

�0
.0
61

**
*

�0
.0
72

**
*

�0
.0
65

**
*

�0
.0
61

**
*

�0
.0
70

**
*

�0
.0
66

**
*

�0
.0
71

**
*

(�
4.
44

)
(�

5.
60

)
(�

4.
80

)
(�

4.
49

)
(�

5.
43

)
(�

4.
82

)
(�

5.
36

)

P
O
P
gr
ow

th
R
at
e

�1
.8
2*

�1
.6
8*

�1
.8
3*

�1
.7
7*

�1
.7
3*

�1
.8
0*

�1
.6
9*

(�
1.
88

)
(�

1.
87

)
(�

2.
01

)
(�

2.
01

)
(�

1.
93

)
(�

1.
99

)
(�

1.
91

)

F
ix
ed

In
ve
st
m
en
t
R
at
e

0.
27

**
*

0.
26

**
*

0.
28

**
*

0.
29

**
*

0.
27

**
*

0.
28

**
*

0.
27

**
*

(2
.7
9)

(2
.8
1)

(2
.8
8)

(2
.9
4)

(2
.8
5)

(2
.9
3)

(2
.9
2)

S
ec
on

da
ry

S
ch
oo

lE
nr
ol
lm

en
t

0.
00

46
0.
01

8
0.
01

1
0.
00

46
0.
01

3
0.
01

3
0.
01

4

(0
.3
1)

(1
.1
1)

(0
.6
9)

(0
.3
2)

(0
.8
3)

(0
.7
7)

(0
.8
9)

D
em

oc
ra
cy

0.
00

37
0.
00

29
0.
00

34
0.
00

34
0.
00

32
0.
00

34
0.
00

31

(1
.2
3)

(1
.0
4)

(1
.1
7)

(1
.2
3)

(1
.1
3)

(1
.2
0)

(1
.1
7)

O
pe
nn

es
s

0.
05

0*
0.
04

1
0.
04

7*
0.
05

4*
*

0.
04

3
0.
05

0*
0.
04

6*

(1
.9
2)

(1
.6
1)

(1
.8
1)

(2
.0
5)

(1
.6
2)

(1
.9
3)

(1
.7
9)

N
IS
3a

0.
04

4*
*

(2
.5
7)

N
IS
3b

0.
02

3

(1
.4
0)

N
IS
3c

0.
03

3*

(1
.7
1)

N
IS
4a

0.
03

2*
*

(2
.0
9)

N
IS
4b

0.
02

3

(1
.5
6)

(c
on

tin
ue
d)

National innovation systems, economic complexity, and economic growth:. . . 133



T
ab

le
3

(c
on

tin
ue
d)

19
90

/2
01

5

(1
)B
as
e

(2
)N

IS
3a

(3
)N

IS
3b

(4
)N

IS
3c

(5
)N

IS
4a

(6
)N

IS
4b

(7
)N

IS
5

N
IS
5

0.
03

1*
*

(2
.1
9)

A
R
(2
)
z-
st
at
is
tic
s
(p

va
lu
e)

�1
.6
2

�0
.8
2

�1
.3
4

�1
..1

6
�0

.6
3

�1
.1
8

�0
.5
1

(0
.1
05

)
(0
.4
10

)
(0
.1
80

)
(0
.2
47

)
(0
.5
28

)
(0
.2
38

)
(0
.6
07

)

H
an
se
n
χ2

st
at
is
tic
s
(p

va
lu
e)

9.
80

9.
28

9.
48

9.
27

8.
77

9.
30

8.
52

0.
08

1
(0
.0
98

)
(0
.0
91

)
(0
.0
99

)
(0
.1
18

)
(0
.0
98

)
(0
.1
30

)

N
12

6
12

6
12

6
12

6
12

6
12

6
12

6

1)
**

*,
**

,a
nd

*
in

th
e
ce
lls

in
di
ca
te
1%

,5
%
,a
nd

10
%

le
ve
ls
of

si
gn

ifi
ca
nc
e,
re
sp
ec
tiv

el
y

2)
T
he

t-
va
lu
es

ar
e
in

pa
re
nt
he
se
s

134 K. Lee and J. Lee



T
ab

le
4

N
IS
,e
co
no

m
ic
co
m
pl
ex
ity

,a
nd

ec
on

om
ic
gr
ow

th
:
fi
xe
d
ef
fe
ct
re
su
lts

19
90

/2
01

5

(1
)
B
as
e

(2
)
N
IS
3a

(3
)
N
IS
3b

(4
)
N
IS
3c

(5
)
N
IS
4a

(6
)
N
IS
4b

(7
)
N
IS
5

ln
(I
ni
tia
l
G
D
P
)

�0
.0
46

**
*

�0
.0
57

**
*

�0
.0
49

**
*

�0
.0
46

**
*

�0
.0
56

**
*

�0
.0
51

**
*

�0
.0
57

**
*

(�
6.
48

)
(�

7.
83

)
(�

7.
22

)
(�

6.
47

)
(�

7.
25

)
(�

6.
93

)
(�

6.
60

)

P
O
P
gr
ow

th
R
at
e

�1
.6
6*

**
�1

.5
7*

**
�1

.7
1*

**
�1

.6
6*

**
�1

.6
1*

**
�1

.6
8*

**
�1

.5
8*

**

(�
2.
81

)
(�

2.
76

)
(�

2.
99

)
(�

2.
87

)
(�

2.
83

)
(�

2.
98

)
(�

2.
82

)

F
ix
ed

In
ve
st
m
en
t
R
at
e

0.
30

**
*

0.
29

**
*

0.
32

**
*

0.
31

**
*

0.
31

**
*

0.
32

**
*

0.
32

**
*

(5
.5
2)

(5
.6
1)

(6
.0
9)

(5
.6
6)

(6
.1
2)

(6
.1
6)

(6
.1
5)

E
nr
ol
lm

en
t
R
at
e
S
ec
on

da
ry

�0
.0
03

4
0.
00

47
�0

.0
04

8
�0

.0
05

1
�0

.0
04

5
�0

.0
02

4
�0

.0
01

4

(�
0.
23

)
(0
.3
1)

(�
0.
32

)
(�

0.
34

)
(�

0.
30

)
(�

0.
15

)
(�

0.
09

5)

D
em

oc
ra
cy

0.
00

18
0.
00

16
0.
00

15
0.
00

18
0.
00

15
0.
00

16
0.
00

16

(0
.9
5)

(0
.8
5)

(0
.8
1)

(0
.9
2)

(0
.8
4)

(0
.8
9)

(0
.9
3)

O
pe
nn

es
s

0.
04

5*
*

0.
03

5*
*

0.
04

0*
*

0.
04

7*
**

0.
03

6*
*

0.
04

4*
*

0.
04

3*
*

(2
.7
1)

(2
.0
9)

(2
.3
5)

(2
.8
1)

(2
.1
3)

(2
.6
0)

(2
.4
4)

E
C
I

0.
01

7*
*

0.
01

7*
*

0.
01

8*
*

0.
01

7*
*

0.
01

7*
*

0.
01

7*
*

0.
01

5*
*

(2
.3
2)

(2
.5
4)

(2
.5
4)

(2
.2
1)

(2
.5
2)

(2
.4
3)

(2
.3
2)

N
IS
3a

0.
04

5*
**

(3
.2
3)

N
IS
3b

0.
02

7*
*

(2
.0
6)

N
IS
3c

0.
01

6

(1
.3
5)

N
IS
4a

0.
03

6*
*

(2
.6
6)

N
IS
4a

0.
02

6*

(1
.8
4)

(c
on

tin
ue
d)

National innovation systems, economic complexity, and economic growth:. . . 135



T
ab

le
4

(c
on

tin
ue
d)

19
90

/2
01

5

(1
)
B
as
e

(2
)
N
IS
3a

(3
)
N
IS
3b

(4
)
N
IS
3c

(5
)
N
IS
4a

(6
)
N
IS
4b

(7
)
N
IS
5

N
IS
5

0.
03

3*
*

(2
.1
5)

C
on

st
an
t

0.
36

**
*

0.
43

**
*

0.
35

**
*

0.
34

**
*

0.
40

**
*

0.
36

**
*

0.
40

**
*

(6
.4
9)

(7
.6
9)

(6
.1
5)

(5
.8
1)

(7
.1
7)

(6
.3
2)

(7
.0
4)

ad
j.
R
-s
q

0.
29

0.
32

0.
30

0.
29

0.
32

0.
30

0.
32

N
19

4
19

4
19

4
19

4
19

4
19

4
19

4

H
au
sm

an
n

34
.3
1*

**
40

.5
5*

**
36

.9
4*

**
34

.5
0*

**
40

.0
1*

**
37

.1
1*

**
39

.7
9*

**

1)
**

*,
**

,a
nd

*
in

th
e
ce
lls

in
di
ca
te
1%

,5
%
,a
nd

10
%

le
ve
ls
of

si
gn

ifi
ca
nc
e,
re
sp
ec
tiv

el
y

2)
T
he

t-
va
lu
es

ar
e
in

pa
re
nt
he
se
s

3)
T
he

de
pe
nd

en
t
va
ri
ab
le
is
th
e
an
nu

al
gr
ow

th
ra
te
of

re
al
pe
r
ca
pi
ta
G
D
P
in

ea
ch

pe
ri
od

136 K. Lee and J. Lee



models. This result is consistent with that of Lee and Kim (2009) and not surprising
because most of the sample countries have high secondary enrollment. Openness has
a positive effect on economic growth and is significant at the 5% level in all models.
The coefficient of logarithm of initial GDP per capita, as well as population growth,
has a negative effect on economic growth. Moreover, the coefficient of fixed capital
investment per GDP is positive and significant at the 1% level in all models.

Table 4 shows the results with the variable of ECI added. ECI is positive and
significant in all specifications with different NIS indices.1 As shown in the first
column with ECI but without NIS, overall R2 also increases by 3% to 4% on the
average to 0.29, compared with 0.25 in the first column of Table 2. The increase is in
a similar magnitude as the case of NIS in Table 2 (comparing the first and second
columns). Several NIS indices, such as NIS3c and NIS4a, are insignificant, again at
the 5% level. The overall R2 values are high in the models with NIS3a, NIS4a, and
NIS5. However, the ECI coefficient loses significance in the results presented in
Table 5 with additional controls for the terms of trade and government expenditure,
which are added following Barro (2003). ECI losing significance is related to the fact
that ECI is a variable generated by trade data and thus correlated with the variable of
terms of trade. The power and robustness of NIS3a, NIS4a, and NIS5 are observed
again in Table 5.

Table 6 presents the results without ECI, given the somewhat high correlation
between ECI and NIS indices. The three NIS indices remain significant at the 5%
level, in which one index is significant at 10%, with NIS3b and NIS4b being
insignificant. The high explanatory power (overall R2) of the three indices is
unchanged, with the coefficient of NIS3a being larger than that of NIS4a or NIS5.
The significance of other variables is unchanged, except for the openness variable
that is affected by the terms of trade variable.

Table 7 and 8 shows the results with different model specifications, particularly a
different dependent variable of per capita income rather than its growth rate, as in
Acemoglu et al. (2001).2 In these specifications, we only use the three NIS indices
(NIS3a, NIS4a, and NIS5) that are robust and powerful. They are also significant
with and without ECI in the FE and GMM results. The ECI variable remains
insignificant, similar to the preceding Table 5. In general, the overall R2 values
increase further compared with those in the preceding tables. The explanatory power
of the NIS indices is noticeable from the jump of overall R2 from 0.48 in Model
1 without NIS to 0.57 in the second column with NIS3a. The estimated coefficient of
NIS3a is larger than that with NIS4a or NIS5.

1The results of GMM estimations for the models in Tables 4, 5, and 6 are mostly consistent with the
FE results and are available upon request.
2We follow Acemoglu et al. (2001) in not adding the variable of initial per capita income in the
regression models. However, the results do not change with and without this variable.
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5 Concluding remarks

This study examined the impacts of NIS on economic growth by using a composite
NIS index in the context of growth regression with static (FE) and dynamic (first-
difference) GMM estimation models. To develop the index, this research used US
patent data to generate the five NIS variables for expressing the diverse dimensions
of NIS (i.e., concentration of assignees, localization, originality, diversification, and
cycle time of technologies). To generate a composite NIS index, this study compared

Table 8 NIS, complexity, and per capita income: GMM results

Dep: ln(per capita
GDP)

1990/2015

(1) NIS3a (2) NIS4a (3) NIS5
(4) ECI &
NIS3a

(5) ECI &
NIS4a

(6) ECI &
NIS5

L.ln(per capita
GDP)

0.78*** 0.80*** 0.79*** 0.80*** 0.81*** 0.82***

(12.8) (14.0) (13.6) (11.9) (12.5) (12.7)

POP growth Rate �3.61* �3.92* �3.60* �2.78 �3.00 �2.69

(�1.75) (�1.90) (�1.83) (�1.47) (�1.57) (�1.35)

Fixed Investment
Rate

1.59*** 1.67*** 1.71*** 1.48*** 1.60*** 1.60***

(4.07) (4.25) (4.43) (4.27) (4.53) (4.47)

Enrollment Rate
Secondary

�0.037 �0.066 �0.066 �0.036 �0.068 �0.086

(�0.40) (�0.72) (�0.75) (�0.36) (�0.72) (�0.93)

Democracy �0.0014 �0.00062 �0.00035 �0.0036 �0.0017 �0.0016

(�0.13) (�0.063) (�0.037) (�0.35) (�0.18) (�0.17)

Openness 0.076 0.079 0.11 0.074 0.085 0.11

(0.95) (0.96) (1.42) (0.95) (1.08) (1.41)

Government
Expenditure

�0.85 �0.85 �0.68 �0.87 �0.85 �0.70

(�1.37) (�1.64) (�1.41) (�1.29) (�1.53) (�1.31)

Terms of Trade 0.011 �0.0089 �0.0030 0.037 0.018 0.033

(0.25) (�0.21) (�0.069) (0.68) (0.36) (0.69)

ECI 0.049 0.056 0.069*

(1.31) (1.44) (1.75)

NIS3a 0.30*** 0.32***

(4.20) (3.82)

NIS4a 0.24*** 0.24***

(4.47) (3.21)

NIS5 0.22*** 0.20***

(4.06) (3.07)

AR(2) z-statistics
(p value)

�2.12 �2.25 �1.90 �1.64 �1.94 �2.11

(0.034) (0.024) (0.057) (0.100) (0.053) (0.035)

Hansen x^2 statis-
tics ( p value)

6.22 5.56 6.18 4.50 4.60 4.97

(0.286) (0.351) (0.290) (0.480) (0.466) (0.419)

N 124 124 124 118 118 118

1) ***, **, and * in the cells indicate 1%, 5%, and 10% levels of significance, respectively
2) The t-values are in parentheses
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several weighting methods, such as PCA, DEA, and BOD, which is a variation of the
DEA method. We opted for a simple equal-weighting method and tested the
robustness of the constructed NIS indices as diverse combinations of the five NIS
variables.

The growth regressions in general confirmed the significant and robust impacts of
NIS3a, NIS4a, and NIS5 indices on economic growth. The importance of NIS in
economic growth was confirmed by an increase in R2 after adding the NIS indices to
the growth equations, apart from the typical control variables. The three NIS indices
are similar in terms of explanatory power (or additional R2), which implies that
adding one or more component variables to make NIS6 or NIS7 does not make any
difference. The common feature of the three NIS indices is that they have the three
component variables as their ingredients, namely, originality, cycle time, and tech-
nological diversification. These results are reasonable in view of the high correla-
tions of technological diversification with localization and decentralization,
implying that adding these two components does not bring additional explanatory
power. In other words, economies with high technological diversification have high
localization and decentralization.

Thus, NIS3 may be a parsimonious and powerful NIS index because NIS3
combines only three NIS variables of technological diversification, originality, and
cycle time of technologies, and it has the largest coefficient among others in all the
regression results. The R2 values of the growth equations with NIS3 are consistently
higher than, or similar to, those with other NIS indices in the benchmark results
(Table 2), results with ECI (Table 4), and results with government and terms of trade
(Tables 5 and 7). Although NIS4a and NIS5 have smaller coefficients than NIS3a,
their sub-components, such as knowledge localization and concentration, are still
useful variables on their own, especially in terms of showing the diverse aspects of
the NIS of countries. Having more sub-components, the values of NIS5 may be more
stable over time and thus be better when the objective is to show ranking of countries
and their change over time.

By contrast, ECI robustness is somewhat questionable because it loses signifi-
cance after adding government expenditure and terms of trade variables into the
regression models. We also found that ECI and our NIS indices are correlated at
varying degrees. NIS3a has the lowest correlation degree (0.46) with ECI among the
NIS indices, such as NIS4a (0.54) and NIS5 (0.59). This result may be another
reason to claim that NIS3a may be a good or distinctive index for having the lowest
correlation with ECI and the largest coefficient among NIS indices. The component
variables of NIS3a have a low correlation with ECI, such as originality (0.05) and
cycle time of technologies (�0.31). By contrast, NIS3b has the least correlation with
ECI (0.16) but is not a robust predictor of economic growth.

The results confirmed the overall importance of NIS in economic growth and
justify the policy effort to improve NIS. The findings suggest that the simple NIS
index constructed using US patent data is as powerful as other indices in reflecting
diverse, complicated, or nuanced aspects of NIS. While this statement does not mean
to depreciate the value of other indices, it means that predicting economic growth by
using a simple NIS index (NIS3a) constructed in a parsimonious manner is
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technically possible as long as the intention is to explain and predict the economic
growth of countries (mostly upper-middle or high-income ones) at certain stages of
development. According to the estimated coefficient (0.034) of NIS3a (Table 6), the
increase in the NIS index by the amount of one standard deviation (0.262) (e.g., from
its average value of 1.174 to 1.436) increases the growth rates of per capita income
by 0.17% (e.g., from the current sample average of 2.25% to 2.42%).

However, to the extent that NIS is more than what can be captured by patent data,
this study has its limitations. Nevertheless, this research is one of the first to generate
a robust NIS index by using patent data only without many data requirements and
free from the problem of cross-country comparability of underlying variables. This
statement does not mean to depreciate the value of the research that examines
different importance (weights) of other NIS variables in certain stages of develop-
ment or certain groups of countries.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published
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Appendix

Table 9 Basic statistics

Variable Observations Mean Std. Dev. Min Max

GDP per Capita Growth 214 0.0225 0.0241 �0.0900 0.1305

ln(Initial GDP) 214 9.8014 1.0880 6.2746 11.5642

POP growth Rate 215 0.0091 0.0077 �0.0055 0.0348

Fixed Investment Rate 215 0.2316 0.0486 0.1264 0.4489

Enrollment Rate Secondary 210 0.9836 0.2025 0.3835 1.5506

Government Expenditure 210 0.1761 0.0492 0.0665 0.2812

Openness 215 0.4827 0.3885 0.0768 2.1360

Democracy 215 8.1699 2.8832 0.0000 10.0000

Net Barter Terms of Trade 187 1.0006 0.2181 0.4886 2.7047

1-HHI 215 0.8850 0.1173 0.4417 0.9945

Originality 215 0.4084 0.0653 0.1989 0.5684

Localization 215 0.0573 0.0414 0.0000 0.1906

Diversification 215 0.2746 0.2516 0.0064 0.8598

Relative cycle time 215 1.1131 0.1268 0.7891 1.4748

ECI 200 0.8822 0.7172 �0.6944 2.2867

NIS3a 215 1.1740 0.2628 0.5277 1.8633

NIS3b 215 1.7790 0.1615 1.0234 2.0936

NIS3c 215 1.4192 0.1747 0.8599 1.8110

NIS4a 215 2.0637 0.3353 1.0306 2.8543

NIS4b 215 1.9172 0.1971 1.1024 2.3496

NIS5 215 2.2019 0.4053 1.1096 3.2250

PCA1 215 �0.1908 0.5998 �1.0209 1.7374

PCA2 215 0.2825 0.6968 �1.9529 1.9898

DEA 215 0.0545 0.0836 0.0000 0.4362

BOD 215 0.9201 0.0807 0.4783 0.9998

1) S_´variable name` equals the standardization of variables
2) NIS3a¼ S_Originality + S_Relative cycle time + S_Diversification
3) NIS3b¼ S_Originality + S_Relative cycle time + S_1-HHI
4) NIS3c¼ S_Relative cycle time + S_1-HHI + S_ Localization
5) NIS4a¼ S_Originality + S_Relative cycle time + S_1-HHI + S_Diversification
6) NIS4b¼ S_Originality + S_Relative cycle time + S_1-HHI +S_Localization
7) NIS5¼ S_Originality + S_Relative cycle time + S_1-HHI + S_Diversification + S_Localization
Sources: Author’s calculation
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Abstract Regulation has been identified as an important determinant of the inno-
vation activities of companies, industries, and entire economies. As such, this paper
investigates the potential effects of regulation on the innovative performance of firms
in China. We identify an inverted U-shaped relationship between regulation and
product innovation performance. That is, in China, regulation plays a positive role in
promoting innovation: the more actively firms deal with regulations within certain
threshold levels, the better their product innovation performance is. However, after
reaching the threshold, the relationship reverses. Further, actively coping with
regulations facilitates firms’ access to financial resources, which in turn promotes
product innovation. Meanwhile, output distortion significantly impedes product
innovation performance. However, regulation does not show a measurable impact
on output distortion.
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1 Introduction

The term regulation generally refers to the implementation of rules by government
institutions to influence market activity and the behavior of private actors in the
economy. While it has been identified as an important determinant of the innovation
activities of companies, industries, and entire economies, the effects of regulation on
innovative performance have been a topic of debate for several decades. The
Regulatory Capture view (Stigler 1971) and the Public Interest perspective
pioneered by Pigou (1938) hold opposite views on the role of regulation for industry
development. The former addresses the manipulation of regulations by specific
industries for their own benefit, while the latter advocates the positive impact of
regulation in correcting market failure. The degree to which regulation promotes or
inhibits competition can affect innovative performance by influencing the cost of
innovative projects or by changing industry structure. A major issue for the govern-
ment is thus achieving a balance between over- and under-regulation, to the benefit
of the society (Amable et al. 2016). Due to the lack of a coherent theoretical
framework to analyze the impacts of regulation on innovation performance (Blind
2012), the causal relationship between the degree or scope of regulation and
innovation performance still remains unclear. Meanwhile, the emergence of new
technologies and of the sharing economics brings new challenges for regulations
such as car sharing platforms, Fintech, or green energy.

The extent to which governments have used regulation to drive technological
change varies across countries and sectors. Firms in developing and transitioning
economies often face different problems in regard to setting regulations to stimulate
innovation compared with their counterparts in developed countries. The successful
catching-up experience of East Asian economies highlights the importance of
regulation (Wade 1990). For example, regulations on intellectual property rights
(IPR) in Korea shifted from a loose form of control toward a higher level of
protection in the late 1980s to provide more incentives for increasing innovation
efforts (Lee 2016). It is acknowledged that the regulations for the entry and operation
of firms helped the technological leapfrogging of the automotive industries in Japan
and Korea, although the regulations differed by country. As regulation shapes the
potential paths to technological development, it is important to understand their
influence and functionality to increase innovation performance.

From the viewpoint of empirical analysis, China provides a particularly interest-
ing context, given its highly centralized governance structure and massive efforts for
promoting innovation- oriented growth (Li 2018). On the one hand, in China, the
government controls the allocation of resources to a large degree, which leaves
rooms for high-level bureaucracy and strong regulations in certain areas, such as
market entry and financial control. This may cause rent-seeking and distortions in
resource allocation, and, therefore, result in poor innovation performance. On the
other hand, China has witnessed continuous regulatory reforms in different sectors,
such as the financial market, new energy, and IPR during its marketization over the
past three decades. However, due to the path dependency in innovative behaviors,
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industrial foundation, and capital constraints, the response to regulation in terms of
innovation varies substantially across firms.

Consequently, this paper intends to answer the following two questions: (1) what
are the potential effects of regulation on the innovative performance of firms in
China; and (2) how does the regulation affect their innovative performance?

While regulation has been widely identified as the main cause of resource
misallocation in the literature (Restuccia and Rogerson 2017), the impacts of
resource misallocation on the causal relationship between regulation and product
innovation are still under-explored. Therefore, following Hsieh and Klenow (2009),
we construct a measure for firm-level distortions and use financial resource acces-
sibility to reflect across-firm resource reallocation. Further, a simultaneous equation
model is proposed to investigate the relationship between regulation, resource
reallocation, and product innovation performance.

Analyzing the causal relationship between regulation and firm performance in
terms of innovation presents two challenges. First, it is difficult to define and
measure the regulation level quantitatively. Second, regulations normally interweave
and generate both positive and negative effects on firms. The main implication of
this phenomenon is that any analysis on the relationship between regulations and
firm performance should identify and distinguish between these two aspects.

This paper contributes to the studies on the determinants of innovation in two
ways. First, it builds a conceptual framework for analyzing the potential relationship
between regulation and innovation performance at the firm level by using resource
allocation as a mediating factor, thus providing evidence on the impact of regulation
on the innovative behaviors of firms in China. Specifically, it establishes a mecha-
nism by which government intervention establishes its role on innovation perfor-
mance via resource allocation across and within firms. Second, it proposed an
identification strategy to identify the potential negative and positive effects of
regulation, which helps us better understand micro-level performance in response
to macro-level regulations in a transitional environment.

The remainder of this article is organized as follows. Section 2 reviews the
literature on the relationship between regulation and innovation, and proposes a
conceptual framework to analyze this relationship. Section 3 constructs the econo-
metric model for analyzing the effects of regulation on the tendency and intensity of
product innovation, as well as the mediating effects of resource allocation, and
presents the data and measurements used for the empirical analysis. Section 4
shows the empirical results. Section 5 concludes the article and discusses the
research findings.

2 Literature review and conceptual framework

The occurrence of regulations is typically traced back to the presence of market
failure. Market and government intervention are identified as two main channels for
distributing resources. Although a free market provides information and incentives
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for agents, market failure arises in the presence of monopoly, externalities, and
asymmetric information. While some studies consider regulation and government
intervention interchangeable, conventional economic studies view regulation as one
type of government intervention, often in the form of information requirements,
proscriptions (things firms may not do), or mandates (things firms must do) (Stiglitz
2012). According to Trebing (1969), “the salient feature of government regulation is
that it involves an attempt to impose social judgments and goals upon existing
market judgments and goals insofar as the actions of persons, firms and industries
are concerned”.

In this paper, we follow the conventional treatment in distinguishing regulation
from a host of other forms of “market-based” government intervention, such as fiscal
and monetary policies. By “regulation”, we refer to direct legislation and adminis-
trative regulation of economic behavior on the market. These regulations can be
divided into three categories: economic regulations designed to avoid market failure,
such as market entry, competition policy, and price regulation; social regulations
designed to prevent negative externalities, such as environmental and consumer
safety regulations; and more generic institutional regulations based on liability
law, such as IPR (Blind 2012; OECD 2016).

Innovation performance heavily relies on advances in science and technology, a
feature of public goods. Ordinary markets fail to incentivize firms to produce them in
as much quantity as optimally required (Schot and Steinmueller 2018), and, there-
fore, regulations addressing market failure and externalities can particularly influ-
ence innovation performance, for example, by creating such incentives or removing
barriers. Firms are typically subject to all these types of regulations, making it
difficult to analyze the effects of only one type in isolation from others. We thus
focus our discussion on the effects of the general regulatory environment. This
enables us to restrict our study to an extensive but well-defined literature subset.

2.1 Review of the regulatory framework in China

With China’s rapid transformation from an agricultural to an industrialized econ-
omy, its regulatory framework has also undergone changes. Since its introduction in
the late 1970s, regulatory reform has been an integral part of economic reforms in
China. Its main goal is to reduce the governments intervention in the economy and
create a unified market system with orderly competition by expanding the role of the
market in resource allocation. In the process of transforming from a highly central-
ized regulatory state to a market economy, a strategy of incremental reform has been
adopted, in contrast to the “shock therapy” approach pursued by the former Soviet
Union and Eastern European countries (Zhou 2018).

The regulatory reforms of the 1990s and early 2000s enabled an expanded role of
the market in major decisions on price, production, investment, market structure, and
more (Yeo and Pearson 2008). The Corporate Law, enforced in 1994, paved the way
for the foundation of a market environment where enterprises under different types
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of ownership can compete with state-owned enterprises. The government has
launched a series of science and technology initiatives to match the strategic
directions of enterprises. The decentralization process delegates more decision-
making powers in investment approval, firm entry, revenue mobilization, and
expenditure responsibilities to the lower levels of the government and grants more
autonomy to state-owned enterprises in production and marketing (Lin et al. 2006).

Since China’s accession to the World Trade Organization in 2001, the Chinese
government has made further efforts to standardize its regulatory framework across
the country, carrying out a series of regulatory reforms to strengthen competition and
openness (OECD 2009). These include additional reduction in the scope of state
ownership, reform of regulations among central and local governments, firmer
establishment of the rule of law, and strengthening of regulatory institutions and
processes. These efforts have resulted in simpler and more transparent regulation,
less burdensome compliance, and more effective enforcement of laws on intellectual
property rights and other areas. The incremental regulatory reforms in China can be
considered successful when judged based on various indicators of economic devel-
opment and living standards (Garnaut et al. 2018). Nevertheless, the strict control of
the financial system, stringent market entry regulation for foreign investors, and the
close ties between government authorities and state-owned enterprises continue to
exist. Therefore, measures formulated by regulatory bodies at all levels need to be
continuously reviewed and revised with experience and with further development of
the economy.

2.2 Regulation and innovation: A review

Previous studies have analyzed the impacts of government regulations on innovation
performance from three perspectives. First, regulation influences the direction and
rate of innovation by creating markets and reshaping the competitional landscape
(Crafts 2006; Blind 2012). Specifically, strict market entry regulations may hinder
the introduction and diffusion of product or process innovation by reducing com-
petitive pressure, increasing the costs of introduction and diffusion, or delaying the
entry of new high-tech firms. Entrepreneurs are particularly affected by administra-
tive regulations that create entry barriers. Countries with a quicker market entry
process have seen more entries in industries that experience expansionary global
demand and technology shifts (Nicoletti and Scarpetta 2003; Kaplan et al. 2011).
Further, regulations on prices and competition change the pattern of the expected
returns to innovation. As such, shifting from price to non-price competition could
increase the incentives for the rapid adoption of product innovations (Joskow and
Rose 1989). Haley and Haley (2012) argue that the patent law changes in India’s
pharmaceutical industry hindered the domestic efforts for innovation because uncer-
tain property rights reduced the appropriability of returns to innovation.

Regulation may help create an overall favorable climate for certain technological
trajectories to innovation by reducing the risks associated with innovation, for
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example the establishment of standardization or the new energy regulations. Regu-
lation may also drive out firms that show no compliance with existing products and
processes, thus spurring either compliance or circumventive innovation (Nakamura
and Kajikawa 2018). Yoon et al. (2018), by analyzing cross-country panel data on
47 countries from 2002 to 2012, document that more regulations on credit, labor, and
business increase the transformation of scientific knowledge into innovative, nascent
entrepreneurship. Further, Blind et al. (2017) find that the impacts of regulation on
innovation efficiency of firms vary with market uncertainty. Regulations have a
positive impact on firms innovation efficiency in markets with low uncertainty as
they create transparent and non-discriminating rules and are less susceptible to
regulatory capture. The incompatibility between regulations and the underlying
technologies is much lower in such markets than in highly uncertain markets,
where regulations have a negative impact on firm innovation efficiency because of
the greater efforts required to comply with the emerging regulatory framework.

Second, the red tape arising from strong regulations creates a compliance burden
for would-be innovators (Ciccone and Papaioannou 2007; Ciriaci et al. 2019). This
research stream generally considers regulation compliance costs or a “time tax”
imposed on firms (De Rosa et al. 2010). Such costs, including resources and the time
used for filling out paperwork, for obtaining permits from different offices, among
others, reflect different opportunity costs, which are typically increasing with indi-
vidual ability. More efficient agents are thus able or willing to accept more red tape.

The Schumpeterian creative destruction process is favored by a dynamic business
environment (Aghion et al. 2009). High administrative entry costs, stringent product
market regulation, and excessive employment protection legislation increases trans-
action costs and leads to less efficient reallocation of resources, damaging the most
innovative and productive firms and sectors. Hence, lower levels of market and
product regulation is more attractive to R&D-intensive multinationals seeking
dynamic innovation ecosystems and regulatory framework that supports returns on
innovative investments (Ciriaci et al. 2019). While Krammer (2009) finds a signif-
icantly negative relationship between the cost of starting up a new business and the
number of granted patents, according to Amici et al. (2016), the effects of entry
regulation on firms can be divided into two aspects: the time costs associated with
getting permits and authorizations to start a new business (red tape costs), and the
fees and duties that must be paid for this purpose (monetary costs). While lowering
time costs increase the average survival rate and time of new firms, reducing
monetary costs may lower it for Italian firms.

Finally, the public choice approach links regulatory intervention with resource
misallocation, rent-seeking, preferentialism, and corruption, which ultimately leads
to the distortion of resource allocation among firms and lowers the incentives for
innovation (Duvanova 2014; Stigler 1971). Regulatory capture occurs when the
interests of firms or political groups are prioritized over the interests of the public,
leading to a net loss to the society as a whole; an example is lobbying a standard,
which in turn influences the technological infrastructure of a particular market (Blind
and Mangelsdorf 2016). Efficiency might decrease by increasing the cost of gov-
ernment goods and services, distortion, and creating additional competition
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efficiency costs (Olken and Pande 2012). Such distortion distracts entrepreneurial
talent from improving productivity and directs it toward rent extraction, which
lowers the product innovation level (Acemoglu and Verdier 1998; Waldemar 2012).

Overall, it is not surprising that the effects of regulation on innovation perfor-
mance are mixed, implying regulation can both promote and suppress innovation.
Stewart (2012) proposes that regulation affects innovation by three dimensional
factors, that is, flexibility, information, and stringency. Greater flexibility and more
complete information generally aid innovation, while there is a trade-off between
stringent compliance and the desired innovation. Studies in this field tend to adopt
case studies approaches to analyze certain industries, with specific regulations
(Faulkner 2009).

One important indication is that the impact of government regulations on firm
performance varies in response to other factors such as political organization of
structure, prevailing economic conditions, financial market, or stages of technolog-
ical development. Guan and Yam (2015) argue that a centrally planned system is
ineffective for the innovative performance of manufacturing firms in China. The
focus of government regulations should thus shift from high centralization to a high
level of freedom when approaching the technological frontier (Mahmood and Rufin
2005). Amable et al. (2016) find that the effect of product market regulation on
patenting intensity increases with proximity to the technological frontier, measured
by multifactor productivity, for OECD industries. While some studies investigate the
impact of regulation on innovation performance for certain industries in China such
as energy, telecommunications, automobiles, and pharmaceuticals, such studies still
do not provide a clear picture of the overall regulation level and its interaction with
innovation performance in China.

2.3 Conceptual framework

The above three research streams show that allocation of resources is an important
mediator in relating regulations to innovation performance. Hence, we propose the
analytical framework shown in Fig. 1 to identify the causality between regulations
and innovation. The fundamental assumption is that regulations determine the

Fig. 1 Conceptual framework for the impacts of regulations on product innovation

Regulation and product innovation: the intermediate role of resource. . . 159



allocation of resources that are required for product innovation across firms. Further,
the regulations that create heterogeneity in the prices faced by individual producers
can lead to sizeable differences in product innovation.

This idea corresponds to the two channels by which regulations influence the
performance of product innovation, namely, incentive impacts and compliance costs
or burdens. Essentially, this idea is in line with the theory of Carlin and Soskice
(2006), which demonstrates that, under the Schumpeter relation, with regulation
increasing capital intensity, more resources are available for R&D investments. This
consequently fosters innovation, while the compliance cost of regulations reduces
resources for innovation in a manner similar to taxes. On the one hand, regulations
influence the distribution of financial resources across incumbent firms, thereby
affecting their innovative performance. Easier access to financial resources can
generally foster product innovation (Barbosa and Faria 2011). From the viewpoint
of public-private partnerships, Mazzucato (2013) argues that radical innovation,
such as the Internet or nanotechnology, did not occur because the private sector
could not find the resources to invest in it. All the government has to do is to “nudge”
the private sector in the right direction.

On the other hand, regulations may cause resource misallocation in production, or
output distortion, which in turn hinders product innovation. Output distortion could
be high for firms that face size restrictions or high transaction costs, and low for firms
that benefit from favorable regulations. Restuccia and Rogerson (2008) demonstrate
that resource misallocation across firms caused by poorly designed policies can lead
to aggregate productivity loss, for example, by subsidizing unproductive firms and
taxing productive firms. Following this idea, Hsieh and Klenow (2009) identify a
potential 30 to 50% increase in the aggregate productivity in China as a result of
more efficient resource allocation. Cicala (2015) identifies asymmetric information,
capital bias, and regulatory capture as important sources of regulatory distortion, and
demonstrates that deregulation led to a shift toward more productive coal mines in
the U.S.

By this analytical framework, we assume over-regulation causes an increase in
resource misallocation, which in turn has a negative effect on product innovation. On
the other hand, firms that actively respond to government regulations may gain easier
access to certain financial resources, which in turn has a positive impact on product
innovation. As discussed in Guan and Yam (2015), firms in China that actively
comply with regulations gain more financial resources and regulatory provisions.
Financial constraints have been found to be a major reason that prevents firms from
investing in R&D activities (Antunes and Cavalcanti 2007), while more efficient
allocation of financial resources can promote capital-intensive innovations (Blind
2012). Hence the overall impact of regulations on product innovation depends on the
trade-off between the two. Generally, whichever one is stronger will largely deter-
mine whether the regulation stifles or stimulates innovation. As Wang (2018)
demonstrates, too much government interference could lead to the concentration of
resources among a small number of players, while too little government support
would result in missing development opportunities, such as in the cases of Singapore
and Hong Kong.
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3 Methodology

3.1 Econometric models

According to the conceptual framework in Fig. 1, we propose three econometric
models to estimate empirically the impacts of regulations on product innovation.
First, we estimate the impact of regulations on the tendencies of firms to conduct
product innovation using the probit specification in Eqs. 1 and 2.

Prob BPIi ¼ 1jXð Þ ¼ cþ ß1REGi þ ß2REGsqi þ ßZi þ ei ð1Þ
dREGi ¼ c0 þ γ1ILRi þ γZi þ εi ð2Þ

where BPIi denotes the tendency of firm i to conduct product innovation; REGi

denotes the regulation level; REGsqi is the square term of regulation level REGi.
According to Blind et al. (2017), many other factors can influence product innova-
tion performance. For example, innovation activities are driven by the competition
level. As such, Aghion et al. (2005) demonstrate an inverted U-shaped relationship
between competition and innovation. Leff (1964) points out that new firms usually
turn to the government for the protection of their investments and future returns. The
existing economic interests depend on their longstanding associations with bureau-
cratic and political supporters for protection, and, therefore, firm age is relevant for
their responses to regulations and innovative performance. Wang (2014) identifies
the importance of R&D investment and trade choices, such as exports and imports,
in improving innovative performance. Hence, the control variable set Zi includes the
process innovation PRCi, the decision to conduct R&D RNDi, skill level of
employees SKLi, training TRAi, size SIZi, years since established AGEi, export
ratio EXPi, import ratio IMPi, competition COMi, ownership dummy, region
dummy, and industry dummy.

The endogeneity problem arises because firms with better performance might also
put more effort into managing their relationships with government officials. The
regulation level might thus be determined by the performance of product innovation.
This results in a bidirectional causality between product innovation and regulation.
Rothwell (1980) demonstrates that bureaucrats have discretionary power, given a
certain regulation of firms, according to their innovative performance. We address
the endogeneity issue by the specification of a two-stage probit regression. Inspired
by Fisman and Svensson’s (2007) approach in addressing the endogeneity between
corruption and growth, we use the industry-average IRAi and location-average of
regulation LRAi (at city level) as measures for the regulation level. It is arguable that
the industry and location averages are closely related to firms’ practical responses to
regulation but not with their product innovation performance.

In practice, we first estimate the regulation determination regression with the
instruments and other explanatory variables as in Eq. 2; we then substitute the
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predicted regulation values into the probit estimation in the innovation tendency
regression in Eq. 1.

Second, we estimate the intensity of product innovation using the ordinary least
squares (OLS) and two-stage least squares (2SLS) regressions in Eqs. 3 and 4.

PDIi ¼ cþ ß1REGi þ ß2REGsqi þ ßZi þ ei ð3Þ
dREGi ¼ c0 þ γ1ILRi þ γZi þ εi ð4Þ

where PDIi denotes the intensity of product innovation for firm i. The control
variable set Zi includes the same variables as Eq. 1. As before, we use the industry
and location averages of regulation, IRAi and LRAi, respectively, as instruments for
the regulation level in the 2SLS estimation to address the endogeneity problem.

Finally, to understand how regulation affects firm performance in terms of
product innovation, we propose a simultaneous equation model (SEM) that incor-
porates a measure of firm-level distortions DISi and the accessibility of financial
resources (FINi), as shown in Eq. 5,

PDIi ¼ cþ ß1REGi þ ß2REGsqi þ ß3FINi þ ß4DISi þ ßZi þ ei

REGi ¼ c0 þ γ1ILRi þ γZi þ εi ð5Þ
DISi ¼ c1 þ η1REGi þ η2INVi þ η3OWNi þ ξi

FINi ¼ c2 þ η4REGi þ η5LANi þ η6OWNi þ υi

where DISi represents the measure of firm-level distortions and FINi financial
resource accessibility. The two indicators are designed to capture across-firm
resource allocations, which enables us to investigate the role of resource reallocation
in the observable relationship between regulation and product innovation. The
distortion of resource allocation, DISi, is specified as a function of regulation
REGi, investment in fixed assets INVi, and ownership dummy OWNi. Financial
resource accessibility FINi is specified as a function of regulation REGi, land
ownership LANi, and ownership dummy OWNi. The control variable set Zi includes
the same variables as Eq. 1.

This specification addresses two potential impacts of regulation on innovation:
the efficiency of resource allocation within and across firms, that is, the accessibility
to financial resources, and production resource distortion. The prevalence of regu-
lation distortion may increase the returns for rent-seeking compared to those of
productive activities (Baumol 1990). Restuccia and Rogerson (2008) demonstrate
that differences in resource allocation across establishments that differ in productiv-
ity may be an important factor accounting for cross- country differences in output per
capita.
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3.2 Data and measurement

The data are taken from Business Environment Enterprise Performance Survey
(BEEP), conducted by the World Bank in 2012. This survey was designed to assess
the impacts of government policies and practices on business activities worldwide.
The sample in China was selected using stratified random sampling in 25 cities. The
data provide detailed information about innovation performance and business envi-
ronment, such as firm characteristics, financial performance, as well as business-
government relationships, among other aspects. Table 1 summarizes the measure-
ments of the main variables and the descriptive statistics.

Following theoretical studies on regulations, we consider regulation as a manner
of time tax imposed on firms, measured by the time of senior managers in dealing

Table 1 Variables, measurements, and their descriptive statistics

Variables Measurements Obs. Mean SD Min Max

Product
innovation

Ratio of new product to sales 2719 11.04 18.1 0 100

Innovation
tendency

Binary variable indicating whether
firms have new product sales

2719 .44 0.50 0 1

Regulation Percentage of time spent by senior
manager dealing with regulations

2595 1.34 3.86 0 100

Process
Innovation

Percentage of establishment’s annual
production volume associated with
new or improved processes intro-
duced over the last three years

2719 8.93 15.61 0 100

Skill Average education years of
employees

1657 10.18 1.89 1 18

R&D Binary variable indicating whether
firms conduct R&D

2719 0.98 0.86 0 1

Size Number of full-time employees in
logarithm

2699 4.15 1.37 1.39 10.30

License The use of foreign licenses 2719 �2.37 5.24 �9 2

Competition Number of competitors divided by
100

2719 5.54 1.59 0 6.01

Age Years established 2627 16.72 7.91 4 129

Export Ratio of export to sales 2698 10.87 24.63 0 100

Import Ratio of imported intermediate input
to in puts

1690 3.78 13.38 0 100

Capital
distortion

Calculated based on eq. 6 980 1.13 1.79 �4.13 12.26

Output
distortion

Calculated based on eq. 7 1558 0.36 0.47 �4.29 1.9

Finance
accessibility

Percentage of the firm’s working
capital that was borrowed from banks

2639 6.90 14.86 0 100

Notes: Missing values under Product innovation, Process innovation, R&D, and Competition are
replaced with zeros, while missing values are coded as �9 for the License variable
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with regulations.1 Stiglitz (2012) argues that regulations (whether restrictions or
mandates) can be viewed as hidden tax/expenditure programs. Similarly, De Rosa
et al. (2010) account the enforcers of regulatory requirements to a “time tax”
imposed on firms. The measures adopted in this study do not directly measure the
regulation magnitude imposed on firms but the heterogeneous reactions of firms in
response to regulations. The rationale behind this is that the longer senior managers
take to deal with regulations, the more stringent the regulatory environment is and
higher the compliance costs.

We use the location and industry averages of the time needed to deal with
regulations as instrumental variables to control for industry- and region-specific
regulatory circumstances. Whereas regulatory environmental circumstances are
beyond the choice set of individual firms, firms (managers) still have some degree
of autonomy in deciding their time (as one types of resources) allocation in response
to regulations, which affects firm level innovation. In China and other developing
economies, this indicator incorporates the active efforts of firms in seeking better
government relationships, apart from red tape, in order to obtain technical resources,
government fundings, and market entry permits. As in developing markets, govern-
ment behavior is one of the main potential risks (Acemoglu and Verdier 2000),
policy uncertainty occurs when a firm or industry anticipates the enactment of a
regulation at some time in the future. The responses of firms to regulations by firms
acts as a way to hedge and safeguard against losses due to poorly designed regula-
tions. This measurement reflects both the constraints of government regulations and
the comprehensive responses of Chinese firms to regulations.

Innovation performance is measured by both the tendency to conduct product
innovation and the ratio of new products to sales. Missing values under product
innovation are considered to appear in the absence of new products in sales and are
thus replaced by zeros. This applies to process innovation as well.

Following the pioneer work by Hsieh and Klenow (2009), we construct the
distortion variables as follows:

τKsi ¼ αs
1� αs

ωLi
RKi

� 1 ð6Þ

where τKsi captures capital distortion, Ki is the capital input of firm i, Li is the labor
input of firm i, ω denotes wage, αs is the share of capital in industry s, and R is the
interest rate, assumed as 10%. τKsi is larger when a firm has more difficulties in
accessing financial credit.

Output distortion reflects the additional operational cost or impediment to pro-
duction caused by regulations that are not tied to capital,

1The survey question asked “In a typical week, over the last year, what percentage of the total senior
management’s time was spent on dealing with requirements imposed by government regulations?”
Some examples of government regulations are taxes, customs, labor regulations, licensing and
registration, including dealings with officials and completing forms.
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τYsi ¼ 1� αs
1� αs

σ
σ � 1

ωLi
PYi

ð7Þ

where τYsi is the output distortion, and σ is the elasticity of substitution between
different firms’ goods, which is assumed to be 3, following Hsieh and
Klenow (2009).

The measure of distortions reflects the consequences of government regulations
on firm production. τKsi > 0 or τYsi > 0 implies firms face capital or output burdens,
which may take the form of taxes, in terms of either finance or time. These firms thus
produce less than their counterfactual optimal levels. If τKsi < 0, τYsi < 0, firms are
experiencing preferential regulations, for example, R&D subsidies on certain tech-
nologies, and are expected to produce more than their counterfactual optimal level,
that is, regulation may distort firms’ production behaviors and lead to resource
misallocation across firms.

As seen from the correlation coefficients in Table 2, the time spent dealing with
government regulations (REG) presents a significantly positive relationship with the
intensity of product innovation (PRD) and the accessibility of financial resources
(FIN), but does not significantly correlate with output distortion (DIS). The time
spent dealing with government regulations (REG) significantly correlates with
process innovation (PRC), skill level of employees (SKL), R&D investment
(RND), size (SIZ), export (EXP), and import (IMP), while it does not show a
significant correlation with training (TRA), competition(COM), and time established
(AGE).

To review comprehensively the relationships among regulation, resource alloca-
tion, and product innovation, we present a scatter plot with the three variables at the
firm and industrial levels in Fig. 2. Figure 2 (a) indicates an inverted U-shaped
relationship between the time spent dealing with regulations and the intensity of
product innovation. We then calculate the average capital distortion, product inno-
vation, and time spent dealing with regulations for each industry. Figure 2 (b) shows
that the more time is spent dealing with government regulations, the higher the level
of product innovation at the industrial level and the higher the level of capital
distortion. This preliminary evidence is consistent with the hypothesis of economet-
ric model 5.

4 Results

We conduct empirical analyses to identify the causality between government regu-
lations, resource allocation, and product innovation by applying the econometric
models in section 3.1 to the survey data.
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4.1 Impact of regulation on the decision of product
innovation

First, the impact of regulations on the tendency to conduct product innovation is
estimated using probit and instrument variable probit (IV-probit) specifications. The
dependent variable is a binary variable indicating whether firms have new product
revenues. Robust standard errors are used to address heteroskedasticity. Table 3
presents the estimation results generated by both the probit regression in columns
(1) and (2) and IV-probit regression in columns (3) and (4). In both cases, the
squared regulation REGsqi is incorporated into the estimation separately. The
coefficients of the instrument variables industry-average and location-average are
significant in the IV-probit regression. TheWald test rejects the null hypothesis of no
endogeneity and, therefore, the estimation of the IV-probit regression is valid.

As per Table 3, the coefficient of the squared regulation (Regulationsq) is
significant in both the probit regression (column (2)) and the IV-probit one (column
(4)). This indicates that the time spent dealing with government regulations has a
concave effect on firms’ tendency to conduct product innovation, that is, firms that
spend more time in dealing with government regulations, within a rational level, are
more likely to conduct product innovation. However, after this time reaches a
threshold point, it has negative effects on innovation decisions. Based on the
estimation results, the IV-probit regression incorporating the squared term of regu-
lation in column (4) is the most appropriate estimation. Process innovation and R&D
investment show significantly positive effects on firms’ tendency to conduct product
innovation. Further, state- owned firms are less likely to conduct product innovation
compared to private firms (�0.513). However, training, time since established, skill
level of workers, competition, and trade variables do not show significant effects on
the decision of firms to conduct product innovation.

It is not appropriate to interpret the coefficients in the probit and the IV-probit
regressions directly, and, therefore, their marginal effects are computed at the sample
means and presented in Table 4. Based on the two-stage probit estimation in column
(4), there is an inverted U- shaped relationship between regulation and product
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Table 3 Impact of regulation on product innovation decision

(1) (2) (3) (4)

Probit Probit IV-probit IV-probit

Regulation 0.042� 0.121��� 0.110��� 0.175��
(1.90) (4.20) (2.68) (2.25)

Regulationsq �0.004��� �0.006��
(�3.93) (�2.07)

Process innovation 0.012��� 0.012��� 0.012*** 0.012���
(4.92) (4.92) (5.03) (4.87)

R&D 1.180��� 1.192��� 1.141��� 1.184���
(14.98) (15.04) (12.92) (14.66)

Skill 0.005 0.005 0.008 0.002

(0.21) (0.21) (0.34) (0.10)

Training 0.162 0.154 0.152 0.147

(1.50) (1.42) (1.44) (1.36)

Size 0.027 0.023 0.060* 0.020

(0.82) (0.70) (1.93) (0.62)

Age �0.003 �0.003 �0.003 �0.003

(�0.55) (�0.61) (�0.71) (�0.64)

Export �0.002 �0.002 �0.001 �0.002

(�1.06) (�1.15) (�0.84) (�1.24)

Import 0.002 0.002 0.002 0.001

(0.68) (0.56) (0.66) (0.48)

Competition 0.011 0.012 0.007 0.012

(0.75) (0.85) (0.77) (0.82)

Foreign license 0.307 0.115 0.092

(0.52) (0.21) (0.17)

State-owned �0.531��� �0.534��� �0.504��� �0.513���
(�2.95) (�2.96) (�3.06) (�2.89)

Region Yes Yes Yes Yes

Industry Yes Yes Yes Yes

Constant �2.180��� �2.076��� �1.963��� �2.050���
(�3.37) (�3.36) (�5.33) (�3.29)

Industry-average 0.927��� 0.504���
(7.76) (9.15)

Location-average 0.631��� 0.240��
(2.86) (2.15)

N 1549 1549 1549 1549

AIC 1606.576 1597.572 9030.589 6797.607

BIC 1740.210 1736.551 9292.511 7091.602

athrho2 �0.200� �0.077

(�1.81) (�0.74)

lnsigma2 0.950��� 0.241���
(10.30) (4.99)

Notes: Robust standard errors. t statistics in parentheses. Significance levels: � p< 0.10, �� p< 0.05,
��� p< 0.01
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innovation decisions. The turning point is 11.25, that is, when senior managers
spend more than 11.25% of their time in dealing with regulations, firms’ tendency to
sell new products decreases, a situation faced by approximately 1.8% of the sample
firms (46). R&D investment significantly improves firms’ tendency to sell new
products by 0.45, while process innovation improves this tendency by 0.005.

Again, compared to private firms, state-owned firms are less likely to conduct
product innovation (� 0.192). As before, training, time established, skill level of
workers, competition, and trade variables do not show significant effects on the
decision of firms to conduct product innovation. The inverted U-shaped relationship

Table 4 Marginal effects of regulation on product innovation decisions

(1) (2) (3) (4)

Probit Probit IV-probit IV-probit

Regulation 0.017* 0.048** 0.013 0.045*

(1.90) (4.19) (0.82) (1.48)

Regulationsq �0.002*** �0.002*

(�3.92) (�1.32)

Process innovation 0.005*** 0.005*** 0.005*** 0.005***

(4.90) (4.90) (5.13) (4.84)

R&D (d) 0.443*** 0.448*** 0.449*** 0.448***

(16.72) (16.82) (15.01) (16.50)

Skill 0.002 0.002 0.008 0.002

(0.21) (0.21) (0.86) (0.23)

Training(d) 0.063 0.060 0.064 0.061

(1.52) (1.44) (1.58) (1.47)

Size 0.010 0.009 0.025** 0.010

(0.82) (0.70) (2.01) (0.74)

Age �0.001
(�0.55)

�0.001
(�0.61)

�0.001
(�0.71)

�0.001
(�0.64)

Export �0.001 �0.001 -0.000 �0.001

(�1.06) (�1.15) (�0.64) (�1.14)

Import 0.001 0.001 0.001 0.001

(0.68) (0.56) (0.83) (0.56)

Competition 0.004 0.005 0.006 0.012

(0.75) (0.85) (1.09) (0.87)

Foreign licenses (d) 0.341 0.269 0.265

(1.63) (1.30) (1.27)

State-owned (d) �0.192*** -0.193*** �0.195*** -0.192***

(�3.34) (�3.36) (�3.52) (�3.32)

N 1549 1549 1549 1549

AIC 1606.576 1597.572 9030.589 6797.607

BIC 1740.210 1736.551 9292.511 7091.602

Notes: Robust standard errors. t statistics in parentheses. Marginal effects are estimated at the
sample means. (d) stands for discrete change of dummy variable from 0 to 1. Significance levels:
*p< 0.10, **p< 0.05, ***p< 0.01
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suggests that actively dealing with regulations is associated with a higher innovation
probability when the time spent on regulations is within a rational level. However, an
environment characterized by over-regulation can hinder firm innovation, and firms
that spend too much time in dealing with regulations experience decreases in their
tendency to product innovation.

4.2 Impacts of regulation on product innovation intensity

We estimate the effects of regulation on product innovation intensity based on Eqs. 3
and 4 and show the results in Table 5. The control variables are gradually incorpo-
rated into the OLS estimation in order to justify the validation of those variables.
Robust standard errors are used to address the heteroskedasticity problem. The
adjusted R2 increases from 0.071 to 0.346 in the OLS estimation, suggesting that
adding more variables increases the goodness-of-fit and explanatory power of the
model. Hence, we adopt the entire variable set to conduct instrument 2SLS estima-
tion in the last two columns. Instrument variables, that is, the industry-average and
location-average level of regulation, show significantly positive effects on the
regulation variable. The Wald test rejects the null hypothesis of no endogeneity on
regulation, and a weak instrument test rejects the null hypothesis of weak instru-
ments. Hence, the instrument 2SLS estimation including the squared item of regu-
lation is preferred.

As shown in Table 5, regulation has positive effects on product innovation
intensity for all regressions in question. The squared term of regulation shows
significantly negative signs in both the OLS and 2SLS estimations, indicating an
inverted U-shaped relationship between the time spent dealing with regulations and
product innovation performance. The trend is similar to that in the previous probit
regression. The turning point for regulations in the 2SLS estimation is 14.4, slightly
higher than the 11.25 estimated by the IV-probit regression. Senior managers in
42 firms (1.6%) in the sample spend more than 14.4% of their time on government
regulations. The result is in line with the study by D’Este et al. (2012), which
distinguishes between deterring and revealing effects of different barriers of regula-
tions on the innovative performance of firms, and suggests that deterring effects are
more prominent for firms that are heavily engaged in innovation. They reveal a
non-linear relationship between market barriers and innovative performance of
firms: which effect—learning or deterring—is stronger depends on the specific
phase in the innovation trajectory.

As before, both process innovation and R&D investment significantly improve
product innovation performance (0.312 and 8.397, respectively). The ratio of exports
to sales shows a negative effect on product innovation intensity. This result is
consistent with Wang (2014), who argues that exports show negative effects on
learning and productivity improvement in labor-intensive sectors in China. Training,
firm age, skill level of employees, competition, imports, license, and ownership
variables do not show significant effects on product innovation intensity.

170 F. Wang and X. Dai



T
ab

le
5

Im
pa
ct
s
of

re
gu

la
tio

n
on

pr
od

uc
t
in
no

va
tio

n
in
te
ns
ity

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

O
L
S

O
L
S

O
L
S

O
L
S

O
L
S

2S
L
S

2S
L
S

R
eg
ul
at
io
n

0.
57

0*
*

0.
46

0*
**

0.
60

3*
**

0.
56

2*
**

0.
97

6*
**

1.
89

0*
**

3.
31

2*
**

(4
.1
5)

(3
.8
5)

(3
.1
8)

(3
.1
7)

(3
.3
9)

(4
.5
7)

(4
.3
2)

R
eg
ul
at
io
ns
q

�0
.0
22

*
�0

.1
15

**

(�
1.
68

)
(�

3.
69

)

P
ro
ce
ss

in
no

va
tio

n
0.
40

9*
*

0.
33

9*
*

0.
31

8*
**

0.
31

8*
**

0.
30

6*
**

0.
31

2*
**

(1
1.
16

)
(8
.4
2)

(8
.0
2)

(8
.0
2)

(1
3.
52

)
(1
4.
01

)

R
&
D

9.
19

2*
**

8.
62

4*
**

8.
63

8*
**

7.
95

2*
**

8.
39

7*
**

(9
.6
1)

(9
.2
2)

(9
.2
3)

(9
.3
6)

(1
0.
21

)

S
ki
ll

0.
18

4
�0

.0
05

�0
.0
13

�0
.2
24

�0
.1
44

(0
.7
6)

(�
0.
02

)
(�

0.
05

)
(�

1.
00

)
(�

0.
66

)

S
iz
e

0.
10

7
(0
.3
4)

�0
.2
56

(�
0.
81

)
�0

.2
83

(�
0.
90

)
�0

.2
03

(�
0.
63

)
�0

.3
74

(�
1.
16

)

A
ge

�0
.0
55

�0
.0
53

�0
.0
54

�0
.0
62

�0
.0
64

(�
1.
34

)
(�

1.
31

)
(�

1.
34

)
(�

1.
28

)
(�

1.
34

)

E
xp

or
t

�0
.0
29

*
�0

.0
38

**
�0

.0
39

**
�0

.0
45

**
*

�0
.0
48

**
*

(�
1.
76

)
(�

2.
25

)
(�

2.
32

)
(�

2.
74

)
(�

2.
89

)

Im
po

rt
0.
00

9
0.
00

4
0.
00

3
�0

.0
04

�0
.0
08

(0
.2
9)

(0
.1
3)

(0
.0
9)

(�
0.
14

)
(�

0.
25

)

T
ra
in
in
g

0.
23

8
0.
28

7
0.
21

2
0.
15

7
�0

.1
63

(0
.2
2)

(0
.2
8)

(0
.2
0)

(0
.1
4)

(�
0.
14

)

C
om

pe
tit
io
n

�0
.0
56

�0
.1
09

�0
.1
04

�0
.2
00

�0
.1
22

(�
0.
38

)
(�

0.
75

)
(�

0.
71

)
(�

1.
33

)
(�

0.
84

)

F
or
ei
gn

lic
en
se

11
.2
07

**
*

10
.2
55

**
*

17
.0
85

**
*

8.
83

8*

(2
.9
0)

(2
.8
7)

(3
.3
6)

(1
.8
4)

(c
on

tin
ue
d)

Regulation and product innovation: the intermediate role of resource. . . 171



T
ab

le
5

(c
on

tin
ue
d)

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

O
L
S

O
L
S

O
L
S

O
L
S

O
L
S

2S
L
S

2S
L
S

S
ta
te
-o
w
ne
d

�5
.4
92

**
�2

.5
97

*
�0

.2
89

�0
.0
48

0.
05

5
0.
38

7
0.
68

1

(�
3.
79

)
(�

1.
87

)
(�

0.
25

)
(�

0.
04

)
(0
.0
5)

(�
0.
03

)
(0
.0
3)

In
du

st
ry

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

R
eg
io
n

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

C
on

st
an
t

5.
22

5*
*

0.
36

3
�2

.4
51

�3
.8
68

�3
.1
27

�8
.4
23

�2
.0
11

(3
.1
7)

(0
.2
1)

(�
0.
69

)
(�

0.
79

)
(�

0.
66

)
(�

1.
42

)
(�

0.
35

)

N
25

94
25

94
15

49
15

49
15

49
15

49
15

49

R
2

0.
07

1
0.
17

1
0.
31

9
0.
34

4
0.
34

6
0.
30

2
0.
31

3

N
ot
es
:
R
ob

us
t
st
an
da
rd

er
ro
rs
.t

st
at
is
tic
s
in

pa
re
nt
he
se
s.
S
ig
ni
fi
ca
nc
e
le
ve
ls
:
*
p
<

0.
10

,*
*
p
<

0.
05

,*
*
*
p
<

0.
01

172 F. Wang and X. Dai



4.3 Impact of regulation on product innovation via resources
allocation

As previously discussed, regulation may create rent for bureaucrats, induce resource
misallocation, and increase the size of the bureaucracy. Therefore, we investigate the
potential impacts of regulation on product innovation via resource allocation using
simultaneous equation model shown in Eq. 5. The estimation results are described in
Table 6 and the path diagram in SEM (2) is illustrated in Fig. 3.

As shown in Table 6, column (2), the squared term of regulation does not show a
significant effect on product innovation. A possible explanation is that resource

Table 6 Regulation effects on product innovation through resources allocation

SEM (1) SEM (2)

- > Product innovation

Regulation 0.640��� (4.37) 0.747��� (2.58)

Regulationsq �0.006 (�0.43)

Finance 0.055� (1.86) 0.054� (1.84)

Distortion �1.573� (�1.88) �1.576� (�1.88)

Process innovation 0.322��� (14.31) 0.323��� (14.31)

R&D 8.363��� (9.98) 8.367��� (9.99)

Training 0.949 (0.84) 0.921 (0.82)

Size �0.573� (�1.74) �0.581� (�1.76)

Age �0.057 (�1.20) �0.057 (�1.20)

Export �0.034�� (�2.08) �0.034�� (�2.09)

Import 0.007 (0.24) 0.007 (0.23)

Foreign-owned 11.700�� (2.42) 11.369�� (2.32)

Skill �0.231 (�1.07) �0.233 (�1.08)

Competition �0.048 (�0.32) �0.047 (�0.32)

Constant �2.125 (�0.36) �1.864 (�0.31)

Regulation -> Finance accessibility 0.381��� (2.83) 0.381��� (2.83)

Foreign-owned -> Finance accessibility �4.807��� (�2.62) �4.807��� (�2.62)

Land ownership -> Finance accessibility 0.001 (0.07) 0.001 (0.07)

Regulation ->Distortion 0.002 (0.41) 0.002 (0.41)

State-owned ->Distortion 0.282��� (4.53) 0.282��� (4.53)

Investment in fixed assets ->Distortion 0.149 (0.86) 0.149 (0.86)

Industry-average ->Regulation 0.944��� (14.90) 0.944��� (14.90)

Location-average ->Regulation 0.750��� (3.66) 0.750��� (3.66)

var(e.PRD) 192.469��� (26.57) 192.444��� (26.57)

var(e.REG) 6.084��� (26.57) 6.084��� (26.57)

var(e.FIN) 181.164��� (26.57) 181.164��� (26.57)

var(e.DIS) 0.206��� (26.57) 0.206��� (26.57)

N 1412 1412

Notes: Robust standard errors. z statistics in parentheses. Significance levels: � p< 0.10, ��p< 0.05,
���p< 0.01
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allocation variables mitigate the negative impacts of regulation to a certain degree.
As such, regulation shows a significantly positive effect on product innovation
(0.774). Firms that actively deal with government regulations, identified as spending
more time in dealing with regulations, have easier access to financial resources
(0.381), which in turn increases product innovation intensity (0.054).

Output distortion has a significantly negative effect on product innovation
(�1.576), while regulation does not show a significant effect on output distortion.
The latter case is inconsistent with the hypothesis, implying regulation does not
cause significant out distortion. However, previous studies present inconsistent
results on the impact of regulation on distortion. The insignificant effect of regula-
tion on distortion is assumed to be related to the measurement of regulation in our
analysis. The measure of regulation captures both the stringency of government
regulations and the efforts of firms in dealing with regulations, and these two aspects
have completely opposite impacts on resource distortion. More stringent regulation
can act as a form of tax and lead to resource misallocation, suggesting that the
regulation variable is assumed to cause higher level distortions for firms. However,
firms actively dealing with regulations are more likely to build better political
connections and obtain more insider information and, consequently, are able to
obtain more resources and re-direct them toward compliance innovation. As a result,
more time spent dealing with regulations can negatively correlate with firm-level
distortion. Therefore, the two opposite driving forces can result in an overall
insignificant relationship between regulation and distortion.

Meanwhile, different firm ownership types exhibit various performance levels in
resource allocation as follows. Foreign-owned firms are less likely to obtain financial
resources in China (�4.874), while state-owned firms experience a higher level of
output distortion (0.282). R&D investment presents a significantly positive effect on
product innovation intensity. Firm size and export level have significantly negative
effects on product innovation intensity. Training, time established, skill level of
employees, competition, import, license, and ownership variables do not show
significant effects on product innovation intensity. Consequently, our study confirms

Fig. 3 Path diagram of
simultaneous equation
model
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that resource reallocation is an important channel through which regulation can
affect product innovation.

4.4 Robustness check

We conduct a robustness check by including the distortion variables, accessibility to
financial resources, and their interaction items with regulations into a 2SLS estima-
tion. The results are shown in Table 7. The first column shows the 2SLS estimation
with output distortion and its interaction term with regulation, and the second
column presents the 2SLS estimation with financial resource accessibility and its
interaction term with regulation.

As per Table 7, column (3), the 2SLS estimation confirms the results of the SEMs,
with significantly negative coefficients for the squared term of regulation. The
turning point for regulation is 17.9, higher than those in the previous IV-probit
and 2SLS analyses without resource allocation variables. While easier access to
financial resources significantly improves the performance of product innovation, its
interaction term with regulation does not show a significant effect.

The interaction term between output distortion and regulation presents a signif-
icantly negative effect on product innovation intensity, implying that, given a certain
regulation level, output distortion will impede product innovation. Similar to the
above analyses, process innovation and R&D investment have significantly positive
effects (0.319 and 8.229, respectively), while export and size have significantly
negative effects (0.039 and 0.737, respectively). Training, time established, skill
level of employees, competition, import, license, and ownership variables do not
show significant effects on product innovation intensity.

Additionally, the estimation results for the tendency to conduct product innova-
tion using the IV-probit regression are similar to those of the 2SLS regression on
product innovation intensity. This indicates the robustness of the estimation.

5 Conclusions and discussion

5.1 Conclusion

The aim of this study is to understand how Chinese firms respond to government
regulation in terms of product innovation. Unlike the majority of studies that
investigate the impact of certain regulations on innovation performance using
anecdotal evidence, this paper investigates the regulation level in China and analyzes
its impacts on resource allocation, which plays an important role in firm performance
in terms of product innovation. Utilizing Business Environment Performance data
collected by the World Bank in 2012, we obtain the following research findings

Regulation and product innovation: the intermediate role of resource. . . 175



Table 7 Impact of regulation on product innovation via resource allocation

(1) 2SLS (2) 2SLS (3) 2SLS

Regulation 3.894��� 3.366��� 3.793���

(4.04) (3.74) (3.65)

Regulationsq �0.115��� �0.108��� �0.106���

(�3.31) (�3.42) (�2.98)

Distortion 0.174 �0.038

(0.16) (�0.04)

Distortion*Regulation �1.652��� �1.484���

(�2.76) (�2.67)

Finance 0.047 0.068�

(1.36) (1.92)

Finance*Regulation �0.021 �0.017

(�1.44) (�1.20)

Process innovation 0.313��� 0.324��� 0.319���

(13.52) (14.11) (13.57)

Training
R&D

�0.227 0.590 0.542

(�0.19)
8.374���

(0.51)
8.404���

(0.46)
8.229���

(9.66) (10.05) (9.44)

Size �0.579� �0.494 �0.737��

(�1.69) (�1.50) (�2.12)

Competition �0.099 �0.150 �0.101

(�0.64) (�1.01) (�0.65)

Age �0.073 �0.056 �0.065

(�1.46) (�1.15) (�1.30)

Export �0.038�� �0.051��� �0.039��

(�2.21) (�3.01) (�2.28)

Import �0.009 �0.003 �0.003

(�0.28) (�0.11) (�0.09)

Foreign license 10.086�� 10.075�� 11.022��

(2.06) (1.99) (2.15)

Skill �0.270 �0.209 �0.352

(�1.19) (�0.95) (�1.55)

State-owned 2.021 1.007 2.477

(0.97) (0.51) (1.17)

Region
Industry
Constant

Yes Yes Yes

Yes Yes Yes

�2.169 �2.892 �2.398

(�0.36) (�0.48) (�0.39)

N 1434 1522 1412

R2 0.304 0.318 0.312

Notes: t statistics in parentheses. Significance levels: �p< 0.10, ��p< 0.05, ���p< 0.01
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regarding the impact of regulation on product innovation performance by using
instrumental variable regression and simultaneous equation modeling.

First, we identify an inverted U-shaped relationship between regulation and
product innovation in China, that is, regulation plays a positive role in promoting
innovation within a threshold, and the more actively firms respond to regulation,
which we express as more time spent dealing with regulation by senior managers, the
better the product innovation performance experienced by firms. However, after a
threshold, the situation reverses. The turning point of the regulation variable is
approximately 14.4, which implies that 1.7% of the sample firms experience side
effects due to regulation. During the period covered by the survey, most firms spent
time on government regulations within the threshold, implying that, in China,
regulation plays an overall positive role in influencing firms innovative behaviors.
These findings are in line with studies addressing the managerial ties–innovation link
(Gao et al. 2017). In other words, the institutional void in China force managers to
rely on personal ties and connections to substitute for formal institutional support.
Social network theory suggests that managerial ties play a “conduit” role by pro-
viding opportunities to approach external resources. Nevertheless, over- regulation
or too much time spent dealing with government regulations may have a negative
effect. For example, Wang and Chung (2013) argue that political ties hinder the
relationship between inter-functional coordination and innovation in China.

Second, regulation influences firm innovation performance via the allocation of
financial resources among firms. Consistent with the posited hypothesis, actively
coping with regulation, measured as spending more time in dealing with regulations,
facilitates firms’ access to financial resources in China, which accordingly promotes
product innovation. This finding confirms the arguments by De Massis et al. (2018)
and Ayyagari et al. (2011), who state that externally financed investment is posi-
tively related to firm innovation. Meanwhile, this result implies that private firms in
China have less access to the formal banking system, possibly due to the insufficient
enforcement of enterprise law and to information asymmetry (Mayer 2010). Further,
financial friction distorts entry and technology adoption decisions, generating dis-
persion in the returns to capital across existing producers (Midrigan and Xu 2014).

Finally, output distortion significantly impedes product innovation performance,
but regulation has no measurable effect on output distortion. The latter finding
occurs because the measurement of regulation in this study captures both the
stringency of government regulations and the heterogeneous efforts of firms in
dealing with these regulations. More stringent regulation is fundamentally associated
with more severe output distortion. For example, Ranasinghe (2014) and Fisman and
Allende (2010) confirm the various effects of regulation on output distortion for
industry structure and inter-sectoral allocations. However, firms actively dealing
with regulations are more likely to establish closer political connections and obtain
more insider information, which in turn leads to easier access to certain resources.
The ultimate impact of regulation on output distortion is shown as a net effect of both
positive and negative influences. Nevertheless, our results confirm that regulations
result in resource reallocations across firms and, accordingly, affect the innovative
performance of firms.
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5.2 Discussion

Our findings imply that actively dealing with regulations is associated with higher
innovation probability and intensity when it is within a rational level. However, an
over-regulating environment potentially increases resource misallocation, which
hinders firm innovation. When firms spend an appropriate amount of time or
resources in dealing with regulations, the incentive impact of regulation, that is,
easier access to financial resources, dominates the ultimate effects of regulation on
product innovation. Firms spending too much time in dealing with regulations may
direct talent and resources towards rent extraction, and returns to resources are
maximized by appropriating wealth rather than by product innovation. Under these
circumstances, resource misallocation and output distortion overtake the incentive
impact of regulation. Hence, the impact of regulation on product innovation ultimate
depends on the trade-off between these two aspects.

Theoretically, we can associate this inverted U-shaped relationship with a bal-
anced relationship between transaction costs and risks. One of the standard argu-
ments for regulation is that it economizes on transactions costs (Stiglitz 2012).
Regulation thus stimulates product innovation by reducing transaction costs in the
vertical transactions between the state and firms, such as influencing input choices,
for example, capital.

An important feature for firms to conduct innovation is “risk”. Mazzucato (2013)
argue that the main task for the government to stimulate innovation is to regulate the
risk-reward nexus, achieving a balance between risk socialization and reward pri-
vatization. Many government regulations are designed to absorb risk and reduce the
risk exposure of firms and consumers. The time and resources spent by firms in
complying with such regulations are essentially translated as dealing with the risk
associated with innovation and, therefore, this may spur either compliance or
circumventive innovation.

However, when firms spend too much time or resources in dealing with regula-
tions, either caused by poor-quality regulation or by their own efforts at rent-seeking
or building political connections, regulation increases compliance costs and leads to
unnecessary complexity and the associated uncertainty of regulatory obligations. In
this case, regulation increases transaction costs, which can cause firms to divert
resources from innovative activities to compliance.

Our results must be viewed in light of the study’s limitations. First, regulation is
measured as the time spent dealing with regulations. We assume this indicator
includes the efforts to deal with red tape and build government relationships, as
well as managerial ties. However, these different activities are not separately ana-
lyzed. Second, the research is based on cross-sectional data. As with all cross-
sectional analyses, our results suffer from endogeneity bias by arguing the causal
relationship between product innovation and regulation. Although we apply instru-
ment 2SLS and a simultaneous equation model to address endogeneity, a longitudi-
nal structure would reveal the dynamic changes in regulations and their impacts over
time. Finally, regulation affects the incentives to innovate in various ways and
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interacts with all phases of the innovation cycle. As we limit our research scope to
product innovation, the impacts of regulation on process innovation and its interac-
tion with product innovation would be a future research agenda.
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Catch-Up and Reverse Catch-Up Processes
in the Market for Lithium-Ion Batteries

Alexander Gerybadze and Helen Mengis

Abstract The diffusion of electric vehicles (EV) represents a cornerstone of climate
control and innovation policy in Europe, North America and Asia. Greater penetra-
tion of EV crucially depends on sourcing strategies for advanced batteries and their
continuous price decreases. Lithium-ion batteries (LIB) are the most critical tech-
nology and attract increasing R&D funds. Our paper describes the evolution of LIB
technology over time and the changing patterns of technological capabilities in this
field. Asian countries and multinational firms from Japan and South Korea were
successful in absorbing LIB technology originally invented in the USA and in
Europe. At present, Asian manufacturers are dominating the world market for LIB
cells and are presently leading in terms of technology and manufacturing capacity for
LIB cells, specifically for automotive applications. International innovation, how-
ever, is a dynamic process and technological leadership changes over time. The
novelty of our paper involves reciprocal processes of learning and technology
transfer between Europe and Asia. International technology transfer is not a
one-way road. Emerging countries can follow successful catch-up strategies. But
this does not necessarily imply that former lead countries will lose international
competitiveness forever. Winning back and reciprocal catch-up may be possible
under specific conditions. Based on the present transformation of the European EV
market, there are some chances for reversing the flow of technology from Asia to
Europe and for regaining international competitiveness in battery technology.
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1 Introduction

Studies on international technology transfer and on catch-up processes typically
focus on uni-directional transfer processes between leaders and former laggard
countries. In many cases, emerging countries have effectively absorbed technologies
originally developed in advanced countries. Early catch-up theories describe
uni-directional technology transfer of former developing countries that were able
to close the gap between leaders and laggards (Gerschenkron, 1962; Abramovitz,
1986; Amsden, 1989; Lall, 1992). More recent studies of innovation-based catch-up
processes analyze the dynamic relation between innovation and diffusion. Firms and
industries in emerging countries are often able to outperform their rivals in the
former advanced countries (Lee, 2005, 2013; Lee & Malerba, 2017). Still, these
studies also emphasize uni-directional processes from the perspective of the emerg-
ing nation.

Our paper analyzes more recent developments in the global market for lithium-
ion batteries (LIB). While Western countries were dominating the invention and
early development of the LIB, selected Asian countries were more successful in
commercializing this promising new technology. At present, Asian manufacturers
are dominating the world market for LIB cells, and South Korean and Japanese firms
are presently leading in terms of technology and manufacturing capacity (EU, 2017).
Early applications of LIBs that were driving the innovation process were primarily
consumer electronic (CE) products. More recently, the automotive industry has
become the driving application area for battery technology. Battery technology has
become a core competence for most automobile firms and their suppliers: the LIB
cell constitutes approximately 30%–40% of value added in an EV and substitutes the
key technology of automotive OEM manufacturers, the combustion engine. Car
manufacturers, as well as automotive suppliers, have become dependent on battery
cell technology, for which Japan and South Korea are more advanced.

The novelty of our paper involves reciprocal processes of learning and technol-
ogy transfer between Europe and Asia. While earlier studies concentrate on catch-up
processes of emerging countries and analyze under which conditions follower
nations may be successful in the long run (Malerba & Nelson, 2011; Lee, 2013),
we are interested in the dynamic relationship between former leaders and new catch-
up nations. Reverse catch-up processes describe situations where a former lead
country has temporarily lost out in international competitiveness but attempts to
overcome this deficiency. The key issue of reverse catch-up then addresses the
conditions for success.

Through an in-depth industry study, we try to explain the major reasons for
changes in the geography of innovation during the period 1980 to 2018. We will
illustrate the transfer of LIB capabilities from North America and Europe to Japan
and South Korea, and more recently to China. We will then examine the dynamic
relationship between countries that are the leader in battery technology and those
countries which attempt to gain a stronger position in the production and sales of the
driving application of LIBs, EVs. Is it necessary to combine both strengths, or is it
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feasible to attain international specialization between upstream activities (e.g. battery
technology) and downstream R&D and production activities for the next generation
of automobiles? South Korea and Japan as the present leader in battery cell technol-
ogy and Western countries like Germany that continue to play a strong role in
premium car manufacturing are thus involved in an interesting competitive
relationship.

Today, car manufacturers and automotive suppliers are dependent on battery cell
technology, for which South Korea is more advanced. The theoretical framework of
our study is presented in Sect. 2. Section 3 explains the applied methodology. We
study the evolution of the battery technology and successive catch-up cycles in Sect.
4. Here we distinguish between different types of catch-up processes. We introduce
the concept of reverse catch-up in Sect. 5 and conclude our findings in Sect. 6.

2 Theoretical Background

So far, most studies on catch-up processes of economic and industrial development
have concentrated on formerly less-developed nations that were adopting technolo-
gies already used in other, more advanced countries. The classical product life cycle
theory based on Vernon (1966) has assumed a three-stage flow from (1) advanced
industrial countries to (2) other industrialized countries, followed in later phases
(3) by the transfer of technology and production capabilities to less-developed
nations. We label this type as “classical catch-up.”

The revived interest in Asian development processes since 1997 (World Bank,
1998; Nelson & Pack, 1999) has led to empirical studies on catch-up processes in
Japan, South Korea, Singapore and Taiwan, but has also followed a more or less
uni-directional view of technology transfer from the USA or Europe to these Asian
nations. More recent studies of Schumpeterian analysis of economic catch-up have
emphasized more differentiated views of diffusion and innovation. As Lee (2013)
and Lee and Malerba (2017) show, persistent innovation and the build-up of
complementary assets often lead to situations where the former catch-up country is
able to attain a world leadership position during later phases. Especially the suc-
cessful catch-up stories of South Korean firms in several industries have been
studied in detail (Lee, 2013; Wade, 2004). We will use the term innovation-
enhanced catch-up to describe the development of South Korean firms, which is
outlined in Sect. 4.2. Existing case studies on innovation-enhanced catch-up pro-
cesses in electronics, IT and automobiles provide rich insight for analyzing the
ongoing changes in the market for LIBs.

On the firm level, most explanations for catch-up success are based on the theory
of absorptive capacity (Cohen & Levinthal, 1990). According to the absorptive
capacity theory, latecomer firms have to undergo a learning process and build up
their own technological capabilities to sustain in the long run. Lower dependence on
established routines and entrepreneurial behaviors enable new firms from emerging
countries to better absorb technological and managerial knowledge from their
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external environment and to make the best use of it internally. Most of the examined
success stories illustrate how catching-up firms initially start by imitating technolo-
gies available through licensing or JV agreements and later innovate during follow-
on generations of these technologies on their own (Lee &Malerba, 2017; Malerba &
Nelson, 2011). Since all of these studied catch-up examples refer to emerging
country firms where no prior R&D or production-wise knowledge was available in
these countries, the assumption does not hold for our suggested reverse catch-up
hypothesis where frontier technological knowledge is available in the catch-up
nations.

We will use a widely used and accepted concept amongst catch-up researchers:
the windows of opportunity approach suggested by Perez and Soete (1988) and
extended by Lee and Malerba (2017). They suggest three windows of opportunity
for a potential market entry by latecomer firms: (1) technology or knowledge-related
changes, (2) demand changes and (3) institutional or policy changes. We will
examine how South Korean and Chinese firms have strategically responded to
changing windows of opportunity. Potentially, all three windows of opportunity
are relevant to explain the current situation for reverse catch-up within the battery
and EV industry: (1) The next generation of battery technology is already examined
in advanced research projects, (2) the shift on the demand side from consumer
electronics as key customers to the automotive industry as driving application
area. In addition, (3) institutional and policy changes can be important in the EV
field and offer opportunities for battery manufacturers. Worldwide policy regula-
tions on the reduction of combustion engines’ emissions and promotion of electri-
fication of automobiles will strongly influence further developments in battery
technology and will open up windows of opportunity for new rivals.

The study of changes in the market for new EVs and LIBs, however, requires a
new perspective. The former catch-up nations have turned into leaders, while
corporations in Europe and North America have lost their former strengths. While
we know much about technology transfer from Western to Asian countries, we need
to understand better how effective technology transfer can be reversed, i.e., moving
from East to West. We define a situation where a firm from a developed country, e.g.,
Germany or the USA, is catching up to the leading position of firms from former
emerging countries as South Korea or China as reverse catch-up. In such a situation,
firms from emerging countries are operating at the technology frontier, whereas
firms from developed countries lag behind. Reverse catch-up assumes that firms
from developed countries highly depend on that key technology for sustaining their
competitive position in other technological markets. Thus, the necessity arises to
learn from emerging markets’ firms and to trigger a reverse knowledge transfer from
East to West.

The automotive LIB cell is nowadays mainly delivered by Japanese and South
Korean producers. The EV market, due to its projected high growth within the next
5–10 years and its accompanying substantial need for high-performance batteries, is
expected to change the market structure for LIBs radically. The role of Asian,
especially South Korean firms, as the supplier of a key component for the automotive
industry, may thus also affect these existing dependency patterns. Especially
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demand changes and regulatory changes in the European EV market may offer new
windows of opportunity for European firms to regain international competitiveness
in the LIB field. The conditions for such a reversal in LIB competence from Asia to
Europe will be discussed in Sect. 5.

Although we support the argument that incumbent firms’ advantages as, e.g., in
terms of know-how and mass production competence, favors their competitiveness
in the future, we will further address the potential incumbent trap of Asian producers
(Lee & Ki, 2017), offering further opportunities for latecomer firms. Building on the
previous results on the explanations of catch-up, we have not been able to find an
approach in theory that describes the current situation. Reverse catching-up firms in
our case study on the LIB market are threatened by radical technological changes in
their industry, resulting in a high dependency on foreign firms in a key technology.
In our example, this dependency is intensified by oligopolistic supplier market
structures and conflicting aims of suppliers and customers. Both parties aim to
dominate the automotive supply chain in the long run and thus become the system
integrator. The aim of our article is to first-off outline these reverse dependency
patterns and to contribute to the understanding of catching up from the perspective of
a developed country catch-up firm.

3 Methodology

With regard to the fact that we are the first to examine reverse catch-up situations, we
have employed an explorative case study approach (Stebbins, 2001) in studying the
global LIB and EV market as a case example. Our findings are based on insights
from semi-structured expert interviews, a patent as well as an industry analysis. We
have based our industry analysis on firm-specific information that has been retrieved
from the databases such as Orbis (Bureau van Dijk, 2018) as well as publicly
available industry reports as, e.g., from the International Energy Agency (IEA,
2017) or the Joint Research Centre of the European Union (EU, 2016, 2017).

We have identified our primal sample of experts through an initial patent analysis
within the IPC for LIB cells (H01M10/0525) at the European Patent Office (EPO).1

Starting with R&D experts in the field, we have further identified industry experts by
following the recommendations of our interviewees. In total, we have conducted
32 interviews with 25 experts in China, Germany and South Korea fromMarch 2017
to January 2019. With respect to the novelty of our topic and currently fast-changing
developments, several experts have been repeatedly interviewed. Table 1 gives an
overview of the interviewed experts.

On average, the interviews lasted between 45 and 60 min and have been recorded,
if in consent with the respective interviewee. Based on an interview guideline,
interviewees, with regards to their expertise, have been asked about (1) the

1Patent data was retrieved from the OECD Regpat database (version February 2018).
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contributors and development of the early evolution of the battery technology,
(2) the (catch-up) strategies of selected Asian firms and (3) a critical assessment of
Western, especially automotive, firms ability for a reverse catch-up. The interview
transcripts and memos have been qualitatively analyzed with the use of the docu-
ment analysis software MAXQDA (Bryman & Bell, 2015; Mayring, 2000).

4 Classical Catch-Up Processes in the Market
for Lithium-Ion Batteries

4.1 The Early Evolution of the LIB Technology and Japanese
Commercialization

Lithium-ion Batteries represent the second generation of rechargeable batteries and
have experienced strong research and investment activities during the last 30 years.
Due to their superior performance characteristics, they have substituted earlier
battery types as lead-acid batteries in an increasing number of applications (Yoshino,
2014). During the first two decades, CE and IT products were accounting for the
largest share of LIB applications. During the last 10 years, the focus of innovation in
battery technology has shifted towards new EVs and other high-power applications,
such as energy storage systems. As can be seen from the development of driving LIB
applications, newer applications compared to CE applications are increasing at a
higher rate and are expected to continue to grow even more. Especially the Chinese
market until 2030 is expected to account for the largest growth share (EU, 2017;
IEA, 2017).

Technological progress for new generations of lithium-based batteries is expected
to continue for the next decade, which has led to increased funding for R&D in many
countries. The third generation of rechargeable batteries, the so-called solid-state
batteries, is still examined in several research projects worldwide, even though it is
not expected to be commercialized within the next decade (VDMA, 2018; Fraun-
hofer, 2016).

Basic research and early discovery processes for the LIB were concentrated in
North America and Europe. Most research is conducted on the components’ mate-
rials used and on the design of the cell. These two aspects crucially determine the

Table 1 Interviewees’
expertise

Expertise Context #

LIB Research 6

LIB Industry 6

Asian markets Industry 5

Asian markets Research 4

Automotive Industry 4

25
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overall performance of the cell. Every component of the LIB cell requires know-how
related to the material and design, but also regarding the complexity and sensitivity
of its production process. Several researchers from North America and Europe
contributed to the early discovery processes of LIB technology during the early
1980s. The most significant scientific discoveries are attributed to John
B. Goodenough and his research team at the University of Texas, as well as to
researchers at Argonne National Laboratory.2 The early breakthrough discovery was
Goodenough’s invention related to the composition of the cathode materials
LiCoO2, for which he filed two US patents in 1979 and 1980. This invention
paved the ground for follow-on material research and contributed to several classes
of commercial LIB cells, which are still used today. Other early inventors were
involved in significant research in Canada, Germany and France, primarily in the
field of electrochemistry and material science. However, this remained a basic
research activity, with just limited efforts for commercial applications and
manufacturing. In Germany, Jürgen O. Besenhard pursued advanced research during
the 1970s and 1980s at the University of Munich and later at the University of Graz
in Austria. He is seen as one of the early pioneers of the so-called rocking chair
principle resp.—the intercalation of lithium.

Even though leading research was carried out in Europe and North America,
researchers were missing driving application projects and the support of local
industrial investors. Early lead markets for LIB during the early 1990s were primar-
ily in CE and IT applications. As these user industries in Europe and North America
have been lost out to Asian manufacturers, Western researchers did not get enough
support from the industry. One repeatedly mentioned example during the interviews
was the German automotive industry. Although product development plans for an
electrified car already existed during the 1990s in Germany, mainly based on the
lead-acid technology, the German automotive industry cohesively decided against a
radical technological change, the battery technology and electrification of cars, and
instead favored to further improve and rely on the already established Diesel
technology. In our interviews, the rather reluctant (investment) behavior of German
automotive firms was, in particular, explained in two streams: (1) the not-invented-
here-syndrome and (2) risk-averse firm strategies. The Diesel technology was
invented by German automotive engineers, whereas the battery technology was
invented by electrochemists and at that time mainly applied in CE products. Jin
(2019) offers an explanation for this by empirically testing and finding that
researchers from incumbent countries tend to more likely engage in sustaining
technologies (hybrid EVs) and are more likely to neglect disruptive technologies
(battery EVs). As a consequence, entering the battery market was entailed with
higher risks, especially with regards to the at that time already prevalent efforts in the
battery technology of Japanese firms. The selected risk-averse firm strategy was
further explained by several failure events causing the automotive industry negative

2For a detailed description of the early evolution of LIB technology in the USA see Levine (2016)
and Crabtree et al. (2015).
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public attention as, e.g., the failed Daimler and Chrysler fusion or some technical
issues with the first generation of the Mercedes A-Class. In accordance with and as a
consequence of industrial policy, government funding for R&D projects was not
available, and public electrochemical research institutes have been gradually
reduced. Thus, and with regards to the high expenses of battery R&D projects,
European research institutions have been appreciative of international collaboration
partners, especially funding partners. This was when Japanese industry came into
play. Japanese firms were interested in advanced battery technology, and European
researchers were in need of funding and potential applications of their research
findings. One of the interviewees confirmed that the abovementioned German
battery researcher Jürgen O. Besenhardt was involved in several collaboration pro-
jects with Japanese firms, too. Interviewees of leading German LIB research insti-
tutions have described the collaboration projects as win-win situations where
knowledge was transferred in exchange for the financing of expensive R&D pro-
jects. Many of the graduate and post-graduate electrochemical students came from
Asia. Even today, after a revived national interest and available national funding for
LIB R&D projects since 2009, a large share of their funds still comes from foreign,
especially from Asia.

Furthermore, early Western commercial applications were sometimes plagued by
safety issues. As an example, the Molicel was the first rechargeable LIB introduced
to market by the Canadian Moli Energy Ltd. but was soon withdrawn from the
market for safety reasons (Julien et al., 2016). These activities have later been
acquired by a Japanese firm. Another Western firm involved in the early commer-
cialization of the LIB was the German battery firm Varta. Varta was formerly owned
by the family Quandt, one of the largest shareholders of the German automotive
company BMW, and was separated by the family Quandt into several independent
business units and sold to differing investors in 2002. The automotive lead acid-
based division was sold to Johnson Controls, whereas the lithium-based battery
production stayed within the Varta Microbattery Group and focused on micro
application markets as hearing devices where they constitute the world market leader
today. There exist several more European battery firms from Switzerland or France
from these early commercialization phases which have specialized on Niche mar-
kets, e.g., in Switzerland on watches, in smaller quantities. Recently, these battery
producers have received more attention with regards to their potential to contribute
to European automotive cell production.

While Western firms either did not or failed to commercialize the LIB on larger
scales, more and more Japanese corporations became interested in this promising
technology and stepped up their R&D investment in the field. Japanese researchers
were sent to the USA and Germany for acquiring technology and skills, and they
implemented fruitful innovation projects after their return to Japan. These returnees
contributed to the successful commercialization of Japanese firms as Sony and
Panasonic.

The landmark event of LIB commercialization was Sony’s first introduction of
this type of rechargeable battery for CE products in 1991, soon followed by a wave
of adoption of LIB cells for several IT applications by Japanese companies including
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Matsushita, Sharp and Toshiba. It is noticeable that one Japanese researcher,
A. Yoshino, repeatedly appears in the international patent filing. Yoshino (2014)
claims that his US patent filed in 1985 explains the basic principle of LIB cells that is
still in use today. As can be seen in Fig. 2 in the next section, inventors from Japan
have strongly increased the number of patent filings since the early 1990s.

During the 1990s, the locus of innovation for LIB technology shifted from
Western public research laboratories to industrial R&D laboratories in Japan.
Major channels of technology transfer from West to East included co-publications
and cooperation projects between European, North American and Japanese
researchers. In our interviews, German researchers from leading LIB research
institutions have mentioned that collaboration with Japanese corporations was a
vehicle to get projects going as a reaction to reduced support at home. This was
partly due to the lack of interest of German corporations in their research and was
also seen as a consequence of a gradual reduction of public research institutions for
electrochemistry. Until the turn of the century, Japanese firms have been dominating
the world market with monopolistic market shares of above 90% (see Fig. 1). Within
the last 10 years, Japanese incumbent firms have been challenged in sustaining their
competitive position by the demand-induced window of opportunity for latecomer
firms in the automotive application. Especially the intense competition from China
has caused significantly decreasing market shares. One of the Japanese incumbent
firms, Panasonic, managed to enter the automotive application successfully. Mainly
based on its collaboration with one leading US EV producer, Tesla, Panasonic
managed to sustain its leading position in the LIB market and to develop into a
leading automotive cell producer. The first company marketing the LIB cell, Sony,
however, failed to enter the automotive application and finally sold its battery
business to Murata in 2018. South Korean CE firms as Samsung and LG in the
1990s aimed at reducing the dependency on their few Japanese suppliers. Thus, they
started their LIB activities in the mid-1990s and managed to obtain significant
market shares approximately 10 years later. The catch-up process of South Korean
and later Chinese firms is described in the next section.

4.2 Catch-Up of South Korean and Chinese Firms

Japanese firms were pioneers in the application of these new types of batteries for
electronic products (video recorders, audio and video equipment etc.). Korean firms
started a few years later but improved upon LIB technology and became more
competitive in developing LIB cells for secondary applications (automobiles, energy
storage, power tools etc.). They have gradually built up R&D and technological
capabilities and have successively penetrated new growth markets that demand high-
power batteries. While the center of gravity of LIB research and innovation shifted
from Europe and North America to Japan during the 1980s to ‘90s, similar patterns
of international technology transfer can be observed between Japan and South Korea
almost 10 years later.
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Based on their increased technological strengths, South Korean firms have
increasingly penetrated major application markets for high-power batteries. This is
illustrated in Fig. 1, where we compare market shares of major suppliers primarily
from three Asian countries. At the turn of the new century, Japanese firms still
dominated LIB world markets with a share of 94%. South Korean firms became
more successful since 2005, and their market shares have reached 19% in 2008 and
21% in 2015.3 More recently, Chinese firms are increasingly active in this market
and have attained a share of 23% (mainly obtained on their large home market).4

Figure 1 thus illustrates the consecutive catch-up processes of first-off South Korean
and later Chinese LIB firms by increasing market shares of these and vice versa for
Japanese incumbents.5

4.2.1 The South Korean Successful Catch-Up

Application markets, as well as investment efforts of major corporations, were
driving the innovation process and the locus of LIB research. South Korean firms
started their first attempts in the LIB market with a time lag, but have since then
implemented a successful catch-up strategy. Japanese and South Korean corpora-
tions have emphasized the strong complementarity between LIB technology and

Fig. 1 Market Shares in Sales Values for High-Power LIB (in %). Source: own illustration based
on Kawamoto (2010); EU (2016)

3Market shares of South Korean firms are primarily related to the two leaders LG Chem and
Samung SDI.
4However, a major share of this is attained in the captive Chinese market, while Chinese battery
firms are still less active than Japanese and South Korean firms in markets outside Asia.
5The sales of SK Innovation are not included in this survey.
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their strategy to attain a strong position in the electronics market. The leading
supplier firms of CE have also become the leading suppliers of LIB cells applied
in other secondary markets. South Korean and Japanese firms today, after almost
30 years of LIB experience, represent the dominant player in the worldwide LIB
market. One repeatedly acknowledged factor in their catch-up process was South
Koreans’ organizational structure of conglomerates, as the huge initial costs have
been cross-subsidized by more profitable business units. The majority of interviewed
experts have even voiced their doubts about today’s profitability of the battery
business of these leading firms. This was on the one side reasoned by high R&D
and production costs and the need to extend production capacities while at the same
time applying price-cutting strategies to attain a competitive position. Samsung SDI
and LG Chem have been attributed with a pro-aggressive strategy in cutting the price
to half when competing with Japanese Panasonic “until their competitor has left their
territory” (interviewed manager, September 2018).

After a decade of CE cell experience, mainly based on their large internal market,
South Korean firms have started their first attempts in entering the automotive
application. The main Korean automobile producer electrifying its cars is the
Hyundai Group, especially its daughter firm, Kia Motors. To our experts’ knowl-
edge, the Hyundai Group has very early contracted LG Chem as a cell supplier. LG
Chem further supplies Indian group Mahindra and Japanese Mitsubishi by
exporting. South Korean firms have internationalized their businesses with produc-
tion sites in China,6 the USA,7 and Europe. Samsung’s production in Changchun has
been a result of its acquisition of the battery division of the Austrian-Canadian
battery firm Magna Steyr Battery. Changchun has proven to be an attractive location
for automotive firms, too. Chinese FAW, as well as German VW and BMW, are
located there, too. Samsung SDI has managed to enter BMW’s supplier network
mainly due to its failed JV with German first-tier automotive supplier Bosch, SB
LiMotive. The same has happened in the JV between German first-tier supplier
Continental and South Korean cell producer SK Innovation. Although the two
parties in both cases seemed to meet ideal prerequisites in terms of complementary
assets (automotive vs. battery cell know-how), the collaborations have not been
continued.

Their market success is based on high R&D and patenting activities. Samsung
SDI showed a drastically increased R&D intensity from 1.5% in 2013 to 10.9% in
2016, whereas LG Chem’s R&D intensity within the same years grew even more,
but at lower rates from 0.1% to 3.6% (EU R&D Scoreboard, 2014, 2017). Figure 2
illustrates the development of patent applications over time and shows the predom-
inance of Japanese applicants and an increased patenting of Korean firms in Europe

6Samsung SDI 2 GWh in Xian, 1.4 GWh (5.6 GWh announced for 2020) in Changchun and
planned in Tianjin; LG Chem 3 GWh in Nanjing; SK Innovation canceled plans on a Chinese
production plant in Beijing in 2017. The respective production capacities in Korea are for Samsung
SDI 2.8 GWh in Cheonan and 3.3. GWh for LG Chem in Cheongju-si 3.3 GWh.
7Samsung SDI 1.2 GWh in Michigan for supply of Ford, GM and Tesla; LG Chem 3 GWh in
Michigan, too, for the supply of Chevrolet and Chrysler.
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since 2003. Japanese applicants with 1612 applications at the EPO rank first and
account for the largest share of total patent applications (44%), followed by Koreans
(16%), USA (15%), German (9%), and French (5%) applications. Samsung SDI8

applied for its first patent at the EPO in 1999, LG Chem in 2001 and SK Innovation
in 2007. The applications of the two leading South Korean firms, Samsung SDI and
LG Chem, account for 93% of all South Korean patents applied in Europe. Patent
applications of these two firms in Europe have stepped up strongly since 2010. More
than 70% of applications have been filed since then. The increasing activity in
Europe suggests a technological protection strategy in markets for EVs. This can
be explained on the one side by the location of their target customers, the automotive
industry, and on the other side by the aim to reduce the freedom to operate of
potential future competitors coming from the automotive (supplier) industry. Cor-
porations from South Korea have developed into a leading power of battery tech-
nology and this is increasingly transformed into export and sales activities.

The market for automotive applications is divided between batteries for hybrid
cars and for battery EVs. The second segment was still in its infancy until 2015, but
is growing much faster than the hybrid car market. South Korean battery firms have
been particularly successful in the early growth phase of battery-powered EVs
worldwide. This is shown in Table 2, where the two major firms have reached an
annual sales volume of 403 Mio. USD (Samsung SDI) and 365 Mio. USD
(LG Chem), just closely behind the main Japanese rival (Panasonic).

Fig. 2 EPO Patent Applications by the origin of applicant (IPC H01M10/0525). Source: Own
illustration based on OECD (2018)

8Patent applications of the former JV between Samsung SDI and Robert Bosch GmbH, SB
LiMotive, have been included within Samsung’s patents as a result of their termination agreements.
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As can be seen in Table 2, South Korean firms are now among the top three
worldwide suppliers of LIB cells for automotive applications. In total, Japanese
firms are still leading, but on a firm-level Samsung SDI and LG Chem have
accomplished to supply target customers in equal magnitudes as their presently
leading Japanese rival Panasonic. South Korean production capacities have devel-
oped on a constant level until 2015 and increased by over 55% in 2016. This increase
is equivalent to the growth of EV car production worldwide.

Table 3 in the next section shows the expected production capacities for LIB cell
production plants for the periods 2016, 2020 and 2025. Manufacturers from South
Korea, Japan and China have published announcements for new production plants in
different regions of the world. This table shows that overall planned capacities will
increase by 150% within 4 years from 2016 to 2020. Still, in 2014, one-third of
worldwide LIB cell capacity of 27.2 Gwh/a was produced by three South Korean
firms: LG Chem (4,9), Samsung SDI (3,4) and SK Innovations (0,8) (NPE, 2016).
South Korean firms are expected to increase their production capacities, particularly
through foreign manufacturing plants close to major automobile clients. Major
investment projects of South Korean firms are presently built in China, Europe
and the USA. As soon as these plants will be operating, South Koreans will become
major vendors of LIB automotive cells and will thus strengthen their position as key
suppliers for the automotive industry. The next section will deal with the subsequent
South Korean’s and ongoing catch-up process of Chinese firms.

4.2.2 The Chinese Ongoing Catch-Up

The Chinese EV market constitutes the largest and fastest-growing application of
LIB cells worldwide. Since 2012 average yearly market growth lied above 100% and
has reached a market volume of approximately 5 Billion USD in 2016. In 2017

Table 2 Revenues from LIB
cells for battery EVs (in Mio.
USD)

Company Country 2014 2015 2016

Panasonic/Sanyo JP 43 94 135

Panasonic Corp JP 417 413 449

Lithium Energy Japan JP 74 73 76

AESC JP 394 384 373

Toshiba JP 33 24 23

Japanese Firms 961 988 1,056

LG Chem KR 220 244 365

Samsung SDI KR 197 250 403

South Korean Firms 417 494 768

BYD CN 30 32 35

A123 Systems LLC CN 62 72 86

Tianjin Lishen Battery CN 44 48 52

Chinese Firms CN 136 152 173

Source: Andermann (2016); Sauer (2018)
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770,000 EVs have been registered in China (IEA, 2017). On the one side, this has
attracted foreign firms to set up or extend existing production plants in China, while
at the same time, many local LIB cell start-ups are aroused on the market. To our
experts’ knowledge, in 2018, there have been more than 200 Chinese cell producers
that are expected to be consolidated to below five major producers by 2020. The
decisive factors are mass production competence, an ensured (inter)national value
chain and the ability to receive automotive supplier contracts. The companies BYD
and CATL are considered to count to these few successful catching-up firms since
they have already attained significant market shares and moreover managed to enter
the driving automotive application. Their success stories vary widely and are
outlined in the following section.

Figure 3 illustrates market shares for the automotive LIB cell market in China in
2015. One example of how volatile the Chinese cell market is the company Opti-
mum Nano. As can be seen, the firm ranked third in 2015, but had to close its
production in the first quarter of 2018. Moreover, Fig. 3 shows that incumbent
foreign firms do not play a significant role in the Chinese market. The highly
dynamic environment on the Chinese market has challenged incumbent firms from
Japan and South Korea, too. This was mainly induced by policy regulations. In order
to set up production in (restricted) regions in China,9 foreigner LIB firms had to

Table 3 Production capaci-
ties and locations for LIB cells
worldwide in GWh

Supplier Location 2018 2020 2025 2030

Chinese Asia 239 550 615 615

Chinese Europe 0 0 14 14

Chinese Total 239 550 629 629
Korean Asia 30 87 87 87

Korean Europe 8 47 47 47

Korean US 3 3 3 8

Korean Total 41 137 137 142
Japanese Asia 16 23 63 63

Japanese Europe 2 2 37 37

Japanese US 29 39 109 109

Japanese Total 47 64 209 209
US Asia 14 41 51 51

US Australia 0 3 15 15

US US 3 6 18 18

US Total 17 50 84 84
European Europe 2 14 56 70

European Total 2 14 56 70
Row 15 18 71 96

Based on calculated expected maximum values
Source: VDMA Batterieproduktion (2018)

9These are Fujian, Guangdong, Shanghai and Tianjin.
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register Chinese subsidiary companies with a local Chinese partner. The Chinese
partner is especially important with regard to local governmental know-how and the
identification of available subsidies.

The Chinese government has offered subsidy programs for battery cell production
in China with either production volume thresholds (>8 GWh) or specific technical
requirements regarding the density of the cell and the materials used. The cells of
incumbent foreign suppliers from Japan and South Korea did not meet these
requirements. Thus, these firms faced major issues regarding their competitiveness
in the Chinese market. These subsidy programs were employed upstream to encour-
age R&D and production of these types of cells as well as downstream in terms of a
sales promotion of EVs that contain these cells. This is why B2B, as well as B2C
customers, favored Chinese cells enabling subsidy payments. After 2016 however,
these subsidies have been decreased and, as a consequence, enhanced the ongoing
consolidation process.

As with South Korean, the Chinese catch-up must be differentiated by the two
major applications, CE and automobiles. While Chinese firms have caught up in the
CE industry, especially in mobile communication technology, several years after
South Korean firms, likewise a delay can be observed in the LIB market. The major
application of LIB cells in China in early phases has also been portable CE products.

With regards to best environmental effects, the Chinese government started the
electrification offense with the electrification of public transport, resp. busses. This is
how the Chinese company BYD, as a supplier of these busses as well as cells in
these, was able to grow rapidly. BYD was founded in 1995 in Shenzhen (Guangdong
province) as a privately owned company. Until the start of automotive production in

Fig. 3 Market Shares EV LIB cells in China, 2015. Source: Park et al. (2016)
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2003, BYD was a cell manufacturer for CE products. Today, the businesses of BYD
cover automotive production, conventional combustion engines and EVs, battery
cell production as well as photovoltaic. The automotive know-how has been espe-
cially absorbed from its 2011 founded JV with German premium car manufacturer
Daimler. The failure of this JV, Denza, can be explained by the conflicting interest of
both parties to become a leading EV supplier. The LIB cells produced by BYD are,
until today, exclusively applied in its own products. The large internal market
constitutes a major competitive advantage with regards to the challenging supplier
requirements of the worldwide automotive manufacturers. Besides its Chinese cell
production, BYD produces the LIB cells applied for its busses on the Brazilian
market in Sao Paulo, too. Furthermore, BYD, as well as CATL, have, amongst
others, set up production in the Chinese city Xining, Qinghai province, where
lithium deposits are high.

Just as BYD, CATL has started its cell business in the CE industry. CATL was
founded as a privately-owned firm by its CEO, Zeng Yuqun, in Ningde, Fujian
province, in 2011 and has managed a successful initial public offering at the
Shenzhen stock exchange by 2018. Besides its battery pack and energy storage
system activity, CATL mainly focuses on the development and production on LIB
cells. The CEO, Zeng Yuqun, was the founder of the 1999 spin-offed Chinese-
Japanese company of the Japanese cell producer TDK, named ATL, too and
accounts for the human-embodied knowledge transfer in the build-up of technolog-
ical capabilities in the early years. Until 2015, ATL held 15% of the shares of CATL.
These shares have been especially sold due to the fact that the Japanese participation
prevented the firm from higher governmental subsidies.

The human-embodied knowledge transfer within CATL is further based on its
ability to attract foreign experts (e.g., from Korea). On their site in Ningde, CATL
has even introduced a separate canteen for their numerous foreign employees,
especially from Japan and South Korea.

In 2015, production capacities of CATL were 3 GWh, whereas these have been
drastically increased to 17 GWh by 2017 and are expected to reach 88 GWh by 2020.
The increased production capacities of CATL and the ability to attract customers of
the rapidly growing Chinese EV industry go in line with the standstill of foreign LIB
producers in China as Samsung SDI and LG Chem. Having premium electronic
product manufacturer Apple as a reference customer, CATL has attracted numerous
R&D and production collaboration projects with the automotive industry. Amongst
others, two JVs with SAIC (for battery pack and cell) and an R&D collaboration
with BMW. The increased interest of foreign automotive firms can be on the one side
explained by the missing alternatives on the Chinese market and simultaneously by
the objective to reduce the dependency on the existing few leading suppliers from
South Korea and Japan and to encourage a set out of the oligopolistic market
structure. Although Chinese firms until today do not satisfy the high quality of
Japanese and South Korean firms, most of the Western automotive manufacturers
voice an optimistic attitude, especially in view of the ongoing intense R&D and
production collaborations. BMW, for example, had reduced its dependency on
Samsung SDI by additionally collaborating with CATL. As a consequence, and in
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addition to its already established R&D site in Germany, CATL in 2018 has
announced to set up production in Erfurt, Germany, to supply its automotive
customers, e.g., BMW, locally. Even though the CATL’s German production plant
will be a replication of one of its Chinese plants, the company is challenged to
replicate its supply chain in Europe with the constraints of higher production costs
(labor, energy, resources, as well as equipment manufacturers). As a start, CATL has
acquired 22% of the shares of the Finnish automotive supplier, Valmet, of customers
as Daimler, Porsche as well as VW.

Whereas innovation of Chinese cell manufacturers within the CE application was
mainly based on licensing or JV agreements, these are nowadays more induced by
own internal R&D activities. Though increasing, the quantity of Chinese patent
applications in Europe compared to those of incumbent firms from Japan and South
Korea are negligible low (see Fig. 2). Interestingly, BYD as well as CATL as
latecomers in the battery industry, make use of already expired patents of their
competitors as Panasonic, Samsung SDI and LG Chem. For BYD 17 and for CATL
16 of the 30 most cited patents have been already expired. This suggests a special
IPR strategy of a free-of-charge knowledge transfer. On the other hand, the increased
innovation capabilities can be seen in the forward citations of these two firms. BYD
patents, on average, are more frequently cited, especially by leading incumbent firms
(Samsung SDI 56, LG Chem 35, Panasonic 22), confirming a successful knowledge
catch-up by BYD.

The learning curve of the CE application and attained mass production compe-
tence, especially on the large Chinese market, offers competitive advantages for
BYD and CATL. Moreover, they can benefit from shorter product life cycles of the
CE industry compared to the automotive one. According to our interviewed experts,
cells developed for the automotive application are first-off tested in CE products due
to faster market response and consequently faster response possibilities. Table 3
finally illustrates the development of worldwide LIB cell production capacities and
illustrates the Chinese catch-up process.

In this section, we have analyzed development strategies and the competence
level of major countries, with a focus on catch-up strategies of South Korea and
China. Based on strengths for strategic materials and technologies, corporations
from both countries were able to control world markets for a wide range of electronic
products and information technology markets. This linkage effect between down-
stream product and systems markets on one side, and strategic LIB components on
the other, is replicated in the uprising market for new EVs. Control of advanced LIB
cells is translated into capturing the LIB systems market and, as a next step, serves to
attain a stronger presence in the market for automotive products and services. In the
long run, this strength in the LIB market may allow Asian firms to capture value
within the European and North American automotive market.

During the last 10 years, Korean LIB producers have managed to outpace even
the former leading Japanese LIB firms, and Chinese companies have rapidly
increased their production capacities. Control in the market for LIB cells does not
only constitute the majority of value added of new EVs, but also has a crucial
influence on the functionality and performance of automobiles. There are scenarios
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that the leading providers of battery cells and electronic systems may in the future
become providers of advanced mobility.

Today, the worldwide LIB market is experiencing a major transformation. New
EVs represent the driving application area of the next decade. The EV market is
expected to increase the LIB cell demand by a multiple during the period 2018 to
2025 (Fraunhofer, 2016). The supplier structure will thus not only depend on the
previous LIB knowledge but also on the ability of LIB firms to respond to the
demand of the world automotive industry, especially in regions where the EV
development is most advanced. The automotive application thus also constitutes a
challenge for Japanese and South Korean LIB producers.

5 Reverse Catch-Up for Europe and the USA?

The preceding part of our article has documented the present dominance of Asian
manufacturers in the market for advanced LIB cells. Will success breed success or
will new entrants create a more open and dynamic competitive environment? Will
the large incumbent corporations from Japan, South Korea and China continue to
dominate the market for LIB cells in the period 2020 to 2040? Will they even be able
to move downstream and control the market for battery systems and eventually also
the market for EVs worldwide? Or will the existing system providers in the world
automobile industry be able to successfully integrate backwards, and thus reduce
their dependence on the Asian LIB oligopoly? This last scenario would require a
strong move of regaining competitiveness among large systems integrators primarily
from Europe and North America. This scenario builds on successful activities of
reverse catch-up, on the locus of innovation again shifting towards Western coun-
tries. In the following, we will analyze under which conditions it may be possible for
Western corporations to regain international competitiveness.

Reverse catch-up in the field of LIB cells is feasible under three conditions.10

(1) There occur favorable technology or knowledge-related changes that support
new entrants, (2) demand patterns change and open up a window of opportunity or
(3) institutional and policy changes in Europe and North America could create
specific favorable conditions for a reverse catch-up. As a result of our empirical
analysis, we found support for the demand- and technology-induced opportunities
specifically applicable and in favor of Western firms, but not for policy-related
opportunities. The majority of experts regarded Western policymakers rather as a
risk than an opportunity as industrial policy regulations are mainly induced by
locally leading industry representatives. This usually leads to regulation protecting
more mature, established industries whereas not sufficiently promoting uprising

10Here we use the three arguments on windows of opportunity for successful catch-up put forth by
Lee and Malerba (2017). We analyze the reciprocal process: what are the windows of opportunity
and the conditions under which reverse catch-up can happen?
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markets. As opposed to the Chinese government’s long-term strategy in attaining a
competitive position in future technologies, Western policymakers in preserve
mature industries might miss opportunities in key future technologies as it was the
case for the LIB in Germany in the 1990s. Furthermore, our experts explained that
most policy promotion in Western countries, especially in Europe, is related to R&D
activities and does not promote the commercialization of these technologies. Thus,
European firms lack experience in commercializing disruptive technologies. In the
following, we will analyze two potential windows of opportunities for reverse catch-
up: demand and technology related. The counterargument would emphasize condi-
tions under which the present dominant position of Asian LIB cell manufacturers is
sustained and further strengthened, which in turn would mean that a reverse catch-
up is not feasible.

5.1 Technology Induced Window of Opportunity

As described in the previous sections, inventors from the USA, but also from France,
Germany and Canada, were most influential during the basic research and discovery
phase of LIB, particularly during the period 1977 to 1990. The locus of innovation
shifted to Asia when product development and advanced manufacturing were
becoming critical activities. Japan became stronger during the 1990s, following
the first commercial application in CE. South Korea and China succeeded in
exploiting new business opportunities in information technology as well as for
automotive applications. The expected future evolution in technology may offer
new windows of opportunity. Technology experts are anticipating several waves of
major changes in battery technology in the years after 2030. These imply incremen-
tal improvements of the today used lithium-based technology as well as the next
expected generation of rechargeable batteries, the so-called solid-state batteries.11

While Asian manufacturers will most probably benefit from an incumbent’s advan-
tage for lithium-based cell technologies of the current generations, new cell designs
and material technologies accompanied with the next generations’ technologies will
open opportunities for new firms. This is especially the case in view of the argument
of the so-called incumbent trap (Lee & Ki, 2017) that incumbent firms tend to
behave resistant to radical innovations as next generations’ technologies due to a
stickiness with their current businesses. Due to the rapidly increasing worldwide
demand for LIB cells, incumbent firms are currently heavily investing in an exten-
sion of their current generations’ production sites and even setting up new pro-
ductions in high-cost, developed countries in Europe and the USA. These activities
in unfamiliar territory—country and industry wise—bear risks and thus even higher

11This technological roadmap is based on expert assessments published by the working group on
batteries within the German Platform on Electric Vehicles (See NPE, 2016, Chap. 3). Similar
technological forecasts were developed by other institutions (e.g. IEA, 2017).
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costs, especially in the absence of governmental support. This is why our
interviewed experts have assigned this technology-related window of opportunity
to offer market entry possibilities, specifically for Western countries.

Furthermore, leading battery research institutions in Europe and the USA are
assessed to be equally competent related to R&D achievements as leading
researchers of the leading countries from Japan and South Korea. Next generations’
technology is still examined in research laboratories, and no commercially viable
prototype is available yet. A prerequisite for successful reverse catch-up would
afford a holistic approach. Such a strategy implies an intense collaboration between
research and industry and a direct transfer of current research findings into the
education of future practitioners. This will lead to an optimal absorbing of frontier
technology and simultaneous industrial education and application. The sheer size of
R&D spending both in industrial firms and in public laboratories, the ability to
combine material research with cell design and advanced manufacturing can work in
favor of innovation in Europe and the USA again. Leapfrogging strategies and their
success are also influenced by standard-setting strategies for new battery cell gener-
ations and their integration in larger systems. The dynamics between standards and
the appropriation of patents and complementary assets may open up opportunities in
Europe and North America.

An integral approach would moreover imply use of and collaboration with locally
available production know-how. Future cell producers should start co-developing the
future cell production plan together with leading research institutions and machinery
firms. For example, Chinese firm CATL has announced to look for collaboration
projects in Germany with locally available production excellence as the Fraunhofer
Institute for Production Technology as well as robotic firms as the Kuka Group. It is
further crucial to build on previous experiences and technological capabilities of the
leading firms from Asia. Besides the learning effects from ongoing collaborations
between Asian cell producers and Western automotive firms, the ability to attract
experts from these countries will be decisive for absorbing tacit knowledge. The newly
founded Swedish LIB firm, Northvolt, serves as an example for technology transfer
from Asia to Europe as most of their battery engineers come from Asia.

5.2 Demand Induced Window of Opportunity

Different countries have different demand patterns. Knowledge about preferences
and these demand patterns in end-user markets provides business opportunities for
companies close to final customers. The argument of customer proximity as a
decisive factor in the catch-up success of Chinese firm Haier has been illustrated
in Wu et al. (2014). Asian companies had specific advantages in CE and IT in the
past, and these have in turn favored innovation in the LIB field. For the next years, a
growing percentage of batteries will be required for automobile applications, for
storage systems and for special-purpose equipment, for which specific know-how of
user preferences is more critical. The dominance of CE as the driver of change in LIB
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technology will certainly become reduced during the next years. Applications in the
field of EVs are expected to grow at a higher rate, and when considering worldwide
announced EV registration targets, even higher shares can be expected by 2030
(Fraunhofer, 2016; IEA, 2017).

Until recently, so far, produced LIB cells have been mainly applied in CE
devices. The EV applications require adapted technological specifications, e.g.,
compared to CE products, higher power is needed. Furthermore, the market itself
bears challenges for battery suppliers. LIB manufacturers have detected these needs
early and have thus started cooperating with automotive companies as outlined in the
previous sections. Western automotive firms are leading in automobile production,
especially in premium car manufacturing. The key issue remains: will the stronger
presence of Western automobile firms and suppliers lead to strong backward inte-
gration into battery cells? Will Western companies be able to manage the reverse
catch-up process in advanced batteries? At present, the Achilles heel of the European
EV market lies in the supply and production capacities for LIB cells. R&D capacities
and patenting by German institutions have been stepped up, but this does not solve
the immediate challenge of large-scale manufacturing. As has been shown in the
preceding sections, this element of the EV value-chain is dominated by Asian
manufacturers from Japan, South Korea and China. Reverse catch-up in Germany,
as well as in several European countries, will thus crucially depend on the mastering
of an integrated value chain for the electric drivetrain, with the battery-cell as its
most strategic component. According to our experts’ assessment the integration
process and the manufacturing of the so-called battery pack and battery management
systems will be controlled by the automotive OEM. The European supply and
production architecture for battery cells, however, is still debated. The following
options may be considered: (1) existing large Asian battery firms are opening
production plants in Europe, (2) first-tier or second-tier automotive suppliers from
Germany are starting battery cell manufacturing; and (3) new entrants that will start
battery production in Europe as, e.g., in the case of the Swedish firm Northvolt. The
first option is the most likely one, and there are ongoing investment projects. If it is
not complemented by one of the other two options, however, reverse catch-up in
Europe will not be sustainable.

Furthermore, high-power special-purpose applications of LIBs, as, e.g., power
tools, for which strong user industries are still present in Europe may shift the focus
of R&D activities and manufacturing investments away from the presently predom-
inant Asian manufacturing locations. While German car manufacturers have been
more hesitant so far in shifting to battery technology, other manufacturers of special-
purpose equipment, including power tools, garden equipment or industrial handling
equipment, have been much faster during the last years. This has led to a strong
innovation move and to vertical integration at least into battery systems integration.
The formation of BMZ, a subcontracting unit for special-purpose battery packs for
different users in Europe, is an interesting case. Eventually, this will also lead to the
formation of battery cell production plants. The project on joint European cell
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production, TerraE,12 may be a viable move in this direction. In many cases, it is
difficult for a former leader to gain back industries that have once been lost out to
more successful catch-up nations. First of all, disinvestment of capital and human
skills over longer periods will lead to high investment requirements once a country
or a region may decide to reinvest. The level of innovation, entrepreneurship and
continuous improvement in the catch-up nation may have led to such a level of
superiority that the former incumbent can no longer respond. Ignorance on the side
of the business community in the country that has encountered a downturn may lead
to a failure in understanding key performance factors and new rules of the game now
defined by challengers from earlier catch-up nations.

6 Concluding Remarks

As has been shown in the preceding, Europe and the USA have lost out in key
technologies for advanced LIB cell production between 1995 and 2015. Strong
market inducements from electronic consumer products, strong investments and
complementary investments in the product, as well as process technology, have
shifted the locus of innovation to Japan, South Korea and China. Western countries
have lost out in application capabilities and in advanced manufacturing during the
first two generations of rechargeable batteries. Even though innovation in cell
technology and manufacturing for CE and EV has not been followed, some
remaining European LIB manufacturers have specialized in niche markets, such as
Varta, Johnson Controls, Saft and Leclanché. When analyzing the catch-up possi-
bilities of Europe, it is necessary also to address the competencies within Europe. In
the field of fundamental research and material science, there are still strong capabil-
ities and a large enough talent pool. Europe has leading R&D institutions in battery
cell technology.

There is a long tradition in electrochemistry and research that can be re-activated,
particularly for the third and fourth generation of battery technology. Public support
programs at the federal as well as state level have strengthened these capabilities
during the last years and are complemented by European research funds. There is a
vivid and stable scientific community. Since the early days of advanced battery
research, German inventors, for example, were quite active in publishing and
patenting. Robert Bosch GmbH was among the first firms to file international LIB
patents (both in the USA and in Europe in 1983). However, German commerciali-
zation then and even after a revived approach within the last years has not been
followed due to a risk-averse strategy in view of the challenging competition with
experienced incumbent firms.

12TerraE is a consortium of the following companies: Manz AG, Electrovaya Litarion, BMZGroup,
Thyssen-Krupp AG and M + W GmbH.
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The German passenger car manufacturers were comparatively slow in adapting to
EVs until now. One of the main reasons was the strong reliance on Diesel technology
as well as the strong resistance among engineers with a preference for sophisticated
internal combustion engines. The challenge by the US automotive start-up Tesla, as
well as the “Dieselgate” scandal since 2015 led to behavioral changes among
automobile companies, consumers as well as regulators. So far, typical “teething
problems” were upholding stronger growth, including high purchase prices and the
limited supply of attractive new EV models. Furthermore, the limited number of EV
charging stations in Germany provided another bottleneck. The most recent update
of the report of the national German platform on E-mobility (NPE, 2018) shows that
European automobile firms are able to attain high market shares also in other
European EV markets, which offer the best opportunities for a demand-induced
catch-up strategy.

We have examined past and recent developments on the market for lithium-ion
batteries. We found support for catch-up successes of Korean and Chinese firms with
a similar route to previously studied catch-up processes of these countries in other
industries as consumer electronics or semiconductors. The novelty of our analysis
includes recent reverse dependency patterns where firms from developed countries
as Germany and the USA are dependent on frontier technology dominated by firms
from the Far East. With our findings, we have outlined a framework for reverse
catch-up and its conditions and have thereby contributed to the understanding of
catching up from a developed country’s perspective. Our findings, however, are
based on an in-depth case study analysis of one industry, LIBs, and can thus not be
generalized. Owed to the novelty of this topic, very little is known about the
conditions for a reverse knowledge transfer from East to West. More research is
needed on this new phenomenon and on the role of emerging markets’ firms as
incumbents. Therefore, we suggest further investigations on the role of catching-up
firms from developed countries, (2) the role of incumbent firms from emerging
markets and the conditions for successful knowledge transfer from East to West.
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Is Drug Patent Protection a Determinant of
the Location of Pharmaceutical FDI?
China’s Experience

Nejla Yacoub and Hajer Souei

Abstract The economic literature reveals that the relationship between patents and
Foreign Direct Investments (FDI) depends on industries and countries’ features. Our
research considers the pharmaceutical industry in China. This choice stems from a
contradictory observation: China is known for its important imitation capacities, but
at the same time, it is becoming one of the most attractive destinations to technology
intensive FDI, for instance, pharmaceutical FDI. To explore whether patent protec-
tion plays a role in attracting pharmaceutical FDI in China we conduct a documen-
tary analysis over the 1980–2015 period. Data is compiled from specialized press
and international and national economic institutions (such as the World Trade
Organization-WTO and the Chinese Intellectual Property Office—SIPO). Using
these statistics, we construct a composite index measuring the pharmaceutical patent
protection in China (PPP index) to analyze its correlation with inward pharmaceu-
tical FDI. For a better reliability of the results, the study considers only the forms of
FDI that are—according to economic literature—the most sensitive to patent pro-
tection, i.e., drugs producing and/or research and development (R&D) FDI. Our
analysis suggests that enhancing drug patent protection could have had a positive
impact on inward pharmaceutical FDI in China, especially R&D subsidiaries.
However, this impact is conditioned by the existence of other advantages for FDI
location such as the development of technology parks and the knowledge-based
human capital policy. Hence, drug patent protection would be a determinant for
attracting pharmaceutical FDI provided that it is a part of a strong innovation system
and active innovation policies.
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1 Introduction

Most developing countries strive to ameliorate their attractiveness to foreign direct
investment (FDI). They invest to build an economic and institutional framework
favorable for foreign investors. Until the late 1990s developing countries have
usually focused on their comparative advantages (market size, geographic location,
etc.) and short run constructed advantages (especially tax incentives). This policy has
been effective in attracting low technology-intensive FDI. But in the era of infor-
mation society, it is high-tech investments that are targeted by the host economies,
especially developing ones. Attractiveness to these investments requires
implementing structural advantages, for instance, a sound logistic and communica-
tion infrastructure, active innovation policies, a stable political and legal framework.

The economic literature stresses the importance of intellectual property rights
(IPR)—especially patents—as a determinant of the location of technology-intensive
FDI (Pratomo & Hastiadi, 2017; Shapiro and Mathur, 2014; Lippoldt & Park, 2003;
Combe and Pfister, 2001). In fact, firms operating in the high-tech industries are
found to be attracted by fairly strict patent protection (Smarzynska, 2002). In
addition to the industry’s characteristics, those related to the host country also
influence the significance and the nature of the impact of patents on inward FDI.
For some economists, these characteristics include the economic development
(Yacoub & Yacoub, 2011; Lippoldt & Park, 2003) and governance (Aho, 2013).
Yet, for other economists, the imitation capacities of host countries are the main
feature that influences the relationship between patents and inward FDI (Smith,
2001). In this line, patent protection is found to be significantly attractive to FDI
in countries that present a strong threat of new technologies imitation.

Globally, the economic literature reveals divergent conclusions about the “patent-
FDI” relationship since it depends on countries, industries, and even firms. Therefore
to reveal precise results, it is more efficient to target one industry of a specific
country. In this perspective, our research considers the pharmaceutical industry in
China. Undoubtedly, this is not a random choice; it is argued by a curious observa-
tion: China is known for its high imitation capacities, but at the same time, it is
becoming one of the most attractive destinations toward technology-intensive FDI;
for instance, pharmaceutical ones.

On the basis of elements provided, our research aims to explore whether to and to
which extent has drugs patentability played a role in attracting pharmaceutical FDI to
China.

Answering this question requires a methodology combining a theoretical and an
empirical approach. Our chapter will be then divided into four main parts. In the first
one, we make a literature review on the relationship between patent protection and
attractiveness to FDI. In the second part, we analyze the main features and trans-
formations of the Chinese economy and pharmaceutical sector since 1980. In the
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third part, we proceed with a documentary analysis based on data compiled basically
from the specialized press and reports of economic institutions both national (such as
the Chinese Intellectual Property Office—SIPO) and international (such as the
World Trade Organization—WTO). Using these statistics we measure a composite
index assessing the pharmaceutical patent protection (PPP) in China. Then, we
analyze the correlation of our PPP index with inward pharmaceutical FDI. For a
better reliability of the results, the study considers only the forms of FDI that are—
according to the economic literature—the most sensitive to patentability, i.e., pro-
ducing Greenfield investments and research and development (R&D) subsidiaries.
In the fourth and last sections, we discuss our study’s main concluding remarks.

2 Patent Protection and FDI: A Literature Review

The economic literature reveals that due to many factors (2.2) the relationship
between patent protection and FDI is divergent (2.1).

2.1 The Divergent Relationship Between Patent Protection
and FDI

According to some studies, patent protection has a positive impact on inward FDI
while for other studies the impact is negative for some of them or even insignificant
for some others.

2.1.1 Insignificant Impact of Patent Protection on FDI

Ferrantino (1993) and Primo-Braga and Fink (1998) conclude that there is no
statistically significant influence of patent protection on the US multinationals’
location decisions. The research conducted by Maskus and Eby-Konan (1994)
about the pharmaceutical industry in four countries (Argentina, Brazil, India, and
Mexico) shows that the impact depends mainly on whether patents can transform the
market structure from competition into monopoly. Also, patent protection seems to
play a marginal role in attracting FDI when foreign firms are able to centralize their
sophisticated technologies and thus decrease the likelihood of being imitated by
local firms (Pfister, 2003).

Is Drug Patent Protection a Determinant of the Location of Pharmaceutical. . . 211



2.1.2 A Positive Impact of Patent Protection on Inward FDI

Several scientific works result in a positive impact of patent protection on inward
FDI (Kirkilis & Koboti, 2015; Yacoub, 2007, 2012; Combe and Pfister, 2001;
Lesser, 2000; Saggi, 2000; Maskus, 1998; Lee & Mansfield, 1996; Seyoum,
1996). In a survey on US chemical multinationals Maskus (1998) shows that 80%
of them would not locate their subsidiaries in countries where patent protection is
weak. These results are confirmed by Lesser (2000) who shows that an increase by
10% of the patent’s coefficient in a sample of host countries generates an increase by
200 million $ of their inward FDI from the USA, Germany, and Japan. A similar
conclusion has been revealed by Yacoub and Yacoub (2011) for 30% of the drug-
producing foreign subsidiaries they have surveyed in Tunisia which confirm that
patent protection is a guarantee allowing them protecting their technologies.

In this same framework Hassan et al. (2010) refer to the Dunning’s OLI para-
digm1 to argue that strong patent protection in host countries offers foreign investors
an ownership advantage (by preserving their technological monopoly) and a location
advantage (by reducing the risk of imitation). However, the study results in an
insignificant impact of patents on the internalization advantage since they rather
encourage externalization via licenses.

2.1.3 A Negative Impact of Patent Protection on Inward FDI

The negative impact of patent protection on inward FDI is shown mostly in studies
on developing countries (Glass & Saggi, 2002; Kumar, 2000). This is mainly
explained by failures in patent enforcement in these countries (Yacoub, 2007).
Moreover, in some cases when the patent protection is weak or inexistent, foreign
firms can decide to locate abroad in order to prevent being imitated by local firms. In
this case, strengthening patent protection would decrease the imitation risk in the
host country and encourage the foreign firm to dislocate from that country. In this
same line, the US multinationals studied by Ferrantino (1993) are shown to prefer
locating their subsidiaries in countries where patent protection is not quite strong.
Combe and Pfister (2001) present similar findings showing that the weak patent
protection in Brazil in the 1990s did not hinder US multinationals to prefer entering
the Brazilian market by FDI (700 million $) rather than by exports (50 million $).

1Ownership, Location, Internalization.
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2.2 Factors Explaining the Divergent Relationship “Patent
Protection—FDI”

We can divide factors explaining the divergent relationship between patent protec-
tion and FDI into three main groups: firm-related factors, industry-related factors,
and factors related to the host countries.

2.2.1 Factors Related to the Firm’s Intrinsic Characteristics

These factors trace back to the reasons behind the firm’s very decision of investing
abroad. This leads to understanding the firm’s intrinsic characteristics as regards its
risk aversion, the phases of its products’ life cycle, the degree of sophistication of its
technology, and many other specific features (Yacoub & Yacoub, 2011). For
example, a firm that locates abroad in order to valorize its monopolistic advantage
would be positively influenced by patent protection in the host country. However,
firms offering standardized products (i.e., products with low levels of innovation and
technology) generally choose to locate abroad in order to reduce production and/or
transaction costs. In this case, the role of patent protection would be trivial. The
research of Yacoub and Yacoub (2011) surveying all the foreign pharmaceutical
firms in Tunisia shows that patent protection is important as a location determinant
for only 30% of them while the other 70% chose the Tunisian location basically to
benefit from the local human capital advantage combining competencies and qual-
ifications on the one hand and relatively low costs on the other hand.

The type of the FDI is also an important factor that determines the existence and
the sign of the relationship between patent protection and FDI. Maskus (1998) shows
that strengthening patent protection influences vertical FDI more than horizontal FDI
since technology externalities and imitation risk are higher with vertical FDIs. The
influence is even more important in joint-ventures and licenses: “foreign firms are
less willing to invest in joint-ventures with local companies, if they risk losing their
proprietary assets” (Primo-Braga & Fink, 1998, p. 173). Indeed the weaker the
foreign firm’s control on its technologies abroad is, the more positively significant
the impact of patent protection would be.

2.2.2 Factors Related to the Industry

The relationship between patent protection and FDI varies significantly depending
on the different industries. The impact is likely to be positive on technology-
intensive FDI (Kirkilis & Koboti, 2015; Park and Lippoldt, 2005; Smarzynska
Javorcik, 2004; Maskus, 1998). Thus, countries with a strong patent system are
shown to be more attractive to pharmaceutical FDI (Yacoub & Yacoub, 2011; Coriat
& Orsi, 2004; Saggi, 2000), while according to Maskus (1998) multinationals
operating in labor-intensive sectors, for instance, the textile industry, are attracted
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rather by production costs advantages. Indeed in this survey on a sample of US
multinationals operating in six different industries and located in 16 host countries
Maskus (1998) confirms that even though all the production subsidiaries are sensi-
tive to the potential of patent protection in the host countries, the impact is specif-
ically more important in the chemical industry. Similar findings are revealed for the
German (Maskus, 2004; Fink, 1997) and the Japanese (Lesser, 2000) multinationals.

2.2.3 Factors Related to the Host Countries

Several studies assert that the relationship between patent protection and inward FDI
depends on the host country’s characteristics, especially as regards the level of
economic development. This thesis is confirmed particularly by studies considering
samples combining developed and developing countries. For example, Seyoum
(1996) estimates the impact on inward FDI in a sample of 27 developed, developing,
and least developed countries on the period going from 1975 to 1990. The impact of
patent protection is revealed to be positive and strong on FDI in developed countries,
while it is moderate in developing ones (explaining 43% of their FDI inflows) and
marginal in the least developed ones (explaining only 13% of their inward FDI).

In the same line, Pfister and Mayer (2001) use a microeconomic approach to
assess the impact of patent protection on the choice of FDI location of 755 French
multinationals within 37 countries of different development levels. Unlike Seyoum
(1996) their empirical analysis covering 20 years (1980s–1990s) reveals that the
strongest positive correlation between patent protection and the inward FDI is for
developing countries.

This unexpected result can be explained by the role of the host country’s imitation
capacities. This variable has been highlighted in the economic literature as a crucial
determinant of the relationship between patent protection and FDI (Yacoub, 2017,
2012; Kirkilis & Koboti, 2015; Yacoub & Yacoub, 2011; Pfister, 2003; Smith, 2001,
1999; Nair-Reichert, 2000). The imitation capacities depend on the local country’s
absorption capacities of new and sophisticated technologies (Smith, 1999). Hence,
strengthening patent protection would be an attractive factor towards inward FDI in
developing countries with high imitation capacities, such as China, India and Brazil.
Indeed countries with higher imitation capacities are obviously riskier for foreign
investors but also they are more likely to be a source of innovativeness. The elasticity
of their attractiveness toward FDI is high. Therefore, when these countries enhance
their patent protection systems their FDI inflows would increase significantly.
Delving further into this point, Smith (1999) suggests considering the question
rather in terms of the “threat-of-imitation” which can be defined as the combination
resulting of the degree of “imitation abilities” and the level of “patent protection.”
Then the impact of patent protection strengthening on FDI will depend on the degree
of the “threat-of-imitation.” As shown in Fig. 1, this combination results in three
degrees of threat-of-imitation: weak, moderate, and high.

According to the Fig. 1, when the threat-of-imitation is weak (case 1), patent
protection strengthening generates a negative impact on inward FDI; an impact
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called “market power effect” and explained by an abusive monopoly power. It is the
case of countries that combine weak imitation capacities and strong patent protec-
tion. Per contra, strong imitation abilities combined with weak patent protection
result in a strong threat-of-imitation (case 4). So strengthening patent protection
generates a positive impact on inward FDI called an “expansion market effect.”

In the two remaining situations the threat-of-imitation is moderate (cases 2 and 3),
either resulting from the combination of both strong patent protection and strong
imitation abilities or of both, weak patent protection, and weak imitation abilities. In
these both situations, the impact of patent protection strengthening on FDI is
ambiguous. It can be either negative or positive depending on industry-related
factors, firm-related factors, and other factors related to the host country’s features
and policies.

These findings are confirmed by Smith (2001) where the US multinationals are
shown to be attracted by the strengthening of patent protection (measured by the
signature of TRIPS agreements) in countries with high threat-of-imitation; illustrat-
ing then the advent of an expansion market effect. However, the study of the
Tunisian pharmaceutical industry confirms the advent of a market power effect due
to a moderate threat-of-imitation (resulting from relatively moderate imitation
capacities and strong patent protection) (Yacoub & Yacoub, 2011).

According to our literature review, it is obvious that the relationship between
patent protection and FDI is ambiguous since it depends on several factors that
overlap with each other. Therefore, we restate that clarifying this issue requires
analyzing it on an empirical scale all by considering a specific country and a specific
sector. In order to clarify this ambiguity the remaining of our study targets the case of
the pharmaceutical industry in China.

2. Moderate threat-of-imitation

Ambiguous effect (+/-)

4. Strong threat-of-imitation

“Expansion market effect” (+/-)

3. Moderate threat-of-imitation

Ambiguous effect (+/-)

1. Weak threat-of-imitation

“Market power effect” (+/-)

Imitation abilities

Weak

Weak

Strong

Strong

Patent protection

Fig. 1 The impact of patent protection strengthening on FDI, according to the host country’s
threat-of-imitation. Source: Authors’ version, based on Smith (1999), p. 155
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3 Pharmaceutical Patent Laws and FDI Trends in China:
Inventory of Fixtures

Since the end of the 1970s, China has witnessed important economic and institu-
tional changes. The State’s economic openness policy is the main axis of these
changes and it has considerably influenced the local pharmaceutical industry.

3.1 A Preview of the Pharmaceutical Industry in China

In 1978, China implemented an economic development plan aiming to become the
world’s manufactory by facilitating business to foreign investors, mobilizing its
important human resources and benefitting from globalization.

3.1.1 The Trends of Pharmaceutical FDI in China

Until the end of the 1980s, China has been an attracting destination mainly for labor-
intensive foreign investments, especially in the textile and leather industries
(Lasserre, 2007). Yet since the 1990s, it has become an interesting location for
technology-intensive multinationals, such as in electronics and pharmaceuticals. As
shown in the following graph, pharmaceutical FDIs have recorded a notable growth.
This growth has known four main slowdowns, though. The first and the second ones
are recorded in 1998 and 2000 and could be explained by the Asian crisis. The third
slowdown has occurred from 2004 till 2006 and the fourth one occurred in 2012
(Fig. 2).

Since the 2000s China has transformed from the world’s manufactory into the
world’s pool for R&D and technology-intensive FDI. In fact, by the year 2004 there
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Fig. 2 Inward pharmaceutical FDI trends in China (millions $). Source: Spigarelli and Wei (2014)
and CEIC (2017)

216 N. Yacoub and H. Souei



have been about 700 R&D foreign centers. Likewise, by 2015 we notice that most of
the pharmaceutical leaders have set R&D subsidiaries in China (IHEST, 2015).

3.1.2 The Location Advantages for Pharmaceutical FDI in China

China’s location determinants for pharmaceutical FDI are mainly related to com-
parative advantages such as the market size (ranked as the second in the world in
2018 with a share of 8.2%) and the competitive production costs, especially those of
labor, energy, and lands (LEEM, 2019). On a different scale, China is an attractive
location for FDI as regards clinical trials. Indeed, on the one hand, clinical trials costs
in China represent only 40% of those in the USA (Samedan Ltd, 2011). On the other
hand, the Chinese regulation as regards those trials is much more flexible than in
Western countries (Noury, 2017).

Even though comparative advantages play an important role they remain insuf-
ficient to attract pharmaceutical FDI. Attractiveness to technology-intensive FDI
requires the implementation of structural advantages, for instance, logistic and
communication infrastructures, active innovation policies, regulation, and institu-
tional advantages. In this framework, China has invested in restructuring and
strengthening its intellectual property rights (IPR) system in order to meet the
foreign investors’ requirements in terms of protection of their new and sophisticated
technologies.

3.2 The Patent System in China: Special Features and Trends

Patent protection reforms in China have resulted from both internal and external
factors. Internal factors are related to the innovation policy requirements. External
factors stem from pressures by the WTO to lead China complying with the TRIPS
agreements’ standards.

However, before even the creation of the WTO, China has also been pressured by
some developed countries in order to protect pharmaceutical patents. Bosworth and
Yang (2000) explain these pressures by the important losses undergone by occiden-
tal multinationals in the Chinese market. Hence, since 1979 China has signed several
international IPR agreements such as the World Intellectual Property Organization
(WIPO) membership agreement in 1980 and the Paris convention on Industrial
Property in 1985. Yet, China signing the TRIPS agreements in 1994 and joining
the WTO in 2001 after 15 years of negotiations (Yang, 2003), remain the most
outstanding facts in the country’s IPR history. Thenceforth the Chinese State has
started implementing technical and administrative institutions specialized in dealing
with IPR applications, for instance, the Sino Intellectual Property Rights Office
(SIPO).

Through these reforms, China’s IPR system has started transforming into a
relatively conform and up-to-date one. This resulted in a notable increase of patent
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applications in China growing with a steady annual rate of 15% since the first patent
law was promulgated in 1984 and of 23% since this law’s reform in 2001 (Fig. 3).

Since 2012 China is top ranked in terms of patent applications worldwide before
the USA (second rank) and Japan (third rank). In 2018, China has recorded more
than 1.542 million patent applications that is a growth rate of 11.6% comparing with
2017 (WIPO, 2020).

Pharmaceutical investors are among the most active sectors in terms of patent
applications in China with a share of 5.37%. Most of the applications are made by
leader pharmaceutical foreign investors such as Novartis (Switzerland), MSD
(USA), Takeda (Japan), and Bayer (Germany) (Drug Patent Watch, 2017), which
confirms the interest shown by pharmaceutical multinationals in patent protection in
China.

4 The Impact of Patent Protection on Pharmaceutical FDI
in China: A Documentary Analysis

At this stage, we intend to analyze empirically whether patent protection has played
a significant role in attracting pharmaceutical FDI in China.
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4.1 Methods

Previous empirical studies of the relationship between patents and FDI estimate
econometric models such as gravity models, panels, and times series (Tanaka &
Iwaisako, 2014; Kirkilis & Koboti, 2015; Lippoldt & Park, 2003; Glass & Saggi,
2002; Smith, 2001) or conduct firm-level surveys on multinationals (Yacoub &
Yacoub, 2011; Pfister, 2003; Maskus, 1998; Seyoum, 1996; Ferrantino, 1993). We
use a different method that is a documentary analysis based on data from interna-
tional and national institutions such as the WTO and the SIPO, and from specialized
press in the global pharmaceutical industry. Our choice is argued by two main
arguments. The first one is that our research considers one country which makes
panel and gravity models unusable. The second argument is that required data to
explore the patent-FDI question in the pharmaceutical industry needs to be limited to
the FDI that would be influenced by patent protection. These include firms produc-
ing drugs and active ingredients, R&D centers, clinical trials subsidiaries, joint
ventures, and other similar investment forms where technology externalities
are high.

Our analysis refers mainly to Smith (1999) as regards the threat-of-imitation of
the pharmaceutical industry in China in order to analyze the impact of patent
protection on the country’s inward FDI.

4.2 Assessing the Pharmaceutical Threat-of-Imitation in
China

We restate that according to Smith (1999) the impact of patent protection is expected
to be positive (i.e., expansion market effect) on FDI inflows in countries with a high
threat-of-imitation. Then assessing China’s pharmaceutical threat-of-imitation
requires first measuring both its imitation capacities and its patent protection
potential.

4.2.1 The Pharmaceutical Imitation Capacities in China

The following map illustrates the origins, routes, and destinations of drugs. The
logos’ size indicates the extent of the counterfeit activity (production, transit,
imports). A bigger drug tablet logo refers to an active zone in counterfeit drugs
production (IRACM, 2017) (Fig. 4).

The map shows that Asia (China and India) is obviously the most active region in
the production and the trade of counterfeit drugs. South America (especially Brazil)
comes in the second rank followed by Russia, South Africa, and Turkey.
Sub-Saharan Africa is shown to be the most dynamic market of counterfeit drugs
followed by Russia and South America and then developed countries such as
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Northern Europe, the USA, Canada, and Australia. The Gulf and Middle-East
regions are the core route of counterfeit drugs.

Since the early 2000s, China has been ranked second over the 25 greatest imitator
countries worldwide (Wang, 2013). It has reached the first rank since 2015 (Mackey
et al., 2015), allowing to call it “the counterfeiting empire” (Robert, 2013).

4.2.2 The Pharmaceutical Patent Protection in China

One common problem encountered in patent studies is the measurement of the patent
protection. To overcome this problem several authors have—since the 1990s—
developed different patent indexes (Rapp & Rozek, 1990; Ginarte and Park, 1997;
Pugatch, 2006; Yacoub, 2007; Lesser, 2011; La Croix & Liu, 2014, Pratomo &
Hastiadi, 2017).

Our research refers to four main studies to construct an up-to-date and adequate
pharmaceutical patent index. Our index is adapted from the two general indexes of
Ginarte and Park (1997) and Yacoub (2007) and at the same time from the two
pharmaceutical indexes of Pugatch (2006) and La Croix and Liu (2014). We called it
the “Pharmaceutical Patent Protection index” (PPP index). Required data to con-
struct our index is collected from official documents of national and international
institutions and from interviews with intellectual property professionals. Our com-
posite PPP index is aggregated from five sub-indexes.

The pharmaceutical patent international agreements index
The pharmaceutical patent international agreements (PPIA) index considers three

major international agreements that recognize patent protection: (i) the Paris

Fig. 4 Cartography of counterfeit drugs (2012). Source: Authors’ version, based on Robert (2013)
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convention on the industrial property (1883) and its revisions; (ii) the Patent
Cooperation Treaty (PCT, 1979), and (iii) the TRIPS agreements (1994). For each
one of these agreements, the mark is “1/3” starting from the date China has signed it
and “0” otherwise. Thus the value of the PPIA index ranges between “0” and “1.”

The pharmaceutical patent coverage index
The pharmaceutical patent coverage (PPC) index indicates whether the following

drugs-related domains are patentable in China: (i) new molecular entities, (ii) new
medical indications, (iii) incremental drug innovations, and (iv) pharmaceutical
processes. For each one of these components, the mark is “¼” starting from the
date China has signed it and “0” otherwise. Thus, the PPC index ranges between “0”
and “1.”

The pharmaceutical patent enforcement index
The pharmaceutical patent enforcement (PPE) includes 4 components related to

patent strengthening and enforcement: (i) the burden of proof reversal, (ii) provisions
for pre-trial injunctions, (iii) contributory infringements, and (iv) supplementary
protection certificates (SPC). Each of these components takes “¼” if it is protected
by the patent law in China and “0” otherwise. Same as the PPIA and the PPC
indexes, the PPE index ranges between “0” and “1.”

The pharmaceutical patent restrictions index
The pharmaceutical patent restrictions (PPR) index measures the restrictions on

pharmaceutical patent protection that are: (i) working requirements, (ii) compulsory
licensing, and (iii) revocation of patents. Each one of these components takes “1/3” if
the patent law in China does not recognize it and “0” otherwise. The PPR index also
ranges between “0” and “1.”

The pharmaceutical patent length index
The pharmaceutical patent length (PPL) index measures the legal duration of

pharmaceutical patents in China. According to the TRIPS agreements, this duration
is of 20 years starting from the date of the application submission. Then “PPL ¼
n/20.” The value of PPL is “1” if the legal patent duration is full and “<1” otherwise.
It is considered equal to “0” during the years where pharmaceuticals were not
patentable in China.

The pharmaceutical patent protection index
The global composite pharmaceutical patent protection index ranges between “0”

(no protection) and “5” (strongest full protection). Computing our Chinese pharma-
ceutical patent protection (PPP) index over the period between 1980 and 2019
reveals an important increase in the degree of the pharmaceutical patent protection.
As shown in Fig. 5, the PPP index increased from 1.05 in 1980 to 3.6 in 2019, that is,
a growth of 242.85%.

The PPP index recorded three major rises. The first important one traces back to
1993 and results from the 1992 patent law reform. The second rise (slight) is noticed
in 1996 which is explained by the signature of the TRIPS agreements in 1994 and
their entry into effect in 1995. We notice a second important rise in 2001 to a value of
3.6 against 2.4 in 2000 and it results from both the 2000 patent law reform and
China’s entry to the WTO Since 2001 the PPP index has stabilized at a value of 3.6.
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The trends in the PPP index confirm that since the 1980s China has made notable
investments toward strengthening its patent regulation. However, its efficiency
remains questioned, especially as regards failures in laws enforcement, the lack of
genuine mechanisms to fight counterfeit, and the overcrowded patent examination
system (Liu, 2016; Spigarelli & Wei, 2014; Yacoub, 2007; Fai, 2005).

4.2.3 The Pharmaceutical Threat-of-Imitation in China

On the one hand, China is a country with strong imitation capacities. On the other
hand, the PPP index value (3.6 over a 5-point full value) allows ranking China as a
country with strong pharmaceutical patent protection. Theoretically, both variables
are high resulting in a moderate threat-of-imitation (case 3). The impact of further
patent strengthening is then ambiguous.

Until the 1980s, the pharmaceutical patent protection was weak in China, the
threat-of-imitation was at very high levels since the local imitation capacities are also
at a very high level; China was obviously ranked at the case 4 of the table (a country
with a strong threat-of-imitation). The strengthening of patent protection would first
generate an expansion market effect on FDI inflows. However, as the Chinese
government continues to strengthen its patent system, the local threat-of-imitation
is supposed to turn from strong into moderate (case 3) generating an ambiguous
impact on the FDI inflows. In this situation, two possible—but opposite—scenarios
would occur.

(i) The first one is that the patent protection potential could be so high that it
counteracts the high imitation capacities, which would weaken the threat-of-
imitation and then generate a market power effect (case 1 of Table 1).

(ii) The second one is that the imitation capacities could be so high that they
counteract the high patent protection, which makes the threat-of-imitation
remain strong and generate thus an expansion market effect on inward FDI.
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Fig. 5 Trends in the pharmaceutical patent protection index in China (1980–2019)
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Beyond these theoretical scenarios, real observation shows that patent protection
in China still suffers from genuine technical and enforcement failures. This means
that the local threat-of-imitation is still relatively high in China (case 4) (Table 2).

In these conditions, strengthening the patent system, especially as regards
enforcement would generate a further expansion market effect on inward
pharmaceutical FDI.

4.3 Research Assumptions, Data Analysis, and Results

Our research assumption is that “strengthening pharmaceutical patent protection
enhances China’s attractiveness towards FDI.” To examine whether this assump-
tion is valid we analyze the correlation between the PPP index and the pharmaceu-
tical FDI inflows. These are reduced to the drugs producing and R&D Greenfield
investments as they are the most responsive FDI to patent protection.

4.3.1 Exploring the Pharmaceutical FDI Activities in China

Until the 1980s, China was viewed by foreign firms as an attractive giant market.
Thenceforth, it has become the world’s manufactory thanks to its large labor
resources and production low costs. Since the early 2000s, the Chinese economy
has prevailed as an attractive location to production seeking FDI but also to R&D

Table 1 Threat-of-imitation in China and expected impacts on pharmaceutical FDI

Weak patent protection Strong patent protection

Strong imitation 
capacities

4. Strong threat-of-imitation

« Expansion market effect » (+)
3. Moderate threat-of-imitation

Ambiguous effect (+/-)

Source: Authors’ version, based on Smith (1999)

Table 2 The real threat-of-imitation in China and expected impacts on pharmaceutical FDI

Weak patent protection Strong patent protection

Strong imitation 
capacities

4. Strong threat-of-imitation

« Expansion market effect » (+)
3. Moderate threat-of-imitation

Ambiguous effect (+/-)

Source: Authors’ version, based on Smith (1999)
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seeking FDI. As illustrated in Table 3, all the top 20 big pharmaceutical firms have
already set up R&D subsidiaries in China.

We notice that the main world’s pharmaceutical leaders have settled their R&D
units in China after 1999 (Spigarelli & Wei, 2014). China’s increasing attractiveness
to pharmaceutical innovation seeking FDI is mainly consequent to the economic
policy aiming to build structural and innovation-driven location advantages. This
policy is concretized by the strengthening of the patent system, the notable improve-
ment of the human capital’s academic formation and competencies and the multi-
plication of technology clusters all over the country. Technology clusters encourage
R&D and innovation thanks to the territorial (Uzunidis, 2010) and the technological
proximity effect and contribute to building a strong innovation system.

Pharmaceutical foreign R&D centers are concentrated mainly in the regions of
Shanghai and Beijing which have become two of the most dynamic pharmaceutical
research poles in the world (Spigarelli & Wei, 2014). In fact, the Zhangjiang Park in
Shanghai and the Zhongguancun Park in Beijing have transformed into a genuine
pharmaceutical FDImagnetworldwide. China has also become an attractive location
for pharmaceutical FDI thanks to its competitiveness in the field of active ingredients
production and innovation.

In this pharmaceutical branch, the Chinese industry combines high quality, low
costs, and innovativeness benefitting from the famous and renowned traditional
Chinese medicine (Yacoub, 2012). In this context, the leader Astra-Zeneca (Swe-
den-Great Britain) has located its active ingredients production chain in China since
2009 in order to benefit from the “ideal” value for money competencies in this field
(2017).

All these factors explain the fact that a large number of pharmaceutical multina-
tionals settled in China’s parks are specialized in R&D activities and employing

Table 3 Main pharmaceutical leader having R&D subsidiaries in China

Firm
Country of
origin R&D fields in China

Date of
establishment

Astra-Zeneca Sweden/GB Biological drugs, active ingredients 2001

Bayer Germany Chemical pharmacy 2003

Chiral Quest USA Pharmaceutical biotechnologies 2009

Eli Lilly USA Diabetes 1999

GSK Great Britain Neurological troubles, breathing diseases 2006

Johnson &
Johnson

USA New therapeutic approaches, traditional
Chinese medicine

2009

Lonza Switzerland Active ingredients, organic chemistry 2003/2004

Novo Nordisk Denmark Diabetes, traditional Chinese medicine 2002

Pfizer USA Pharmaceutical biotechnologies 2005

Roche Switzerland Chemical pharmacy, traditional Chinese
medicine

2004

Sanofi-
Aventis

France Diabetes, cancer, traditional Chinese
medicine

2008/2010/
2014

Source: Authors’ version, based on the firms’ different reports

224 N. Yacoub and H. Souei



Chinese human resources. In these conditions, it is obvious that the risk of imitating
new technologies is very high confirming the theoretical interesting role played by
patent protection in China.

4.3.2 Correlation Between the PPP Index and the Pharmaceutical FDI
Inflows in China

Observing that the world pharmaceutical industry leaders are located in China would
confirm the theoretical literature as regards the positive role of patent protection. On
the one hand, the pharmaceutical industry is technology intensive and easily imitable
(Yacoub, 2012). On the other hand, China is a country with strong imitation
capacities in pharmaceuticals. Thus, the questionable patent protection results in a
high threat-of-imitation which is a dissuasive factor for foreign investors; especially
those operating in R&D. Consequently strengthening the patent protection generates
an expansion market effect on inward FDI whose elasticity toward China’s legal
changes is high.

The increase in the pharmaceutical FDI inflows in China during the 1990s and in
the R&D foreign investments since the early 2000s would be partially explained by
the patent system strengthening during the 1980s and 1990s. China’s entry to the
WTO in 2001 has announced a new era for the Chinese patent law history. This
advent concretizes a formal and irretrievable commitment to respect patent protec-
tion, which is a guarantee for foreign investors.

Figure 6 shows simultaneously the trends in the PPP index (graph on the left) and
in the number of drugs foreign subsidiaries in China (graph on the right) over the
period between 2000 and 2016.

The graphs above confirm that the number of drugs producing FDI has notably
increased since the early 2000s going from 560 foreign subsidiaries to 1190 in 2009,
and then 1500 in 2012, 1800 in 2014 to reach its highest level in 2016 with about
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2042 firms. Pharmaceutical foreign investors in China are mainly from Asia (espe-
cially Japan), the USA andWestern Europe (France, the UK, Switzerland, Germany,
etc.).

At this stage of the research, we attempt to further explore our findings by
estimating the correlation between the PPP index and the number of drugs producing
FDI in China over the period going from 2000 to 2016. Our result reveals a moderate
correlation coefficient of “0.442.” This result is not statistically significant though,
since from 2001 to 2016 the PPP index is at a constant value of 3.6.

In order to overcome this problem, we have estimated a time-delayed correlation
between our two variables. We consider a 16-year period for both variables:
(1985–2001) for the PPP index and (2000–2016) for the FDI. This statistical
manipulation has resulted in a correlation coefficient of “0.89.” We can suggest a
positive high correlation between patent protection and the pharmaceutical FDI in
China (Fig. 7).

Beyond the statistical concerns, using a time-delayed correlation between the PPP
index and the FDI inflows is economically founded. Indeed patent protection stems
from structural location advantages and generates impacts in the long term. Hence,
apart from other factors, the important increase of inward pharmaceutical FDI in
China since the 2000s could be the consequence of the patent protection strength-
ening during the 1980s and 1990s.

5 Concluding Discussion

Since the first patent law of 1984 China has enhanced its patent system in order to
comply with the international institutions’ requirements. Thus, in addition to the
major reforms made in 1992 and 2000 China has implemented an important revision
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of its patent law in 2010 in order to comply further with the European standards. This
last reform has not affected our PPP index since it refers to a statutory aspect that is
not considered in our study. Hence our PPP index has stabilized since 2001.

Nevertheless, the pharmaceutical inward FDI in China continues to increase,
which confirms that the multinationals are still attracted by the Chinese location.
Also, the continuous increase of pharmaceutical patent applications by nonresident
investors (WIPO, 2020) upholds the fact that patent protection is a determinant of
FDI in China. The fact that the PPP index has stabilized means that the Chinese
patent system regulation has—only legally or theoretically—reached the maturity
phase. It is exactly at this stage that its positive impacts on FDI are likely to be more
important.

Beyond the patent protection issue, the impressive attractiveness of China to
pharmaceutical FDI—especially those of R&D—is explained by other joint factors
mainly related to the innovation policy aiming to build a strong national sectoral
innovation system (NSIS). In this context, patent protection is a necessary element of
the NSIS but insufficient to attract FDI. Multiplying technological clusters, improv-
ing the human capital competencies (at both the academic and professional levels),
facilitating procedures for doing business, strengthening the logistic and communi-
cation infrastructures, and other innovation and industrial policy mechanisms
implemented since the 1980s have been the main key success factors of making
from China one of the most attractive destinations of pharmaceutical FDI.
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Total factor productivity, catch-up
and technological congruence in Italy,
1861–2010

Cristiano Antonelli and Christophe Feder

Abstract In the catch-up literature, more attention has been paid to the rate rather
than the direction of technological change. This paper presents and implements a novel
methodology to identify and measure the effects of the direction of technological
change in terms of technological congruence and its effects on total factor productivity
(TFP). Evolution of the match between technology direction and the idiosyncrasies of
its endowments and factor markets is a key factor in country growth. We elaborate its
implications for the theory of induced technological change, and apply it to an
empirical analysis of Italy’s economic history from 1861 to 2010. The results confirm
the important role of the introduction of biased technological change in the assessment
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of the levels of technological congruence and TFP, and for supporting the long-run
convergence of an early-late-comer. N13 N14 O33

Keywords Total factor productivity · Biased/induced technological change ·
Output elasticity of input · Italian growth · Congruence/convergence · Catching-up

JEL classification N13 · N14 · O33

1 Introduction

The historical evidence confirms that growth is a long and complex process charac-
terized by systematic variance in the performance of participating countries: some
are able to forge ahead, others fall behind, a few manage to catch-up (Abramovitz
1986; Jung and Lee 2010). Long-term analysis is useful in particular to analyze the
causes and consequences of national catch-up processes (Gerschenkron 1955, 1962).
The literature on innovation tends to focus on understanding the determinants and
consequences of the rate of technological change. Much less attention has been paid
to understanding these determinants and the effects of the direction of technological
change, i.e., on which factors innovation has a positive effect. Some scholars claim
that the catch-up process is characterized by country specificities, especially coun-
tries’ indigenous capabilities (Amsden 1989; Kim 1997; Porcile and Spinola 2018)
and knowledge relatedness (Boschma 2017; Boschma et al. 2017).

The comparative evidence confirms that convergence cannot be assumed: many
late-comers fail to converge and implement sustained catch-up. Baumol (1986) and
Baumol et al. (1994) suggest rather that convergence and catch-up are sustainable
and successful in the long-run only if: i) the follower is able to command the
direction of technological change so as to improve its congruence, and ii) the
structure of the follower’s endowments is not too different from that of the leaders.

Knowledge externalities and technological congruence play a major role in the
process. There is a large literature showing that knowledge externalities support
catching-up because the followers benefit from the opportunities provided by spill-
overs of technological knowledge generated at high cost by the leaders (Metcalfe
1994; Malerba and Nelson 2011). Spillovers enable access and exploitation of
technological knowledge at much lower cost than those required for its generation.
Spillovers provide followers with opportunities to imitate innovators’ products, and
in turn generate new knowledge. However, the literature has paid insufficient
attention to the idiosyncratic aspects of the knowledge spilling across countries
(Le Bas and Sierra 2002).

Knowledge spillovers from directed technologies are likely to exhibit high levels
of technological congruence with their origin countries but much lower levels of
congruence with the factor markets of recipient countries. Exploitation of knowledge
externalities may reduce the technological congruence of the would-be catching-up
countries. Thus, directing the generation of technological knowledge appropriate to
the local structure of endowments and relative factor costs is a major condition for
successful catch-up.
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The notion of technological congruence and hypotheses about induced techno-
logical change provide a powerful analytical tool that enables investigation of the
role of technological change in Italian economic growth, and identifies an important
yet neglected component. At the same time, the case of long-run Italian economic
growth provides an excellent opportunity to test the restated induced technological
change hypothesis and the validity of the notion of technological congruence.

In the first part of the nineteenth century, the club of early industrial countries was
relatively small and was led by the UK and the US. Landes (1969) documents how,
in the 1830s, the industrialization gap was rendering France, Germany and Belgium
late-comers while England was entering a more mature stage. Italy’s catching-up
was part of a second catch-up wave, and was achieved in two steps. The first step in
the second part of the nineteenth century was limited to the north-western regions;
the second, which occurred after WWII, included the eastern and central regions.
The catch-up in the second part of the nineteenth century can be regarded as one of
the earliest of such cases in contemporary economy history. Some nations, such as
Hungary and Ireland, saw Italy as an example to be emulated and went so far as to
adopt the Italian tricolor as their flag (de Cecco 2013). The case of Italy’s catch-up
provides relevant insights into the growth of more recent emerging countries the
catch-up process in which paid special attention to the dynamics of directed knowl-
edge externalities and technological congruence (Lee and Kim 2016; Lee 2013).

Italy is a classic and one of the earliest examples of catch-up (Zamagni 1993,
2009; Rossi and Toniolo 1992; Malanima and Zamagni 2010; Felice and Carreras
2012). The case of Italy provides strong evidence about a two-step catch-up process.
Until 1875, Italian economic growth was fairly stationary. After 1875 there was a
lengthy process of increasing convergence with the richer countries, which culmi-
nated in the start a second stationary phase in the 1970s. In the course of 150 years,
the Italian economy experienced a radical and rapid evolution from being a devel-
oping country with low levels of productivity and low wages, and the inability to
master technological change or command its direction, to achieving the conditions to
qualify it as an advanced country, namely, high levels of productivity, wages, and
technological capability. Technological change has played a major role in the
continuous increase in total factor productivity (TFP) (Antonelli and Barbiellini
Amidei 2007; Antonelli and Barbiellini 2011). This paper extends and complements
the results of previous analyses assessing the impact of the direction of technological
change alongside its neutral effects, and allows identification of the role of techno-
logical congruence in the case of an early-late-comer.

The long-term evidence shows that income shares were far from the “magic
constant” advocated by Solow (1958). The increasing levels of congruence experi-
enced in almost a century between 1874 and 1964 can be regarded as both the cause
and the consequence of sustained convergence towards the productivity levels of
more advanced economies. However, after 1964, the Italian economy was unable
fully to realize this growth potential enabled by increased levels of technological
congruence. The literature suggests that Italy’s limited achievements post-1966 were
due to the limited accumulation of technological knowledge and a weak national
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innovation system. The new evidence provided by the analysis in this paper supports
the two phases of the Italian catching-up (Patel and Pavitt 1994).

The notion of catch-up includes some qualifications that are examined in this
paper. First, the initial catching-up process appears to be exogenous, and therefore
cannot be explained. Second, the dynamics of the whole process and its interruption
are not explained. Third, the role of technological congruence in supporting catch-up
is poorly understood. Finally, the catch-up literature tends to ignore the contingency
and potentiality related to catching-up. Although late-comers have the chance to
reduce the gap with the first movers, the outcomes of their efforts are far from
automatic. Achieving catch-up requires radical changes to the structure of the
economy, its industry composition, and the working of its labor markets. Successful
catch-up as occurred in Italy requires the capability not only to adopt foreign
technologies but also to adapt them to the local endowments (Nelson 1981, 2005;
Nelson and Pack 1999).

The present paper integrates the theory of economic growth with an analysis of
the direction of technological change, and proposes a measure of technological
congruence that improves the measurement of TFP and contributes to the debate
on induced technological change and catching-up (Lee and Malerba 2017; Miao
et al. 2018).

The results of the analysis shed some light on the role of directed knowledge
externalities and technological congruence in supporting the convergence of late-
comers to the productivity levels of advanced economies. We provide an analysis of
conditional convergence in an early-late-comer, and show that technological con-
gruence matters for shaping the outcome of the catching-up even within the
convergence club.

This methodology allows us to hypothesize that successful search for technolog-
ical congruence has contributed to Italian economic growth. The consistent and
systematic introduction of biased technological change allowed reductions to the
excess levels of output elasticity of capital by means of systematic increases in the
levels of output elasticity of labor, which augmented the overall level of technolog-
ical congruence (Antonelli et al. 2017).

The paper is organized as follows. Section 2 introduces the main economic tools
used to capture the notion of technological congruence. Section 3 applies the
methodology to study the evolution of the direction of technological change in
Italian economic growth, and the role of technological congruence in Italy’s catch-
up. Section 4 concludes the paper.

1.1 Technological congruence

The introduction of biased technological change exerts direct effects on the general
levels of TFP according to the matching between the output elasticity of the inputs
and their relative cost. Using the notion of biased technological change, it is possible
to improve measurement of the actual level of TFP (Feder 2018a). The standard

234 C. Antonelli and C. Feder



measure of TFP during the overall period [0, t] in logarithmic terms, ln(NFPt),
captures the effect of neutral technological change on TFP and is written as:

ln NFPtð Þ ¼ ln Ytð Þ � ln Kαt
t L

1�αt
t

� � ð1Þ

and, from the Euler Theorem:

Kt ¼ αtYt

rt
ð2Þ

Lt ¼ 1� αtð ÞYt

wt
ð3Þ

where r and w are the unit costs of capital and labor, respectively.
Equation (Abramovitz 1986) compares, on the one hand the observable output

with the current technological level, and, on the other hand, the theoretical output
that would occur if the level of neutral technology did not move from time 0. In other
words, (Abramovitz 1986) measures only the effect of neutral technological change
on TFP, NFP, because it is able to exclude the effect of biased technological change
on TFP, BFP, determined by the variation in the output elasticity that qualifies the
introduction of directed technological change.

Biased technological change alters the output elasticity, and, therefore, not only
the production function but also the firm’s decisions about the optimal amount of
factors bK and bL. From (Abramovitz and David 1996) and (Acemoglu 2015), we can
determine the theoretical amount of the factors present at time t if the technology
remains available at time 0:

K
t
¼ α0Yt

rt
ð4Þ

L
t
¼ 1� α0ð ÞYt

wt
ð5Þ

Using the same method as in (Abramovitz 1986), we can measure the bias of
technological change by comparing the production function without the neutral
technological change, Kαt

t L
1�αt
t , to the production function without neutral and

biased technological change, K
t
α0L

t
1� α0.

This implies that the logarithmic effect of biased technological change on TFP in
t, ln(BFPt), is given by the (logarithmic) difference between the two TFP measures
(Feder 2018b)1:

1The non-neutral assumption of technological change could introduce an index number problem on
all the proposed measures (Fisher 1922; Törnqvist 1936). However, this problem is resolved by
finding the correct scaling parameters of capital and labor (Zuleta 2012; Feder 2018a, 2019).

Total factor productivity, catch-up and technological congruence in Italy,. . . 235



ln BFPtð Þ ¼ ln Kαt
t L

1�αt
t

� �� ln K
t
α0L

t
1� α0

� �
ð6Þ

A new measure of TFP must consider both neutral and biased technological
change. Therefore, the TFP is2:

ln TFPtð Þ ¼ ln Ytð Þ � ln K
t
α0L

t
1� α0

� �
ð7Þ

Exactly similar to the standard measure of TFP described in (Abramovitz 1986),
the TFP described in (Antonelli 2006) compares the observable output to the current
technological level and the theoretical output. However, now the theoretical produc-
tion function must also fix the level of biased technological change at time 0, i.e. α0.

A technology is congruent with the factor markets if, for given levels of total
costs, it allows larger levels of output and hence higher levels of TFP, given the
factor costs (David 1975; Abramovitz and David 1996). Remembering that a change
in the biased component of the technology means a variation in the output elasticity
of inputs, dα, we can formalize the notion of technological congruence starting from:

dYt

dαt
¼ ln

αt
1� αt

wt

rt

� �
Yt ð8Þ

Equation (Antonelli and Barbiellini Amidei 2007) measures how the variation in
output elasticity affects gross domestic product (GDP). Therefore, by definition, the
rate of technological congruence can be written formally as:

dYt

Yt
¼ ln

αt
1� αt

wt

rt

� �
dαt: ð9Þ

Equation (Antonelli and Barbiellini 2011) shows that if the logarithmic argument
is greater than 1, αtwt> (1� αt)rt, then only a technological change in favor of
capital productivity will increase the level of technological congruence, dαt> 0.
Conversely, if the logarithmic argument is less than 1, then only a technological
change in favor of labor will increase the level of technological congruence, dαt< 0.

The rate of technological congruence is measured as a percentage, and is deter-
mined by three factors in combination: i) the relative output elasticity of the

2Non-parametric measures such as data envelopment and stochastic frontier analyses are other
methodologies that can be used to measure the biased technological change (Färe et al. 1997;
Tsekouras et al. 2004, 2016; Hampf and Krüger 2017). In particular, the Malmquist productivity
index has some relevant similarities to our proposed measure (Feder 2018a). However, to the best of
our knowledge, no measures of technological congruence can be employed for the non-parametric
approach. For an extended comparison of (Abramovitz 1986) and (Antonelli 2006), and for a
comparison of this method with others such as data envelopment analysis or stochastic frontier
analysis, see Feder (2018a).
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production factors, α/(1� α); ii) the relative cost of factors, w/r; iii) the direction of
technological change, dα≶ 0. From (i) and (ii) we can identify a threshold level of α,
called α, such that, for a given slope of isocost, w/r, the improvement in the biased
component has a positive effect on the Y:

αt ¼ rt
wt þ rt

ð10Þ

The level of technological congruence for the overall period [0, T], TCT, is the
sum of all of the rates of technological congruence from the base year 0 to the year T.
In other words, technological congruence is defined as:

TCT ¼
Z T

0

dYt

Yt
dt ¼

Z T

0
ln

αt
1� αt

wt

rt

� �
dαtdt ð11Þ

The evolution of technological congruence can affect the country’s pattern of
growth and long-term economic changes but not its economic cycle. However, the
economic cycle has relevant effects on the short-term variability in technological
congruence. Indeed, during crises the least productive and least efficient firms fail.
This creative destruction effect (Schumpeter 1942) increases the level of technolog-
ical congruence in the economic system because it increases the share of highly
congruent firms. Symmetrically, in periods of economic boom, technological con-
gruence decreases due to the growth of firms that are less technologically congruent,
and thus less efficient and productive.

The counter-cyclicity of biased technological change corrects the pro-cyclicity of
TFP (Inklaar et al. 2011, 2016; Watanabe 2016): the opposing effects of BFP and
NFP lead, in fact, to a smoother than standard trend.

The proposed measure of technological congruence is a percentage that allows
comparison to include years in the remote past. In addition, (Antonelli et al. 2014)
clarifies the variables influencing technological congruence.

1.2 The Italian evidence 1861–2010

For the empirical implementation, we use the Italian National Accounts, available
from the Bank of Italy for the whole economy for the years 1861 to 2010 (Baffigi
2013; Broadberry et al. 2013; Giordano and Zollino 2016; Giordano and Zollino
2017). This database includes the standard variables Yt, Kt, Lt, and wt for each year.
The proposed methodological extension to measure TFP and split it to reveal the
effects of NFP and BFP clearly relies on the traditional growth accounting approach.

According to Euler’s theorem, under constant returns to scale, it is possible to
estimate the output elasticity of capital at each time t:
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αt ¼ 1� wtLt
Yt

ð12Þ

In particular, it allows us to estimate the output elasticity of inputs at time 0, and
thus to calculate the effect of NFPt, using (Abramovitz 1986) and normalizing TFP0

at 1 (Feder 2018a). So far, the implementation is in line with Solow’s (1957)
methodology. Hence, we need to estimate K

t
and L

t
as defined by (Amatori and

Bigatti 2003) and (Amsden 1989). First, again applying Euler’s theorem, we can
calculate the unit cost of capital:

rt ¼ αtY t

Kt
ð13Þ

NFP, BFP, and TFP are measured in (Abramovitz 1986), (Antonelli 1995) and
(Antonelli 2006), respectively. Finally, (Antonelli and Feder 2019) and (Baffigi
2013) allows us to measure technological congruence, as described in (Antonelli
et al. 2014).

The data do not allow empirical estimation of the specific roles of other important
factors such as human capital, intermediate goods, and land (Prados de la Escosura
and Rosés 2009; Schivardi and Torrini 2010; Moro 2012; Felice and Vasta 2015).
Statistical reporting of R&D expenditure dates are collected only from the Frascati
Manual (OECD 1962); there have been no attempts - at least for Italy - to collate
historical data for the years starting in 1861. These limitations do not allow us to
explore the role of technological knowledge. The empirical evidence available for
150 years, does not include the data required to explore the central role of structural
change in the transformation of the agricultural economy initially to a highly
industrialized manufacturing system and then into a service economy.

The standard assumption is that the levels and dynamics of wages capture the
levels of labor and the changes to labor skills and capabilities. According to the
induced technological change approach, an increase in the availability of technolog-
ical knowledge and human capital, and the consequent reductions in their costs,
should be reflected by the respective increases in capital and labor productivity, and
their respective output elasticities.

GDP is the sum of the final goods and services produced in a period of time.
However, the value of the final goods and services could be interpreted as the sum of
all intermediate goods and services plus the value added in the final step in the value
chain.

Finally, although land is an important factor in Italy’s pre-industrialization
history, its productivity is mostly constant over time with no clear directionality
emerging until the start of the catching-up process when its factor share in GDP
becomes irrelevant. However, the inclusion of its value in the amount of capital, K,
helps to reduce potential bias in the measures. This methodology allows us to assess
the effect of the direction of technological change in the evolution of Italian TFP.
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1.3 The dynamics of total factor productivity

The solid lines in Fig. 1 show the new logarithmic measure of TFP, which takes
account of both the neutral and the biased effects of technological change; the dashed
lines are the standard measure of TFP and considers only the neutral effects of
technological change (as measured by Broadberry et al. 2013). The distance between
the two lines in each of the graphs is a measure of the effects of the introduction of
biased technological change.

Fig. 1 Comparison of Italian NFP (dashed line) and TFP (solid line) from 1861 to 2010 and the
two sub-periods 1861–1940 and 1946–2010. Source: Elaboration of Broadberry et al. (2013)
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NFP exhibits negligible negative and positive values until 1874, then mostly
negative values up to WWI with the (absolute) minimum of �0.33 in 1884. In the
period between the two world wars, there were wide variations in NFP: from a low
point in 1921 (�0.19) to the 1929 peak (0.18), which was followed by negative
growth until 1936. From 1951 to 2000 the economy grew, pushing NFP from 0.10 to
0.76. Growth was especially rapid up to until 1969 after which it slowed and was
mostly stable in the last 10 years. The evidence described by the dashed lines
representing NFP, which is able to assess only the shift effects from the introduction
of technological innovations, confirms the evidence in the rich literature on Italian
economic growth including the long period of stagnation (Toniolo 2013; Rossi and
Toniolo 1996; Giannetti 1998, 1999; Barca 1997).

TFP, represented by the solid lines provides interesting information that chal-
lenges established interpretations about the slow rate of technological change and the
long stagnation of Italian productivity, and highlights the important role of the
effects of the increased levels of technological congruence in both the second
post-war period and especially in the years after WWI (Toniolo 2013; Barca 1997;
Giannetti 1998, 1999). Note that this does not say that the former TFP is incorrect,
but only incomplete.

The TFP measure shows also that the effects on productivity of the 1873 and
1929 crises were less negative than previously estimated, and highlights the rele-
vance of the effect of biased technological change during these periods. In line with
recent contributions on technology shocks and the great depression, we observe that,
in Italy also, technology was not the driving force in these two crises (Cafagna 1989;
Luzzato 1963; Inklaar et al. 2011, 2016; Watanabe 2016).

Figure 1 allows reconsideration of the evolution of TFP. TFP is positive but not
significant in most of the first ten years (except 1867–1868) of Italy’s economic
history. In the succeeding years, the rate of TFP shows negative values up to WWI
but less negative than suggested by the NFP. In the interwar years, TFP grew from
�0.04 to 0.03. However, up to 1929 there was significant growth in TFP value and
then a fall from 1930 to 1941. Hence, these results support Eichengreen’s (2007)
thesis of extensive growth in post-war Europe after both WWI and WWII.

Figure 1 shows also that, during the economic miracle, TFP levels were
underestimated until 1964, after which they were overestimated. This allows a
re-assessment of our understanding of the second part of the twentieth century,
which stresses the slow rate of TFP increase, well below previous estimates.
These results suggest that the origins of Italy’s low-growth in the twenty-first century
emerged almost 40 years earlier.

The use of this new measure shows that TFP played a significant role not only
during the years of the economic miracle but also in the preceding 90 years of Italy’s
history. In particular, it sheds light on the limitations in the traditional literature in
relation to the supposed irrelevance of technological change and low levels of TFP
for Italy’s economic history (Toniolo 2013). Rather, it calls attention to the important
role of productivity growth, which stemmed from the introduction of biased tech-
nological change alongside its –light- shift effects.
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It is relevant to note that, after 1874, the bias effect augmented the –poor- shift
effects in Italy, at least until 1964. During the period 1875–1963, Italy was unable to
rely much on ‘shift technologies’ but took advantage of the direction of ‘biased
technologies’ quite effectively. The new growth accounting procedure implemented
in this essay confirms that technological change played an important role in Italian
economic growth because its direction enabled increasing levels of congruence
throughout the period analyzed and especially in the years following the end of
WWI. The evidence seems to suggest that, since the beginning of the twentieth
century, the Italian economy was able to improve its control over the direction of
technological change. The buildup of its technological competence allowed the
adoption of capital-intensive technologies generated abroad and their adaptation to
local factor markets, and created a stock of knowledge that allowed the rapid
introduction of new, radical technologies in the “Golden Age” (Antonelli 1995;
Antonelli 2006).

The distance between the two lines in Fig. 1 shows the effects of the direction of
technological change in Italy from 1861 to 2010. In the years 1865–1873, the
direction of technological change was capital-intensive, despite Italy’s typical abun-
dance of labor rather than capital. The consequent decline in technological congru-
ence seems to have been determined by the wide scale adoption of imported capital-
intensive production techniques, as modeled by Basu and Weil (1998).

With the exception of these years, technological congruence in TFP continually
and significantly increased until the outbreak of WWI. The extent on TFP of the
positive effect of biased technological change gradually began to disappear from
1973 onwards. The economic miracle was not motivated purely by the neutral
component of technological change; the biased component played a fundamental
role during the boom in terms of adaptation (as opposed to passive adoption) of
foreign technologies, making them more efficient and more congruent to local
endowments (Antonelli and Barbiellini 2011; Antonelli et al. 2017).

Toniolo (2013) suggests that the Italian case provides strong evidence of a
two-tailed catch-up process. Following an initial stationary phase –the first tail,
from 1875– there was a long process of increasing congruence and convergence
with the richer countries. A modern stationary phase –the second tail– began to exert
its effects from the 1970s (Antonelli and Feder 2019).

Note that the new measure of TFP, which includes the effects of biased techno-
logical change, provides solid cliometric evidence that modifies the descriptive
evidence identified by economic historians: technological change played a continu-
ous important and positive role between the 1920s and the 1990s in terms of both a
shift in and congruence of its direction. Nevertheless, it is clear that, since the 1960s,
the country has missed important opportunities to improve its technological congru-
ence further, and to support the rate of neutral technological change.

From this perspective, these results have implications for the notion of “condi-
tional convergence”: convergence takes place only if congruence increases. Con-
vergence is not an automatic outcome of the flows of international knowledge
spillovers from advanced to developing countries and their import for innovations
embodied in capital and intermediary goods. Late-comer catch-up is sustainable in
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the long-run only if the late-comer country is able to adapt the foreign technologies
to its specific endowments structure, and to introduce localized technological change
(Baumol 1986; Bernstein 1996; Keller 2004; Cameron et al. 2005). The Italian case
confirms these hypotheses and provides an interesting case of an early-late-comer
that was able to use congruence as a tool for effective convergence.

To summarize, this process suggests that: i) the passive adoption of foreign
technologies designed to cope with other and different factor markets may have
positive shift effects but also includes some drawbacks in terms of biased techno-
logical change; ii) the implementation of a national innovation system is necessary to
generate localized technological change and to adapt foreign technologies to local
factor conditions; iii) when a country approaches the international technological
frontier, it can no longer rely only on the adoption and adaptation of foreign
technologies; iv) top down research and development activities combined with
active valorization of bottom-up learning processes are required to build the stock
of localized technological knowledge necessary for the introduction of technological
innovations with appropriate bias to increase levels of technological congruence and
valorize the local endowments structure (Antonelli 2006).

1.4 Technological congruence and its determinants

This section highlights the central role of the direction of technological change in the
Italian catch-up. We have argued that the catching-up process depends inherently on
the country’s level of technological congruence. Figure 1 shows that an initial
negative technological change bias impedes the catch-up process, and a period of
introduction of the new technologies is needed to exert a congruent bias after which
catch-up begins and consolidates. The weakening in this effect led to the weakened
economic growth in the final years of the twentieth century.

The implications of our results are important. They show the crucial need not only
to invest more resources in research and development, but to combine these activities
with the valorization of bottom-up learning processes to direct the localized techno-
logical stock toward the introduction of biased technological innovations congruent
with the relative abundance of production factors and the state of the existing
technology.

Table 1 provides a decomposition of the average rate of output growth in average
rate of growth of labor, capital, and productivity. It also summarizes the average rate
of growth of the neutral and biased effects of technological change on TFP.

The new TFP measure provides better evidence for Italian growth and helps to
shed light on the divergence between the national accounts and economic history.
The rate of output growth is positive but small up to 1940. This position is reversed
during the economic boom, with TFP growth becoming positive and significant and
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increasing.3 After the oil crisis, growth rates returned to pre-boom trends. Observe
also that the accumulation of capital is a key variable explaining output growth.

Also Table 1 shows the rate of growth of the two components of productivity
growth. It is interesting that, throughout the whole period, these two components
seem to substitute for each other, i.e., if one component increases the other decreases.
In particular, during the nineteenth century and in the first post-war period, the
effects of biased technological change gain momentum, while neutral technological
change is weak. However, during the economic boom, we observe an increased
effect of neutral technological change and weaker effects of biased technological
change. Both trends become positive only between the two wars.

To apply the notion of technological congruence to analyze Italian history pro-
vides an understanding of the direction of technological change and allows assess-
ment of whether it was consistent with the Italian economic structure and its
evolution, in turn allowing identification of its effects in terms of TFP.

The evolution of technological congruence reveals the changing levels of firms’
abilities to match their technological choices to their factor markets. As such,
technological congruence is expected to exert significant effects on the patterns of
long-term rather than short-term growth. In contrast, the economic cycle is likely to
affect the level of technological congruence: downturns spur the exclusion of firms
less able to select the appropriate technologies, while upturns favor the survival of
less congruent firms. As a consequence, we would expect an increase in the level of
technological congruence among the former group, and a relative decline among the
latter group.

Our understanding of the role of biased technological change would be improved
and become clearer through an analysis of the rate of technological change and its
effect on Italian economic growth. In fact, the direction of technological change in
Italy has been far from neutral (Federico 2003). In the Italian experience, the trend
toward technological change was clearly labor-intensive for more than 80 years, with
strong directionality that has exerted relevant and positive economic effects. This
bias itself and its positive effects have declined in the most recent decades.

Table 1 Decomposition of output growth - each variable is described at the average growth rate

Years Y L K NFP BFP TFP

1861–1895 1.20% 0.50% 1.91% �0.18% 0.06% �0.12%

1896–1914 1.72% 0.96% 3.13% �0.59% 0.05% �0.54%

1919–1940 2.26% 0.70% 2.64% 0.10% 0.35% 0.46%

1946–1973 6.47% 0.96% 5.80% 3.46% �0.97% 2.46%

1974–1992 2.44% 0.82% 3.56% 0.82% �0.82% �0.01%

1993–2010 0.91% 0.37% 1.63% �0.20% 0.40% 0.20%

Elaboration of Broadberry et al. (2013)

3From 1946 to 1973, accounting for Italian growth is probably underestimated by the emergence
and diffusion of the Fordist mode of production organization (Boyer 2000).
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The evidence confirms that, for nearly a hundred years from 1874 to 1964, the
Italian economy has been characterized by a sharp increase in the level of techno-
logical congruence. At the beginning of the period analyzed in this paper, the level of
technological congruence was extremely low and was in fact negative between 1865
and 1873; the Italian economic system was characterized by excessively high levels
of technology capital-intensity and low levels of wages, which were systematically
lower than capital user costs. Since then, the Italian economy has experienced a
consistent capital-intensive technological change. In the most recent decades since
1993, the increasing abundance of capital and the strong increase in wages have
resulted in technological congruence, favoring adoption of capital-intensive tech-
nologies. The strong increase in technological congruence between 1874 and 1964
can be considered the result of increased technological knowledge that has enabled
control over the direction of technological change towards higher levels of congru-
ence with the national endowments structure. However, between 1966 and 1993, the
Italian economy was less able to improve its technological congruence through the
introduction of labor-intensive technologies. Also, after 1993, when the slope of the
isocost was greater than 1 and the state of the technology was tilted in favor of a
capital-intensive bias, the economy was unable to steer technological change
towards the introduction of more capital-intensive technologies.4

Section 2 provides some background to explain why and how levels of techno-
logical congruence increased as the result of the reduction in of the output elasticity
of capital while wages experienced a rapid increase. The traditional formulation of
induced technological change hypothesis would suggest that countries have an
incentive to cope with increased wages by increasing the output elasticity of capital.
However, the notion of technological congruence in the context of the Italian
evidence shows that, especially if starting levels of output elasticity of capital are
too high, it is more convenient and appropriate for countries where w< r, to cope
with these increased wages by introducing more labor-intensive technologies.

Figure 2 describes the evolution of the relative output elasticity of factors, α/
(1� α). The line is always below 1, and throughout the whole period the produc-
tivity of capital, α, is larger than the productivity of labor, 1� α. Moreover, we
observe that the initial period and the final period values are similar. The shape of the
graph line in Fig. 2 is characterized by a long flat period between 1900 and the
1970s.5 This trend is notable since it contrasts with the global trend among the
industry leaders toward technological change characterized by a steady increase in
the relative output elasticity of the production factors. However, in Italy, the
evolution was two-tailed with a maximum of 0.82 in 1873–1874, and a minimum
of 0.22 in 1949. More precisely, from a decade after Unification up to 1889, the

4Note that, in 1966, the slope of the isocost was greater than 1 (see: Figure 5). Yet, because of the
complementary role of the state of the technology (α ) in assessing the effects of technological
congruence, the bias in favor of capital-intensity did not exert a positive effect until after 1993.
5The dotted line in figure 2 is based on the econometric interpolation of the following equation:

y¼ � 1 ∙ 10�12x6 + 6 ∙ 10�10x5� 8 ∙ 10�8x4 + 4 ∙ 10�6x3� 6 ∙ 10�5x2� 0.0095x + 0.685.
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relative output elasticity decreased, then until WWI was around 0.5, although with a
fair amount of variance. At the end of WWI, the value of α/(1� α) fell, reaching its
lowest point (0.23) in 1933 before rising sharply to its relative maximum (0.69) in
1939. In the second post-war period, the relative output elasticity of factors contin-
ued to increase, although at a declining rate. In particular, there was a strong increase
in the years 1945–1955 while the decade between 1970 and 1980 seems to be
characterized by lateral changes: 1980 values are close to 1970s’ values. The
increase in relative output elasticity, exhibits clear signs of steady growth only
after the 1980s. The years 1950–1980 are characterized by high levels of variance
around low mean values. This variance could be interpreted as the outcome of the
interaction among three forces: i) the state-owned enterprise-led growth of corpora-
tions driven by the introduction of technological change and high levels of capital
output elasticity; ii) the emergence and diffusion of the Fordist mode of production
(Boyer 2000); and iii) the bottom-up industrialization of the peripheral regions
characterized by labor-intensive technological change (Antonelli et al. 2014).

Figure 2 also shows that the variance is influenced by some regularities: i) in the
first years of the three global crises (1873, 1929, 2007) the value of the relative
output of elasticity of capital decreased sharply; ii) the rearmament rush before each
world war α/(1� α) caused a significant increase (Bardini 1998; Giordano and
Giugliano 2015); iii) in the years following these conflicts, the reconstruction and
the dismantling of the war economy significantly reduced the value of the relative
output elasticity of capital.

However, to assess whether the technology is congruent with the economic
endowment such that it was able to exert a positive effect on TFP, we need to
analyze this evolution jointly with the endowments structure and the relative factor
costs.
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Fig. 2 Italian evolution of the relative output of elasticity of factors from 1861 to 2010. Note: The
dotted line is the econometric interpolation of α/(1� α). Source: Elaboration of Broadberry et al.
(2013)
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Thus, the relative output elasticity of capital and the relative factor costs need to
be considered together to understand their effect on technological congruence. From
(Antonelli et al. 2017) and (Antonelli and Feder 2019), if their value is greater than
1, α > α , then only technological change in favor of capital productivity will
increase levels of technological congruence. Conversely, if the total value is less
than 1, α < α, then only a technological change in favor of labor will increase the
levels of technological congruence.

Figure 3 compares the actual values of capital productivity, α, to the levels that
inhibit technological congruence, α, in order to analyze the extent of technological
congruence. Since the graph line means that, if ln(αw/(r� αr)) tends to zero, the ratio
α=α tends to 1, and a less efficient (or inefficient) direction of technological change
affects the levels of technological congruence. The path of α=α increases at a slow
pace until 1954, with a minimum point in 1933 (0.28) and a maximum point in 1939
(0.49), then grows at a faster rate to 1.18 in 2010.

Figure 3 shows the working of technological congruence: the relative output
elasticity and the relative cost of the factors shaping the effects of technological
change have played a major role for almost a century. In the most recent decades, the
increased congruence eventually declines, with its effects becoming smaller and
smaller. Figure 3 allows us to conclude that, although the ratio w/r continued to
increase, the changes in α/(1� α) did not match the rate of adjustment of the slope of
the isocosts efficiently.

Figure 3 also shows that, up to 1993, the search for more labor-intensive
technologies had positive effects in terms of increased technological congruence
α < αð Þ. In contrast, after 1993, the direction of technological change should have
been capital-intensive α > αð Þ.
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Figure 4 depicts the technological congruence suggested by (Antonelli et al.
2014), and summarizes all the previous figures.6 Specifically, it describes the yearly
levels of technological change congruence, or a measure of the extent to which the
technology in place at each year affects the level of congruence. For example, in
2009, the congruence of technology with the structure of endowments was positive
and equal to 37.93%. Comparing Figures 4 and 1 shows that, certainly up to 1964,
and to a lesser extent up to 1980, the introduction of labor-intensive technologies
increased TFP because they were congruent with the country’s economic endow-
ments. Indeed, the only period of negative technological congruence (1865–1873)
was characterized by the introduction of capital-intensive technology associated with
the broad range of activities related to the railways. From 1980 to 1993, the direction
of technological change was again capital- rather than labor-intensive, with the result
that levels of technological congruence stopped increasing. After 1993, although
congruent, the capital-intensity of the direction of technological change was not
sufficient to cope with the increasing abundance of capital. Note that both these
effects are negligible due to the small changes to α shown in Fig. 2.

The historical analysis of the technological congruence levels provided in Fig. 4
suggests that, at the beginning of the period, the Italian economy was characterized
by levels of α far larger than the ratio w/r would suggest. The sharp decline in the
output elasticity of capital increased the overall levels of technological congruence
with positive effects on TFP.

Figure 5 compares relative output elasticity to relative cost of factors during the
150 years analyzed, and provides a partial explanation for the evolution of techno-
logical congruence. The dashed and solid lines represent α/(1� α) and w/r,
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6Since we have only discrete not continuous time data, it was not possible to use the integers but
only the sum of all of the rates of technological congruence described in (Antonelli and Barbiellini
2011). Also, the measure of technological congruence directly follows (Antonelli et al. 2014) and
thus is not in logarithmic terms.
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respectively. At the beginning of the period, the Italian economy was characterized
by very low wages, far lower than the capital rental costs, but high levels of capital
output elasticity. In other words, the Italian economy was characterized by very low
levels of technological congruence with a clear contradiction between a highly
capital-intensive technology and a labor abundant structure of endowments where
capital was scarce.

The relative decline in the -low- levels of technological congruence in the first
years following Unification seems to confirm the role of knowledge externalities
from imported technologies associated with both imports and important flows of
foreign direct investments attracted by the significant spending on the railways, and
transportation more generally, which took place at that time. This evidence is
important to understand the contradiction between the neutral effects and the biased
effects of new technologies: because of the bias related to technological spillovers
from the advanced countries, catching-up countries often are “obliged” to rely on
inappropriate foreign technologies if the positive (neutral) shift effects far exceed the
negative bias effects (Basu and Weil 1998; Colli and Rinaldi 2015).

The characteristics of the Italian economy in the first ten years of the growth
process can be considered typical of a newcomer with a weak national system of
innovation that is unable to command the direction of technological change and must
rely passively on the technological externalities from foreign direct investments and
goods imported from more advanced countries characterized by relative capital
abundance. The shift from 1874 onward to positive values of technological congru-
ence signals the increasing capability of the Italian economic system to direct
technological change towards labor-intensive technologies more consistent with its
structure of endowments and local factor markets. This, in turn, can be considered
the cause and the consequence of the gradual consolidation of the role in the Italian
economy, of an emerging indigenous manufacturing industry.
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Since Unification, the evolution of the Italian economy has been characterized by
the following processes: i) a constant rise in the slope of the isocost; ii) before 1950 –
and to a lesser extent until 1980- the introduction of biased technological changes
directed consistently towards an increase in the output elasticity of labor; iii) fast
rates of increase in the TFP component stemming from the introduction of biased
technological change; iv) fast rates of economic growth. Our basic contention is that
there is a strong and effective causal and sequential relationship between these
processes.

The long-run history of the Italian economy provides clear evidence about the
case of a country where: i) historically wages have been much lower than capital user
costs for many decades; ii) wages have been increasing at a steady and fast rate7; iii)
for almost a century, especially up to 1964 –and then slightly less in the following
16 years- the labor-intensive direction of technological change has been able to
increase the levels of technological congruence; iv) the labor-intensive direction of
Italian technological change is particularly remarkable when compared to the strong
bias in favor of increased capital output elasticity among the technology leaders; v)
consistent with restatement of the induced technological change hypothesis enabled
by the notion of technological congruence, the introduction of biased technological
change has contributed to an increase in TFP and economic growth that was
significant up to 1964, and slightly lower to 1980; vi) after 1964, the direction of
technological change was increasingly less able to cope with the changing charac-
teristics of factor markets, and consequently was less able to contribute to TFP
growth.

This process can be interpreted as the outcome of four distinct but complementary
forces: progressive reduction of technological dependence; emergence of a national
system of innovation able to support the introduction of localized technological
changes; a bottom-up light industrialization process; low levels of accumulation of
technological stock. Let us consider these in more detail.

It seems plausible to argue that, in the year of the Unification, the excess levels of
capital output elasticity and the consequent low levels of technological congruence
were determined by lack of domestic technological capabilities. Technological
change at Unification and the following 10 years was driven mainly by passive
adoption of foreign technologies that reflected the endowment structures in the
countries of origin, and the active role of foreign investors whose technologies
were applied to their Italian factories (Barbiellini Amidei et al. 2013; Colli 2014).

The adoption of foreign technology enabled an increase in TFP determined by its
neutral effects but at the cost of reduced level of technological congruence. The
foreign technology was superior to the domestic technology but was less efficient in
Italy than in its origin countries where it was technologically congruent. Eventually,
domestic command of technological knowledge became stronger and the increasing
levels of technological capability enabled the Italian economy to implement the

7See the debate on wage levels (Zamagni 1989, 1991, 2002; Malanima 2007, 2013a, 2013b).
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biased technological changes in a labor-intensive direction, which was a better fit
with the local factor markets.

The analysis of the composition of the Italian economy identifies some important
elements that contribute to these dynamics. Early industrialization of the Italian
economy was based on affiliates of multinational corporations and a small oligop-
olistic core of large firms heavily subsidized by the State and specializing in capital-
intensive activities (Zamagni 2009; Malanima and Zamagni 2010).8 High levels of
labor unionization favored an increase in the wages of the workers in those firms -
the slope of the isocost of the oligopolistic core was very different from the aggregate
averages. The rest of the country continued to specialize in agricultural and craft
activities.

In the succeeding decades, Italian economic growth was characterized by a strong
bottom-up industrialization process that allowed entry to the market of an array of
small firms specialized in labor-intensive activities consistent with the marked labor
abundance of peripheral labor markets. The reduced output elasticity of capital
revealed by the aggregate statistical evidence reflects the bottom-up industrialization
process in traditional labor-intensive sectors and labor abundant regions that even-
tually complemented the oligopolistic core of large capital-intensive industries
(Amatori and Bigatti 2003; Antonelli and Barbiellini Amidei 2007).

These dynamics enabled the country to rely on technological congruence with
clear benefits for output and TFP growth rates. Italian long-run economic growth
confirms that, in a labor abundant country, it is convenient to introduce biased
technological change that makes more intensive use of the factor at each point in
time that is cheaper irrespective of its increases.

2 Conclusions

The analysis of Italian long-term growth provides rich evidence on the dynamics of
catch-up. The Italian experience can be regarded as one of the earliest cases of catch-
up, with the north-western regions of the country able in the second half of the
nineteenth century to absorb the relevant knowledge externalities spilling over from
the small club of early industrialized countries. The Italian evidence shows that
international spillovers can be a two-edged sword: on the one hand, they foster
growth in countries able to absorb the foreign technology, with relevant shift effects,
while on the other hand, foreign technologies may not match local factor market
conditions. International knowledge externalities are directed, and their adoption has
negative bias effects.

8As Acemoglu (2015) notes, the composition of the economic system exerts relevant effects. The
Italian evidence suggests that some larger firms faced different factor prices to the rest of the
economy, which may have affected their technological choices and favored their specialization in
capital-intensive activities. Here a clear composition effect may account for the bifurcation in the
technological path.
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The Italian evidence suggests the need to consider the role of doing, using and
interacting learning processes in the accumulation of stocks of technological knowl-
edge, which help to direct technological change towards a labor-intensive bias that
reflects the receiving country’s endowment structure. This learning can modify the
direction of global technological change mastered by the technology leaders through
the implementation of top-down science, technology and innovation activities
(Jensen et al. 2007).

The increasing effect of the grassroots process of industrialization was the
simultaneous cause and consequence of the increasing levels of technological
congruence. The industrialization of Italy’s peripheral regions and the growth of
industrial districts specializing in light industry were driven by the accumulation of
tacit knowledge based on bottom-up learning processes that increased command of
labor-intensive technologies (David et al. 1998; Saviotti and Pyka 2004; Antonelli
and Barbiellini 2011).

The evidence from the Italian case confirms various hypotheses; it confirms that
the notion of technological congruence enables a redefinition of the induced tech-
nological change hypothesis and sheds new light on the role of the direction of
technological change for determining its outcomes. Exploration of the evolution of
Italian technological congruence, and the effects of the introduction of biased
technological change on TFP, identified five periods: i) up to 1873, the technological
congruence trend decreased but with high variability; ii) from 1874 to 1948,
technological congruence was significant and positive supporting an increase in
the general efficiency of economic activity; iii) throughout the early period of the
economic miracle (1949–1963), technological congruence had a positive sign and
exerted a significant effect; iv) from 1964 to 1992, technological congruence had a
negligible impact; v) after 1993, technological congruence again increased, although
the neutral effect declined.

To sum up, at the time of Unification, Italy encompassed all the characteristics of
an underdeveloped country. To improve its situation, it tried to organize a classical
catching-up process by implementing an export led strategy based upon labor-
intensive products. This was enabled initially by access to knowledge externalities
from the advanced countries but at the cost of low levels of technological congru-
ence. In the second stage, it was characterized by increasing command of techno-
logical knowledge built mainly on the valorization of bottom-up learning processes
that enabled the country to support catch-up and the convergence to the productivity
levels of more advanced countries accompanied by a systematic -and systemic-
increase in technological congruence. The process of industrialization in Italy has
been particularly congruent with its economic structure for almost a century. Our
understanding of the direction of technological change towards increased output
elasticity of labor and its positive effects contribute to the debate on long-term Italian
economic growth. The stagnation of traditional TFP growth in the period 1874–1964
has been very much emphasized to support the hypothesis of the “weakness” of the
contribution of technological change to Italy’s economic growth. However, this new
evidence related to biased technological change suggests that, during that period,
Italy was able to improve its control over the type of technological knowledge it
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received, allowing the related technological changes to be more technologically
congruent. The acquisition of greater control over technological congruence was
the foundation for the introduction of radical technological changes during the
period 1964–1993.

Technological change inherently is directed and exhibits high levels of techno-
logical congruence with the country of adoption. Knowledge spillovers are not
neutral: they reflect the direction of technological change in the origin country.
Access to international knowledge spillovers enables followers to exploit relevant
knowledge externalities but imposes constraints in the form of bias. Late-comers that
try to catch-up with the leaders initially may experience the introduction of new
foreign technologies with low levels of technological congruence. Accumulation of
a local stock of technological knowledge is necessary to adapt knowledge spilling
from abroad to the local factor endowment conditions and factor markets, and enable
adoption of a new technological path (Lee and Lim 2001; Lee et al. 2005).

This essay proposes a novel methodology to understand the effects of the
introduction of biased technological change according to its level of technological
congruence with local factor market characteristics. This analysis of the direction
and congruence of technological change in Italy’s economic history during the
period 1861 to 2010 provides another relevant result. It offers interesting evidence
on a successful case of catch-up by an early-late-comer based on systematic increase
to its technological congruence enabled by an appropriate direction of technological
change toward the introduction of labor-intensive technologies. The Italian evidence
supports the notion of increased technological congruence and the bias component
of TFP as important factors in economic growth.

The long-term cliometric evidence for the Italian case confirms the strong com-
plementarity between convergence and congruence, and its interpretation provides
some hints for the current economy: i) to return to growth, Italy must increase the
size of its stock of national technological knowledge and the strength of its national
innovation system to better exploit the opportunities provided by increased techno-
logical congruence through the introduction of biased technological change able to
valorize the use of relatively cheaper inputs; ii) the Italian catching-up experience
provides important insights into both the benefits and the constraints of knowledge
externalities from the leading countries, and the need for followers to combine the
adoption of foreign technology with its adaptation to the actual endowment structure
in order to increase levels of technological congruence; (iii) the combination of
top-down research activities and bottom-up learning processes can provide late-
comers with more control over the global direction of technological change led by
the science-based countries, and introduce technological change with higher levels
of technological congruence to the knowledge coming from abroad.

Based on the literature, it cannot be argued that the slow rates of accumulation of
a localized stock of technological knowledge slowed the search for higher levels of
congruence and productivity growth. Rather, the evidence seems to suggest that,
from the early 1960s, Italy missed the opportunity to continue the positive trend
experienced since 1875. To exploit this opportunity would have required Italy to
strengthen its knowledge base (Felice and Vasta 2015).
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The finding in this paper call for more studies to implement the proposed
methodology using richer data that account for changes in the sectoral mix and the
specific roles of human capital and skills. In the case of Italy, it would be interesting
to extend both the technological congruence and the new TFP measures to include
skilled and unskilled labor and the stock of technological knowledge, and to
incorporate land. It would be interesting also to measure how much biased techno-
logical change is due to the adoption of new technologies or to sectoral shifts.
Although the availability and quality of Italian historical data is considerable (Felice
and Vasta 2015; Giordano and Zollino 2016, 2017), we need additional data to allow
better measurement of the effects of the direction of technological change on
technological congruence and TFP at the disaggregated level.
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Acting as an innovation niche seeder:how
can the reverse salient of southeast Asian
economies be overcome?

Hsien-Chen Lo, Ching-Yan Wu , and Mei-Chih Hu

Abstract Taking Southeast Asian emerging economies as an empirical case, this
study explores how the reverse salients that have emerged during the transitional
process may be overcome efficiently and effectively. In particular, three action-
oriented case studies derived from a heuristic research approach are presented to
show how Taiwan is empowering its universities and public research institutes to act
as innovation niche seeders for Southeast Asian economies, thereby compensating
for the weakness of their socio-technical systems (i.e. the reverse salients). Presently,
the government-led policies of Southeast Asian countries are largely oriented
towards incentivizing foreign multinational corporations to lead the development
of domestic production networks. This strategy allows these countries to acquire the
necessary resources for an economic transition in the era of digitalization, although
at the expense of developing their own innovation niches. This study presents the
urgency of a need for a new approach, and a new avenue for emerging countries to
develop an effective and efficient governance model. The proposed model would
allow external institutional mechanisms, such as universities and public research
institutes, to act as critical intermediaries providing an alternative solution for the
dilemmas faced by small and medium-sized enterprise-centric emerging countries.

The original version of this chapter was revised as the Copyright holder name, Copyright
year information were incorrectly mentioned and as well as the footnote information was
missed to be included to the chapter. A correction to this chapter can be found at
https://doi.org/10.1007/978-3-030-84931-3_17

Reprinted by permission from Springer Nature: Springer Nature, Journal of Evolutionary
Economics, Acting as an innovation niche seeder:how can the reverse salient of southeast Asian
economies be overcome?, Hsien-Chen Lo, Ching-Yan Wu & Mei-Chih Hu, 2020
(https://doi.org/10.1007/s00191-020-00685-5)

H.-C. Lo · C.-Y. Wu (*) · M.-C. Hu
Institute of Technology Management, National Tsing Hua University, NO.101, Sec. 2, Guangfu
Rd., 30013 Hsinchu, Taiwan
e-mail: lohsienchen.eric@gmail.com; wuchingyan@mx.nthu.edu.tw; mchu@mx.nthu.edu.tw

© Springer-Verlag GmbH, DE, part of Springer Nature 2020, corrected publication
2022
A. Pyka, K. Lee (eds.), Innovation, Catch-up and Sustainable Development,
Economic Complexity and Evolution, https://doi.org/10.1007/978-3-030-84931-3_11

259

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-84931-3_11&domain=pdf
http://orcid.org/0000-0001-7067-2417
https://doi.org/10.1007/978-3-030-84931-3_17#DOI
https://doi.org/10.1007/s00191-020-00685-5#DOI
mailto:lohsienchen.eric@gmail.com
mailto:wuchingyan@mx.nthu.edu.tw
mailto:mchu@mx.nthu.edu.tw
https://doi.org/10.1007/978-3-030-84931-3_11#DOI


Policy implications for building sustainable socio-technical regimes in Southeast
Asia’s transitional emerging countries are also discussed.

Keywords Southeast Asia · Reverse salient · Socio-technical regime · Innovation
niche · Taiwan

JEL codes O33 · O14 · I23 · O25 · L52 · F23

1 Introduction

With an ambition to secure the techno-economic opportunities brought on by the era
of digitalization, many emerging economies are experiencing profound socio-
technical transitions toward more productive and competitive structures. As late-
comers in technology development, emerging economies such as those in Southeast
Asia (SEA) treat the sector of Internet of Things (IoT) as a critical leverage point to
accelerate their transition (e.g. MIMOS Berhad 2015). Taking advantage of domes-
tic markets as a test bed, local firms in SEA countries are increasingly prosperous
while at the same time largely incentivized by state-led intervention. Inspired by the
East Asian model, such state-led intervention is aimed at acquiring and securing
necessary capital, advanced technologies and manpower for their transition,
catching-up, and competition in the global market. While the model of incentivizing
local firms is expected to generate knowledge diffusion and the learning effect, it is
increasingly acknowledged that SEA economies generally lack the necessary inno-
vation infrastructure and capabilities to absorb IoT-based applications and innova-
tions. This has hampered efforts to build indigenous innovations critical for driving
transition, not to mention securing a dominant position in either domestic or global
markets. In the face of this weakness of national/sectoral systems, for SEA emerging
economies to foster their indigenous innovative capabilities, leveraging external
sources in association with institutional governance and mechanisms is needed
(Hu and Mathews 2005; Lee and Lim 2001).

Governing a successful catch-up transition has been a major challenge for
latecomer countries. It is widely agreed that the transitions in latecomer countries
suffer from critical reverse salients1 due to resource disadvantage (Hughes 1987;
Mathews 2006). To overcome the reverse salient embedded in the transitional
process, most latecomer countries have traditionally focused their catch-up efforts
on encouraging foreign direct investment (FDI) and promoting knowledge transfer
via multinational corporations (MNCs). It is thought that this method will open up

1It was Hughes (1987) who first proposed the concept of a ‘reverse salient.’ In his book explaining
the evolution of a large technological system, he refers to a ‘reverse salient’ as components in the
system that have fallen behind, or out of phase with, the others. He further explains that a reverse
salient impedes the evolution or hampers the achievement toward the final goal of the collective
system. In this study, we follow Hughes’s metaphor for describing a reverse salient as a significant
difficulty faced during system transition.
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opportunities for economies to link and leverage the required resources and capac-
ities for building indigenous innovations and drive the system’s transition as a
whole. However, reaping the benefits of knowledge transfer requires economies to
have an underpinning absorptive capacity and a flourishing of entrepreneurial
activities to sustain the indigenous sectoral system as the external environment is
rapidly evolving and changing. If the indigenous sectoral system (including both
resources and institutional support) is not sufficient to deal with the absorption and
internalization of foreign technology, there is significant risk of being crowded-out
by foreign companies or MNCs. Such scenarios are being witnessed in SEA
emerging latecomer economies, especially in technology-driven sectors such as the
automobile, electronics, and biotechnology industries, where the domestic markets
have come to be dominated by foreign MNCs. The crowded-out effect has dragged
some SEA economies into the middle-income trap (Asian Development Bank 2017).
Transitions among SEA emerging latecomers are proceeding at an unprecedented
rate, yet MNCs overwhelmingly dominate their domestic production networks. To
move forward, an external source of institutional mechanisms aimed at infusing
innovative and entrepreneurial resources into the economy is critical to help increase
mobilization and amplification capacities toward building indigenous learning and
innovative activities. Based on the literature of latecomer strategies, external public
actors such as universities and public research institutes (PRIs) from more industri-
alized countries that possess active innovative and entrepreneurial resources may
play a significant role in helping transitional emerging economies overcome the
reverse salients that have emerged (Mathews and Hu 2007).

Our research interest in this study is to explore that possibility by examining an
approach aimed at helping emerging latecomer countries to overcome their reverse
salient during the process of transition. In particular, the transition management
literature views socio-technical transition as a multi-level structure evolving from an
existing regime toward a new regime. In this process, both the state-led policy
landscape and aggregated firm-driven innovation niches essentially re-configure,
re-shape, and re-combine to create the new regime. However, the literature has little
to say about how a reverse salient that emerges in the transitional process is to be
overcome effectively and efficiently so that a sustainable new regime is formulated.
Drawing from this perspective, this paper wishes to explore how Taiwan, as an
industrialized latecomer country, is empowering its universities and PRIs to act as
seeders of indigenous innovation niches, further enabling SEA countries to over-
come reverse salients in the process of transitions as they develop new socio-
technical regimes. While the state-led policy landscape is helpful to leverage exter-
nal resources to build a transitional socio-technical regime (particularly with foreign
government-led FDIs), its weakness is the lack of a highly developed sectoral system
that can initiate endogenous learning activities and sustain self-propagating co-evo-
lutionary dynamics (Viotti 2002). This study identifies the absence of indignenous
innovation niches as the pertinent reverse salient of emerging economies, especially
for those adopting the FDI-leveraging model for catch-up transitions, such as the
SEA latecomers. Where these state-led approaches have been widely adopted by
SEA emerging economies, we have also seen many government-led FDIs, such as
investments from China, Singapore, Japan, and Korea, gain their footholds in
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emerging economies (ASEAN Secretariat and UNCTAD 2016). Accordingly, this
study aims to use three cases generated from the action research method to demon-
strate how SME-centric Taiwan is adopting a different approach by laying the
foundation for an aggregated firm-level niche so as to help SEA emerging economies
overcome their reverse salients and co-evolve with the transitional socio-technical
regime.

The remainder of this paper is structured as follows: Section 2 presents the
theoretical background of transitional management in the context of Asian latecomer
emerging economies as well as the framework addressing the reverse salient of SEA
latecomers in their catch-up transition. The methodology of this study is described in
Section 3. Section 4 provides a brief introduction to FDI flows into SEA emerging
markets, while Section 5 elaborates the three action-oriented cases. The last section
presents our conclusion.

2 Theoretical background

Transition is widely acknowledged as the evolutionary process of shifting an
existing undesirable socio-technical system toward a more sustainable, productive
and competitive structure in which new technologies and institutions are legitimized
while new forms of interactions among innovation actors are developed (e.g. Geels
2002; Wong et al. 2015; Weber and Rohracher 2012). The topic has generated
substantial interests in recent years as the existing systems of many modern econo-
mies are increasingly either locked in a path-dependent trap or need to be
restructured for further growth. This is especially a concern for sustainable energy
and digitalization systems. To understand better why and how evolutionary dynam-
ics are driving transitions, studies have widely adopted a multi-level perspective of
transition management in their analytical framework.

In fact, the development of a transition management framework is, to some
extent, derived from the innovation system literature (Geels 2005). In mainstream
innovation studies, the innovation system literature has been focused on exploring
how institutional settings and network compositions shape a system’s innovation
dynamics (Castellacci 2009; Nelson 1993; Teubal 2002). This literature has shown
how, at the sectoral level, the characteristics of an innovation system—including its
knowledge base, learning mechanisms, public-private linkages and relationships
between firms—significantly influence the innovation performance and competitive-
ness of firms within the system context (Hu and Hung 2014; Kim and Lee 2008;
Malerba 2004). As such, innovation system literature is able to provide a full
understanding of the structural features leading to an ‘innovative’ system in terms
of sectoral and national perspectives. Nevertheless, we have also seen that the
interactive relationships between elements within the system can inadvertently
become locked-in, leading the structure to turn rigid due to institutional inertia and
path-dependence. Despite this, the innovation system approach has not given atten-
tion to issues of momentum within the existing sectoral system toward socio-
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technical transition (see, for example, Weber and Rohracher 2012). It is here that the
transition management framework provides a conceptual foundation explaining how
system transition occurs, and this framework has increasingly come to dominate
theoretical discussions and policy debates in recent years. Accordingly, we draw
upon the framework of transition management to lead the discussion of the reverse
salients faced by emerging economies in the process of transition.

2.1 Reverse salients in the multi-level transitional process

The transition of a sectoral system is complex and widely assumed to evolve in a
multi-level context as it deals with struggles between public policies, market envi-
ronments, industrial structures and firm capabilities. Studies of transition manage-
ment are therefore focused on linking dynamics at different macro, meso and micro
levels to articulate how the transitional process responds to new economic develop-
ment and competitiveness in a more systematic and holistic way. For example, Geels
(2002) suggested that the socio-technical transition of a sectoral system is the
outcome of the dynamic interplay between a meso-regime, a macro policy landscape
and micro-level innovation niches. The meso-regime accounts for the deep structure
of the socio-technical system and refers to a semi-coherent set of rules and institu-
tions that guide and coordinate the activities of various incumbent industrial stake-
holders. The macro policy landscape is critical to break the evolutionary equilibrium
of the regime, whereas the key to alter the regime structure itself is the aggregation of
firm-driven innovation niches at the micro-level which bring ‘novelty’ into the
regime and ultimately lead to its re-configuration (Geels 2002, 2004).

This multi-level approach is now serving as a major foundation for managing the
direction and rate of transition, as well as for coordinating the socio-technical
innovation process that involves multiple actors such as governments, universities,
research institutes and private firms. In particular, this research stream has provided a
coherent view of how socio-institutional settings and policy landscapes can promote
changes in a socio-technical regime, while at the same time providing protected
spaces and scale-up mechanisms for firm-driven innovation niches through various
supporting institutions until these niches are able to compete with the dominant
structure of the incumbent regime. For example, Kern (2012) conducted an analysis
of the UK’s transition to sustainable industrial structures, and showed how well-
designed policy initiatives were able to unlock the network configuration dominated
by several powerful groups in the local socio-technical regime. Focused on the
Dutch energy industry, Verbong et al. (2008) attributed the failure of Dutch indus-
tries to deploy sustainable technological niches to the failure of policies to guarantee
sufficient protection mechanisms for innovators. Much of the literature suggests
important implications for the role of governance in the transitional process, but
these discussions have been confined to industrialized countries (Grillitsch et al.
2019; Nykvist and Whitmarsh 2008). Researchers have yet to devote much effort to
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address issues for the development of sustainable socio-technical regimes in emerg-
ing latecomer countries, especially in the Asian context.

It was argued in Bai et al. (2009) that recent research on technological and
industrial transitions in industrialized countries may not provide appropriate devel-
opmental guidelines for Asian emerging latecomer countries now experiencing
technological upgrading and industrialization. A basic premise behind this argument
is that, compared to industrialized countries that have large endowments of innova-
tive and entrepreneurial resources, the indigenous sectoral systems and embedded
socio-institutional settings of Asian latecomer countries are not capable of manag-
ing, affecting, and organizing the emergence and formation of self-sustained inno-
vation niches. This inability remains a fundamental reverse salient in the transitional
process of these latecomer economies. This reverse salient has forced Asian emerg-
ing countries to develop socio-political landscapes dedicated to the promotion of
high levels of international linkages in terms of technology, knowledge flows and
especially large amounts of financial capital via multinational corporations into the
local socio-technical regime in order to nurture indigenous firm-level innovative
capabilities (Berkhout et al. 2009; Wong et al. 2015; Lee and Lim 2001).

The transitions of Asian emerging economies have been largely influenced by
how effectively they can interact with such international linkages and secure the
benefits of technology transfer and knowledge spillover. A call to identify the
appropriate way to overcome this reverse salient in Asian emerging economies has
emerged with the increasing recognition of their importance in the global economy.
Despite an increasing body of literature investigating the distinct transitional trajec-
tories of emerging Asian economies (e.g. Berkhout et al. 2009; Rock et al. 2009), the
question of how to overcome the reverse salient that arises during transition has not
been well addressed. The aim of this paper is therefore to fill this gap by examining
the approach used by Taiwan, an industrialized latecomer country, to help SEA
economies resolve their reverse salients while building their sustainable socio-
technical regimes. In particular, the traditional approach of Asian latecomer coun-
tries for addressing reverse salients during transitions has been an overwhelming
reliance on the acquisition of FDI through MNCs. This tactic has put their learning
processes and catch-up efforts at risk. While the spillovers of technology and know-
how from FDI are expected to upgrade the manufacturing capacities of local firms
through technology adoption, it is historically evidenced that, due to the inability of
indigenous sectoral systems to deliver learning effects to local firms, the strong
presence of MNCs in these economies will lead to the dominance of MNC techno-
logical activities in the domestic market at the expense of indigenous firms.

2.2 The pros and cons of the FDI-leveraging catch-up model

Due to the limits of critical resources and socio-institutional settings to support the
development of innovation activities, international technology transfer through FDI
has been one of the major vehicles for promoting industrial transition and catch-up in
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latecomer countries. As a bundle of technological and management knowledge as
well as financial capital, previous studies have shown that FDI contributes to the
technological upgrading of latecomer economies in significant ways (Dunning 1994;
Lall 1992). The introduction of FDI into a country’s socio-technical regime helps
latecomer countries join in the operations and production of foreign MNCs in both
local and global markets. Spillover from MNCs enables latecomer countries to
upgrade manufacturing process capacities for new and advanced products with the
hope that, during the catching-up process, the local firms connected to MNCs can
leverage and obtain the required resources and capacities for building their own
technological capabilities.

The FDI-leveraging model that aimed at promoting technology transfer via
MNCs was adopted by a number of latecomer countries for managing their
catching-up transition, including Singapore, China, Brazil and India. More recently,
this strategy has been utilized by SEA emerging economies. But recent studies have
observed that reliance on FDI spillover for indigenous innovations may not achieve
the expected and desired effects (see, for example, Fu and Gong 2011; Lee et al.
2017 and Wong and Goh 2015). In order to benefit from the spillover effects of FDI
and MNCs, the economy’s sectoral system needs to have a strong absorptive
capacity and a flourishing of entrepreneurial activities so that indigenous firm-level
innovation niches are able to develop. If the absorptive capacity and entrepreneurial
activities in latecomer countries are not capable of capturing the values of FDI
spillovers, MNCs can only make limited contributions to the proliferation of indig-
enous innovations niches despite their intensive presence in local socio-technical
regime. Under these circumstances, MNCs not only enjoy the benefits of access to
local resources (in terms of cheap labor and inputs for production), but they are also
in a position to appropriate indigenous knowledge and technological outcomes for
their own economic and innovational gain. This crowding-out effect has been
evidenced by many African and Central and South American latecomers, and is
currently being witnessed in SEA emerging economies.

Electronics, for example, has been the most prominent industry supporting the
rapid growth and export-led industrialization of SEA latecomers over the past
decades. The development of this prosperous industry can be largely attributed to
the government policies that encourage MNCs to bring manufacturing activities and
capitals flows into the SEA economies. The main motivation for MNCs investing in
SEA latecomers has been the potential to utilize their relatively cheaper labor forces
and natural resources. Taking advantage of the offered access to local labor forces,
this has facilitated the formation of domestic production networks across various
sectors and also led to those networks becoming dominated by MNC operations.
Knowledge flow has been largely dependent on MNCs articulation of proprietary
networks. The local firms in SEA latecomers are marginalized, acting only as lower
level value-added ‘assemblers’ (Felker 2003; Hobday 2001; Steinberg 2010). Due to
the lack of knowledge and absorptive capabilities, indigenous innovation and entre-
preneurial activities remain underdeveloped, seriously harming the considerable
efforts made by SEA countries to accelerate their socio-technical transitions.
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As suggested by Fu et al. (2011), the benefits of technology transfer and knowl-
edge diffusion can only be reaped and realized in the presence of indigenous
innovative and entrepreneurial activities. Their presence plays a dual role in self-
sustaining and enhancing indigenous capacities for learning and creating new
knowledge. Otherwise, foreign technology remains ‘exogenous’ to the latecomer
innovation systems and will never turn into real indigenous innovation niches
(Fu et al. 2011). In line with this point, Pietrobelli and Rabellotti (2011) futher
indicate that building innovation capacity is not just about advancing functions along
the value chain (e.g. from manufacturing to marketing), but also about accumulating
the specific capabilities to explore and exploit new technological opportunities
through spillovers (e.g. recombination of knowledge for innovation). It appears
that the central problem facing the latecomer countries in building their transitional
socio-technical regimes is often an overemphasis on attracting MNCs to set up
operations within the regime, combined with lack of attention to the active promo-
tion of innovation and entrepreneurial resources. These resources are critical to
sustaining an evolving indigenous sectoral system because they establish channels
of knowledge diffusion and learning feedback between the regime and niches,
fostering locally-generated innovative activities. The consequence of the under-
development of such resources is the weakened innovative capability of firm-level
niches through self-propagation and co-evolution along with knowledge-
driven MNCs.

2.3 Lessons from Taiwan’s SMEs: from a mass producer
to a niche innovator

The importance of proliferating indigenous innovation niches among Asian late-
comers has been evidenced in the experience of Taiwan (Mathews et al. 2011). As an
industrialized latecomer, Taiwan has achieved a successful catch-up transition from
labor-intensive to a high value-added and knowledge-based system structure
(Hu and Mathews 2005). On one hand, the inflow of FDI and technology transfer
via MNCs were encouraged by Taiwan’s government to accelerate the transition. On
the other hand, the state-intervention focused heavily on assisting local firms to
internalize knowledge spillovers and rapidly diffuse knowledge into both national
and sectoral innovation systems. For example, public research institutes built with
the goal of diffusing technologies and related knowledge to local firms as quickly as
possible acted as critical agents to assimilate foreign advanced technologies. Simul-
taneously, universities were encouraged to engage in industrial solutions and made
responsible for supplying and training the needed local techno-entrepreneurs. In this
respect, industrial policies such as the development of industrial parks, venture
capital support, and talent-centric education systems have demonstrated their prom-
inent effect. This allowed local firms to secure the benefits of knowledge diffusion
and rapidly develop their own technological capabilities, making them able to
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co-evolve with the advanced knowledge and technological demands made by
MNCs. In turn, this attracted further MNCs investments in Taiwan’s local firms.
Since the 2000s, MNC investments in Taiwan have been shifted from production-
oriented to innovation-focused (Zheng and Hu 2008).

Strategically, MNCs were treated by Taiwan as a proxy for the acquisition of
external resources. Facilitated by the advanced technologies of MNCs in combina-
tion with state-intervention, a substantial population of techno-entrepreneurs has
emerged over time to re-structure the existing regime and impact the endogenous
system of industrial development. As a result, Taiwanese firms have been able to
develop niche innovations complementary to MNCs, enabling them to function as
critical partners for MNCs in the global market. The implications of this situation are
two-fold. First, while the acquisition of FDI and foreign technology is an indispens-
able catalyst to enable and facilitate the building of a transitional socio-technical
regime, the fueling of endogenous innovative capabilities and entrepreneurial activ-
ities act as antenna to identify precisely the fit model during the process of transi-
tions. Notable examples such as Go-Jek in Indonesia and Grab in many SEA
economies demonstrate the importance of localized innovation niches that allow
latecomers to define the emerging structure of the regime so as to secure a unique
niche advantage over the MNCs (such as Uber) in the local market. Second, niched
techno-entrepreneurs who are capable of exploring and exploiting knowledge spill-
overs from the MNCs by engaging in interactive learning are crucial for latecomers.
The identified niche opportunity is complementary and compatible with the core
competence of MNCs, driving them together with MNCs toward the technology
frontier in the global market. Based on these lessons, we now turn to discuss the
reverse salients in SEA latecomers in transition.

2.4 The reverse salient of SEA latecomers

Although SEA latecomers have made considerable efforts in transforming them-
selves toward a more competitive structure, they have achieved only limited progress
in building indigenous innovations (Wong 2011; Asian Development Bank 2017).
The innovation systems of SEA latecomers have remained under-developed due to
their highly fragmented structures. We identify this as a reverse salient in SEA
transitional economies caused by ineffective interactions between the policy land-
scape, the socio-technical regime, and innovation niches.

On the state-led policy landscape, the national intent was to develop a socio-
technical regime where MNCs act as a central hub in the industrial structure, leading
to interactions between the actors embedded in the manufacturing networks. This
was initially aimed to help build absorptive capability as well as indigenous inno-
vative capability through knowledge spillovers from the MNCs by following the
experience of Asian Tiger latecomers. Nevertheless, the ill-planned institutional
arrangements failed to support the emergence of techno-entrepreneurs at the niche-
level due to the lack of learning-by-doing engagement and interaction with MNCs.
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In addition, within the socio-cultural bureaucratic context, corruption in SEA
countries disabled effective industrial policies and prevented supporting mecha-
nisms from promoting collective niches (Gomez 2009; Govindaraju and Wong
2011). Consequently, industrial policies were designed to favor a few large firms
with strong political connections interested in establishing a monopoly over resource
exploitation in traditional industries rather than seeking learning opportunities in
technology-advanced sectors (Wong 2011). Under such scenario, the policy land-
scape is not able to help build indigenous capabilities; neither can it facilitate
knowledge spillovers from the socio-technical regime to techno-entrepreneurs at
the niche level. Based on the lessons learned from Taiwan’s SMEs, the collective
effect created by niched-level techno-entrepreneurs is the indispensable and under-
pinning driver in the process of transitions. Moreover, the enhancement of niche-
level innovation dynamics in SEA economies would heavily rely on a broad base of
small and medium-sized enterprises (SMEs), which have been characterized as more
flexible and thus more able to innovate than established giants (Hung and
Whittington 2011). This study thus argues that the reverse salient of SEA economies
in transitions can be identified as the lack of techno-entrepreneurs at the collective
and niche levels.2

As shown in Fig. 1, we have developed a conceptual framework to address this
reverse salient of SEA economies. In particular, this study emphasizes the role of
external public actors, i.e. universities and PRIs from more industrialized economies,
which act as important agents to help address the transitional reverse salient encoun-
tered by SEA latecomers. They do this by facilitating demand-driven knowledge
diffusion and entrepreneurial resources through specialized institutional capabilities
and well-articulated innovation networks. Taking Taiwan’s approach as a demon-
strative case, this study will show how Taiwan’s universities and public research
institutes are helping SEA economies to overcome their reverse salients by focusing
on building collective firm-level niches in SEA countries.

3 Methodology

Given that there is a lack of structured understanding of an effective approach for
addressing reverse salients in the transitional process, especially in the context of
emerging countries, this study adopts a qualitative heuristic method. Specifically, the
method employed in this paper is heuristic action research, a method that has been
regarded as a useful approach for enhancing the impact of development and change-
oriented research (e.g. German and Stroud 2007). In contrast with other social

2While there are some successful startups that are being developed in SEA economies, for example
Wongnai in Thailand (an app startup providing restaurant search service) and Go-Jek in Indonesia,
it is important to note that these startups are imitating business models generated from advanced
Western countries then adapting them into the local context.
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research methods that consider specific social actors as objects of a study, heuristic
action research emphasizes taking actions for practical problem solving while
simultaneously building up a body of knowledge. Reason and Bradbury (2001,
p.1) argued that action research is a participatory, democratic process concerned
with developing practical knowing in the pursuit of worthwhile human purpose. In
this sense, one can recognize that the major purpose of applying action research is
not only to gain an understanding of a specific social arrangement, but also to apply
the needed action-solutions to practical problems by including in the research project
itself the co-operation of researchers and relevant social members who experience
the chosen research issues (Bradbury-Huang 2010; Brydon-Miller et al. 2003).
Implementing action research therefore requires researchers to evaluate iteratively
practices, actions and theories in order to generate desired solutions to the immediate
problems being addressed while also making a contribution to scientific knowledge
(Coughlan and Coghlan 2002).

All the authors are currently involved in project teams that have been organized to
help SEA emerging economies to engage in building new socio-technical regimes by
allowing them finally to achieve a sustainable catch-up transition. This involvement
allowed the authors to conduct heuristic action research for an in-depth exploration
of how to overcome the reverse salients in the transitions of SEA emerging econo-
mies through reflecting on practices and taking the necessary action solutions. For
the purpose of this study, we first surveyed and reviewed the recent efforts made by
SEA emerging economies related to industrial upgrading and catch-up strategies in
order to understand the context of the transitional processes in which comprehensive
data were to be collected. The authors relied on this background information for
on-site interviews and all discussions in project meetings across SEA economies
from March 2016 to April 2019. The participants in the meetings were practitioners

Policy inertia leads the institutional 
arrangements to be locked-in and path-
dependent toward FDIs

External institutional mechanism trigger collective niche-level 
techno-entrepreneurial dynamics

MNC-centered 
existed regimes

Collective 
indigenous 

techno-entrepreneurs

Landscape

Regime

Niche

Time

Structural inertia limits 
knowledge spillovers

Indigenous 
innovation 
new regime

Fig. 1 Conceptual framework. Source: Adapted from Geels (2002)
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engaged in facilitating transitions in SEA economies, including representatives of
private firms, government agencies, research institutes and universities from Taiwan
and SEA emerging countries. Numerous questions were raised for discussion
regarding the major difficulties SEA emerging economies face in transforming
their industrial structures toward a more competitive position, and for articulating
the process of collaborative inquiry and collective actions among researchers and
various agencies to address transitional reverse salients. Our involvement in the
project teams also enabled us to make deep and detailed observations of how each
participating entity designed and implemented institutional mechanisms geared
toward addressing the transitional reverse salients they face. Additionally, we
conducted a series of semi-structured interviews with professionals who have been
operating their businesses or conducting research in SEA economies. This was
intended to clarify our understandings of the transitional trajectories of SEA emerg-
ing economies, and provided us with positive views of the action principles that can
assist them in implementing the systematic development of their own sectoral
systems.

The details of a selective list of main interviewees are shown in Table 1. The
results were achieved and evaluated through an iterative process of meeting discus-
sions and interviews until the research team members reached a consensus. This
iterative process enabled us to generate interactively and test emerging ideas through
every interview and meeting discussion. In fact, our exploration was not originally
based on transition management studies, but rather on a grounded principle empha-
sizing implementation research without a presumed framework. However, as the
research progressed, we found the transition management framework to be a useful
analytical lens to explore the factors hindering the catching-up and transitions of the
SEA economies.

To illustrate clearly the approach for closing the transitional reverse salient, we
provide three action-oriented case studies in which Taiwanese universities and PRIs
play significant roles in assisting innovation niche actors to pursue transformational
change in response to the transitional ambition of SEA countries. The action
emphasis was to coordinate the flow of various innovative and entrepreneurial
resources into SEA countries, with the aim of enhancing their institutional capacity
so that they may build a sustainable socio-technical regime in transition. Before
presenting the three case studies, we first demonstrate the current transition efforts of
SEA economies and describe the strong presence of foreign MNCs in these econo-
mies as made present through FDI flows.

3.1 Locking-in the FDI and internet-of-thing as an
opportunity for transitions

SEA emerging economies are proving to be the leaders in terms of IoT adoptions
around the world. As shown in Table 2, according to a recent study of the Interna-
tional Data Corporation, IoT installed units in the Asia Pacific region is expected to
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Table 1 List of interviewees (selected), 2016–2019

No. Interviewee Affiliation Position Date Time

1 Mr. F Industry Technology Research
Institute (Taiwan)

Associate
researcher

Jul 12, 2016
Dec 21, 2017
April 3, 2018

3 h
2 h
2 h

2 Dr. L Foundation for Commerce and Cul-
ture Interchange (Taiwan)

CEO Sep 29, 2016 2.5 h

3 Dr. C Institute for Information Technol-
ogy (Taiwan)

Researcher May 3, 2016
Nov 12, 2016

2 h
2 h

4 Mr. C Private firm (Taiwan-based) CEO Nov 1, 2016 3 h

5 Ms. H Private firm (Taiwan-based) CEO Sep 18, 2016 2 h

6 Mr. C Private firm (Taiwan-based) Manager Aug 31, 2016 1.5 h

7 Ms. G Private firm (Taiwan-based) Market
coordinator

Aug 31, 2016 1.5 h

8 Mr. L Fu Jen Catholic University (Taiwan) Doctoral
student

Oct 22, 2016 3 h

9 Ms. F National Chiao Tung University
(Taiwan)

Master
student

Dec 12, 2016 1.5 h

10 Dr H Ministry of Science and Technology
(Taiwan)

General
Director

Aug 24, 2016
Oct 5, 2016

2 h
1 h

11 Mr. H Private firm (Indonesia-based) General
manager

Aug 20, 2016 1 h

12 Mr. T Private firm (Indonesia-based) Manager Aug 22, 2016 1.5 h

13 Mr. L Investment Department, West Kali-
mantan Government (Indonesia)

Coordinator Aug 24, 2016 2 h

14 Dr. S University of Atma Jaya (Indonesia) Associate
professor

Jun 8, 2016
Aug 23, 2016

2 h
3 h

15 Ms. L Startup firm (Thailand-based) CEO Aug 21, 2017
Apr 18, 2018
Apr 15, 2019

3 h
2 h
1 h

16 Ms. C Private firm (Thailand-based) COO Aug 22, 2017
Apr 18, 2018
Apr 13, 2019

1 h
1.5 h
2 h

17 Mr. R Private Bank (Thailand-based) Vice gen-
eral
president

Apr 15, 2018
Dec 20, 2018
Jan 14, 2019

1 h
2 h
2 h

18 Mrs. J Private accelerator(Thailand-based) Manager Jan 15, 2019 1.5 h

19 Dr J Chulalongkorn University
(Thailand)

Associate
Professor

Dec 21, 2018 1 h

20 Dr K King Mongkut’s University of
Technology Thonburi (Thailand)

Professor Dec 22, 2018 2 h

21 Mr. N Private firm (Thailand-based) CEO Dec 20, 2018
Jan 15, 2019

2.5 h
1 h

22 Mr. L Startup firm (Vietnam-based) CTO Sept 16, 2018 3 h

23 Dr. R Tôn Đức Thắng University
(Vietnam)

Professor/
Dean

Sept 17, 2018 2 h

24 Mr. C Private firm (Vietnam-based) COO Sept 16, 2018 2 h

25 Dr. F Private firm (Vietnam-based) CEO Sept 15, 2018 3 h

(continued)
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grow from 3.6 billion in 2014 to 10.1 billion by 2020, bringing its IoT market
opportunity to USD 2602.6 billion (International Data Corporation 2014). In view of
their state-directed change and current economic development, the astonishing
growth in IoT adoption and revenue is widely acknowledged as the major contribu-
tion of SEA emerging markets, China and India. Following the previous catch-up
model used in the electronics industry, SEA emerging economies are again aggres-
sively encouraging local firms to attract foreign investments and set up joint ventures
with MNCs that have advanced IoT-abilities in order to accelerate their technolog-
ical upgrading and catch-up transition. To that end, most SEA emerging economies
have claimed to embrace the proliferation of use and industrialization of IoT as a
critical part of their national policy landscapes for transformation. Thailand, for
example, has launched the ‘Smart Thailand 2020’ strategy and combined it with the
‘Industrial 4.0 Program,’ to facilitate the abilities of local firms to increase compet-
itiveness by leveraging the benefits of IoT. As a leading country in the digital
transformation of the SEA region, Malaysia unveiled the ‘National IoT Strategic
Roadmap’ as its plan to transform the traditional sectors of agriculture and
manufacturing toward digitalization, and enable private sectors to move up the
global value chain (Chulavachana 2014; MIMOS Berhad 2015). In addition, Viet-
nam, the Philippines and Indonesia have different scales of national masterplans for
upgrading their traditional industries by introducing IoT, regardless of what stage of

Table 1 (continued)

No. Interviewee Affiliation Position Date Time

26 Dr. W University of Malaya (Malaysia) Lecturer Mar 15, 2017
Jun 20, 2018
Jan 22, 2019

1 h
1.5 h
1 h

27 Mr. F Private firm (Malaysia-based) Manager Jun 20, 2018 1.5 h

28 Dr. W National University of Singapore
(Singapore)

Professor Jul 18, 2017
Sept 4, 2018

2 h
2 h

29 Mr. C Private firm (Cambodia-based) Manager Oct 11, 2018 1 h

30 Mr. L Private bank(Cambodia-based) Manager Oct 11, 2018 1.5 h

Table 2 Worldwide IoT installed base by region, 2013–2020 Unit: billion

2013 2014 2015 2016 2017 2018 2019 2020
2013–2020
CAGR(%)

Total 9.1 11.4 13.7 16.3 19.2 22.2 25.2 28.1 17.5

Asia/Pacific 2.8 3.6 4.4 5.4 6.4 7.6 8.9 10.1 20.1

Central and East-
ern Europe

0.3 0.3 0.4 0.5 0.6 0.7 0.8 0.8 15.0

Latin America 0.2 0.2 0.3 0.2 0.4 0.4 0.5 0.6 17.0

Middle East/
Africa

0.3 0.4 0.4 0.5 0.5 0.7 0.7 0.8 15.0

North America 3.1 3.8 4.5 5.2 5.9 6.5 7.0 7.5 13.5

Western Europe 2.4 3.1 3.7 4.5 5.4 6.3 7.3 8.3 17.5

Source: International Data Corporation (2014)
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economic development and phase of transition they currently occupy (e.g. Talavera
2017; Van 2016). By taking advantage of their domestic markets, a basic principle of
such national policies is that they are favorable to FDI-inflow and to MNC activities
in their local economies.

Under such favorable policy landscapes, SEA emerging economies have been the
main investment targets of MNCs among developing countries for last couple of
years, accounting for around 19% of global FDI-flows in 2016. Table 3 indicates the
top 10 investors in SEA economies in both 2015 and 2016, and provides evidence
that foreign MNCs have made a strong footprint in these emerging economies,
especially the USA, Japan, China, Europe and South Korea. One notable point is
that intra-regional investment was the largest source of FDI flows. While this is in
part due to the regional investment of increasingly prosperous local firms, supported
by the acquisition of foreign assets, the strong and aggressive expansion by MNCs is
also a major factor. More and more foreign MNCs chose to set up headquarters or
subsidiaries in SEA economies. These headquarters and subsidiaries in turn invest in
other countries across the SEA region on behalf of their parent companies (ASEAN
Secretariat and UNCTAD 2017).

The major investors in SEA countries focus their investment interests in different
industries. In general, FDI flows into SEA economies have been largely focused in
three industries: finance (33%), manufacturing (24%) and wholesale and retail (9%).
For example, the investments of Korean and Japanese MNCs were highly concen-
trated in manufacturing activities. In fact, approximately 50% of FDI from these two
countries flowed into manufacturing industries across SEA economies and that
percentage continues to rise significantly (ASEAN Secretariat and UNCTAD
2017). The demand derived from digitalization has induced further investment
opportunities from MNCs whereby IoT-enabled manufacturing products have
become a driving agenda for economic growth in the SEA economies.

From the perspective of transition management, the policy landscape of SEA
emerging economies has been implemented to incentivize MNCs to act as the agent,

Table 3 Top 10 investors in SEA emerging economies, 2015 and 2016 Unit: Millions of dollars

Rank Country/region 2015 Rank Country/region 2016

1 Intra-ASEAN 22,149 1 Intra-ASEAN 25,800

2 Japan 17,395 2 United States 18,800

3 United States 12,191 3 Japan 14,100

4 China 8155 4 China 11,300

5 Netherlands 7907 5 Luxembourg 9600

6 United Kingdom 6698 6 Ireland 9000

7 South Korea 5680 7 United Kingdom 8700

8 Australia 5193 8 Hong Kong(China) 8600

9 Denmark 2693 9 Korea, Republic of 6500

10 New Zealand 2241 10 Netherlands 4800

Total 90,303 Total 117,300

% of Top 10 FDI in ASEAN 75% % of Top 10 FDI in ASEAN 95.5%

Source: ASEAN Secretariat and UNCTAD (2017)
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leading the formation of production networks in the IoT sector. This is designed to
build indigenous firm-driven innovation niches through knowledge spillover from
MNCs. However, SEA economies are not successfully detached from the
MNC-centric dependent path. To the contrary, we have seen that MNCs put indig-
enous innovation activities at risk, mostly because the policy landscape and socio-
institutional setting has become locked-in and relies too heavily on MNCs (Wong
and Goh 2015). This is particularly evidenced in the electronics industry of SEA
economies, which is also the main concern raised by many practitioners and pro-
fessionals when they were interviewed for this study.

This concern thus calls for SEA emerging economies to create a set of socio-
institutional settings where foreign technology, indigenous niched innovation capa-
bility, and entrepreneurial activities are coordinated in parallel. Therefore, taking
Taiwan’s approach as an example, this study seeks to offer evidence of an accessible
method that may be able effectively to help SEA emerging economies overcome
their reverse salients by building collective niched-based techno-entrepreneurship.

3.2 Taiwan’s innovation niche seeder approach and three
action-oriented cases

As discussed earlier, Taiwan is an industrialized latecomer country and has proven to
be remarkably successful in sustaining its transitional socio-technical regime
through self-propagating and firm-driven innovation niches. As Taiwan’s sectoral
system is mainly composed of SMEs that suffer from resource constraints, the policy
landscape has put much emphasis on the promotion of techno-entrepreneurial
activities and the creation of innovation clusters (e.g. science parks) to grow
indigenous high-tech industries. In such approach, the roles of universities and
PRIs are largely enhanced to underpin the evolving sectoral system for promoting
knowledge diffusion and learning effects through intensive interactions with local
firms.

In seeking to achieve the current mission of enhancing regional competitiveness
and entrepreneurship in Asia, Taiwan is creating new approaches for enabling
exchange and interaction among innovative and entrepreneurial resources across
the region. The ambition that lies at the core of this mission is to enable Taiwan to
become one of the global/Asian hubs in terms of innovation and entrepreneurship in
the forthcoming digital socio-technical regime that is largely driven by IoT technol-
ogies and applications. While state-led policy is currently trying to reduce economic
dependence on the Chinese market, numerous flagship projects initiated by the
Taiwanese government, such as the New Southbound Policy, have been launched
to aggregate institutional capacities embedded in Taiwan’s sectoral system. These
projects aim at providing multifaceted platforms and solutions to help SEA emerging
economies overcome the reverse salients they face. In particular, three platforms,
namely the Business Models Innovation Research Center (BMIRC) operated by
National Tsing Hua University, the Taiwan Rapid Innovation Prototyping League
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for Entrepreneurs (TRIPLE) and the Taiwan Innovation & Technology Arena
(TITAN) operated by the Industry Technology Research Institute (ITRI), are
increasingly demonstrating their contribution through the infusion of techno-
entrepreneurial capacities into SEA emerging countries.

3.3 Business models innovation research center (BMIRC)

BMIRC was created by National Tsing Hua University (one of the elite universities
in Taiwan, located in Hsinchu Science Park) with the aim of implementing Taiwan’s
‘New Southbound Policy.’ Recognizing the reverse salient in the SEA economies,
BMIRC realized that Taiwan needed to establish close linkages with SEA emerging
economies and help them foster collective niched-level indigenous techno-
entrepreneurship. To relieve the reverse salient faced by SEA latecomers, the
major activities implemented by BMIRC focus on facilitating knowledge flows
and manpower exchanges between Taiwan and SEA economies.

Considering the weaknesses of the indigenous socio-institutional setting, Tai-
wanese firms based in SEA economies are acting as intermediaries to bridge
technology/knowledge gaps between SEA small firms and MNCs, as shown in
Fig. 2. Many Taiwanese firms based in SEA economies operate in traditional
industries but actively engage in the upgrade and transformation of their local
businesses through IoT-enabled solutions. BMIRC thus leverages these Taiwanese
firms as agents to diffuse IoT-enabled solutions into the innovation systems of SEA
latecomers, triggering technological connections and learning opportunities for local
niche techno-entrepreneurs. In addition, BMIRC aims to gather SEA alumni who
have graduated from Taiwanese universities to act as catalysts for the promotion of
indigenous techno-entrepreneurship. (On average, there are more than 30 thousand
students from SEA countries studying in Taiwan’s universities annually, a high
percentage of whom are from Malaysia and Vietnam). These SEA students/alumni
are encouraged to take advantage of the entrepreneurial resources available from
Taiwan to create new ventures that link the societal and industrial needs of SEA
economies with technological solutions from Taiwan. The goal is establishing a
bridging mechanism between SEA countries and Taiwan in terms of innovation and
entrepreneurship, toward a vision of building a mutual beneficiary techno-
entrepreneurial system for fueling indigenous innovation niches.

3.4 Taiwan rapid innovation prototyping league
for entrepreneurs (TRIPLE)

The TRIPLE platform implemented by ITRI takes a novel approach to help foster
not only niche-level techno-entrepreneurs in SEA economies, but also those from the
rest of the world. One of the critical problems faced by niche-level innovators is the
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lack of capabilities and resources to scale up niche development. This includes
realizing an idea into a product prototype or service model (i.e. from zero to one)
and scaling up from the prototype to mass production (i.e. from one to thousands).
TRIPLE is designed as a platform to assist techno-entrepreneurs in acquiring critical
resources and capacities for their early-stage development by leveraging institutional
capacities accumulated in Taiwan’s sectoral systems. (Please see Fig. 3 for a graphic
of TRIPLE’s approach.) As a whole, TRIPLE has formed diverse portfolio-wide
industrial networks based on different types of modules, components, facilities, and
materials, while it also offers total-solution system integration (SI) and Original
Design Manufacturing (ODM) to early-stage developers. In addition, TRIPLE pro-
vides various institutional mechanisms, which have been developed and accumu-
lated through ITRI for fostering Taiwan’s innovation niches, to enhance the
capability of techno-entrepreneurs in terms of intellectual property rights and finan-
cial arrangement, reinvestment and other value-added services.

Niche innovators from SEA latecomers that connect with TRIPLE are able to
economically and efficiently secure advanced solutions and develop self-enhancing
cycles. There are already some successful cases to report from the SEA economies,
such as Sybo Tech (which developed a ‘smart ball device’ enabling pet owners to
monitor and interact with their pets anytime and anywhere) and eVida (which
created a pressure sensor to monitor fall-prone patients and alert nurses for early
assistance). More cases provide evidence that TRPLE is acting as an effective
mechanism to help foster techno-entrepreneurs in the niche-level.

SEA emerging 

countries

BMIRC

Silicon Valley in the U.S.

Lack of sectoral infrastructures

Weak absorptive capacity and learning 

effect due to the weak sectoral systems

Significant gap with MNCs from 

advanced countries in terms of 

manpower, financial capital and 

technological knowledge

Struggling to escape from becoming an 

economic colony of other countries

Strong need for leaning from 

industrialized latecomer countries in 

East Asia about how to build self-

sustained firm-driven innovation niches 

(especially based on the aggregation of 

SME)

Sharing economy in Asia (internal 

agreement)

Well-developed sectoral system

High-quality manufacturing capacity

Solid industrial value chain and cluster 

in information and communication 

technology (ICT) sectors

High social capital (trust and security) 

and ethics

Strong East Asian culture

Well-developed international linkages 

in terms of innovation and 

entrepreneurship

Critical intermediary 
of network platform

Cutting-edge technology

Advanced systematic planning capacity

Large amounts of financial capital

Highly-developed sectoral system

Strong innovation and entrepreneurship 

culture

Lack of understanding of Asian culture 

and social development

Fig. 2 A graphical representation of the mission of BMIRC. Source: derived from this study
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3.5 . Taiwan Innovation & Technology Arena (TITAN)

TITAN is a platform implemented by ITRI to stimulate techno-entrepreneurial
dynamics in Asia. Functioning to fulfill needs sequential to TRIPLE, TITAN is
developed to support and fund overseas entrepreneurs to come to Taiwan to leverage
Taiwan’s innovative and entrepreneurial resources. One of the examples is the ‘soft-
landing’ program, which provides funds for startups or small companies seeking to
address their technologies, capital, manpower, or market needs to come to Taiwan
for a period of one to a few months. In this way, the entrepreneurs participating in the
TITAN platform are able to relocate temporarily to Taiwan and engage intensively
and interact with Taiwan’s sectoral actors. TITAN thus functions as an intermediary
in the process to articulate the needs of techno-entrepreneurs, and connect them with
solution providers in Taiwan. To date, many start-ups from SEA emerging countries,
such as Vietnam and Malaysia, have taken advantage of TITAN as early engagers
with potential Taiwanese corporate partners and clients.

3.6 Overcoming the reverse salient of SEA economies
in transition

The three flagship projects, namely, BMIRC, TRIPLE, and TITAN, launched in
Taiwan are presented as action-oriented cases in this study. They are novel socio-
institutional mechanisms working to provide institutional support, build innovation
capacities and establish international linkages by linking indigenous techno-
entrepreneurs across Taiwan and SEA countries. In particular, we aggregate the
three policy-driven platforms as an innovation niche seeder approach to help SEA
emerging economies overcome the reverse salients that have emerged during their
catch-up transition by means of promoting their niche-level techno-entrepreneurial
capabilities. We expect to see this innovation niche-driven approach enable the
formulation of new socio-technical regimes, where inclusive growth and indigenous

Techno-entrepreneurs TRIPLE Industrial alliances

Novel niche innovations Platform intermediary
Providing modules, components, 

facilities, materials and SI/ODM

Application Propose needs Match-up

Completed within ten days

Choose 

partners 

from the 

alliances

Negotiation 

of 

collaboration

Sign contract

Referrals

Notice of 
closed case

Fig. 3 TRIPLE’s Two-week working flow. Source: Information retrieved from www.triplelinkage.
com
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collective techno-entrepreneurial activities are able to play significant roles (see
Fig. 4).

Instead of the supply-driven dissemination induced by FDI, it is observed that
universities and PRIs from Taiwan are leading a demand-focused diffusion process.
To help foster indigenous niches in SEA latecomer economies, the three Taiwanese
organizations examined here aim to assist SEA techno-entrepreneurs link with
external knowledge/solution providers. The effectiveness of such innovation-niche
driven approach is preliminarily highlighted by the two successful cases of niche
innovators mentioned in this study, i.e. Sybo Tech and eVida. Both techno-
entrepreneurial startups encountered difficulties in their early stage of development,
but successfully addressed them by leveraging institutional and resource support
from Taiwan’s sectoral system. Coordinated by TRIPLE, Sybo Tech was able to
solve its technological bottleneck through innovation collaboration with Taiwan’s
module suppliers, and to develop its value chain networks, and eVida successfully
leveraged the TRIPLE platform to identify its strategic partners.

4 Discussion and conclusion

This study has implications for both theoretical and practical management. For its
theoretical contribution, we demonstrate that institutional theory and resource-based
views are mutually reinforced and reflected in their rational contexts. They are not
necessarily intented to stand alone or against each other as shown in prior literature.
Our empirical study shows that (external) institutions are able to act as a catalyst,
rather than a constraint, to induce (internal) resources by triggering collective niche-
level techno-entrepreneurial dynamics. In the transitional process, we explored why

MNC-centered 

regimes

External institutional mechanism
• Articulate local techno-entrepreneurial 

needs

• Build linkage with external knowledge 
providers

• Facilitate value chain network 
formation

• Provide scale-up assistance

Indigenous evolving 
networks 

Regime shift

Collective niche-level 

techno-entrepreneurs

Fig. 4 Overcoming the reverse salient to build a new sustainable socio-technical regime through
the assistance of external institutional mechanisms
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and how the industrial dynamics of emerging economies, such as those of SEA
countries, have difficultly evolving because their socio-institutional settings mostly
favor FDIs. Such socio-institutional difficulty has commonly and widely caused
current global protests, especially in the emerging economies such as Chile, Ecua-
dor, Lebanon, Iraq, Haiti, Hong Kong, etc. where further development of ‘inclusive
growth’ is urgently needed. For its practical contribution, we identified the reverse
salient of SEA economies in transitions to be the lack of indigenous collective niche-
level and firm-driven techno-entrepreneurial capabilities. We also provided an
accessible solution for policy makers by demonstrating how such reverse salients
can be overcome by means of leveraging external institutional mechanisms such as
the three Taiwanese university and PRI institutes examined here.

Given that the sectoral system and the embedded socio-institutional settings are
insufficient to support indigenous techno-entrepreneurs, the building of sustainable
socio-technical regimes in transitions has become more complicated as regimes
suffer from critical system barriers (Bai et al. 2009). This indicates the need for
substantial state-intervention to address the reverse salient in the transitional process.
In this respect, we have witnessed SEA emerging economies implementing various
macro-level policies to attract FDIs and MNCs to support their domestic industrial
clusters. This top-down approach is intended to secure resources for the rapid
development of industrial infrastructures as well as induce learning effects that
will allow for the upgrade of the manufacturing capacity of local firms with the
hope of achieving a successful industrial upgrade as a whole. However, the effec-
tiveness of the FDI-leveraging approach is increasingly questionable (Lee et al.
2017; Wong and Goh 2015). As argued in this study, when the existing indigenous
sectoral system is incapable of providing sufficient resources and institutional
support to local firms for internalizing their absorptive capabilities, the knowledge
diffusion and learning effect derived from the FDI will not occur. For emerging
latecomer countries to avoid such a dilemma, the innovation niches seeder approach
demonstrated by Taiwan’s universities and public research institutes may represent a
novel avenue to address a reverse salient and locate solutions, especially for SMEs in
the Asian context.

The limitation of this study, by means of action research, is that the ultimate
effectiveness of the proposed approach in addressing the reverse salients of SEA
emerging economies takes time to accumulate and verify. It will be dependent on
future policy designs and the development of means for SEA economies to explore
and utilize the external sources of institutional mechanisms so as to reinforce
indigenous niche capabilities. It will also depend on how such mechanisms are
able effectively to mobilize aggregated firm-level niches to shape the structure into
a new endogenous regime.

The persistently widening gap between the North and the South has called for an
inclusive globalization model, which allows newly-industrializing economies to
co-create and co-share growth opportunities and economic gains with advanced
economies. In this respect, governments from more advanced economies may have
significant impacts by promoting inclusive growth in which their universities and
PRIs can act as coordinators to help solve the reverse salients faced by emerging
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economies. Accordingly, the policy implication derived from this study is that
emerging economies are urged to develop an effective and efficient governance
model that includes not only attracting FDI and MNCs to facilitate knowledge
diffusion but also exploring and utilizing the external sources of institutional mech-
anisms able to reinforce indigenous niche capabilities that are critical for building a
self-sustaining sectoral system.

Highlights • The article elaborates the urgent need for emerging economies to focus catch-up
efforts on building indigenous innovation niches.

• The study identifies and demonstrates how reverse salients can be overcome effectively and
efficiently in emerging latecomer countries.

• The authors argue that universities and public research institutes from industrialized latecomer
countries, such as Taiwan, are able to help compensate for the weaknesses of the socio-technical
systems in emerging economies.

• The article proposes a novel governance model for building sustainable socio-technical
regimes in transitional Southeast Asian economies.
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Embeddedness and local patterns
of innovation: evidence from Chinese
prefectural cities

Giorgio Prodi , Francesco Nicolli , and Federico Frattini

Abstract The diffusion of innovative activities has been very fast in China since the
mid-1990s. The literature nonetheless suggests that internationally-relevant innovation
may have delayed gaining embeddedness in some places, depending on the strategy it
was “seeded”. This paper posits that different degrees of embeddedness are linkedwith
different local patterns of innovation and investigates these linkages across Chinese
prefectural cities. Four research hypotheses are stated, one for each indicator identified
in the literature to investigate technological catching up. The empirical exercise is set as
an ordered logistic regression of data rearranged from the OECD Patent Databases for
the period 1981–2009. The results show that embeddedness is positively linked with
innovation that increasingly relies on its own local past and negatively linked with
innovative activities more concentrated across patent owners. The evidence of a nexus
with originality and technology cycle time is less clear and requires appropriate
investigation in future research. At the state of the art, the main hint is that
embeddedness is gained where the knowledge paths increase in complexity.
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1 Introduction

Technological catching up is essential to the economic rise in middle-income
countries (Lee 2013). Laggards are actually required to accumulate technologically
less-vintaged capital to close the gap with the more industrialized economies
representing the global technology frontier (Abramovitz 1986). On this frontier,
up-to-date capital accumulation is mostly an endogenous process, while indigenous
capital accumulation in emerging economies can critically benefit from being
complemented by capabilities imported from abroad (Lall 1992).

Despite a debate in the literature (De Marchi et al. 2018; Fagerberg et al. 2018;
Lee et al. 2018), several channels are reckoned to favor a local absorption of foreign
capital and technologies in middle-income countries, such as the import of goods,
capital, brains and the involvement in global value chains (GVC). This very absorp-
tion is essential for indigenous-innovation patterns to grow less-and-less dependent
upon exogenous sources and to“seed” local innovation systems (Chung and Lee
2015; Lee et al. 2018).

The interaction between endogenous and exogenous capabilities may nonetheless
produce side effects in the medium–long term, such as foreign activities displacing
some of those indigenous (Fu and Gong 2011; Lin and Kwan 2016). For this reason,
the strategy by which technological catching up is “seeded” is critical for innovative
activities to embed at a local level (Prodi et al. 2018). Embeddedness is referred to
here as the depth that innovation takes roots into a local environment, focusing on
where innovative activities are performed. This idea of local roots and anchors is
related to the theory in economic sociology that individual economic actions depend
on collective or social structures (Granovetter 1985), that is, on the configuration of
networks of nodes and ties (Moran 2005). Accordingly, structural embeddedness is
mostly associated with the stability and potential of relations emerging as a sort of
impersonal features of networks not in the domain of single nodes to change (Feld
1997; Nahapiet and Ghoshal 1998).

Network structures and embeddedness are relevant in innovation and manage-
ment studies as they help capture non-individual elements in collaborations that can
foster the potential of learning and value creation and so improve firms’ performance
(among others: Ahuja 2000; Kogut 2000; Dhanaraj and Parkhe 2006). Among these
elements, economic geography has focused on identifying those more place-specific
that, agglomerating, “develop into more or less specialised industrial milieux
[where] knowledge tends to become embedded, not only in individual skills and in
the routines and procedures of organisations, but indeed in the milieux as such”
(Maskell 1999, 180). Hence, embeddedness is considered a key property of Regional
Innovation Systems (RIS) (Doloreux 2002), so that technology creation, absorption
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and exploitation in “mature” systems are expected to be substantially anchored and
governed at a local level (Cooke et al. 1998).1

Unfortunately, a precise quantification of the embeddedness of innovative activ-
ities is impossible to obtain, as both embeddedness and innovation are not directly
measurable. On the one hand, structural embeddedness refers to the overall compo-
sition of the linkages and is proxied by measuring the frequency that ties occur to be
shared by nodes (Feld 1997). On the other hand, possible approximations of
innovation rely on observing the input of innovative activities such as the amount
of the R&D expenditure or personnel, its output such as patent applications or grants,
or the effects that innovative activities may have produced, such as the changes in
total factor productivity (Keller 2004). A choice among these alternatives often
depends on the aims of the empirical investigation.

Prodi et al. (2018) suggest that the embeddedness of innovative activities in small
regions can be proxied comparing the prevalence of patent inventors and applicants
(or assignees). The higher the presence of indigenous applicants in the local pool, the
more innovative activities are said to be embedded in their local environment. The
idea behind this is quite simple: innovation is anchored more tightly to where it is
promoted, funded, managed and exploited than where it just happens. Take for
instance the theories about multinational corporations (MNC) and global value
chains (GVC). Value creation is more diffused in the network “peripheries” as
competences and resources are more dispersed across and actually governed by
subsidiaries and suppliers (Ghoshal and Bartlett 1990; Gereffi et al. 2005). The same
holds for innovative activities on which value creation extensively depends: they
need more than being just performed in a place to embed.

Network structures are usually investigated in the literature with Social Network
Analysis (SNA) (Scott 1991). Prodi et al. (2018) present an alternative approach,
making use of data in the same dyadic form and comparing the frequency that two
types of nodes (local patent applicants and inventors) are linked with one another.
Nonetheless, this method takes advantage of an oversimplification of the overall
relational set to investigate a large number of very small networks simultaneously.

The literature offers a wide set of patent statistics to investigate the features of
innovative activities (Squicciarini et al. 2013). Breschi et al. (2000) first took some of
these indicators to qualify different patterns of innovation in separate technological
regimes. Park and Lee (2006) later enriched and tuned that selection to investigate
specifically the role of technological regimes for technological catching up in
emerging economies. Lee (2013) finally identified the localization, originality,
concentration, and technology cycle time of innovations as the most critical indica-
tors in cross-country comparison. These indicators are built upon patent information,
each one capturing a specific driver of technological catching up.

1The literature also identifies types of RIS based on the characteristics of nodes and ties (among
others: Cooke 2004; Asheim and Coenen 2005; Zukauskaite 2018). Their discussion is beyond the
scope of this paper, however. What concerns us here is the extent, not the modes, that innovative
activities can be said to be anchored into a place.
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More in detail, technological catching up is positively related to more original
inventions and to an increasing localization of the knowledge sources in the same
place where innovation is carried out, while it tends to slow down where the
concentration of innovative activities across applicants and the technology cycle
time increase (Lee 2013). The main assumption here is that, at a local level, all these
patterns but technology cycle time are related to the embeddedness of innovative
activities in the same way they are to technological catching up in middle-income
countries. Embeddedness is expected indeed to grow along with technological
catching up and its highest levels are to be found in mature innovative environments.
For this reason, a higher embeddedness can be also expected to support more
complex paths of knowledge creation than those required to boost filling technolog-
ical gaps in capital accumulation. These hypotheses are tested in an ordered logistic
regression where the dependent variable is represented by ranked levels of
embeddedness in Chinese prefectural cities and the four indicators of the local
patterns of innovation are included as continuous explanatory variables.

The empirical exercise is based on the set of patent applications from China filed
at the European Patent Office (EPO) in the period 1981–2009 that Prodi et al. (2018)
rearranged at a prefectural level from the OECD REGPAT Database (January 2014).
The REGPAT database is rich in systematized details about the location of patent
inventors and applicants that can be used to build a measure of embeddedness. In
addition, patent records in REGPAT are linkable with those in the OECD Citations
Database and the OECD Patent Quality Indicators Database, from which the indi-
cators for the local patterns of innovation can be derived.

For what concerns the selected case, China is paradigmatic for the purpose of this
paper as one of the most successful catching up economies, experiencing unprece-
dented economic growth and a specific developmental model since the early 1980s
(Brandt and Thun 2010). Success led the country to the role of “world factory”
(Thun 2014), so that China is today a provider of manufacturing activities to many
GVCs (Sun and Grimes 2018) and also capable of international technological
collaborations and world leadership in some industries (Ma et al. 2009; Zhang and
Zhou 2015). Several gaps are then filled, at least in some cities. China’s develop-
mental attainments follow in fact from an articulated and unbalanced strategy of
technological catching up, mixing indigenous and foreign seeds diversely over time
(Fu et al. 2016). As a result, innovative activities are strongly concentrated in some
regions (Crescenzi et al. 2012) and variously embedded as well (Prodi et al. 2018).

This paper offers a threefold contribution to the innovation studies applied to
economic development. First, it reinforces the bridge between two streams of
research, one focusing on the political economy of developmental upgrading in
China (among others: Naughton 2007; Brandt et al. 2008; Jin et al. 2008; Brandt
and Thun 2010; Chen and Naughton 2016; Brandt and Thun 2016) and the other on
the relevance of technological catching up to that change (among others: Lee and
Lim 2001; Park and Lee 2006; Lee 2013, 2017). Second, the empirical exercise
somehow validates the methodology to approximate embeddedness proposed in
Prodi et al. (2018), as it offers evidence of theoretically consistent linkages between
embeddedness and previous findings in the literature. Third, the findings here
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provide additional support to the idea that technology cycle time works differently
for technological catching up, on the one hand, and for pushing on the technological
frontier, on the other hand (Lee 2013). In doing this, the remainder of the paper is
outlined as follows.

Section 2 illustrates the diffusion and dispersion of innovative activities in China,
showing how they are variously embedded across Chinese prefectural cities. Sec-
tion 3 describes the indicators capturing the local patterns of innovation that are
relevant to the analysis here and reports summary statistics at the prefectural level.
Section 4 is devoted to introducing the empirical test of the linkages between
embeddedness and the local patterns of innovation and, then, to reporting and
discussing the results also with the support of robustness tests. Section 5 makes
room for conclusive remarks highlighting the main findings, their limitations and
implications.

2 Embeddedness of innovative activities in China

Innovative activities have grown very fast in China since the mid-1990s. Domestic
patent applications to the State Intellectual Property Office of the People’s Republic
of China (SIPO) rose on average 24.6% a year, from 7.7 to 207 per million
inhabitants between 1995 to 2010.2 Despite much smaller count, the growth pace
is even steeper where applications to international patent offices are considered. As
an example, the number of patent applications from China to the EPO rose on
average 34.5% a year, from 0.03 to 2.5 per million inhabitants during the same
period.3 Several factors are mentioned in the literature as fostering that upsurge of
patents, such as the amendments to the national law on intellectual property rights
(Hu and Jefferson 2009), a competition between local authorities (Li 2012) and, of
course, a substantial reinforcement of technological capabilities (Hu and Mathews
2008; Lee et al. 2017).

The rise of innovative activities is tightly intertwined with economic development
and strongly concentrated where it cumulated first (Crescenzi et al. 2012). In 1995,

2Compound Annual Growth Rate. The counts here consider domestic applications for creations and
inventions from China’s National Bureau of Statistics, China Statistical Yearbooks. Editions
referred for data collection are 1996, 1998 to 2003 and 2005 to 2011, available at the National
Bureau of Statistics of China, Annual Data: http://www.stats.gov.cn/english/Statisticaldata/
AnnualData. Population data are from the United Nations, Department of Economic and Social
Affairs, Population Division, World Population Prospect 2017: https://esa.un.org/unpd/wpp. Hong
Kong, Macao and Taiwan are not included for statistical consistency. Data extracted on May
21, 2018.
3Compound Annual Growth Rate. Patent counts refer to the priority date and applicant location
based on fractional counts from the OECD.Stat: http://stats.oecd.org. Population data are from the
United Nations, Department of Economic and Social Affairs, Population Division, World Popula-
tion Prospect 2017: https://esa.un.org/unpd/wpp. Hong Kong, Macao and Taiwan are not included
for statistical consistency. Data extracted on May 21, 2018.
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around 55% of patent applications from China to the EPO were actually located in
Beijing, the capital city, and they amounted up to 71% including those from
Shanghai and the provinces of Guangdong, Jiangsu and Zhejiang. Concentration
further increased afterwards, with the EPO applications from these regions reaching
86% in 2010. Nonetheless, the distribution has substantially changed over years,
with Beijing as counting for about 10% of the total national patent applications,
Guangdong 62% and Shenzhen in Guangdong almost 57%.4 Evidence is mitigated
but not confuted by referring to the domestic applications to the SIPO: 31% of
innovative activities in China were located in the same regions as above in 1995,
then grown to 60% in 2010.5

These figures are the product of a specific, multilayered and evolving set of
science, technology and innovation (STI) policies at a national level, as well as of
more local drivers of development (Fu et al. 2016; Zhang et al. 2010). For instance,
major cities such as Beijing and Shanghai were better endowed with local R&D
capacity to attract seeds of local innovation (Zhang et al. 2010). Other cities such as
Shenzhen took advantage of dramatically rescaling alongside the country’s devel-
opment since the early 1980s (Zeng 2010). It was in the post-Mao strategy of
transition and industrialization that foreign direct investments (FDI) and new
imported capabilities started agglomerating in a limited number of places, such as
special economic zones (SEZ), to experiment with the market economy (Heilmann
2008). Then, a number of STI initiatives, such as the Torch Programme launched in
1988 to create new industry and technology parks, worked as a connection between
separate governmental layers (Heilmann et al. 2013) and as an additional boost for
local economic growth (Hu 2007).

Concentration is the most immediate but not the only side effect of unbalanced
growth. Structural differences may also emerge over time as much for income as for
innovative activities. Especially where the seeds vary across regions, innovative
activities can grow to feature place-specific institutional and structural traits, which
include embeddedness (Prodi et al. 2017; Prodi et al. 2018). To gain an insight into
this aspect of the diffusion of innovative activities in China, the discussion now
focuses on the patent applications from China to the EPO. Patentability is usually
more binding and patenting costs higher than to national patent offices, so that
referring to one or more international patent offices is advantageous as it introduces
an implicit quality threshold to the analysis (Dernis and Khan 2004). Some very
recent literature also suggests that the quality issue should be carefully considered in
the case of China, where international patents are shown to be far more reliable than
domestic patents to measure the quality and relevance of the innovative output
(Prud’homme and Zhang 2017; Long and Wang 2019).

4Shares are computed on fractional counts of patent applications to the EPO by priority date and
applicant location. Data are collected from the OECD.Stat: http://stats.oecd.org. Hong Kong,
Macao and Taiwan are not included for statistical consistency. Data extracted on May 21, 2018.
5Shares are computed on domestic applications for creations and inventions from China’s National
Bureau of Statistics, China Statistical Yearbooks available at the National Bureau of Statistics of
China, Annual Data: http://www.stats.gov.cn/english/Statisticaldata/AnnualData. Hong Kong,
Macao and Taiwan are not included for statistical consistency. Data extracted on May 21, 2018.
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Figure 1 starts from reporting the overall trends of the EPO patent applications
from China between 1995 to 2010.6 The black solid line counts the patents located in
China by applicant (a) and the black dashed line those located by inventor (b). The
pair of lines exhibit a fast growth but the gap between (g) highlights that the count by
applicant location is 15 to 25% smaller. In this sense, internationally relevant
innovation appears frequently to be performed locally but appropriated abroad or
in other Chinese prefectural cities. The question is now whether this evidence is
homogeneously distributed over the local innovative centers in China.

Data on the EPO patent applications between 1981 to 2009 from the OECD
REGPAT Database (January 2014) rearranged at a prefectural level by Prodi et al.
(2018) can help to get an answer. Based on these data, it is possible to quantify the
gap (gi ¼ bi � ai) between the counts of EPO patent applications by applicant (ai)
and inventor (bi) in Chinese prefectural cities i. Figure 2 focuses on the period

Fig. 1 Diffusion of
innovative activities in
China by inventor and
applicant location, 1995-
2010, fractional counts, log
scale. Source: authors’
arrangement from the
OECD.Stat

Fig. 2 Gaps between
applicant- and inventor-
located EPO patent
applications (rescaled
counts) and total number of
EPO patent applications
considered in Chinese
prefectural cities (patent per
million inhabitants, log
scale), 2002-2009, period-
pooled counts. Source:
authors’ arrangement from
the OECD REGPAT
Database, January 2014 and
China Data On Line

6Data are collected from the OECD.Stat: http://stats.oecd.org. Hong Kong, Macao and Taiwan are
not included for statistical consistency. Data extracted on May 21, 2018.
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between 2002 to 2009, that is, the latest period considered in Prodi et al. (2018),
where the number of cities hosting at least one EPO-patent inventor or applicant is
the largest (187 over 345 total). As innovative activities have been said strongly
concentrated in some of these cities, the gap measure is rescaled on the overall
number of the EPO patent applications considered for each city ( fi), that is, the
combination of the applicant- and inventor-based counts: fi ¼ ai + bi � ci, where ci
are patent documents which report applicants and inventors located in the very same
city i. Put into a different perspective, the overall number of patent applications ( fi) is
the union of two sets: fi ¼ ai [ bi, that is, the usual count of total patent applications
by applicant location ai and the usual count of total patent applications by inventor
location bi, which intersect in the subset ci ¼ ai \ bi.

7 The rescaled gaps (gi/fi) are
scattered against the total number of EPO patent applications per million inhabitants
( fi/popi) in Fig. 2.8

The feedback from Fig. 2 is straightforward: the gaps (gi/fi) weight differently
across cities and they appear weakly related to the volume of innovative activities
performed in cities. Prodi et al. (2018) interpreted this picture as evidence that
innovative activities are variously embedded across cities and, going a step further,
as a sort of trace of the mix seeding technological catching up locally. In this sense,
more (less) embedded innovative activities are expected to come from more endog-
enous (exogenous) seeds. Innovative activities were found indeed to have increased
faster, although they have delayed gaining embeddedness in places such as the SEZ,
where imported capabilities mainly agglomerated in the origin. Nonetheless, there is
no solution to trigger innovative activities in developing countries to be necessarily
preferred ex ante. What concerns us here is that different mixes can lead to different
structures at a local level.

The key to this piece of evidence was to get a measure of embeddedness. The
method proposed in Prodi et al. (2018) is to perform a grouping of cities into clusters
based on the values of the three rescaled indicators. Put in the terms of network
theory, these indicators represent the frequency that two types of nodes are linked. In
more details, an observed city is treated as an ego within a very simple ego-network
where all the other locations are treated as an alter. Hence, there are just two relevant
linkages: ego-ego and ego-alter. The frequency of the first linkage corresponds to
the count ci above, i.e., the fractions of patents that are located in a city i by both
applicant and inventor. Differently, the nature of the second linkage changes
depending on the focal point. When patent applicants (inventors) are considered,
the frequency broadly corresponds to the count ai (bi).

The aim of clustering is to separate observations into groups according to some
measure of association in order to summarize their multidimensional variability
(Hair et al. 2009). Records are separated here considering three locational sets:

7By definition, fi is never less than ai or bi ( fi� ai,bi8i) and the rescaled gaps (gi/fi) are consequently
ranging between –1 and + 1 (� 1 � gi/fi � + 1).
8Data on population in prefectural cities (pop) are from China Data On Line, City statistics, http://
chinadataonline.org/member/city/. Data extracted on February 18, 2016.
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applications where the applicants only are from a city i (di¼ ai� ci); those where the
inventors only are from a city i (ei ¼ bi � ci); those where both the applicants and
inventors are from the same city i (ci). Counts are then rescaled on the total number
of the EPO patent documents considered ( fi ¼ ci + di + ei ¼ ai + bi � ci) and their
period-average values.

The resulting groups are classes of observations, and they can be ordered
according to motivated criteria. In this specific case, the motivation is inherently
related to how innovative activities are supposed to evolve as they gain
embeddedness, that is, those patents located by applicant come to weight more,
while those located by inventor do less. Table 1 reports the results as obtained by
Prodi et al. (2018) for the EPO patent applications from China for three separate
periods in the country’s developmental experience between 1981 to 2009 (letters
amended as above). The total number of prefectural cities grouped, i.e., those
reporting at least one application record at the EPO, has increased over time as
well as “higher” classes of embeddedness has grown. In the latest period
(2002–2009), 130 cites grouped into class 1 among 187 total are those where
embeddedness is assumed to be the lowest because innovative activities are mostly
or even exclusively associated with these cities by inventor (e/f ), while the appli-
cants are located elsewhere in China or abroad. Embeddedness is then expected to
increase, climbing up the classes, and the 38 cities grouped into class 2 are those
shown to host also innovative activities where both the inventors and applicants are
local (c/f ). This last set of innovative activities is the most relevant alone among the
14 cities in class 3, while it emerges together with innovative activities located only
by applicant (d/f ) in the five cities grouped into class 4. This evidence suggests that,
despite a growing diffusion over time, internationally relevant innovative activities
are far from reaching high levels of embeddedness in a large majority of the Chinese
prefectural cities where they are performed. About 70% of the cities with a record at
the EPO between 2002 to 2009 predominantly host inventors only (class 1) and
fewer than 3% record a sizeable presence of local applicants (class 4). For the

Table 1 Classes of embeddedness by prevailing patent indicator and period, Chinese prefectural
cities, 1981–2009

Class Description # of prefectural cities

1981–1992 1993–2001 2002–2009

4 Prevalence of c/f and d/f 0 0 5

3 Prevalence of c/f 8 12 14

2 Prevalence of c/f and e/f 3 7 38

1 Prevalence of e/f 29 68 130

Total grouped 40 87 187

Total excluded for no activity recorded at the EPO 305 258 158

c ¼ number of EPO patent applications with local inventor and applicant
d ¼ number of EPO patent applications with local applicant only
e ¼ number of EPO patent applications with local inventor only
f ¼ c + d + e ¼ total number of EPO patent applications counted
Source: authors’ arrangement from Prodi et al. (2018), Table 5 (partial), p. 91
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remainder 27% of cities, the local pool of innovative activities is in between (classes
2-3).9

3 Local patterns of innovation across Chinese prefectural
cities

Embeddedness is just one of the qualities of local innovative activities that can be
detected by patent statistics. As mentioned above, the literature offers several patent
quality indicators aimed to reveal manifold characteristics of innovation
(Squicciarini et al. 2013). Some of these indicators have been adopted to investigate
the patterns of innovation featured by separate technological regimes (Breschi et al.
2000) and to estimate how technological catching up appears to foster economic
growth, including the originality of innovation, the localization of its knowledge
base, the concentration of activities across innovators, and the cycle time of tech-
nologies (Lee 2013).

First, an originality index (Op) focuses on “the breath of the technology fields on
which a patent relies” (Squicciarini et al. 2013, 49). Based on the seminal contribu-
tion by Trajtenberg et al. (1997), it is defined as follows:

Op ¼ 1�
X

k2Kp

s2pk ð1Þ

where p is a patent document, k a eight-digit class of technologies in the International
Patent Classification (IPC) and s the share of citations to a technological class
k among those reported in the documents cited by the patent p (Kp). A higher variety
of the referred technological fields then corresponds to more originality. But, as the
analysis here is put into a regional perspective, patent indicators p are taken their
average value within the sets of patents Pi relating to each city i:

Oi ¼ 1
jPij

X

p2Pi

Op ð2Þ

Values can range between 0 and 1, corresponding to the lowest and the highest
level of originality, respectively (0 � Oi � 1).

Second, the localization of knowledge creation and diffusion (Li) is based on the
idea “to compare the probability of a patent matching the originating patent by
geographic area, conditional on it citing the originating patent, with the probability

9An additional rank 5, that is, a prevalence of d/f alone, may result in theory from grouping. It is
hard (not impossible), however, to find out that innovators largely agglomerate in a place while their
activities are mostly performed elsewhere. The results presented in Prodi et al. (2018) actually
report this hypothetical rank 5 as an empty group.
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of a match not conditioned on the existence of a citation link” (Jaffe et al. 1993, 581).
Following from this idea, Lee and Yoon (2010) proposed to measure localization as
the difference between the propensity to regional self-citation and the citations from
other regions. Lee (2013) then amended the indicator as follows:

Li ¼ cii
ci
��

P

j2Jcij
P

j2Jc j
ð3Þ

where: cii is the number of citations to patents in a region i by patents from the same
region; cij is the number of citations to patents in the region i from another region j 6¼
i; ci is the total number of citations by patents from the region i; cj is the total number
of citations by patents from the region j 6¼ i. The set J ¼ {j 6¼ i} is restricted here to
Chinese prefectural cities so that the value of Li is the percentage points that a city i is
exceeding or failing the other cities j to reference its knowledge base. In other words,
Li increases as innovative activities tend to build more and more on their own local
past. The indicator can take both positive and negative values, theoretically ranging
between � 1 and + 1 inclusive (� 1 � Li � + 1).

Third, “high technological opportunities allow for the entry of new innovative
firms, thereby reducing concentration” (Breschi et al. 2000, 393). Accordingly, the
concentration of innovative activities (Hi) is negatively related to technological
catching up (Lee 2013). As the same as market concentration, it can be approximated
by a Herfindahl-Hirschman index:

Hi ¼
X

a:i

ðπa:i
πi

Þ2 ð4Þ

where πi is the count of patent applications located in a region i by inventor and πa:i
the subset of these patent applications that are attributable to the same applicant a.
Values can range between 0 and 1, corresponding to the lowest and the highest level
of concentration, respectively (0<Hi�1).

The fourth indicator considered is technology cycle time (Ti). It was introduced to
measure how knowledge differs “in its obsolescence over time” (Park and Lee 2006,
726) based on citation lags, that is, the approximation of the time span between the
appearance of a predecessor and a successor technology (Jaffe and Trajtenberg
2002). The indicator is amended here to investigate the differences not across
technological classes k but regions i, so that:

Ti ¼ 1
jPij

X

p2Pi

τpc ð5Þ

where p are citing patent documents (those collected), c cited patent documents, τ the
citation lag in years, and Pi the set of citing patent applications in a city i. By
definition, the indicator can take only non-negative values ranging between 0 and the
longest citation lag (0 � Ti � maxτpc : p 2 Pi).
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All the indicators here are produced looking at the inventor side, as it is
recommended to use the inventors’ location to “compile patent statistics aimed at
reflecting inventive activities” (OECD 2009, 63). The index of concentration Hi is
built on the same data set rearranged from the OECD REGPAT Database, Janaury
2014, by Prodi et al. (2018). The citations from the EPO applications in the data set
to patents worldwide (not depending on the granting authority) are extracted from
the OECD Citations Database, March 2018, and merged with the information about
the inventor location to build a measure of the localization of knowledge creation
and diffusion Li. Technology cycle time Ti is computed on the citation lags reported
in the OECD Citations Database, March 2018, while the index of originality Oi is
taken from the OECD Patent Quality Indicators, March 2018. Records are linked
across databases and releases by application number. The data set is a collection of
period-average values for 262 complete observations overall, that is, 35 prefectural
cities in the first period (1981–1992), 67 in the second period (1993–2001), and
160 in the third (2002–2009).

Table 2 reports the summary statistics for each indicator. It is worth noting that
their distribution is mostly not well-behaved. As an example, the distribution is
negatively skewed for originalityOi and positively for the other indicators, as well as
there are many zeros in the case of localization Li. The Shapiro-Wilk test z(W )
confirms that the (null) hypothesis of normal distribution should be rejected for all
the indicators. As a consequence, quantile thresholds are to be preferred to mean
values as meaningfully representative of regressors in the empirical exercise
presented in the next section (Field et al. 2012).

4 Linking embeddedness with local patterns of innovation

The core of this paper is to test whether innovative activities exhibit local patterns
that are linked with their degree of embeddedness. The idea is that separate levels of
embeddedness gained by local innovative activities correspond to different patterns.
The research hypotheses are specified as follows: (H1) embeddedness is positively
correlated with the originality of local innovation; (H2) embeddedness is positively

Table 2 Indicators of local patterns of innovation, Chinese prefectural cities, 1981–2009, summary
statistics

Obs Mean sd z(W ) Min 25% 50% 75% Max

Oi 262 0.702 0.154 6.926��� 0.000 0.638 0.730 0.791 0.947

Li 262 0.003 0.014 10.932��� –

0.002
0.000 0.000 0.000 0.143

Hi 262 0.461 0.349 6.422��� 0.011 0.165 0.366 0.762 1.000

Ti 262 13.333 9.077 8.931��� 1.800 8.000 11.809 15.986 89.000

p-value: � < 0.1;�� < 0.05;��� < 0.01
Source: authors’ arrangement from the OECD REGPAT Database, January 2014, the OECD
Citations Database, March 2018, and the OECD Patent Quality Indicators, March 2018
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correlated with the more local knowledge sources referenced by local innovation;
(H3) embeddedness is negatively correlated with the concentration of local innova-
tive activities; (H4) embeddedness is not negatively correlated with the technolog-
ical cycle time of local innovation. No assumption is posited on the nature of these
linkages, and no causal relation is implied.

As the measure of embeddedness reported in Section 2 is in the form of ranked
classes into which Chinese prefectural cities are grouped, the most appropriate
model to test the hypotheses above is an ordered logistic regression. This technique
belongs to a set of models based on Maximum Likelihood Estimators (MLE), that is,
non-linear functions of the dependent variable. In the empirical exercise presented
here, non-linearity arises from the categorical nature of the dependent variable and
regression parameters are to be interpreted as the effects of regressors on a latent
continuous variable y� entailed by the classes of the dependent one (Cameron and
Trivedi 2005). The model specification is as follows:

y�it ¼ βXit þ uit ð6Þ

where y�it is a one-dimensional array of 262 observations for the response variable
that “crosses a series of increasing unknown thresholds [moving] up the ordering of
alternatives” (Cameron and Trivedi 2005, 519). Xit is then a two-dimensional array
of 262 observations for each one of the four regressors and uit the usual
one-dimensional array of error terms that are assumed to be logistic distributed.
Finally, t henceforth identifies the period observed: 1981–1992 for t¼ 1, 1993–2001
for t ¼ 2, 2002–2009 for t ¼ 3.

4.1 Main estimates

Table 3 reports the distribution of observations by class of the dependent variable.
The most of them fall into the class Yit¼ 1 (about 67%) and frequency decreases fast,
with very few observations grouped into the class Yit¼ 4 (2%). Table 3 also gives an
insight into the behavior of regressors reporting their representative values by class
of the dependent variable. Regardless as to whether these values are means or

Table 3 Distribution of observations and representative values of regressors by class of the
dependent variable, pooled 1981–2009

Mean Median

Yit obs % obs Oit Lit Hit Tit Oit Lit Hit Tit
1 175 66.79 0.707 0.002 0.600 13.304 0.744 0.000 0.510 11.142

2 48 18.32 0.713 0.004 0.165 13.950 0.721 0.000 0.115 12.182

3 34 12.98 0.656 0.008 0.202 12.544 0.685 0.000 0.183 12.691

4 5 1.91 0.774 0.000 0.195 13.772 0.744 0.000 0.158 14.416

All 262 100.00 0.702 0.003 0.461 13.333 0.730 0.000 0.366 11.809
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medians, regressors tend to behave homogeneously (increase or decrease) across
classes, but class Yit ¼ 4.

The output of regressing the classes of embeddedness against the four pattern
indicators in Chinese prefectural cities is reported in Table 4, both in the form of
scores and percentages. Scores quantify the effect that one unit increase in regressors
xit produces on the response variable y�it. More precisely, this effect is an increase in
the log odds that the response variable moves from values below to values above a
threshold θy. The scores estimated for the specification in M1 suggest that the odds
are affected by regressors as follows: (H1) negatively and non-significantly by an

Table 4 Regression output (scores for unit and percentage for standard-deviation increase of
regressors)

M1 M2 M3

sd Scores % Scores % Scores %

Oit 0.154 –1.470 –

20.3
–5.580�� –57.7 –5.867�� –59.5

(1.227) (2.439) (2.465)

Lit 0.014 9.055 13.0 9.518 13.8

(11.02) (11.14)

Hit 0.349 –5.735��� –

86.5
–5.692��� –86.2 –5.791��� –86.7

(0.820) (0.825) (0.818)

Tit 9.077 0.002 2.0 –0.154�� –75.4 –0.162�� –77.0

(0.022) (0.095) (0.097)

Oit � Tit 5.283 0.261�� 297.8 0.272�� 320.4

(0.148) (0.150)

Li1 0.002 7.585 1.4

(52.95)

Li2 0.006 –49.01 –23.8

(41.71)

Li3 0.012 20.35* 28.6

(10.94)

θ1 –2.182�� –4.752��� –4.997���

(1.052) (1.692) (1.707)

θ2 –0.782 –3.333�� –3.543��

(1.043) (1.678) (1.691)

θ3 1.553 –0.991 –1.158

(1.114) (1.719) (1.731)

# obs 262 262 262

LRχ2(4) 105.34��� 109.75��� 114.98���

Pseudo R2 0.218 0.227 0.238

Log
Likelihood

–188.638 –186.430 –183.817

p-value: � < 0.1;�� < 0.05;��� < 0.01
standard errors in brackets
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increase of the originality of innovative activities Oit; (H2) positively and
non-significantly by an increase in the localization of knowledge creation and
diffusion Lit; (H3) negatively and significantly by an increase of the concentration
of innovative activities across applicants Hit; (H4) positively and non-significantly
by an increase of technology cycle time Tit.

The baseline specification in M1 can be improved to capture a more consistent
relationship between the four regressors and the classes of embeddedness. It is worth
recalling, indeed, that originality Oit focuses on “the breath of the technology fields
on which a patent relies” (Squicciarini et al. 2013, 49), which can therefore be
interpreted as positively related to more complex knowledge paths. In turn, Tit is an
inverse proxy of the speed of obsolescence of technologies (Park and Lee 2006) and
it is also expected to increase with complexity. It is then reasonable to argue that,
despite the fact that the two variables do not exert a significant effect individually,
their interaction can reveal some room of significance. This is exactly the result
obtained with the specification in M2, where the coefficient associated with the
interacted term Oit � Tit is positive and statistically significant, providing evidence
of some degree of complementarity between the two variables, so that the linkage
between the embeddedness and originality of innovative activities Oit is positively
coupled with, or mediated by, technology cycle time Tit.

The specification in M3 finally digs more deeply into the nature of knowledge
localization Lit, interacting this indicator with three period dummies t ¼ {1, 2, 3}.
The estimated coefficients are positive and statistically significant for Li3 only, i.e.,
the period 2002–2009. The intuition behind M3 is straightforward. Given that Lit
compares the probability of self-citation against the probability to be cited (Jaffe
et al. 1993), it is reasonable to expect meaningful values of the indicator only some
“technological time” after a consistent number of a local predecessor technologies
have been published. In the case of China, a middle-income country having expe-
rienced a tremendous surge of patent applications since the mid-1990s, it could be
accordingly guessed that an appreciable evidence about localization Lit is possible,
but just limited to the latest period. Before that, the indigenous materials that can be
cited are so sparse that the probability to have been cited is almost null.

The quantification of all these linkages is nonetheless easier where the scores are
transformed. The transformations reported in Table 4 are the percentage changes in
the odds that the response variable crosses a threshold θy due to one standard-
deviation increase of regressors. The discussion is now limited to the specification
in M3, which exhibits the most statistically significant results. Accordingly, the odds
of moving up classes of embeddedness are: (H1) decreasing by 59.5% where the
value of originality Oit increases by one standard deviation (0.154); (H2) increasing
by 28.6% with one standard-deviation increase of localization in the third period Li3
(0.012); (H3) decreasing by 86.7% with one standard-deviation increase of concen-
tration Hit (0.349); (H4) decreasing by 77.0% where technology cycle time Tit
increases by one standard deviation (9.077). Furthermore, the odds increase by
320% with one standard-deviation increase of the interaction term Oit � Tit
(5.283). Despite two single coefficients failing to meet the assumptions of a consis-
tent linkage specification (Li1 and Li2), test statistics suggest that the assumption of
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correct specification is met overall. First, the estimates actually converge to a log
likelihood (–183.8) and, second, the log likelihood ratio test between the constrained
and unconstrained model (LR) is statistically significant.

4.2 Predicted probabilities

The regression output has returned a quantification of the changes in the odds that the
latent variable y�it crosses the thresholds θy.

10 Nothing has been said, however, about
the actual odds that the dependent variable yit falls into alternative classes of Yit as
predicted by regressors xit. These probabilities can be obtained computing the
marginal effects at given values of regressors for each one of the possible dependent
outcomes or classes of Yit (ωy ¼ 1, 2, 3, 4). Those reported in Table 5 are then the
odds that a Chinese prefectural city i is grouped into a given class of embeddedness
(Yit ¼ ωy) conditionally on the four local patterns of innovation (xit), more formally,
∂Pr(yit ¼ ωy)/∂xit at some representative values of xit.

Let us start from the indicator of concentration Hit for which a very robust
prediction has been produced across specifications. The odds that an observation
falls into the class Yit¼ 1 are 35% if the 25th-percentile value ofHit is taken, and they
increase up to 96% at the 75th-percentile value of Hit. By contrasts, the odds of
falling into the class Yit ¼ 2 decrease from 34% to 3% moving from the 25th-
percentile to the 75th-percentile of Hit, and the same happens for the classes Yit ¼
3 (from 21% to 1%) and Yit ¼ 4 (from 3% to 0%). The array of estimated odds is
obviously bound to the original distribution of observations in the sample, so that
observations here are more likely to fall into the class Yit ¼ 1 unconditionally as well
as conditionally on regressors. Nonetheless, substantial changes in the odds are
produced by taking alternative points within the distribution of Hit (and supposing
that the other regressors are held at their mean values).

In sum, an increase in the concentration of innovative activities across applicants
Hit is associated with an increase in the odds that a city is grouped into the class Yit¼
1 and a decrease in those that the same city is grouped into another class Yit >
1. Although less evident, the same happens with the originality of inventions Oit. By

10The ordered logistic regression is based on the assumption of proportional odds or parallel
regressions. More precisely, the changes in regressors xit are assumed to produce the very same
increase in the odds that the response variable crosses any threshold θy (Agresti 2013). Given that
the dependent variable takes four possible outcomes ωy ¼ 1, 2, 3, 4, there are three implied
thresholds to be considered (θy ¼ ωy � 1). As an example, one standard-deviation increase in the
concentration indicator Hit is expected to reduce about 87% the probability that the response
variable y�it moves, let’s say, from the lowest class (Yit ¼ 1) to the three-class block above (Yit >
1) as much as from the lowest two-class block (Yit¼ 1, 2) to the highest two-class block (Yit¼ 3, 4).
A Brant test based on χ2(2) statistics (p-values between brackets) confirms that the assumption is
met by each individual regressor in M3: Oit 0.79 (0.674); Lit 2.43 (0.296); Hit 8.40 (0.103); Tit 1.18
(0.554); Oit � Tit 1.08 (0.582). Accordingly, the null hypothesis of proportional odds cannot be
rejected.
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contrasts, the odds that a city is grouped into the class Yit ¼ 1 decrease and those that
a city is grouped into the class Yit > 1 increase with an increase in the localization of
knowledge creation and diffusion Li3, as well as with an increase of technology cycle
time Tit.

Based on the overall evidence reported, it can therefore be said that the original
hypothesis of a positive relation between the gains in embeddedness and the
originality of local innovative activities Oi (H1) is partially verified, limited to a
complementarity with a longer technology cycle time Ti, and this is not sufficient for
the odds of falling into higher classes of embeddedness to increase. Also a
non-negative relation between embeddedness and technology cycle time Ti (H4) is
verified only for the same complementarity, but the odds are affected as expected in
this case. On the other hand, the hypothesis that embeddedness is positively linked
with the localization of its knowledge base Li (H2) is verified, limited to the period
between 2002 to 2009 (t ¼ 3), while the hypothesis of a negative linkage with the
concentration of innovative activities Hi (H3) is fully verified.

Table 5 Predicted probabilities at the most representative values of regressors in M3

Outcomes of the dependent variable

Regressor Value Yit ¼ 1 Yit ¼ 2 Yit ¼ 3 Yit ¼ 4

Oit p25 0.638 0.779��� 0.159��� 0.056��� 0.006��

(0.042) (0.031) (0.016) (0.003)

p50 0.730 0.812��� 0.136��� 0.046��� 0.005��

(0.038) (0.028) (0.014) (0.003)

p75 0.791 0.832��� 0.123��� 0.041��� 0.004��

(0.040) (0.029) (0.013) (0.002)

Li3 p50 0.000 0.816��� 0.157��� 0.021�� 0.005

(0.050) (0.042) (0.010) (0.003)

mean 0.004 0.803��� 0.169��� 0.023�� 0.006�

(0.052) (0.044) (0.010) (0.003)

Hit p25 0.165 0.345��� 0.336��� 0.214��� 0.029��

(0.057) (0.041) (0.034) (0.013)

p50 0.366 0.691��� 0.208��� 0.081��� 0.009��

(0.055) (0.032) (0.019) (0.004)

p75 0.762 0.959��� 0.031�� 0.009�� 0.000

(0.021) (0.014) (0.005) (0.001)

Tit p25 8.000 0.826��� 0.127��� 0.042��� 0.005�

(0.040) (0.030) (0.014) (0.002)

p50 11.809 0.810��� 0.138��� 0.047��� 0.005��

(0.038) (0.028) (0.014) (0.003)

p75 15.986 0.790��� 0.151��� 0.053��� 0.006��

(0.042) (0.031) (0.015) (0.003)

p-value: � < 0.1;�� < 0.05;��� < 0.01
standard errors in brackets
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4.3 Tests of Robustness

Before moving to conclusions, Table 6 presents three additional specifications to test
the robustness of the evidence provided by M3. The model M4 is augmented with

Table 6 Robustness tests
(scores for unit increase of
regressors)

M4 M5 M6

t ¼ 3 t ¼ 3

Oit –5.694�� 1.023 1.932

(2.547) (2.194) (4.994)

Hit –5.899��� –

6.624���
–

6.660���

(0.857) (1.500) (1.511)

Tit –0.162 0.056 0.095

(0.101) (0.036) (0.193)

Oit � Tit 0.291� –0.057

(0.158) (0.281)

Li1 –26.964

(55.969)

Li2 –63.205

(50.876)

Li3 21.672�� 23.573�� 23.490��

(10.961) (11.193) (11.226)

gdpi3 –0.633 –0.649

(0.583) (0.588)

popi3 0.241 0.256

(0.608) (0.613)

fdii3 0.459 0.459

(0.298) (0.299)

indi3 0.603 0.626

(0.482) (0.496)

θ1 –5.618�� –5.483 –4.931

(1.906) (3.530) (4.459)

θ2 –4.121�� –3.229 –2.676

(1.888) (3.513) (4.448)

θ3 –1.713 –1.563 –1.009

(1.921) (3.512) (4.449)

Regional
dummies

Yes Yes Yes

Time trend Yes No No

# obs 262 153 153

LRχ2(4) 121.07��� 90.58��� 90.62���

Pseudo R2 0.251 0.306 0.306

Log Likelihood –180.772 –102.965 –102.945

p-value: � < 0.1;�� < 0.05;��� < 0.01
standard errors in brackets
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four regional dummies (Midland, East, West, Northeast)11 and a time trend t to
capture possible sources of unobserved heterogeneity related to structural differ-
ences and a different economic climate in the long term. The results here broadly
confirm those in M3 and suggest that augmenting the specification with geographical
and temporal fixed effects does not substantially affect the estimates, at least
qualitatively.

The two specifications in M5 and M6 are then augmented taking the period
average of a set of socio-economic variables to control for additional sources of
unexplained heterogeneity. These variables are summarized in Table 7, where gdp is
the log of GDP per capita at constant prices (2009 Yuan); pop is the log of
population (10 thousand inhabitants); fdi is the log of foreign capital actually utilized
per inhabitant (Yuan); ind is the log of the employment share in the secondary
industry as a proxy of the economic structure.12 Unfortunately, information at a
prefectural level is collected since 1996 and include several missing values for the
starting years, so that they can be tested to the period t ¼ 3 only. The distribution of
the 160 observations in this period by class of the dependent variable is nonetheless
quite similar to that in the full sample: 103 (64.38%) for Yi3 ¼ 1, 38 (23.75%) for Yi3
¼ 2, 14 (8.75%) for Yi3 ¼ 3, and 5 (3.13%) for Yi3 ¼ 4.

The coefficient associated to Li3 in M5 is positive, statistically significant, and
similar in size to those obtained in M3 and M4. This evidence supports the empirical
strategy to augment the model specification with an interaction of the localization of

Table 7 Indicators of local patterns of innovation and control variables, Chinese prefectural cities,
2002–2009, summary statistics

obs Mean sd z(W ) Min 25% 50% 75% Max

Oi3 160 0.716 0.132 5.55��� 0.000 0.669 0.732 0.789 0.932

Li3 160 0.004 0.016 9.77��� –

0.001
0.000 0.000 0.000 0.142

Hi3 160 0.442 0.351 5.23��� 0.012 0.130 0.341 0.701 1.000

Ti3 160 13.333 9.744 7.90��� 2.000 8.173 11.674 16.333 89.000

gdpi3 153 1168.0 1342.3 8.54��� 122.0 411.2 726.0 1310.3 10242.3

popi3 153 4026.7 2681.4 7.62��� 582.7 2430.1 3646.0 5294.4 25524.1

fdii3 153 –4.066 1.159 3.46��� –

7.922
–4.661 –4.071 –3.121 –2.244

indi3 153 3.202 0.771 1.23 –

5.234
–3.704 –3.173 –2.641 –0.784

Source: indicators are an authors’ arrangement from the OECD REGPAT Database, January 2014,
the OECD Citations Database, March 2018, and the OECD Patent Quality Indicators, March 2018;
control variables are from China Data On Line, City statistics

11Regional dummies are based on the three initiatives of coordinated development launched by
China’s national government since the late-1990s to support reducing economic gaps across regions
(Li and Wu 2012).
12Data for control variables are from China Data On Line, City statistics, http://chinadataonline.org/
member/city/. Data extracted on February 18, 2016.
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knowledge creation and diffusion Lit and the period dummies t to obtain consistent
results. By contrasts, the interaction between the originality of inventions Oi3 and
technology cycle time Ti3 is no longer significant in M6, suggesting that the
complementarity estimated in the long term (M2, M3 and M4) is harder to appear
in a much shorter time span (M6). In the subsample for the period 2002–2009 (t ¼
3), the average technology cycle time Ti3 (13.33) is in fact higher than the number of
years observed (8).

5 Conclusions

Innovative activities have grown very fast in China since the mid-1990s,
intertwining with the geography of national economic development. Along this
process, the structural traits of innovative activities have emerged as varying over
time and, for what concerns us most here, over cities. Those traits include
embeddedness, that is, the depth innovative activities are anchored to their local
environment and expected to gain in mature innovation systems (Cooke et al. 1998;
Doloreux 2002). Previous research relying upon patent statistics shows internation-
ally relevant activities to be far from reaching high levels of embeddedness in several
Chinese prefectural cities where they are performed (Prodi et al. 2018). In the present
paper, the accomplishments on this front have been supposed to be associated with
corresponding local patterns of innovation, especially those identified for cross-
country comparison of the role of technological catching up in economic develop-
ment (Lee 2013).

Accordingly, the core of the paper has been to present an empirical exercise based
on data rearranged from the OECD Patent Databases to investigate the correlation
between the measure of embeddedness proposed in Prodi et al. (2018) and the
indicators of the originality of innovation, the localization of its knowledge base,
the concentration of innovation across innovators, and the cycle time of technologies
selected in Lee (2013). Four research hypotheses were posited, two of which are
fully verified: embeddedness increases with an increase in the localization of knowl-
edge creation and diffusion (H2), and it decreases with an increase of the concen-
tration of local innovative activities across patent applicants (H3). Differently, the
positive linkage of embeddedness with the originality of innovative activities
(H1) and the non-negative linkage supposed with technology cycle time (H4) have
been shown to appear limited only to the long period and a room of complementarity
between these two innovation patterns.

These results clearly suggest that the empirical settings suffer some limitations.
First, there is a sort of misalignment potentially contributing to a weakening of the
evidence. The methodology proposed in Prodi et al. (2018) is indeed purposely
penalizing those cities with a poor patenting history at the EPO, taking the period
average of values after and not before computing the locational indicators on which
embeddedness is measured. This strategy is possible because null values are simply
summed as zeros in counting patents, but the case is unfortunately different for the
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innovation-pattern indicators that are built on more sophisticated algorithms. Since
period-pooled data have to be preferred, explanatory variables here are probably
overestimating some aspects of the local innovative activities compared to the
dependent variable that, by contrasts, features to relatively underestimate
another one.

Second, the innovation-pattern indicators could be not very precise for the long-
term analysis presented in this paper. In particular, the originality index in the OECD
Patent Quality Database is computed on a set of eight-digit technological classes
(Squicciarini et al. 2013), and this set have been extended over time to better
describe an evolving technological landscape (OECD 2009). If a precise comparison
can be obtained limited to patent documents in the same cohort, the treatment of the
originality index in the analysis presented here can be supposed to entail a positive
trend in the background due to a larger number of classes that can be combined over
time. Accordingly, it cannot be excluded that the evidence of a negative linkage
between the embeddedness and originality of local innovative activities is in part
triggered or, at least, emphasized by this hidden trend.

Third, also the overall strategy to build the analysis on patent applications to the
EPO is not flawless. As described in the introductory section, the OECD Patent
Databases are important sources of systematized data, but there are international
technology “markets”, such as Japan and the US, which are closer to China than
Europe, and where it is possible to find a stronger record of innovative activities from
China than at the EPO. Relying on patent applications rather than patent grants
reduces in part the problem of potentially poor records but at the cost of bringing
some noise into the analysis.

Fourth, the analysis is limited to Chinese prefectural cities. Though China is a
paradigmatic case for the aims of this paper, it does not allow a full-scale investiga-
tion of the linkages between the embeddedness and local patterns of innovation as
the highest among the classes of embeddedness considered remains very small in
size. As a consequence, Yi ¼ 4 represents a weak alternative in the ordering of the
dependent variable and this fact can be fairly supposed to affect the evidence
obtained.

Despite these limitations, the analysis has been able to unveil some important
traits of the evolution of innovative activities in China, contributing to the literature
with new insights into the linkages between the embeddedness and the local patterns
of innovation. First, the diffusion of innovative activities along economic develop-
ment is shown to exhibit place-specific features that appear related to the cumulation
as well as to the nature of the local development paths. The embeddedness of
innovative activities can therefore contribute to a better understanding of the political
economy of industrial upgrading and technological catching up, especially in
China’s developmental model. Second, despite the limitations of the empirical
exercise, the findings here suggest that the methodology recently proposed in
Prodi et al. (2018) to measure the embeddedness of innovative activities is quite
robust to a number of theoretically consistent assumptions, so that it is worth further
development, potentially leading to an enrichment of the state of the art of patent
statistics. Third, among the patterns considered, a shorter technology cycle time is
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confirmed to characterize technological catching up even where higher grades of
embeddedness are achieved. Nonetheless, where the maturity of local innovation
systems is appreciable, innovative activities may also develop into more complex
knowledge paths. Again, this step does not exclusively depend on cumulative
dynamics, but also on bridging complementary patterns.

Further investigation is required to emphasize better this last point. As a matter of
fact, the analysis presented here is in a pure descriptive fashion and relies on an
extreme stylization. In particular, the channels through which technological capa-
bilities can be transferred from external to indigenous innovators, such as FDI,
import of capital goods, import and re-export of intermediate goods within the
GVC, licensing and imitation, human-capital mobility (De Marchi et al. 2018;
Fagerberg et al. 2018; Lee et al. 2018), are not considered. The empirical exercise
has been purposefully modeled as the simplest possible in order to offer some
straightforward insights. The findings are deemed robust enough to support deliv-
ering that local innovation systems, i.e., relevant agglomerations of indigenous
innovative activities, in emerging economies can grow and strengthen featuring
both shared and distinctive characteristics. Those shared are (1.1) an increase in
the number of local companies and entities that are capable of engaging in
internationally-relevant innovation, so that innovative activities become less con-
centrated, and (1.2) an increase in the capability of setting local knowledge paths and
technological trajectories as developmental change cumulates over time. The pair of
these characteristics can be considered as first-level conditions for local innovation
systems to develop in emerging economies. Distinctive or second-level characteris-
tics are instead (2.1) the capability to enter more or less complex paths of knowledge
creation and (2.2) a focus on more or less radical changes, the pair of which appear to
be more tightly related to local opportunities or strategies.
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Patent, Utility Model, and Economic
Growth

Gokay Canberk Bulus and Ibrahim Bakirtas

Abstract The main purpose of this study is to examine the impact of patent rights
and utility model on both economic growth and firm performance. The research
hypothesis is tested using the Generalized Method of Moments (GMM) technique.
Empirical findings imply that the impact of intellectual property rights protection on
economic growth depends upon the level of development. While patent protection
positively effect on economic growth for developed countries, utility model protec-
tion positively effect on economic growth for developing countries. Using Turkish
firm-level data as a case study, analysis results show that patent protection and utility
model do not contribute to firm performance in Turkey.

Keywords Patent · Utility model · Intellectual property rights · Economic growth

JEL Classification O31 · O34 · O47 · O57

1 Introduction

Competition affects the economic performance of countries in macro terms and firms
in micro terms. Although the factor that compels countries to compete is to maximize
economic welfare, the factor for companies is to maximize profit. Under the condi-
tions of imperfect competition, the most important stage during which competition
was associated with prosperity and profits was the Industrial Revolution; during this
stage, technology began to be integrated into every aspect of life. However, the
integration of technology is a matter of curiosity as to whether the accumulation of
knowledge is a natural consequence or a consequence of knowledge being seen as a
source of profitability and prosperity. Whichever consideration is adopted, the high
externality of information and the difficulty in pricing can affect the production of
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knowledge in a negative direction. These two problems reduce the speed of knowl-
edge and the internalization of technology whenever the production of information is
not protected by law. However, if the information is protected by law, the transfor-
mation of information into technology will accelerate. This showed itself during the
production process, with property rights beginning to be protected in Europe after
the Glorious Revolution in England (North, 1990). For instance, the long-term
average growth rate in Europe during the two centuries between 1500 and 1700
was only 0.13%, which rose to 0.16% after the Glorious Revolution. Because
knowledge is regarded as a factor of production and its protection has gained
momentum with the Paris Convention (1883) and the Bern Convention (1886) in
the second half of the nineteenth century. This regulation is also the first example of
contemporary property law. The securing of intellectual property rights and knowl-
edge as a factor of production created a macro and micro prosperity effect. Until the
outbreak of World War I, Europe’s long-term average annual growth rate rose by
only 1.2%. Except for the public war-focused technological developments, both
World War I and World War II threatened the legal security of traditional production
factors and knowledge and caused the market economy and national prosperity to
decline. For example, from 1913 to 1923, Europe’s long-term average annual growth
rate declined to –0.49%. The effect of the expanded production function of national
refinement and creative destruction on firm profitability assumed its present-day
form with arrangements signed such as the Universal Copyright Convention (1952),
the Geneva Convention (1971), and the Trade-Related Aspects of Intellectual
Property Rights Agreement (TRIPS 1994) during the second half of the twentieth
century (Drahos, 1998; Lee, 2016; Maskus, 2000; Reichman & Samuelson, 1997).
These arrangements ensure the continuity of Schumpeterian invention as the driving
engine of growth in the theory of creative destruction.

Intellectual property rights in practice are classified as patents, utility models,
trademarks, or industrial designs. These classifications are made according to the
invention’s stage, inventive step, shape, duration, and cost. The intellectual property
rights of patents and utility models are directly related to the manufacturing industry
production process. The patent is an intellectual property right that requires high
R&D expenditures, so the length of protection of the rights is long and the informa-
tion regarding the production process is added as an innovative invention. The utility
model is an intellectual property right that does not require high R&D expenditures;
an invention that is not an inventive step but is, at least, valuable as an invention; and
generated from the technology with an addition to the production process. While
patent rights provide a high monopoly power, they lead to prosperity-reducing
effects for competitors. However, this effect is not the same for all sectors (Javorcik,
2004) and is not the same in all countries (Hudson &Minea, 2013). It has been stated
that the high level of patent rights of developed economies and the tight assurance of
intellectual property rights through TRIPS Agreement would negatively affect the
growth of developing economies (Albert & Ping, 2013; Falvey et al., 2006;
Grossman & Lai, 2002). A similar situation applies to firms: Patent rights give big
firms more advantages than they do smaller firms in imperfect markets, especially in
sectors where product differentiation affects profitability (Cho et al., 2015; Lanjouw
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& Schankerman, 2004). In the face of these allegations, Maskus and McDaniel
(1998) and Kim et al. (2012) argued that these disruptive effects on emerging
economies and firms can translate positively in the long run with utility model
applications. Considering these allegations, few studies are available in the current
literature that examine the economic growth of developing countries and the impact
to firms on output. The outcome of the research in which patent rights and utility
models are examined together is very important in terms of developing economic
policies for firms and firms’ strategies. This is the most important motivation behind
this work. Based on this motivation, the purpose of this study is to examine the effect
of patent rights and utility models on economic growth and sales of firms, taking into
account the level of development of each country. To this end, Sect. 2 provides a
review of the literature, Sect. 3 contains the theoretical framework, Sect. 4 defines
the data and the model, and Sect. 5 offers analysis and results. Conclusions are
discussed in Sect. 6.

2 Literature

Intellectual property rights affect national economies and the revenue of companies.
A body of literature constituting empirical research on the level of this effect,
especially at the national level, began to accumulate after 1990. The reason for
this timing is that the TRIPS Agreement, which was signed in 1994 and was the most
comprehensive intellectual property rights agreement in international standards,
came into force. Following the TRIPS Agreement, rights have been reported more
systematically, and thus the increase in the quantity of data and the number of case
studies has allowed researchers to make analyses.

There are two basic theoretical views on the effect of intellectual property rights
on economic growth. One of these views is that strong intellectual property rights
encourage innovation and technical production, ensure the protection of the resulting
economic rent, and increase economic growth; therefore, intellectual property rights
positively affect the production function. The other view is that strong intellectual
property rights constitute a barrier to market economies and their economic growth,
which means that such rights negatively affect the production function. This
dilemma is also evident in the empirical literature. Table 1 provides a detailed
literature summary of empirical studies as a reflection of these developments.

The empirical literature in Table 1 exhibits three important characteristics. The
first is that research results vary on a common point in the relationship between
intellectual property rights and economic growth. For example, according to Park
(2005), intellectual property rights positively affect economic growth, whereas Hu
et al. (2014) maintained that the strong protection of intellectual property rights
negatively affects economic growth. Gould and Gruben (1996) stated that intellec-
tual property rights positively affect economic growth in both developed and
developing countries. However, Hu and Png (2013) emphasized that intellectual
property rights increase economic growth in developed countries but have a negative
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Table 1 Intellectual property rights and economic growth

Study Methodology Period Country Research findings

Eaton and
Kortum (1996)

Panel OLS 1988 19 devel-
oped
countries

Patent rights affect economic
growth positively in developed
countries

Gould and
Gruben (1996)

Panel regres-
sion analysis

1960–1988 76
countries

Intellectual property rights
have positive impact on eco-
nomic growth in both devel-
oped and developing countries

Seyeum (1996) Panel regres-
sion analysis

1975–1990 27
countries

Strong protection of intellec-
tual property rights increases
economic growth in both
developed and developing
countries

Schneider
(2005)

Panel OLS 1970–1990 47
countries

Intellectual property rights
increase economic growth in
developed countries, while
decreasing economic growth in
developing countries

Park (2005) Panel regres-
sion analysis

1980–1995 41
countries

Intellectual property rights
affect economic growth
positively

Falvey et al.
(2006)

Threshold
regression
analysis

1975–1994 80
countries

Intellectual property right is
positively and significantly
related to growth for low- and
high-income countries, but not
for middle-income countries

Adams (2008) Panel regres-
sion analysis

1985–2001 62
countries

Intellectual property rights
have a significant positive
impact on growth

Hu and Png
(2013)

Panel regres-
sion analysis

1981–2000 72
countries

While strengthening intellec-
tual property rights increases
economic growth in high-
income countries, prevent eco-
nomic growth in low-income
countries

Hu et al. (2014) Seemingly
unrelated
regression
model (SUR)

2000–2007 46
countries

Strengthening intellectual
property rights reduces eco-
nomic growth

Sudsawasd and
Chaisrisawatsuk
(2014)

Panel regres-
sion analysis

1995–2010 57
countries

While strong intellectual prop-
erty rights positively affects
economic growth in developed
countries, this effect is not
valid in developing countries

Liu (2016) Panel GMM
analysis

1970–2007 72
countries

Strong intellectual property
rights protection positively
affects economic growth in
both high-income and
low-income countries.

(continued)
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effect on economic growth in developing countries. Though, according to Mohtadi
and Ruediger (2008), strong intellectual property rights affect economic growth in
economies with human capital above only a certain threshold, according to Evan
et al. (2018), intellectual property rights have no effect on the economic growth of
countries. Second, despite the controversy surrounding research and theoretical
views on the relationship between intellectual property rights and growth, a wealth
of literature has involved investigation at the macro level with country panels. In
fact, a relationship is found between intellectual property rights and variables such as
foreign capital investments (Adams, 2010; Lee et al., 2018), R&D expenditures
(Branstetter et al., 2006; Cho et al., 2015), innovation (Hudson & Minea, 2013),
export quality (Zhang & Yang, 2016), export amount (Raizada & Dhillon, 2017),
and technology transfer (Gentile, 2017). Thus, the indirect effects of intellectual
property rights on growth seem to attract researchers’ attention Third, despite the
abundance of research at the macro level, research at the firm level is extremely
limited. The reason for the dearth of firm-level studies is the unwillingness of
companies to share information and the difficulty of converting the reports published
by companies into a specific systematic data. Therefore, it was not possible to carry
out the analyses in terms of macroeconomics on a firm basis.

The literature has expanded over time to include patents, utility models, and
trademarks, which are subcomponents of intellectual property rights. However,
patent research has the largest share among them because the term “patents” is
frequently used synonymously with “intellectual property rights.” Moreover the
effects of each of these components on the economic performance of developed or

Table 1 (continued)

Study Methodology Period Country Research findings

However, no statistically sig-
nificant relationship was found
in middle-income countries

Chan and Tang
(2017)

Panel
cointegration
analysis

1980–2014 35
countries

There is a long-term relation-
ship between intellectual prop-
erty rights and economic
growth in high-income coun-
tries. However, this relation-
ship is not valid for middle-
and low-income countries

Sesay et al.
(2018)

Panel GMM
analysis

2000–2013 BRICS
countries

Strict protection of intellectual
property rights supports eco-
nomic growth in BRICS
countries

Evan et al.
(2018)

Panel GMM
analysis

2005–2014 146
countries

Intellectual property rights
have not significant effect on
economic growth

Gold et al.
(2019)

Panel regres-
sion analysis

1995–2011 124 devel-
oping
countries

Strong intellectual property
protection increases economic
growth in developing countries
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developing countries and also firms should differ from each other. The literature
review shows that only a few researchers have examined the relationship between
the utility model and growth. Possible reasons for the paucity of studies on this
relationship are as follows: (1) the TRIPS Agreement came into force at a very late
date compared to other agreements related to intellectual property rights; (2) many
countries did not protect the utility model by law before the TRIPS Agreement;
(3) lack of observation can be seen in the data related to the utility model; (4) devel-
oped economies, such as the USA, UK, and Canada, do not protect the utility model
under a specific law; and (5) because intellectual property rights and patent rights are
considered to be almost the same, and sufficient attention is not paid to the utility
model in the literature.

Only two important studies have concerned the effects of the utility model on
economies. According to Maskus and McDaniel (1998), the utility model increased
technological diffusion and positively affected economic growth in Japan in the
period after World War II. In a more recent study, Kim et al. (2012) stated that
growth and innovation can be explained by patent rights for high-income countries
but cannot be explained by the utility model. In addition, patent protection positively
affects economic growth in developed countries, whereas the utility model supports
and promotes innovation and economic growth in developing countries. Kim et al.’s
(2012) finding is the main starting point of this research. We used the growth model
they had developed as a reference and expanded it with trade openness in this
research. Through this framework, the effect of utility model applications on eco-
nomic growth in developed and developing countries as well as on firm performance
in Turkey was analyzed.

3 Theoretical Framework

Kim et al. (2012) expanded the Solow growth model by adding knowledge capital.
According to Kim et al. (2012), the experience gained through the utility model leads
to the use of new utility models through knowledge dissemination and the use of
patents through knowledge accumulation. Knowledge capital is defined on the basis
of this process. Kim et al. (2012) showed the knowledge capital function as in the
following equation:

Z ¼ Z P,UjDð Þ ð1Þ

where Z is knowledge capital, P is patentable innovation, and U is utility model
innovation. Z is a function of both P and U. The bar “|” denotes the conditional
operator and D an indicator of technological development, where D ¼ 1 demon-
strates a high level and D ¼ 0 indicates low level. This model is based on the
following assumptions: (1) utility model innovation and patent innovation are not
exactly substitutes for each other. (2) the marginal technical substitution rate of
utility model innovation and patent innovation in developed countries is lower than
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in developing countries. (3) if D ¼ 1, technological development is at the highest
level. (4) if D¼ 0, there is no technological development. Based on this information,
Eqs. (2) and (3) are functions defined for each sub-intellectual property right:

P ¼ P IPR,U, . . .jDð Þ, PU > 0 ð2Þ
U ¼ U UML, . . .jDð Þ, UUML > 0 ð3Þ

where IPR represents the level of patent rights and UML represents utility model law
in the economy. The condition in Eq. (2) indicates that the knowledge production
obtained with the utility model positively affects the patent capacity provided that
the firm or economy adheres to the technology level. The condition in Eq. (3) states
that the production of utility model innovations is a positive function of the existence
of laws protecting utility model. This condition also reflects the general belief that
protecting firms or small inventors by law encourages creative activity. The under-
lying reason is that firms and small inventors have a greater incentive to engage in
minor inventive activity if the rewards to it are available through legal protection.
For this reason, the entrepreneurial spirit of small inventors reflects more on the
market in economies that provide legal protection for utility models. These arrange-
ments would increase the number of utility model applications that may be useful
commercially. Kim et al. (2012) also point out that existing patent innovations are a
function of utility model innovations in the past in the knowledge accumulation
process. In other words, patents are the result of learning by doing through some
small inventions and utility models.

Kim et al. (2012) extended their models based on the work of Mankiw et al.
(1992), Caselli et al. (1996), and Bond (2002) by incorporating knowledge capital
into the growth equations. The steady-state production function in efficiency units
postulates the following:

y� ¼ kα1zα2 ð4Þ

where y� ¼ Y�/AL is output per efficiency worker, k ¼ K/AL physical capital per
efficiency worker, and z¼ Z/AL knowledge capital per efficiency worker. Assuming
that the economy is growing, on the one hand, with physical capital and, on the other
hand, with knowledge capital, the mathematical representation of the two capital
accumulation can be as in Eqs. (5) and (6)1:

_k ¼ sKy� nk ð5Þ
_z ¼ sZy� nz ð6Þ

1To avoid cluttering up the derivation of the growth equation, Kim et al. (2012) suppress depre-
ciation rates of capital (δ) and technological knowledge (A) in the equations.
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where sK is physical capital, sZ knowledge capital, and n is labor force growth rate.
Taking the natural log of Eq. (1), time differentiating the result and substituting the
accumulation equations into it, and then further linearizing the result around steady
state demonstrates that the instantaneous growth rate of output per efficiency worker
is inversely related to the positive deviation of the natural log of y above its steady-
state level:

∂ ln y
∂t

¼ �λ ln y� ln y�ð Þ ð7Þ

where λ¼ n(1� α1� α2) is speed of adjustment. Solving (2) from t – 1 to t yields the
following equation for estimation [where Kim et al. (2012) used subscript t to index
time and i to index the unit country or firm]:

Δlnyit ¼ γ0 þ γ1 ln yit�1 þ γ2 ln sZit þ γ3 ln sKit þ γ4 ln nit þ γi þ γt þ εit ð8Þ

where γ1 ¼ –(1 – e–λ), t is index of time, i is index of the unit firm or country. In
addition, γi is individual fixed effects, γt is time effects, and εit is spherical error term.
According to Kim et al. (2012) the physical capital investment rate (sK) is a function
of both per capita human capital (η) and per capita physical capital (k). In this case,
the capital investment rate is as in Eq. (9):

sKit ¼ kitηit ð9Þ

When all data are available on intellectual property types, the knowledge capital
investment rate is sZ ¼ sZ( p, u), where p and u are patenting and utility model
intensities, respectively ( p ¼ P / L and u ¼ U / L ). In addition, the utility model
innovation is assumed to be a function of utility model laws. The utility model is
defined as delayed (uit � j) due to the assumption that utility model law affects
economic growth with delays. Thus, Kim et al. (2012) utilize firm-level and country
level data to assess the effects of utility model innovations on growth based on the
following equation:

sZit ¼ pФ1
it u

Ф2
it�j ð10Þ

Kim et al.’s (2012) basic prediction of the growth model expanded with knowl-
edge capital; the efficiency of information production is that it will be influenced not
only by patent rights but also by utility model law that protects small inventions.
Developing countries and firms with low-technology utilization make significantly
small inventions. The technology-learning capacities and technology-usage skills of
these countries and companies start with the small-invention process. The number of
these small inventions increases over time, and, in the future, small inventions may
be replaced by patentable inventions. Given this interaction process, Kim et al.
(2012) stated that the implementation of the utility model as a policy that protects
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small inventions is extremely important, especially for developing countries. When
designing these policies, it is important for the success of the policy to define
sufficient time for the adoption of the utility model in the economy, taking into
account the delay length of the utility model that protects small innovation activities.
Although successful policies increase the number of small technological activities,
they positively affect the use of more advanced technology and the number of
patentable inventions in the long run.

4 Data and Methodology

Definitions of the variables used in the analysis of research questions developed in
the light of theoretical and empirical literature and the method of the research are
included in this section.

4.1 Data

Macro and micro data were used in the analysis. Macro data in the country panel
were compiled from the World Bank Statistics Database. The country panel was
limited to 122 countries included in the patent rights index. In addition, low-income
countries were excluded from the panel because they could not fully answer the
research question. Therefore, lower middle income and upper middle income coun-
tries were included in the analysis as developing countries. As a result, macro
analysis included 88 countries, 34 developed and 54 developing countries.2 These
88 countries constituted the N dimension of the analysis. The t dimension of the
analysis covered the period from 1996 to 2010. The TRIPS Agreement, which was
used as a reference in the period selection, was put into practice in 1995, and the last
date that the patent rights index data were compiled was 2010. The dependent
variable was the growth rate of real GDP per capita in macro models.3 The inde-
pendent variables were initial real GDP per capita, gross fixed capital formation,
population growth rate, human capital, patent rights index, openness and utility
model law Kim et al. (2012) was used as a reference in the macroeconometric
estimation model of this study. Trade openness was added to this model, based on
Gould and Gruben’s (1996) claims that, as the openness increases, the positive effect
of intellectual property rights on growth will also increase. The variables, symbols,
sources, and definitions used in the macro model are shown in Table 2.

We compiled a detailed database of firm-level patent and utility model applica-
tions and matched the data to the firms’ financial data in the study. The micro part of

2The country list is given in Appendix.
3GDP and related data are in constant 2010 international purchasing power parity dollars.
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the analysis, which involved examining the effects of the utility model on the growth
of the firm, included 80 firms that were traded on the Istanbul Stock Exchange for the
period from 2003 to 2015. The selection criterion was that a firm had applied for at
least one utility model or patent during that time. The reference for the selection of
this period was that the sales, investment, and export data of the firms had been
published after 2003 and that the number of patents and utility models were as of the
last publication date in 2016. The variables used in the micro analysis were the firm’s
annual growth rate of sales, initial sales, capital stock, age, number of employees,
and number of patents and utility models registered, which Kim et al. (2012) had
used in their study. In addition to these variables, exports, which were expressed as
an openness indicator by Hahn (2004) and Buch et al. (2009), were included in the
model. The variables, symbols, sources, and definitions used in the micro model are
shown in Table 3.

Table 2 Data used in macroeconometric analysis

Variable
Symbol
used Sources Definition

Economic
growth

Δy World Bank, World
Development Indicator

GDP per capita growth rate in purchasing
power parity constant 2010 international
dollars

Utility
model law

uml World Intellectual Prop-
erty Organization Official
Website

Depending on whether countries have
utility model law or not, they are included
in the model to take the values of 1 and 0. It
is defined as uml ¼ 1 for countries have
utility model law, and uml ¼ 0 for coun-
tries have not

Initial GDP
per capita

y0 World Bank, World
Development Indicator

Initial GDP per capita for each country

Investment k World Bank, World
Development Indicator

Gross capital formation as a % of GDP

Population
growth

n World Bank, World
Development Indicator

Percentage increase in the total population
over the years

Human
capital

h Penn World Table
(version 9.0)

Human capital index, based on years of
schooling and returns to education

Patent
index

pr Park index dataa The index provides a score that reflects a
given country’s overall level of patent
rights and restrictions at a given point in
time. Data for this variable takes values in
the range of 1–5. As the numerical value
increases, patent protection increases. pr
data is published at 5-year intervals.
Therefore, interpolation method was used
to derive annual data

Trade
openness

op World Bank, World
Development Indicator

The ratio of import and export total to GDP

aThe current version of the patent rights index has not been published. We used it in analyses with
the written permission of Professor Park
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In Turkey, as in many other developing countries, a legal right to recognition of
the utility model began in 1995. Figure 1 shows the number of patents and utility
models that have been registered in Turkey since 1995.

The application paths of both the utility model and patent show a positive trend in
Turkey. Though the number of utility model applications has increased over the
years, this trend is lower than that of patent applications in Turkey. The point that
should be emphasized in Fig. 1 is that, though the numbers of patents and utility
models in countries leading in technological progress, such as South Korea, Ger-
many, and Japan, are expressed in tens of thousands, these numbers go only to the
thousands in Turkey. Figure 2 shows utility model and patent applications of the top
five Turkish utility model applicant firms.

Table 3 Data used in microeconometric analysis

Variable
Symbol
used Sources Definition

Firm sales
growth rate

Δr The statistical extension of the offi-
cial website of Borsa Istanbul and
the official website of the Public
Disclosure Platform

Annual growth rate of firm
real sales (firm sales divided
by consumer price index for
realization process
2003 ¼ 100)

Utility model
number

umn Turkish Patent and Trademark
Office

Utility model applications

Initial sales r0 The statistical extension of the offi-
cial website of Borsa Istanbul

Initial firm sales for each
firm

Investment fk The statistical extension of the offi-
cial website of Borsa Istanbul and
the official website of the Public
Disclosure Platform

Change in fixed assets as a
percentage of total assets

Employment l Ministry of Labor Data Archive
Directorate Reports

Number of firm employees

Firm age a Official website of the Public Dis-
closure Platform

How many years companies
have been operating in the
market

Patent number pn Turkish Patent and Trademark
Office

Patent applications

Export ex The statistical extension of the offi-
cial website of Borsa Istanbul and
the official website of the Public
Disclosure Platform

The ratio of the export made
by the companies in the total
revenue is considered as
openness.

Research and
development
expenditures

rd The statistical extension of the offi-
cial website of Borsa Istanbul and
the official website of the Public
Disclosure Platform

Share of R&D expenditures
in total expenditures made
by companies

Firm value fv The statistical extension of the offi-
cial website of Borsa Istanbul and
the official website of the Public
Disclosure Platform

The value of a firm is found
by multiplying the stock
price of that firm by the total
number of stock
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According to the trend curve of Fig. 2, the tendency is toward competition, even
though the utility model in companies with the highest number of utility models is
too low in Turkey. As a result, the value of the intellectual property rights component
in Turkey does not appear to be as steady patterns.

4.2 Methodology

The model was estimated by system generalized method of moments (GMM), as
well as by pooled ordinary least squares (POLS) and fixed effect (FE) estimations. A
traditional dynamic panel data equation containing both time and unit size is as
follows.
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Fig. 1 Utility model and patent applications in Turkey. Source: Turkish Patent and Trademark
Office (website: https://www.turkpatent.gov.tr/TURKPATENT/?lang¼en)
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Fig. 2 Utility model and patent applications of the top five Turkish utility model applicant firms.
Source: Turkish Patent and Trademark Office (website: https://www.turkpatent.gov.tr/
TURKPATENT/?lang¼en)
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yit ¼ αyit�1 þ βXit þ uit i ¼ 1, . . . ,N; t ¼ 1, . . . , T ð11Þ

The lagged value of the dependent variable (yit � 1) is the explanatory variable in
the model. Dynamic panel data estimates can be made by various estimation
methods. Dynamic panel data analysis can be made by various estimation methods.
The POLS method is also known as the traditional regression method. The correla-
tion between the lagged value of the dependent variable (yit � 1) and error term (uit)
leads to inconsistent estimation results in the POLS method. In addition, the exis-
tence of unit and time effects is ignored in the FE method. Therefore, the dependent
variable has a correlation between the lagged value and the error, and the estimation
results are inconsistent in this method (Baltagi, 2005). The system GMM method is
used in the research in order to eliminate the biased results due to autocorrelation and
heteroskedasticity problems arising in the researches using traditional regression
methods (POLS, FE). Also, according to Arellano and Bond (1991) and Arellano
and Bover (1995), particular framework is well suited for datasets with small T and
larger N. Additional benefits of the GMM approach are that is also well suited for
dealing with the bidirectional causality between variables; the possible endogeneity
of explanatory variables, as well as omitted variable biases. In addition, Bond (2002)
suggests that the GMM estimator is reliable; the predicted value of β1 parameter
should be OLS> GMM> FE. For this reason, POLS and FE analyses will be
estimated to test the reliability of the System GMM estimator.

To test the robustness of system GMM estimates, AR(2) and Sargan tests were
used, on the basis of which the null hypothesis of no serial correlation and instrument
validity cannot be rejected, respectively. More specifically, results support the
validity of the overidentifying restrictions and the absence of second-order serial
correlation in all regressions, thus providing support to the reliability of the
estimates.

5 Empirical Results

This section contains the test results of the research hypotheses. Preceding the results
of the econometric analysis, basic descriptive statistics and correlation matrices of
the data are presented. Subsequent to these analyses, the findings of POLS, FE, and
GMM analysis of the research hypotheses for the country panel and firm panel are
presented. Table 4 presents a summary of descriptive statistics of the variables
included in the macro and micro models.

Table 4 reports the mean, median, minimum, maximum, and standard deviation
of the series used in the analysis for both the developed/developing and firm panels.
Mean values of the patent rights index and utility model law for the country panel are
higher in developed countries than in developing countries. Descriptive statistics for
the number of patents and utility models in the number of firms operating in Turkey
are highly interesting as well as strange. Although utility model applications do not
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require an inventive step and high R&D expenditures, the expectation is that utility
model applications should be higher than the number of patents. However, this is not
the case in Turkey. Though the highest number of patents registered is 272, this
value is only 26 for the utility model in the firm panel. Though the average patent
registration value of firms is 3.85, utility model registration values are only 0.45.

The correlation matrix is one of the tools commonly used to identify the problem
of multicollinearity. Table 5 shows correlations for the developed/developing- and
firm-level data. The correlation coefficients among the variables used in analyses are
less than 0.80. Therefore, there is no multicollinearity between variables (Kennedy,
2008).

As a next step, the research hypotheses were tested with FE, OLS, and the
two-step system GMM. Because of the robust and reliable results of GMM, the
findings were based on the results of the GMM analysis.

5.1 Country Panel Results

The regression equation of the model created to examine the effects of the utility
model on economic growth is as follows:

Δ ln yit ¼ β0 þ β1 ln y0ð Þit�1 þ β2 ln kit þ β3 ln nit þ β4 ln hit þ β5 ln prit þ β6umlit�1

þ β7opit þ εit

The utility model law (uml), which is the main explanatory variable in the
regression equation, is expected to positively affect economic growth(Δ ln y), espe-
cially in developing countries. The main rationale behind this expectation is that the
utility model does not require especially high R&D expenditures and provides added
value to the economies by making additions to existing inventions. In addition, the
utility model variable is included in the regression with a lag because utility model
innovations or adoption of utility model laws will affect economic growth with lag.
Table 6 shows the POLS, FE, and GMM estimation results of the regression
equation established for the macro model.

Before interpreting the panel regression results in Table 6, the consistency of the
GMM predictors was tested. The suitability of the estimation method applied was
tested with two tests, Sargan and AR(2), proposed by Arellano and Bond (1991).
According to the analysis results of the model, the probability value of the Sargan
test was greater than 0.05 for both developed countries and developing countries.
According to this result, the instrument variables used in the model were valid. Also,
AR(2) test results indicated no second-order autocorrelation. Wald chi2 test results
showed that the model was significant at 1% level as a whole. According to Bond
(2002) GMM results, if valid, should produce a coefficient estimate of lagged GDP
per capita lying between the OLS and FE estimates (OLS > GMM > FE). Analysis
findings indicate the coefficient values of yt – 1 parameter are (–0.201) > (–
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Table 5 Sample correlation

GDP per
capita annual
growth rate

Utility
model

Patent
right

Trade
openness

Population
growth Investment

Human
capital

Developed Countries Panel

GDP per
capita annual
growth rate

1.00 –0.08 0.19 0.17 0.15 0.31 0.10

Utility model
law

–0.08 1.00 0.38 0.15 –0.42 0.28 –0.09

Patent right 0.19 0.38 1.00 0.27 –0.04 –0.17 0.32

Trade
openness

0.17 0.15 0.27 1.00 0.11 –0.04 –0.18

Population
growth

–0.15 –0.42 –0.14 0.11 1.00 0.04 –0.09

Investment 0.31 0.28 0.37 –0.04 0.04 1.00 –0.03

Human capital 0.10 –0.09 0.32 –0.18 –0.09 –0.03 1.00

Developing Countries Panel

GDP per
capita annual
growth rate

1.00 0.04 0.10 0.01 –0.15 0.21 0.09

Utility model
law

0.04 1.00 0.28 –0.15 –0.14 0.14 0.32

Patent right 0.10 0.28 1.00 0.09 0.02 0.10 0.63

Trade
openness

0.01 –0.15 0.09 1.00 0.19 0.19 0.13

Population
growth

–0.15 –0.11 –0.48 0.01 1.00 –0.02 –0.64

Investment 0.21 –0.14 0.02 0.14 –0.02 1.00 0.02

Human capital 0.09 0.32 0.63 0.13 –0.64 0.02 1.00

Firms Panel

Sales
growth

Utility
model Patent Employees Investment

Firm
age

R&D
expenditure Export

Sales
growth

1.00 0.02 0.24 0.51 0.03 –0.07 0.34 0.06

Utility
model

0.05 1.00 0.07 0.04 0.01 –0.02 0.24 0.10

Patent –0.01 0.07 1.00 0.41 0.02 0.15 0.56 0.26

Employees 0.04 0.04 0.41 1.00 0.04 0.02 0.45 0.14

Investment 0.03 0.01 0.02 0.04 1.00 0.02 0.02 0.01

Firm age –0.08 –0.02 0.15 0.01 0.02 1.00 0.18 0.14

R&D
expenditure

0.01 0.24 0.56 0.45 0.02 0.18 1.00 0.34

Export 0.06 0.10 0.26 0.14 0.01 0.14 0.34 1.00

Patent, Utility Model, and Economic Growth 325



0.202) > (–0.203) in developed countries and (–0.010) > (–0.046) > (–0.051) in
developing countries.

According to the GMM estimation results applied for the macro model, patent
rights in developed countries positively affect economic growth, whereas patent
rights in developing countries do not have a statistically significant effect on
economic growth. Besides, the type of intellectual property rights that positively
affects economic growth is the utility model in developing countries. Evidence on
the impact of utility models and patent rights on growth implies that different types
of intellectual property protections are appropriate for different country groups.

Table 6 Estimates of macro model

Dependent variable:
GDP per capita growth
rate (Δy)

Developed Country
Panel Developing Country Panel

POLS FE GMM POLS FE GMM

(Log of GDP per
capita)t – 1

–0.201
(0.039)
***

–0.203
(0.391)
***

–0.202
(0.015)
***

–0.010
(0.003)
***

–0.051
(0.002)
***

–0.046
(0.027)*

(Utility model law
dummy)t – 1

–1.406
(0.135)
***

–1.345
(0.134)
***

–1.348
(0.078)

0.006
(0.004)
*

0.0206
(0.003)
**

0.035
(0.016)**

(Log of patent intensity)t 0.514
(0.631)

1.297
(0.651)
***

1.296
(0.245)
***

0.003
(0.009)

–0.010
(0.009)

0.013
(0.042)

(Log of population
growth)t

–0.673
(0.149)
***

0.723
(0.148)
***

–0.724
(0.062)
***

–0.008
(0.003)
***

–0.008
(0.002)
***

–0.022
(0.010)**

(Log of human capital)t 1.092
(0.548)
**

1.633
(0.552)
***

1.634
(0.143)
***

0.003
(0.006)
*

0.006
(0.005)

0.016
(0.035)

(Log of investment)t 1.276
(0.151)
***

1.300
(0.149)
***

1.301
(0.056)**

0.042
(0.001)
***

0.041
(0.001)
***

0.042
(0.001)*

(Trade openness)t 0.006
(0.001)
***

0.006
(0.000)
***

0.006
(0.001)
***

0.615
(0.003)
*

0.590
(0.020)
*

0.002
(0.0001)
**

Constant –18.244
(1.470)
***

–20.394
(1.512)
***

–20.401
(0.420)
***

0.064
(0.025)
**

0.309
(0.166)
*

–0.344
(0.215)

R2 0.659 0.677 0.476 0.258

Wald Chi2 187.46*** 63.30***

Sargan 0.20 0.61

AR(2) 0.15 0.38

Observations 480 480 480 756 756 756

Number of countries 34 34 34 54 54 54

Note: Panel data tests were performed using the Stata 14 software program. The results of the
Sargan test and the AR2 test indicate p values expressing the validity of the instrumental variables
and second-order autocorrelation, respectively. *, **, and *** represent significance at the 10%,
5%, and 1% levels, respectively
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GMM analysis results also provide clues to conditional convergence for both
developed and developing countries. The coefficient of the lagged dependent vari-
able is negative and statistically significant in both panel groups, indicating condi-
tional convergence in growth rates across countries. As for the control variable,
while human capital has a mixed significance level, investment and trade openness
have a consistently significant positive impact, and population growth has a negative
impact on economic growth. These results are consistent with previous empirical
studies (Islam, 1995; Kim et al., 2012; Schneider, 2005).

5.2 Firm Panel Results

The effect of the utility model on firm sales growth is defined by the regression
equation:

Δ ln rit ¼ β0 þ β1 ln rð Þit�1 þ β2 ln fkit�1 þ β3 ln lit�1 þ β4 ln umnit�1 þ β5 ln pnit�1
þ β6 ln ait þ β7exit þ εit

The main explanatory variable in the regression equation is the utility model. The
utility model is expected to have a positive impact on firm sales growth. Table 7
shows the POLS, FE, and GMM estimation results of the regression equation
established for the micro model.

The Sargan test was performed to check whether the instrumental variables
employed in the model were valid. AR(2) test showed no second-order autocorre-
lation. Wald chi2 test results indicated that the model was significant as a whole.
Also, the coefficient values of the log of sales parameter were (–0.256) > (–
0.476) > (–0.715). These results indicate that the GMM estimator also gives reliable
and robust results for the micro model.

According to the regression results of the micro model, utility model and patent
applications do not have a statistically significant effect on firm sales growth in
Turkey. However, investment, openness, and number of employees have a positive
and statistically significant effect on firm sales growth in Turkish firms. In contrast,
the effect of firm age on sales growth is negative. According to the results of the
analysis, the coefficient of the lagged dependent variable is negative and statistically
significant in firms operating in Turkey, indicating conditional convergence in sales
growth across firms.

Technological progress emerges as an innovation as a result of R&D activities
carried out by the firms. Therefore, technological progress and innovation increase
the economic growth at the macro level and the revenues of the firms at the micro
level. Ginarte and Park (1997) determined that the main factor affecting the level of
patent protection is the R&D activities associated with the development level of the
country. In addition, according to Helpman (1993), R&D investments have a
positive effect on total factor productivity. Because R&D activities are an input of
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innovation, many authors even use R&D expenditures as a substitute for intellectual
property rights or generations of input for intellectual property rights (Bosworth &
Rogers, 2001; Eom& Lee, 2010; Lee, 2009; Park, 2001; Rogers, 2002; Zhao, 2006).
Therefore, to determine whether R&D spending has any impact on the performance
of firms operating in Turkey, the following regression equation was estimated:

Δ ln rit ¼ β0 þ β1 ln rð Þit�1 þ β2 ln fkit�1 þ β3 ln lit�1 þ β4 ln umnit�1 þ β5 ln pnit�1
þ β6 ln ait þ β7exit þ β8rdit�1 þ εit

POLS, FE, and GMM estimation results of the extended regression equation with
R&D expenditures on the basic model are shown in Table 8.

According to the regression results of the model, R&D expenditures, utility
model applications, and patent applications do not have a statistically significant
effect on firm performance in Turkey. As a robustness check of the micro analysis
results, we conducted the same test using firm values instead of sales growth. The
effect of utility models on firm values is defined by the regression equation:

Table 7 Estimates of micro model

Dependent variable:
Annual sales growth rate (r) POLS FE GMM

(Log of sales)t – 1 –0.256
(0.133)*

–0.715
(0.163)**

–0.476
(0.088)***

(Log of utility model)t – 1 0.086
(0.047)*

–0.059
(0.067)

–0.060
(0.073)

(Log of patent)t – 1 –0.004
(0.032)

–0.052
(0.042)

–0.074
(0.055)

(Log of investment)t – 1 0.344
(0.794)

3.287
(3.898)

7.546
(3.597)**

(Log of export)t 0.267
(0.065)***

0.277
(0.072)***

0.206
(0.113)*

(Log of firm age)t 0.019
(0.069)

–1.048
(0.652)

–1.806
(0.745)**

(Log of employees)t – 1 –0.004
(0.050)

0.507
(0.398)*

0.783
(0.445)*

Constant 1.039
(2.121)

–10.331
(10.135)

–22.806
(9.795)**

R2 0.31 0.43

Wald Chi2 592.22

Sargan 0.09

AR(2) 0.15

Observations 823 823 823

Number of firms 80 80 80

Note: Panel data tests were performed using the Stata 14 software program. The results of the
Sargan test and the AR2 test indicate p values expressing the validity of the instrumental variables
and second-order autocorrelation, respectively. *, **, and *** represent significance at the 10%,
5%, and 1% levels, respectively
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Δ ln fvit ¼ β0 þ β1 ln rð Þit�1 þ β2 ln fkit�1 þ β3 ln lit�1 þ β4 ln umnit�1

þ β5 ln pnit�1 þ β6 ln ait þ β7exit þ εit

In the case the dependent variable has firm value, the effects of utility model and
patent on firm value are shown in Table 9.

According to the regression results, utility models and patents do not have a
statistically significant effect on firm value in Turkey.

Table 8 Estimates of micro model with R&D expenditures

Dependent variable:
Annual sales growth rate (r) POLS FE GMM

(Log of sales)t – 1 –0.027
(0.004)*

–0.073
(0.079)

–0.030
(0.015)**

(Log of utility model)t – 1 0.025
(0.013)*

0.019
(0.018)

0.010
(0.035)

(Log of patent)t – 1 0.023
(0.007)

–0.017
(0.012)

–0.005
(0.055)

(Log of research and development)t – 1 0.002
(0.004)

0.001
(0.010)

0.002
(0.013)

(Log of investment)t – 1 0.319
(0.130)

2.801
(0.523)***

12.640
(2.444)***

(Log of export)t 0.209
(0.018)***

0.195
(0.018)***

0.127
(0.037)***

(Log of firm age)t 0.007
(0.021)*

–0.339
(0.095)***

–1.921
(0.635)***

(Log of employees)t – 1 0.198
(0.035)***

0.175
(0.037)***

0.159
(0.074)**

Constant –0.036
(0.357)

–7.114
(1.351)***

–30.922
(5.411)***

R2 0.25 0.28

Wald Chi2 336.42

Sargan 0.95

AR(2) 0.84

Observations 916 916 916

Number of firms 80 80 80

Note: Panel data tests were performed using the Stata 14 software program. The results of the
Sargan test and the AR2 test indicate p values expressing the validity of the instrumental variables
and second-order autocorrelation, respectively. *, **, and *** represent significance at the 10%,
5%, and 1% levels, respectively
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6 Conclusions

The components of intellectual property rights have different effects on different
levels of development. The abundance of data on patents combined with more
systematic observations and reporting has led to the creation of extensive literature
on patent rights. However, this does not validate the utility model. In this study, the
effects of utility models on economic growth and firm performance were investi-
gated through the country and firm panels. Thus, the subject was combined in a
single text at both macro and micro levels.

According to the macro analysis findings, the intellectual property rights compo-
nent that positively affects economic growth in developed economies is patents and
in developing economies utility models. This finding also guides policy makers as to
which appropriate intellectual property right is beneficial for economic growth
according to their country’s level of economic development. One of the important
findings of this study is that the utility model, which provides cheaper and faster
protection compared to patent rights, should be preferred, especially by developing

Table 9 Estimates of micro model with firm values

Dependent variable:
Log of firm value (fv) POLS FE GMM

(Log of firm value)t – 1 0.884
(0.014)***

0.551
(0.0269)***

0.481
(0.060)***

(Log of utility model)t – 1 0.028
(0.034)

0.044
(0.041)

0.101
(0.103)

(Log of patent)t – 1 –0.002
(0.018)

0.071
(0.027)**

0.078
(0.055)

(Log of investment)t – 1 1.946
(0.324)***

1.516
(0.831)**

5.181
(2.276)**

(Log of export)t 0.078
(0.038)*

0.092
(0.036)**

0.132
(0.081)

(Log of firm age)t –0.027
(0.040)

0.013
(0.149)

–0.312
(0.169)*

(Log of employees)t – 1 0.152
(0.073)**

0.207
(0.069)***

0.345
(0.172)**

Constant –3.731
(0.813)

3.157
(2.143)

–5.599
(5.877)

R2 0.49 0.44

Wald Chi2 386.08

Sargan 0.77

AR(2) 0.07

Observations 937 937 937

Number of firms 80 80 80

Note: Panel data tests were performed using the Stata 14 software program. The results of the
Sargan test and the AR2 test indicate p values expressing the validity of the instrumental variables
and second-order autocorrelation, respectively. *, **, and *** represent significance at the 10%,
5%, and 1% levels, respectively
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countries in the field of industry. Policy makers can support growth by increasing the
efficiency and number of inventions that can be applied to the industry through the
utility model. For this purpose, policy makers can increase and sustain the economic
growth rate by encouraging the application of the utility model in developing
countries. Therefore, in addition to pursuing international standards, the production,
use, and dissemination of information can be accelerated, and economic growth can
be supported in this way through changes made under a national intellectual property
law or existing law.

According to the micro analysis findings, utility model and patent applications do
not have a statistically significant effect on sales growth in Turkish firms. However,
in countries that are pioneers in high-tech goods manufacturing, such as South
Korea, Japan, and Germany, patent and utility model practices have a positive
impact on both performance and market values of firms. However, these two
intellectual property rights applications do not have a significant effect on firm
performance and value in Turkey. These findings mean that firms have non-
innovation-based growth in Turkey. The managers of large companies in Turkey
are mostly trained by the Anglo-Saxon education system, in which the patent is
emphasized among intellectual property rights. For this reason, the utility model lags
far behind the patent in terms of implementation in Turkey. In addition, the sectoral
distribution of firms confirms that Turkey has mostly non-innovative firms. Only
19 of the 507 firms in the stock exchange operate in the technology sector. In fact,
only 3 of those 19 companies registered patents and utility models during the period
examined. Considering the sectoral distribution of firms operating in Turkey, out of a
total of 507 firms, 127 are financial institutions; 46 are investment companies; 33 are
real estate investment companies; and 27 appear to be in the food, beverage, and
tobacco sector. Therefore, it can be stated that the number of innovative firms
investing in R&D expenditures, patents, and utility models is insufficient in Turkey.
If Turkey wants to become a developed country and catch up with technologically
leading countries, it should adopt utility model applications and other intellectual
property rights as national policies; moreover, firms should learn how to use these
rights. For this purpose, it is necessary to carry out informative advertising cam-
paigns regarding the utility model, provide training to the relevant institutions, and
organize policies to promote the utility model. The fact that R&D spending does not
have a significant impact on sales growth supports these statements in Turkish
companies. Overall, the companies operating in Turkey that make the non-
innovation-based growth and production are stunning results of this study. Thus,
Turkish firms cannot shake off the traditional company structure. The findings of this
research regarding brings to mind the question of whether imitation can be source of
growth for Turkey’s economy. Thus, future researchers could explore other types of
economic activity such as imitation. In addition, studies conducted using single-
country samples generally feature investigations of firms operating in all sectors of a
country. However, analyzing the firms operating in different sectors within the same
sample group imposes problems in terms of reaching a common conclusion for
overall sectors. Studies whose authors examine both intellectual property rights and
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the types of these rights will lead the literature and provide a basis for more accurate
policy recommendations on a sectoral basis.

Acknowledgements An earlier version of the paper was presented at the 17th Conference of
International Schumpeter Society, Seoul, South Korea from July 2 to 4, 2018. In addition, we would
like to thank the seminar participants for their feedback at Center for Economic Catch-up, Seoul.
We would also like to thank Prof. Keun Lee for sharing his ideas and helpful suggestions for our
work. This research was supported by Scientific and Technological Research Council of Turkey
(TUBITAK), 2214-A International Doctoral Research Fellowship Programme.

Appendix. List of Countries

Developed Country Panel Developing Country Panel

Australia Greece Malta Algeria Ghana Pakistan

Austria Hong Kong Netherlands Angola Guatemala Panama

Belgium Hungary New Zealand Argentina Honduras Paraguay

Canada Iceland Norway Bolivia Iran Peru

Cyprus Ireland Poland Botswana Iraq Romania

Chile Israel Portugal Brazil India Russia

Czechia Italy Slovakia Bulgaria Indonesia Senegal

Denmark Japan Spain Cameroon Jamaica South Africa

Finland Korea Sweden Chile Jordan Sri Lanka

France Lithuania Switzerland China Lithuania Sudan

Germany Luxembourg UK Colombia Malaysia Swaziland

USA Costa Rica Mauritania Thailand

Dominican Republic Mauritius Tunisia

Egypt Mexican Turkey

El Salvador Morocco Ukraine

Equator Nigeria Uruguay

Fiji Nicaragua Venezuela

Gabon Philippines Vietnam

References

Adams, S. (2008). Globalization and income inequality: Implications for intellectual property
rights. Journal of Policy Modeling, 30(5), 725–735.

Adams, S. (2010). Intellectual property rights, investment climate and FDI in developing countries.
International Business Research, 3(3), 201–209.

Albert, H., & Ping, I. (2013). Patent rights and economic growth: Evidence from cross-country
panels of manufacturing industries. Oxford Economic Papers, 65(3), 675–698.

Arellano, M., & Bond, S. (1991). Some tests of specification for panel data: Monte Carlo evidence
and an application to employment equations. The Review of Economic Studies, 58(2), 277–297.

332 G. C. Bulus and I. Bakirtas



Arellano, M., & Bover, O. (1995). Another look at the instrumental variable estimation of error-
components models. Journal of Econometrics, 68(1), 29–51.

Baltagi, B. H. (2005). Econometric analysis of panel data. Wiley.
Bond, R. S. (2002). Dynamic panel data models: A guide to micro data methods and practice.

Portuguese Economic Journal, 1(2), 141–162.
Bosworth, R., & Rogers, M. (2001). Market value, R&D and intellectual property: An empirical

analysis of large Australian firms. Economic Record, 77(239), 323–337.
Branstetter, G. L., Fisman, R., & Foley, F. C. (2006). Do stronger intellectual property rights

increase international technology transfer? Empirical evidence from U.S. firm-level data. The
Quarterly Journal of Economics, 121(1), 321–349.

Buch, M. C., Döpke, J., & Strotmann, H. (2009). Does export openness increase firm-level output
volatility? The World Economy, 32(4), 531–551.

Caselli, F., Esquivel, G., & Lefort, F. (1996). Reopening the convergence debate: A new look at
cross-country growth empirics. Journal of Economic Growth, 1, 363–389.

Chan, M. S., & Tang, C. T. (2017). Foreign direct investment inflows and intellectual property
rights: Empirical evidence from different income groups. Global Economic Review, 46(4),
1–30.

Cho, K., Kim, C., & Shin, J. (2015). Differential Effects of intellectual property rights on innovation
and economic performance: A cross-industry investigation. Science and Public Policy, 42(6),
827–840.

Drahos, P. (1998). The universality of intellectual property rights: Origins and development.
Intellectual Property and Human Rights, 1–36.

Eaton, J., & Kortum, S. (1996). Trade in ideas patenting and productivity in the OECD. Journal of
International Economics, 40(3-4), 251–278.

Eom, B. Y., & Lee, K. (2010). Determinants of industry–academy linkages and, their impact on
firm performance: The case of Korea as a latecomer in knowledge industrialization. Research
Policy, 39(5), 625–639.

Evan, T., Vazarova, P., & Bolotov, I. (2018). Some effects of intellectual property protection on
national economies: Theoretical and econometric study. Prague Economic Papers, 27(1),
73–91.

Falvey, R., Foster, N., & Greenaway, D. (2006). Intellectual property rights and economic growth.
Review of Development Economics, 10(4), 700–719.

Gentile, E. (2017). Intellectual property rights and foreign technology licensıng in developing
countries: An empirical investigation Asian (Development Bank Economics Working Paper
No. 515). Retrieved from https://papers.ssrn.com/sol3/papers.cfm?abstract_id¼3187778.

Ginarte, J. C., & Park, W. G. (1997). Determinants of patent rights: A cross-national study.
Research Policy, 26, 283–301.

Gold, E. R., Shadeed, E., & Morin, J. (2019). Does intellectual property lead to economic growth?
Insights from a novel IP dataset. Regulation & Governance, 13, 107–124.

Gould, M. D., & Gruben, C. W. (1996). The role of intellectual property rights in economic growth.
Journal of Development Economics, 48(2), 323–350.

Grossman, M. G., & Lai, E. C. (2002). International protection of intellectual property (NBER
Working Paper No.8704). Retrieved from https://www.nber.org/papers/w8704.

Hahn, H. C. (2004). Exporting and performance of plants: Evidence from Korean manufacturing
(NBER Working Paper No. 10208). Retrieved from https://www.nber.org/papers/w10208.

Helpman, E. (1993). Innovation, imitation, and intellectual property rights. Econometrica, 61(6),
1247–1280.

Hu, A., & Png, I. (2013). Patent rights and economic growth: Evidence from cross-country panels
of manufacturing industries. Oxford Economic Papers, 65(3), 675–698.

Hu, J., Chen, H., & Tsai, F. (2014). Exploring the endogenous relationship between intellectual
property rights protection and economic growth. Journal of Information and Optimization
Sciences, 35(3), 255–274.

Patent, Utility Model, and Economic Growth 333

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3187778
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3187778
https://www.nber.org/papers/w8704
https://www.nber.org/papers/w10208


Hudson, J., & Minea, A. (2013). Innovation, intellectual property rights, and economic develop-
ment: A unified empirical investigation. World Development, 46, 66–78.

Islam, N. (1995). Growth empirics: A panel data approach. The Quarterly Journal of Economics,
110(4), 1127–1170.

Javorcik, S. B. (2004). The composition of foreign direct investment and protection of intellectual
property rights: Evidence from transition economies. European Economic Review, 48(1),
39–62.

Kennedy, P. (2008). A guide to econometrics. MIT Press.
Kim, K. Y., Lee, K., Park, W. G., & Choo, K. (2012). Appropriate intellectual property protection

and economic growth in countries at different levels of development. Research Policy, 41(2),
359–375.

Lanjouw, J. O., & Schankerman, M. (2004). Protecting intellectual property rights: Are small firms
handicapped? The Journal of Law & Economics, 47(1), 45–74.

Lee, K. (2009). How can Korea be a role model for catch-up development? A ‘capability-based
view’ (WIDER Research Paper, No. 2009/34). Retrieved from https://www.econstor.eu/
bitstream/10419/45072/1/601792939.pdf.

Lee, K. (2016). Economic catch-up and technological leapfrogging: Path to development and
macroeconomic stability in Korea. Edward Elgar.

Lee, M., Alba, D. J., & Park, D. (2018). Intellectual property rights, informal economy, and FDI
into developing countries. Journal of Policy Modeling, 40, 1067–1081.

Liu, W. (2016). Intellectual property rights, FDI, R&D and economic growth: A cross-country
empirical analysis. The World Economy, 39(7), 983–1004.

Mankiw, G. N., Romer, D., & Weil, N. D. (1992). A contribution to the empirics of economic
growth. The Quarterly Journal of Economics, 107(2), 407–437.

Maskus, E. K. (2000). Intellectual property rights in the global economy. Institute for International
Economics.

Maskus, E. K., & McDaniel, C. (1998). Impacts of the Japanese patent system on productivity
growth. Japan and the World Economy, 11(4), 557–574.

Mohtadi, H., & Ruediger, S. (2008). Intellectual property rights and growth: Is there a threshold
effect? International Economic Journal, 28(1), 1–42.

North, D. C. (1990). Institutions, institutional change and economic performance. Cambridge
University Press.

Park, W. (2005). Do intellectual property rights stimulate R&D and productivity growth? Evidence
from cross-national and manufacturing industries data. In J. Putnam (Ed.), Intellectual property
rights and innovation in the knowledge-based economy (pp. 1–51). University of Calgary Press.

Park, W. G. (2001). R&D, spillovers, and intellectual property rights. In Annual World Bank
conference on development economics, Washington, DC. Retrieved from https://observer.
american.edu/cas/faculty/wgpark/upload/rd-spillovers-iprs.pdf.

Raizada, G., & Dhillon, S. S. (2017). Impact of intellectual property rights on international trade:
Evidence from India. Journal of Intellectual Property Rights, 22(4), 200–210.

Reichman, H. J., & Samuelson, P. (1997). Intellectual property rights in data. Hein Online, 52–166.
Rogers, M. (2002). Firm performance and investment in R&D and intellectual property (Mel-

bourne Institute Working Paper No. 15/02). Retrieved from https://minerva-access.unimelb.edu.
au/bitstream/handle/11343/33681/65813_00000135_01_wp2002n15.pdf?sequence¼1.

Schneider, H. P. (2005). International trade, economic growth and intellectual property rights: A
panel data study of developed and developing countries. Journal of Development Economics, 78
(2), 529–547.

Sesay, B., Yulin, Z., & Wang, F. (2018). Does the national innovation system spur economic
growth in Brazil, Russia, India, China and South Africa economies? Evidence from panel data.
South African Journal of Economic and Management Sciences, 21(1), 1–12.

334 G. C. Bulus and I. Bakirtas

https://www.econstor.eu/bitstream/10419/45072/1/601792939.pdf
https://www.econstor.eu/bitstream/10419/45072/1/601792939.pdf
https://observer.american.edu/cas/faculty/wgpark/upload/rd-spillovers-iprs.pdf
https://observer.american.edu/cas/faculty/wgpark/upload/rd-spillovers-iprs.pdf
https://minerva-access.unimelb.edu.au/bitstream/handle/11343/33681/65813_00000135_01_wp2002n15.pdf?sequence=1
https://minerva-access.unimelb.edu.au/bitstream/handle/11343/33681/65813_00000135_01_wp2002n15.pdf?sequence=1
https://minerva-access.unimelb.edu.au/bitstream/handle/11343/33681/65813_00000135_01_wp2002n15.pdf?sequence=1


Seyeum, B. (1996). The impact of intellectual property rights on foreign direct investment. The
Columbia Journal of World Business, 31(1), 50–59.

Sudsawasd, S., & Chaisrisawatsuk, S. (2014). Foreign direct investment, intellectual property
rights, and productivity growth. Journal of International Commerce, Economics and Policy, 5
(3), 1–19.

Zhang, H., & Yang, X. (2016). Intellectual property rights protection and export quality. Interna-
tional Journal of Development Issues, 15(2), 1–12.

Zhao, M. (2006). Conducting R&D in countries with weak intellectual property rights protection.
Management Science, 52(8), 1185–1189.

Patent, Utility Model, and Economic Growth 335



Part III
Sustainability



Schumpeterian economic dynamics
of greening: propagation of green
eco-platforms

John A. Mathews

Abstract The greening of business is now widely recognized as firms take the lead
from reluctant governments in making sustainable operations profitable. The green-
ing of business may be contrasted with the “business of greening” – in the sense that
greening may be associated with the emergence of smart green platforms that
propagate and expand as they creatively destroy industries that are rooted in a fossil
fuelled past. Such considerations bring into focus the evolutionary economic dynam-
ics of greening, involving business concepts like emergence of platforms and
networks, the capture of increasing returns, the role of manufacturing, mass produc-
tion and learning curves, which help to account for green innovation and green
growth as drivers of the global green shift. This is a perspective that is distinguished
from “zero growth” and “natural capitalism” approaches to greening; and it is one
that is as applicable as much to China and emerging industrial powers as to advanced
industrial countries. Fundamentally, greening is characterized as the emergence of
green business platforms which create new possibilities for green growth as they
propagate, driven by supply-side dynamics as much as by demand-side dynamics
involving changed consumer behavior, as in the rise of the sharing economy.
Fundamentally it is cost reduction (via learning curves) and capture of increasing
returns that open up opportunities for new business strategies that creatively destroy
the old business models associated with fossil fuels and resource wastage.
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1 Introduction

Concern over the sustainability of current business models is widespread; it has been
a theme of discussion and enquiry at least since Hart and Milstein raised the issues in
pointed fashion over two decades ago (1999). It is widely believed that business is
greening in response to environmental/ecological threats, with global warming as the
headline danger, posing a great moral challenge. But if responding to this challenge
were what is really driving greening strategies, then there would be little hope for the
planet – for as many companies that wished to do the right thing, there would
certainly be as many companies looking to make profits by doing the wrong thing.
For every company like Tesla looking to clean transport systems with Electric
Vehicles (EVs), there would be a VW looking to cut corners with vehicle emission
standards. For every oil company like Statoil looking to diversify from its offshore
drilling operations towards offshore wind power generation, there would be an
ExxonMobil that remains rooted to its fossil fuel past. Neither would there be
much hope for a greener planet if it were left solely to governments and regulatory
controls like carbon taxes or vehicle emissions standards to drive the transition; these
are demonstrably too weak to achieve the desired result unless they work to
complement the economic dynamics that are the real drivers of change.

In this paper, the argument is developed that the greening of business is really a
business phenomenon, driven by business fundamentals. It can be described in terms
of the emergence of multiple green business platforms, each of which is already
profitable and promises to become much more profitable as the platforms link with
each other and propagate across the economy in aggregate fashion. There are
platforms in transport, involving electric vehicles where – notwithstanding the
idolization of Tesla and Elon Musk – the initial profits are being made in fleets of
EV buses, taxis and commercial vehicles, creating linked value chains in vehicles,
motors, and charging infrastructure. There are platforms in energy generation and
storage and with increasing focus on home systems like rooftop solar. There are
platforms that link energy generation to previously expensive operations like water
desalination and recycling, thus bringing clean water in reach of all. There are
platforms in previously carbon-intensive heavy industry – as in green steel making,
and in generation of solar fuels. There are platforms now transforming urban/indoor
production of food, enhancing yield and ensuring clean and green operations. These
business model innovations are true platforms in that they provide a base for multiple
businesses; they involve scope for IT (as in smart grids and smart cities) as well as
generation and analysis of big data. They are scalable in that they can operate at
local-level or city-wide level – as in the emergence of new eco-cities. They can be
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facilitated by government policies and regulations but are fundamentally driven by
diminishing costs and technoeconomic drivers.

Just over a century ago the Austrian economist Joseph Schumpeter tackled
economic fluctuations and dynamics and revealed their fundamental economic
drivers, characterizing the process of change as one involving creative destruction –

the destruction of the old and its replacement by the creation of something new. He
insisted that what fundamentally characterized capitalism is its ceaseless creativity –
the creation of new modes of production, new markets, new forms of organization –
and now, to bring the story into the twenty-first century, new business platforms. He
described how creative destruction was given an economic rationale in the ability of
the capitalist financial system to advance credit to entrepreneurs bringing in the new
to allow them to operate on a level playing field with the incumbents. Now we are
witnessing in the twenty-first century a new “great transformation” that involves
multiple sectors and multiple countries in a global process of renewal.

These new green business platforms are emerging not just where they might be
expected, in the advanced economies. Surprisingly, they are emerging also in
China – where green business platforms that generate cleaner air, water and soil,
and generate energy and resource security, are proving to be a top priority for the
communist government. And as the platforms mature in China, driven by
diminishing costs, so they get taken up in India – and from there they can be
expected to diffuse to the rest of the industrializing world. This is how the world
of business is greening, creating a new green paradigm of profit generation and
entrepreneurial opportunities.

It is the emergence of the IT-enhanced platform economy and the rise of new
green industries that together create the new eco-platform economy, which promises
to become one of the dominant business trends of the next several decades. It
promises to create a trend that all extant businesses will have to respond to, either
by creating their own new eco-platform business models or reacting to those
developed by others. The green economy is not conceived as an end-product but
as an evolving entity, where new eco-business models can be expected to create new
platforms which in turn would generate new business opportunities and stimulate the
emergence of new business models. This is a very different conception from one that
sees green developments as high-cost initiatives that can be sustained only by the
wealthy, through subsidies or through moral/ethical commitments. It is different
from a view that sees such developments as essentially political in nature (e.g. the
politics of sustainable development) rather than as driven by industrial and business
dynamics. Likewise this is an approach that is quite different from that advanced by
“zero-growth” advocates like Daly and Cobb, or by “natural capital” proponents like
Hawken.1 On the other hand this is an approach that is consistent with and

1The notion of “zero growth” derives from a consideration of what is possible for an economy that
is growing within the limits of a finite world e.g. Daly and Cobb 1989). Because it ignores the
possibilities of enhanced resource and energy productivity associated with green growth, it has little
to offer emerging industrial powers like China, and indeed its strict pursuit today would condemn
China et al. to perpetual poverty. The idea of “natural capital” as underpinning the operations of
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compatible with the sociotechnical transition (STT) perspective (or multi-level
perspective) that views innovation processes like the green shift that is under way
as complex processes that involve technologies and the institutional settings within
which they evolve.2

The argument of this paper is that greening is a business matter—a pre-eminent
business matter. There is the greening of business, making it less energy- and
resource-intensive. But there is also the business of greening – viewing the phe-
nomenon of the greening of business through the lens of business and entrepreneur-
ial calculation and the propagation of green platforms. Such a perspective is very
different from that which views greening as a moral challenge and as an extension of
the firm’s corporate social responsibilities, i.e. as fundamentally a matter of moral
choice. The trouble with such an argument is that it poses the issue as a choice to be
made by individual firms. There is an important element here of subjectivity; one
firm decides to move in one direction, which may be viewed as a response to the
moral crisis of confronting global warming, but others find ample ways to justify to
themselves (and their shareholders) the adopting of a different choice, upholding
business as usual. This is why most of the literature on “greening of business”
consists of cases of “good” firms like Tesla or SolarCity, advancing an argument that
if more firms behaved like this, then the system as a whole would be expected to shift
to a more sustainable trajectory. Firms’ best interests would drive them in the desired
direction. The problem is that there is precious little evidence to indicate that
business is really changing due to firms’ taking their CSRs seriously.

At the same time there is the issue that the traditional “Western” model of
industrialization, based as it is on fossil fuels and resources throughput (rather than
circularity) is simply not scalable to the degree demanded by China and other
emerging industrial powers. It comes as a shock to many that it is actually the
newly industrializing giants like China (and to some extent India) that are driving the
competitive dynamics of the process of greening. This is because they are less prone
to the effects of “carbon lock-in” and can benefit from strong state intervention in
driving a new energy and resource trajectory (Unruh 2002). As China makes choices
that favor solar PV and wind power (and associated energy storage) over fossil fuel
alternatives, so it helps to drive down the trends of falling costs for solar PV (and for
other renewable sources such as wind power) by expanding the market. The diffu-
sion of industrialization as an evolutionary economic process now encompasses the
world. Industrialization was concentrated last century in Europe and East Asia and is
now diffusing globally to encompass the emerging giants China, India and Brazil, to

capitalism, is advanced by authors such as Hawken (1993), who characterize natural capital as
intrinsically measurable and capable of carrying a price that reflects its scarcity. No such hypotheses
are called for in the green platforms approach.
2The most widely cited study in the sociotechnical transition (STT) tradition is that of the transition
from sailing ships to steam-powered vessels in the nineteenth century, as developed by
Geels (2002).
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be followed by the other major countries of the presently developing world such as in
Africa.3

The OECD has captured this fundamental phenomenon in what it calls “shifting
wealth” – as depicted clearly in Fig. 1. Here the top line indicates the falling
proportion of world manufacturing value-added by the OECD countries, and the
rising lower line the manufacturing value-added of the non-OECD countries – for
which, read China, India and Brazil. The two lines can be expected to cross over by
the year 2020 if not sooner.

All would be well if this phenomenon of shifting wealth could extend “business
as usual” indefinitely -- but this is not possible. Even if the planet allowed such
expansion in fossil fuel usage and resource spoliation to continue indefinitely, the
geopolitical pressures arising from tightening pressure on peaking oil, coal and gas
supplies, and on peaking commodity supplies more generally, would rule out
continued Business as Usual (BAU) expansion. The fact is that the Western model
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Fig. 1 Shift eastwards of manufacturing value-added. Source: OECD Development Centre, as
carried at: https://bluenotes.anz.com/posts/2017/10/LONGREAD-Chinas-green-shift-and-
how-Australia-should-respond

3For an argument along these lines, see for example Mathews and Tan (2014).
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of industrialization cannot scale to accommodate the rising industrial powers of the
twenty-first century.4 This is a profoundly inconvenient truth.

Let us then elaborate on the perspective that sees greening in terms of emergence
of smart green business platforms, and as applicable to emerging industrial powers
like China as much as to advanced industrial countries, in that this is a perspective
that views greening as the propagation of platforms that are (in principle) scalable
and replicable without hitting geopolitical limits.

2 Greening of business: Emergence of eco-platforms

By the “greening of business” I mean the emergence of smart green business
platforms, or “eco-platforms” at multiple levels, from that of a group of firms, to
industries, to groups of complementary industries, to cities (as in “eco-cities”). These
are business developments because they are products of business model innovation;
they generate new sources of profits; and they create new business opportunities as
they are scaled up through interlinkage and propagation. They are products of
Schumpeterian creative destruction.

Smart green platforms are extending their operations in classic formations or
configurations that link one firm’s prosperity with another’s. Take electric vehicles.
As the case for EVs becomes more pressing, due to technological improvements
such as battery innovations that reduce their size, weight and cost, and renewable
energy contributions to the grid make EVs less and less dependent on carbon flows,
so the economic drivers of the shift away from internal combustion engine (ICE)
vehicles become stronger. Of course, government regulations can help to shape these
drivers – as when governments intervene with demanding fuel standards that make
ICE vehicles less and less attractive. These regulations to be truly effective need to
work with the technological and business drivers, not at odds with them. Is it moral/
ethical imperatives that drive them, or are firms responding to new business oppor-
tunities generated by the global green shift that is already underway?

The point is that we are living through the beginnings of a green transition and yet
it is difficult to see it clearly because our language disguises the reality. Take the
comparable case of networks or clusters. For over a century, business scholars were
more or less blind to the realities of platforms, networks, clusters and other suprafirm
phenomena, while their language emphasized the primacy of individual firms and
their business calculations. Economists’ language failed to acknowledge or recog-
nize the ways in which firms strategized around interfirm linkages or complemen-
tarities. Now the situation is different and platform firms like Facebook, Google and

4See Michael Spence, “Asia’s new growth model,” Project Syndicate (1 June 2011), available at:
http://www.project-syndicate.org/commentary/spence23/English, for an argument that the Asian
powers are moving towards a new development model; while a much more explicit argument is
provided by Hu Angang (2006).
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Alibaba all emphasize their contributions towards the development of platforms as
part of the evolution of their business models. Likewise, we need some expressions
and forms of words that capture the reality of the green transition that is working
through business processes and not just through assumed drivers in the form of
moral and ethical considerations (weak at the best of times) and government
regulatory drivers such as carbon taxes (even weaker when considered over the
past 20 or 25 years). We need language that reflects and captures the industrial
dynamics and scale of the transition involved.

It is not so much a question of describing what should be done or ought to be done
but what is being done – if only we had the language to capture it. I am suggesting
that the greening of business is already a reality that is building on what is already
happening with smart platform initiatives and their building of criss-crossing chains
of complementary value creation; the greening is an amplification or intensification
of trends that already exist. Intensification is the preferred word – because it conjures
up intensification of economic growth (or creation of green growth via intensifica-
tion) with an emphasis on improvements in resource efficiency (and resource
security) via creation or closure of circular industrial loops. This perspective will
allow for an appreciation of the scale of the transition and which roots it to the
industrial dynamics of capitalism – as insisted on by Schumpeter.

3 Green platforms

Consider three such smart green platforms (eco-platforms) to capture their main
effects and characteristics as they propagate through the economy.

3.1 Green steel platform

Consider first the green steel platform and its propagation as an exemplar of the
industrial dynamics of the greening economy within the existing carbon-intensive
economy. “Green steel” as described by one such entrepreneur promoting the
concept, Sanjeev Gupta, with his Liberty House group in the UK, consists of three
major innovations in a mature industry, steel. The first is increasing reliance on
recirculated steel (scrap steel) which can be accommodated using mini steel mills
with electric arc technology; in the Liberty House business model, this reliance on
recirculated steel is increased – thereby reducing dependence on virgin iron ore
mined from the earth, and thereby reducing the planetary impact of the industry.
Secondly the green steel platform increasingly generates its own electric power from
renewable sources, integrating wind and solar power facilities into the operations of
the steel mills. The innovative platform thus has the potential to reduce costs and
(more significantly) reduce cost uncertainty, because electric arc mills use electricity
which, in principle, can be generated from renewable sources rather than from coal
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(fossil fuels) as in traditional open-hearth furnaces. Third, the green steel platform
offers possibilities of being extended into associated activities, such as the use of the
green steel produced and the power generated from renewable sources in an activity
like electric vehicle (EV) production and operation. In this way, the Green Steel
platform demonstrates the potential to extend its activities across multiple industrial
sectors, linking value chains in steel production, power production and vehicle
production.5 It is striking that “green steel” is now expressed through hydrogen
being used as reductant in place of coal, so that steel production can become
completely independent of fossil fuels, insofar as hydrogen can be produced by
electrolysis of water utilizing renewable sources of energy.6

The platform extends (propagates) via operations that link energy production and
steel recycling as well as other forms of recycling such as those involving polymers
(e.g. using recycled car tyres in the feedstock), as well as materials such as using fly
ash from municipal incinerators in electric arc furnaces.7 Each of these innovations
reduces both the energy intensity and resource intensity of the platform – and thereby
reduces the costs as well.8 In the medium term the Green Steel platform promises to
reduce its costs as renewable sources of energy become more cost favourable than
traditional coal-fired electricity and coal-fired blast furnaces, and recycled steel
becomes more cost-favourable than traditionally mined iron ore. Medium-term
prospects for scrap steel are for a continuing fall in prices as contrasted with prices
for iron ore which can be anticipated to continue to fluctuate, depending on geopo-
litical circumstances. In this way the green steel platform generates increasing
returns (getting more for less cost) and operates at lower levels of resource and
energy intensity – thus enhancing the resilience of the overall steel industry as the
green steel platform propagates itself across to associated activities, in true platform
fashion.

5The green steel entrepreneur, Sanjeev Gupta, has proposed a link with EV production, utilizing the
abandoned production facilities for the Holden car company in Adelaide – just as Elon Musk was
able to utilize abandoned Toyota production facilities for his Tesla EV manufacturing activities in
California. On this, see “Gupta plans EV plant in Australia, powered by solar and storage”, by Giles
Parkinson, RenewEconomy, Jan 222,018, at: http://reneweconomy.com.au/gupta-plans-ev-plant-
australia-powered-solar-storage-94177/
6The German steel company Thyssenkrupp announced its innovation to produce slab steel utilizing
hydrogen in place of coal, in November 2019. See the announcement posted to Clean Energy Wire,
“Thyssenkrupp tests use of hydrogen in steel production to bring down emissions”, 12 Nov 2019,
at: https://www.cleanenergywire.org/news/thyssenkrupp-tests-use-hydrogen-steel-production-
bring-down-emissions
7See Yang et al. (2017), for a study of the potential for municipal fly ash to be utilized as an input in
electric arc furnace steel making, where it is found that municipal incinerators could achieve zero
waste by making this linkage.
8See Johnson et al. (2008) for a study of the energy gains in using recycled steel as input to electric
arc steel furnaces in place of virgin iron ore. The results are that the operation utilizing 100% scrap
steel recycling uses an energy level of 26 GJ – much lower than current operations around the
world, and lower than the 79 GJ needed for 100% virgin iron ore (indeed, an energy saving of 70%).
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3.2 Green food production platform

Next consider how urban food production can shift to a paradigm where production
is enclosed, under controlled conditions, utilizing renewable sources of energy and
desalinated water pumped and recycled to minimize resource intensity. Take the
Sundrop Farms platform as such a case of propagation of a green platform, one
focused on growing clean and fresh vegetables (tomatoes, capsicum, cucumbers
et al) in a hydroponic manner, in enclosed greenhouses with controlled environment.
The major inputs are renewable power and desalinated water, both of which are
under the operator’s control. The first commercial instance of this business model is
the 20-ha greenhouse-farm built at Port Augusta in South Australia, located in an
arid area close to the Spencer Gulf. Under a 10-year supply contract with the national
retail grocery chain Coles, Sundrop Farms is producing tomatoes for urban dwellers
at a rate of 15,000 t per year. The energy system is based on a Concentrated Solar
Power (CSP) array for power generation, while the seawater sourced from Spencer
Gulf is desalinated by means of a Multiple Effect Distillation (MED) system,
utilizing power supplied by the CSP system. The link is thereby established between
growing vegetables in controlled conditions with supply of renewable energy and
renewable water. Further, IT-enhancement is being added to the control of the
mirrors and lenses of the CSP system and to the operations of the greenhouse,
where water and power flow are IT-controlled to maximize efficiency and meet
the target production volumes and quality standards. Individual items can be varied,
while the platform can be scaled up, virtually without limit. It is this capacity to be
scaled up, with diminishing costs, that is such a salient contrast with the diminishing
returns of traditional agriculture (Mathews 2018).

Consider the different value chains that feed into the Sundrop Farms food
production platform. There is food production itself, with its value chain
encompassing seeds and horticulture supplies. There is the generation of electric
power from renewable sources (solar CSP) and its associated value chain involving
mirrors, lenses and service firms like Aalborg CSP that secured the contract to install
the Sundrop Farms Port Augusta system in Australia. And there is the fresh water/
desalination value chain with its MED technology and associated value chain. They
all creatively intersect in the Sundrop Farms clean vegetable growing operation.

Unrelated but similar initiatives have been taken in western Victoria in Australia,
involving the fruit and vegetable grower Nectar Farms and wind power supplier
Neoen Australia. Under an agreement announced in June 2017, Nectar plans to
expand its operations to include a 30-ha greenhouse supplied with power from a
63-turbine wind farm, with a lithium-ion battery providing 20 MW or 34 MWh
energy storage, allowing the facility to run day and night.9 This is another case of

9See the media release, “Neoen Australia, Nectar Farms and the Victorian government sign global-
first partnership in power and food supply,” 27 June 2017, at: https://www.neoen.com/wp-content/
uploads/2017/06/Media-Release_Bulgana-MoU_June2017_UK.pdf
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protected cropping or controlled environment growing of fresh vegetables along
lines that could be scaled up globally to provide fresh food for the world’s cities.10

If we venture to call these initiatives cases of a “Controlled Environment Smart
Food Production” platform then we can see it as underpinning the present operations
of Sundrop Farms and Nectar Farms – as well as thousands and then millions more
such urban food production operations anticipated to be set up in cities around the
world. The platform can extend and propagate into other forms of food production,
encompassing fruits and berries and perhaps varieties of fish aquaculture, building
new value chains as each such extension of the platform is tried and consolidated.
This is exactly how a platform is envisaged as operating.

Complementing these initiatives from the Asia-Pacific, the European Union
(EU) has been actively promoting sustainable bio-platforms under the name of the
Knowledge-based Bioeconomy (Birner 2018; De Lorenzo and Schmidt 2018).
European research funding is being targeted at promotion of bioeconomy value
chains that encompass food production, forestry, aquaculture as well as related
activities in bioproduction of therapeutics. Again, IT-enabled platforms are an
important aspect of such European initiatives.

3.3 The tesla EV-PV platform

The Tesla business platform is one of the first to integrate production of EVs (now
extending from automobiles to commercial trucks, and encompassing the
gigafactory for battery production) with household rooftop solar PV energy gener-
ation (and manufacture of rooftop solar modules) combined with battery energy
storage. Thus, Tesla is threatening Schumpeterian disruption across three sectors – in
vehicles, in power generation and in energy storage/battery manufacture. Tesla
captures synergies across these three sectors through its EV-PV technoeconomic
platform. It is vertically integrated in solar PV, producing its own PV household
systems as well as installing them with the SolarCity advanced financing model
whereby the home owner pays zero upfront costs. Likewise, its EV manufacture is
vertically integrated, encompassing battery production in the vehicle value chain.
The same batteries are used for the EV and for home energy storage –capturing
powerful synergies. And the EVs themselves promise to act as a very large battery,
providing power on demand to the grid (V2G). Notwithstanding the fact that Tesla
has yet to make a profit, its ambitions are so large that it could end up being the
dominant force in each of its chosen three sectors – transport, power generation and
energy storage. In any case it provides an exemplar of green strategy at work, where
each individual initiative is of significance in itself and enhances the value generated

10On Sundrop Farms and its wider significance, see for example Dulaney (2017). A US example of
this platform initiative is the case of Plenty, with financial backing of $200 million from the $100
billion Softbank Vision Fund, created by Japanese businessman Masayoshi Son. See the
Bloomberg report at: https://www.bloomberg.com/news/articles/2017-07-19/softbank-s-vision-
fund-leads-200-million-bet-on-indoor-farming
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by the whole platform. There are similarly ambitious business models being pursued
in China by companies such as BYD, which likewise is developing an EV-battery
platform that is making substantial inroads into China’s automotive, bus and com-
mercial vehicles sectors.

What is common to these three developments, and to the many other initiatives
that could be cited, is that they draw from three trends or tendencies. Let us then
generalize these developments to explore the Schumpeterian economic dynamics of
the emergence of smart green platforms.

4 Smart green platforms

The shift towards smart green platforms involves in the first place a recognition of
the significance of platforms themselves -- now extending to firms being able to
operate digital platforms with AI features like algorithms that collect vast quantities
of data from their own IT-enhanced operations.11 There are applications of IT as in
IT-enabled or smart strategies and IT-enhanced green initiatives like EVs. And there
are green initiatives themselves, as in the introduction of green renewable energy,
introduction of EVs, and closing of industrial loops as in the circular economy.12 The
argument of this paper is that it is where these three trends intersect that greatest
interest lies (Fig. 2).

First, the platform phenomenon represents acknowledgment that business choices
and strategies are not just concerned with individual firms but with wider groups of
firms connected via complementary activities. These supra-firm phenomena that
have an impact on firm strategic choices have included clusters (or industrial dis-
tricts), networks, and platforms which have a technological dimension in their
definition. Some networks or clusters are developed around technologies rather
than geographical place – and are aptly known as (technological) platforms. As
such, they can grow to be very large, as when firms strategize around the creation of
platforms such as the Palm operating system for Personal Digital Assistants (PDAs),
or the Symbian platform for smart phones, or the Windows platform for Personal
Computers (PCs).13 In each case, the platform can draw together thousands of firms
that are linked by complementarities, such as applications developers, hardware
components providers, and service providers. All these firms are inter-dependent
and pursue strategies contingent on those followed by the other platform members --
albeit following the strategic lead of a network architect firm that seeks to make its

11See Kenney and Zysman (2016) as well as Zysman and Kenney (2017) for elaboration, while De
Reuver et al. (2018) update the discussion with more recent findings.
12For a discussion of the history and current applications of the notion of the circular economy,
contrasted with the resource-wasting linear economy, see Winans et al. (2017).
13For discussion of strategizing by firms around platforms and networks, see Gawer (2014), or
McIntyre and Srinivasan (2017).
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platform the dominant system in the industry.14 What is being added in the present
discussion is a role to be played by green platforms that replicates the role played by
those commonly recognized in the IT and other sectors. Platforms such as “con-
trolled environment smart food production” and a combined “green steel – EV”
system as well as the familiar “EV-PV” platform developed by Tesla promise to
propagate rapidly and transform the economies that adopt them seriously. The key
terms in this trend will be business ecosystem; network effects; open source inno-
vation (Linux, Wikipedia); and algorithmic decision-making generating and
analysing big data (all well recognized), as well as clean energy, clean food and
water production, urban mining and green commodities like steel.15

Smart platforms Further rounds of applications of IT to familiar business pro-
cesses and transactions lends them new possibilities of “smart” or “intelligent”
behavior, as when an e-commerce firm offers searching services across a vast
range of product or service choices. Such developments in e-commerce were the
key to the rise of Amazon.com and eBay in the US and Alibaba, Tencent and Baidu

Smart 
GREEN

SMART
PLATFORMS

Renewable Energies;

Circular Economy;
Microgrids;

Electric Vehicles;

Industrial Symbiosis

IT-enabled;
Business Ecosystem;

Open Source;

Network Effects;
Platform Economy

Digital;
Algorithmic;

Big Data;
Self-Monitoring

green 
platforms

Fig. 2 Emergence of smart green platforms. Source: Author

14For a recent exposition of the “platform leadership” concept, see Gawer and Cusumano (2014).
15On open innovation, see Chesbrough and Appleyard (2007).

350 J. A. Mathews

http://amazon.com


in China. IT-enhancement now extends to applications of artificial intelligence
(AI) as when algorithms are deployed to offer choices, and when consumer trans-
actions generate data that is captured (and analysed as “big data”) by the e-commerce
firm. As noted by Zysman and Kenney (2017), the digital era, with its move to the
cloud, is now characterized by the quartet: platforms, big data, algorithmic power
and computation-intensive automation.16 They argue that the changes (and oppor-
tunities) presented by this new era are comparable in scale and effect to those
involved in the development of the factory, and in emergence of new firms like
General Electric, in the first and second industrial revolutions. The emergence of
specifically green platforms that add “intelligence” to food and energy production
provides a powerful extension of these arguments.

The third trend that complements these platform-building and IT-enhancing
trends is that of greening itself. Greening of business strategies involves firms in
reducing their dependence on fossil fuels and resources dug or drilled from the earth
and burnt, creating particulate pollution and longer-term less obvious effects like
global warming or climate change.17 Familiar examples include firms switching to
renewable sources of energy (as when providers of IT services like Apple, Microsoft
and Google swing behind their own sources of renewable power rather than drawing
from the grid); or steel producers switching to green hydrogen in place of coal as
reductant; or automotive firms switching to electric vehicles and fuel cell vehicles as
prelude to reducing carbon emissions as electrical sources become cleaner. Like-
wise, firms can switch away from dependence on resources that are mined or drilled
and instead rely on inputs channelled from other firms’ waste – as in circular
economy initiatives or “urban mining” of precious metals like copper or gold.18

Other firms can switch to use of LEDs as an energy saving initiative, or they can
offer car sharing services as a means of reducing private vehicle use and thereby
carbon emissions. These trends are clearly visible but have only recently been driven
by cost advantages, as when the cost of solar power falls so fast that it costs less to
generate than coal-fired power, or when LEDs costs fall so fast that it is no longer
sensible to install traditional incandescent bulbs. Once the changes are recognized as
being driven by cost considerations, more so than by purely ethical/moral consider-
ations or by government mandates, then the game changes. It is the business of
greening that then comes into focus.

There is already abundant evidence of two-way interactions between these three
processes, as in cases where desalination of water is made scalable and cost effective
by being driven by solar power, or solar electricity enhances the green credentials of
electric vehicles. But it is the 3-way interaction that is of greatest significance and
that underpins the creative destruction potential of these green platform initiatives.
What is common to these descriptions of the greening of industries is the emergence

16See Zysman and Kenney (2017).
17Discussions of these cases can be found in Mathews (2013, 2016, 2018).
18Cases in China are discussed in Mathews and Tan (2014, 2016); Mathews et al. (2018); and Zeng
et al. (2018).
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of smart green platforms (or eco-platforms) as the carriers of the shift – with all the
network effects and multiple connections that are characteristic of platforms and
accounting for their rise and propagation across the economy. The essential feature
of these green platforms is that as they propagate, so they generate intensive growth
that delivers increasing returns, best captured as green growth. Even allowing for the
fact that the energy needs of expanding IT industries are also rising, their improved
efficiency (e.g. the move to the cloud) delivers potential improvements in income
without associated expansions in resource throughput. The smart green platform
economy (SGPE) or “eco-platform economy” is emerging, in ways that graphically
demonstrate the reality of circular and cumulative causation and creative
destruction – as described by economists Arthur Young (1928) in his analysis of
increasing returns, by Schumpeter (1912–1934) with his conception of creative
destruction, and by Nicholas Kaldor in his happy phrase the “chain reaction”
economy. These may be identified as providing the fundamental intellectual sources
for the economic dynamics of the green shift – as is now to be demonstrated.

5 Business of greening: Economic drivers of the green shift

It was Young who insisted that increasing returns should be, not a marginal feature
of economic analysis, but its central concern.19 Young argued that how firms
through their interlinkages create increasing returns should be the central feature
of economic analysis. Now there is a very real prospect of this happening, because in
the platform economy the central categories of economic analysis – equilibrium-
based price formation – have little traction and offer minimal insights. It is increas-
ingly recognized that the central aspects of platforms and their growth (propagation)
are the increasing returns they generate – through non-equilibrium phenomena such
as network effects. Algorithmic business models that feature data collection and
analysis as well as production and distribution of commodities are recognized as
generating increasing returns – and as such pose a problem for public policy to
maintain levels of competitive interaction. While Young was ignored by mainstream
economics, his insights remain valid and highly pertinent to the emergence of green
eco-platforms today.

It was Schumpeter who insisted that it is not price competition that characterizes
economic development (we would now say evolutionary dynamics) but
innovations – as in new technologies, new production systems, new systems of
logistics and distribution, new brands. New “platforms” can now be added to bring
the list up to the twenty-first century. Amongst the many virtues of Schumpeter’s
Capitalism, Socialism and Democracy (Schumpeter 1942) is its Chapter 7 on “The
Process of Creative Destruction”. In this short six-page exposition Schumpeter lays

19On the power of increasing returns and how they underpin the success of mass production in the
twentieth century, see Young (1928).
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out his famous analysis of capitalism as a restless social and economic order that
never is, and never can be, a stationary system. He paints a picture of capitalism as
driven by “gales of creative destruction” whereby innovation allows new players to
enter markets and create new directions, financed by capitalist credit creation that
puts the innovators on an equal footing with incumbents.20

As the innovations capture the creative dynamic of capitalism, orchestrated via
entrepreneurial initiative, so they also spell doom for the incumbent firms that cannot
or will not adapt to the new conditions. This is the “destruction” side of creative
destruction – as relevant today, if not more so, as when Schumpeter was describing
the process in the 1940s. Already we have witnessed extensive creative destruction
as IT-based firms foment major innovations in traditional sectors – like Intel or
Qualcomm or Softbank creatively destroying existing sectors such as telecommuni-
cations with their new chip-based innovations and business models. Qualcomm
offered its Snapdragon chip a decade ago as a platform for the mobile internet –
and this product has served as platform for countless other firms using it as a means
to bring their own applications to market.21 Greening tendencies simply enhance and
reinforce trends that are already in existence – as when Tesla builds power gener-
ation and distribution features into its EV initiatives, or Thyssenkrupp injects green
hydrogen into its steel-making activities.

It was Kaldor who insisted on the point that economies behave in ways that reflect
or mirror suprafirm characteristics or interfirm connections, via circular and cumu-
lative causation and “chain reactions” that propagate across the economy. It is not
just large firms that create the disturbance and propagate it; it is entrepreneurial
initiatives that can emanate from small and highly focused firms that maintains the
endless resource recirculation within dynamic economies.22 The neoclassical eco-
nomic framework with its focus on issues of price competition at a point in time –
neglecting all the features of an economy such as platform and network effects,
turnover of firms as industries evolve, and creative destruction, which are the
features that provide the real interest.

We may apply this constellation of ideas to our three cases of the emergence of
new green platforms – the Green Steel platform, the green food production plat-
forms, and the Tesla EV-PV platform -- to develop a sense of how the business of
greening works and how green growth can be accomplished. This brings the focus
directly onto the industrial dynamics of the transition, viewing it as endogenous to
the wider economy rather than being imposed by some external regulatory require-
ment such as carbon taxes or fuel emissions standards.

20See Schumpeter (1912/1934) for his original exposition of the sources of dynamism of the
capitalist system, and Schumpeter (1928) for an exposition targeted at the economic literature,
and Schumpeter, 1942 for his outline of the process of creative destruction.
21See “Celebrating 10 years of innovation with Snapdragon”, Nov 152,017, at: https://www.
qualcomm.com/news/onq/2017/11/14/celebrating-10-years-innovation-snapdragon
22On the original conception of circular and cumulative causation (C&CC) see Kaldor (1970).
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6 Evolutionary economic dynamics of greening

It is worth noting that the emergence of green platforms really does result in a
greener economy, evidenced by reduced dependence on fossil fuels for energy and
on virgin resource flows for material consumption, as demonstrated above. Just to
take the example of the Smart Food Production (SFP) platform, these greening
trends are evident in both the Sundrop Farms and Nectar Farms models in the way
that they offer the prospect of producing clean and fresh vegetables with reduced
water burden, reduced use of herbicides and pesticides, and reduced energy intensity
from conventional thermal electric power sources. This model is scalable and
extendable into diversified lines of food production (e.g. fruits, berries) to become
the preferred pattern of fresh food production in cities worldwide, thereby reducing
both water and energy inputs and drastically improving the efficiency and produc-
tivity of urban food production.

As their dependence on mined and drilled resources (fuels and materials) reduces,
and their dependence on controlled inputs that are products of other manufacturing
processes increases, so the costs of these eco-platforms will be expected to decline.
This is the phenomenon of the learning curve, or experience curve – and it is
fundamental to the cost economics of greening. As just a single example, consider
the cost curve for energy sources – solar PV and lithium-ion batteries. Figure 3
reveals that the costs for solar PV have been reducing at the rate of 24% for every
doubling of production – and since production globally has been doubling every two
to three years, that has resulted in big drops in cost levels that are now on the verge of

Fig. 3 Cost reductions in solar PV systems and lithium-ion batteries. Source: BNEF

354 J. A. Mathews



making solar PV cost-competitive with the energy generated by burning the cheapest
and dirtiest coal. Likewise, the costs of lithium-ion battery storage have been falling
at the rate of 22% for every doubling of production – making energy storage now a
competitive business proposition (as captured by Tesla in its Powerwall home and
factory energy storage products).

These are not cost reductions in the manner of the contingent price falls and price
rises of mined and drilled commodities like coal, oil or iron ore, which rise and fall
depending on local conditions, scarcities, and political reliability of the country that
houses the mines or drilling operations. The uncertainties associated with these
fluctuating conditions, and the wars, revolutions and terrorist actions that might
accompany them, are all too well known. In stark contrast, the cost reductions
associated with green platform business initiatives, derived from the learning
curve or experience curve, are highly predictable. They are based on the well-
known and recognized principles of cost reducing as market expands, and as the
market expands so the opportunities for specialization increase. All the green
platforms discussed depend for their success on recognition of these principles.

The sequence was elaborated by Young, building on Adam Smith’s fundamental
theorem of 1776 that the division of labor is limited by the size of the market. As
Young expressed it, a price reduction triggers an expansion in demand (the size of
the market) and this in turn triggers opportunities for specialization (creating entre-
preneurial opportunities for small, specialized firms) which enhances productivity
and cost reduction, leading to further falls in prices. This is a classic instance of what
Kaldor et al. called “circular and cumulative causation.”23

At the time that Young was describing this process, it was already being put into
practice by Henry Ford with his successive models of mass produced automobiles.
Between 1909 and 1916, Henry Ford reduced the price of his Model T Ford from
$950 to $360 – a drop of 266% over just seven years. Each year, sales doubled –

from just below 6000 in 1908 to over 800,000 in 1917. The same process is
underway now with solar PV cells in China. In each case it is manufacturing that
provides the “engine” – as the market expands, so manufacturing efficiencies are
improved (via enhanced specialization) which reduces costs, and this then leads to
further market expansion – and so on (subject to optimal economies of scale being
reached).24

It is in mass production industries that entrepreneurs are able to make large
investments, not because of increased demand but in anticipation of increased
demand. This is what Henry Ford was doing around a century ago. This is what
Chinese mass producers of solar PV cells are doing today as they build mega-
factories to produce solar PV cells in huge volume – in anticipation of what the
demand will be. This is what the Tesla entrepreneur Elon Musk is doing with his
“gigafactory” for producing lithium-ion batteries in Nevada for his series of EVs

23For elaboration on this point, see Mathews and Reinert (2014).
24For a discussion of the innovations in production achieved by Ford, and their impact on costs and
market growth, see for example Abernathy and Utterback (1978).
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being produced at the Fremont plant in California. At the shareholders’ meeting in
June 2017, Musk went on the record to state that Tesla is likely to build ten such
gigafactories – in pursuit of economies of scale which will drive down costs and
further expand the market for EVs. So, the greater scale of production drives cost
reductions that in turn drive market expansion, and so on round and round in the
process of circular and cumulative causation. The same process that described the
success of Ford’s Model T a century ago are today applicable to EVs, to solar PVs, to
wind power systems and to energy storage systems, all based on eco-platforms that
are products of manufacturing.

Likewise, the green food production platform model is driven by the consistency
of expected cost reductions generated by the control achieved over all aspects of the
food growing process. As opposed to the seasonal fluctuations experienced in
traditional farming, with water supplies from rainfall and sunshine the sources of
greatest uncertainty, the enclosed and controlled environment of the Sundrop Farms
business model, and its associated control over energy and water inputs (renewable
energy production and desalination), generate accurate cost projections that are
unheard of in the traditional farming sector. This is translated into the business
innovation of a ten-year supply contract entered into between Sundrop and the retail
grocery giant Coles – the first such long-term contract for the retail chain, spanning
several seasons. Indeed, seasonality matters nothing to the Sundrop Farms model.
Because of its similarity to manufacturing, the Sundrop Farms model promises to
generate increasing returns rather than the diminishing returns usually associated
with agriculture – a profoundly important difference.

It is the power of increasing returns that accounts for the success of platforms,
and that helps to explain the current success of green platforms like Green Steel,
Sundrop Farms and the Tesla EC-PV platform. Because of improvements in effi-
ciency, and associated cost reductions captured as the learning curve, it is
manufacturing operations that are always associated with increasing returns – and
the shift in industry towards mass production. By contrast operations like mining and
drilling for resources, as well as traditional agriculture, all suffer from diminishing
returns. As one mine is exhausted another is brought on line, with lower yields. As
one farm takes the best soil available, the next farm has to settle for land of inferior
fertility – and so on, as explained famously by David Ricardo in the early nineteenth
century. It was Arthur Young who translated these ideas from an agrarian economy
into principles applicable to an industrial economy based on mass production. Now
these same ideas need to be put to work to inform a twenty-first century green
eco-platform economy.

Fundamentally it is these cost considerations and their predictability and expec-
tation of costs reducing according to the learning curve, that lie at the heart of the
business of greening. This is a very different perspective from the one that sees
greening as a “return to nature”. On the contrary, the argument developed here is that
greening involves the extension of urbanization, electrification and manufacturing to
further industrial sectors and to further industrializing countries. Greening, it is
argued, involves transforming existing sectors like food production to the controlled
environment and controlled inputs associated with manufacturing, in a way that is
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replicable, scalable and practicable. It is applicable at multiple levels – from that of
firms linked via a green platform, to that of industrial parks (eco-industrial parks) and
extending to the level of whole cities (eco-cities) and ultimately of the economy as a
whole.

7 Transitional dynamics of greening

The greening of business is an emergent trend that almost all firms will eventually
have to come to terms with. As described, it arises from three separate trends, namely
the development of IT-enabled business models (intelligent software, smart sys-
tems); platform business models which capture open source and network effects as
well as the role of complementors; and green initiatives themselves, such as invest-
ments in renewable energies and circular economy initiatives. It is when these
initiatives interact, as in “smart platforms” or “digital platforms” or “smart grids”
that they have most salience. It is the expansion and propagation of the green
platforms that explains green growth – or growth that can be sustained without
increased resource throughput. For example, the urban food production platform of
Sundrop Farms can be scaled up without imposing further growth in energy, water or
chemical inputs. Smart grids can embody energy-saving features when they are
equipped with IT-enabled self-monitoring devices such as smart meters. As such
they offer abundant opportunities for developing green energy systems that are self-
aware, self-monitoring and self-repairing, that can provide platforms for the building
of eco-industrial parks and ultimately (as in China) eco-cities. There are many
examples now reported, such as digital platforms that underpin e-commerce like
eBay and Amazon.com in the US (and now spreading globally) or Alibaba in China
which started just a decade ago as a B2B platform.25 It is the greening of such
intelligent (IT-enabled) platforms that is of most interest.

So far we have discussed the supply side dynamics of greening. But of course
there are demand side dynamics that generate complementary drivers of the green
transition. The sharing economy, where under-utilized assets such as accommoda-
tion, transport or tools can be shared, creating new consumer markets, is a prominent
example (Dyal-Chand 2015; Boecker and Meelen 2017). The sharing economy
brings the focus onto IT-enabled platforms that promote resource efficiency, and
thereby facilitate the green transition.

This discussion is consistent with the literature on Sociotechnical Transitions, as
developed by the Multi-Level Perspective on transitions towards sustainability. This
perspective emphasizes the technological and sociotechnical aspects of the transi-
tion, through a series of case studies such as the transition away from sailing ships to
steam-powered ships. What the Schumpeterian perspective adds is the emphasis on

25Alibaba was largely responsible for creating efficient value chains in China and now operates the
largest B2B platform in the world.
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the economic drivers of the transition, bringing into focus the role of increasing vs
diminishing returns, circular and cumulative causation, cost reduction through mass
production and market expansion, and creative destruction.26

The essence of platform growth is not growth in physical resource throughput,
but growth in connections, i.e. growth in economic intensity. This is why it is
reasonable to talk of “green growth” using the language of platforms and increasing
returns, rather than the language of growth in physical resource throughput. The key
is to see the emerging green platforms as genuine suprafirm structures to which firms
wishing to make a green contribution can attach themselves, as part of multi-
stranded value chains that culminate in green products and services. The criss-
crossing of these multi-stranded value chains is a way of capturing the process
through which an economy greens itself. The board game GO (the oldest board game
in the world) captures this process in the way that players enhance their position by
making connections between their groups of stones, and expanding their territory
through connected formations.

8 Why is China playing such a prominent role?

One of the paradoxes of the global green shift that is under way is that China is
playing such a prominent role. While everyone recognizes that China has been
despoiling its own and others’ environment while it pursued the same fossil-fuelled
industrialization strategy as made the West wealthy, it is now recognized as well that
China has emerged as a renewables superpower, dwarfing other countries in its
building of renewable capacity and the speed of its transition to innovations such as
electric cars, trucks and buses.27 China is betting big on renewables, and on a circular
economy, because the success of China’s industrialization efforts depends on this
bet. It’s all about scale. China’s industrialization is a process taking place at a scale
without historical precedent.

The big question is: what is driving this trend? Is it a trend that is likely to
continue? It seems clear that if China were to proceed with the typical industriali-
zation strategy that all previous industrial countries pursued – based on fossil fuels
and raw materials plunder – then it would face insuperable problems. These would
not just be problems of shortages of resources and immediate environmental prob-
lems, but most centrally problems to do with the geopolitical limits to a fossil fuelled
and virgin materials strategy. To put it bluntly, China would face entanglements in

26See Geels (2011) for a comprehensive discussion of the strengths of the MLP in characterizing
sustainability transitions. And yet while mentioning evolutionary economics, this exposition offers
no fundamental economic driver of the shift, and neglects to mention costs and learning curves,
increasing returns, platforms and network effects, and other aspects of creative destruction.
27On the greening of China, see for example Piovani (2017). On China’s greening of its energy
systems, see the series of studies by Mathews and Tan (2014, 2016); and on the creation of circular
economy resource flows, see Mathews et al. (2018).
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oil wars and resource wars if it were to pursue a typical fossil fuel strategy at the scale
of its industrialization – not to mention the burden on its balance of payments as it
sought to raise its imports of these fossil fuels. It would mean a horrendous twenty-
first century – for China and for everyone else.

When one looks at the scale involved, it’s clear that China really has no alterna-
tive to a green shift strategy. And in the typical no-nonsense approach of the
Chinese, their leadership has adopted this strategy with determination, and ambition.
As China adopts this green shift strategy, so it drives down costs for itself and for
all – and makes such a strategy more accessible to other industrializing countries like
India, or Brazil, or African countries.28 And so the green shift that is initiated by
China becomes a global green shift. China’s green shift in turn opens up opportu-
nities for companies and countries that are nimble enough to take advantage of these
opportunities – including companies based in the US, the EU or Japan.

9 Concluding comments

In this article the evident greening of business is taken as starting point for a
discussion of the processes through which this greening is being effected. Going
beyond the conventional calls that “something must be done” means engaging with
the ways in which firms are building new smart green platforms and deriving
advantages from their capacity to bring other firms into the new eco-systems created
by the propagation of these platforms. The argument is that green growth, which
delivers growth in incomes without growth in physical resource throughput, is best
accounted for by growth in green platforms. Green growth, in this sense, is an
immaterial process. It is one that is driven by firms making business decisions as
they extend and propagate their green business platforms. A greening economy does
not have to be a zero-growth economy; it can rely on intensive growth rather than
resource-driven extensive growth. Such a perspective calls for a return to the
concepts and frameworks that inform the evolutionary economic dynamics of
industry – emergence of platforms and clusters with their network effects; the
capture of increasing returns through the cost reductions associated with manufactur-
ing, and the building of platforms around processes that reduce energy dependence
on fossil fuels and resource dependence on virgin resources that are all products of
mining and drilling rather than manufacturing. These considerations help to resolve
the paradox as to why China is playing such a significant role in the green shift and is
pioneering the growth of green platforms. If it is firms’ business strategies that will
green the planet, then it is up to business scholars to explicate these strategies and
reveal why they are likely to propagate and creatively destroy the strategies of
incumbents that have brought us to the present impasse. For this task, it is time to

28Altenburg and Assmann (2017) bring together a range of studies that address the applicability of
green industrial strategies as industrialization diffuses around the world.
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bring the insights of Schumpeter, Young, Kaldor and others into the twenty-first
century.
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Industrial life cycle: relevance of national
markets in the development of new
industries for energy technologies – the case
of wind energy

Marlene O’Sullivan

Abstract About 20 years ago Klepper (1997) has shown that the life cycle theory,
initially introduced for products, can also be applied to the development of industries.
The industries that were examined to establish this theory were marked by relatively
stable market conditions that are typically driven by innovation. However, research on
the transition of the energy system has shown that markets for new energy technolo-
gies are driven by political support. As yet an analysis of the industry life cycle of an
industry which has developed under politically driven market conditions has not been
conducted. Therefore this paper examines the development of the global wind energy
industry and the relevance of national markets in a globalized world. The study is
founded on a large empirical database. A comparative analysis of various international
and national developments was conducted using descriptive statistical methods. The
findings show that the global development derives from the sum of individual national
developments. It reveals a strong influence of national markets on the development of
their respective wind energy industry. Therefore these findings provide relevant
insides for the political debate on market support mechanisms in wind energy.

Keywords Industry life cycle · Wind energy industry · Relevance of national
markets · Market development · Political support instruments · Market concentration

JEL codes O33 · O57

The original version of this chapter was revised as the Copyright year information was
incorrectly mentioned and as well as the footnote information was missed to be included to
the chapter. A correction to this chapter can be found at
https://doi.org/10.1007/978-3-030-84931-3_17

Reprinted from the Journal of Evolutionary Economics: O’Sullivan, M. J Evol Econ (2020) 30,
1063–1107. https://doi.org/10.1007/s00191-020-00677-5, published under the terms of the
Creative Commons CC BY license (https://creativecommons.org/licenses/).

M. O’Sullivan (*)
Department of Energy Systems Analysis, Institute of Engineering Thermodynamics, German
Aerospace Center (DLR), Pfaffenwaldring 38-40, 70569 Stuttgart, Germany
e-mail: marlene.osullivan@dlr.de; http://www.dlr.de

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2020,
corrected publication 2022
A. Pyka, K. Lee (eds.), Innovation, Catch-up and Sustainable Development,
Economic Complexity and Evolution, https://doi.org/10.1007/978-3-030-84931-3_15

363

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-84931-3_15&domain=pdf
http://orcid.org/0000-0003-3897-2043
https://doi.org/10.1007/978-3-030-84931-3_17#DOI
https://doi.org/10.1007/s00191-020-00677-5#DOI
https://creativecommons.org/licenses/
mailto:marlene.osullivan@dlr.de
http://www.dlr.de
https://doi.org/10.1007/978-3-030-84931-3_15#DOI


1 Introduction

In order to meet the goals of the Paris climate agreement (United Nations 2015), the
energy sector in every country has to make a transition towards an energy system
with a predominant use of renewable energy sources (RES) within the coming
decades (see also Teske 2019). The transition raises many questions which have to
be addressed in order to help overcome the uncertainties that stand in the way of the
change process. One of those uncertainties concerns the macroeconomic opportuni-
ties and risks associated with the energy transition. It raises the question which
companies will provide the technology and which countries will benefit from it. To
add to this debate this paper will analyze the development of the global wind energy
industry. Its aim is to provide insights into the industrial development of this sector
and its drivers for the discussion on the design of framework conditions.

The main theory that this paper will refer to is the industry life cycle theory (ILC)
(Klepper 1997). It has been used for the empirical analysis of the development of
various industries producing capital goods as well as consumer goods (see also Gort
and Klepper 1982, Klepper 1996, Agarwal et al. 2002, Giachetti and Marchi 2010)
and services (Menhart et al. 2004). The hypothesis that motivates the work on this
paper is that the ILC of the wind energy industry might differ to the industries
analyzed so far as its market creation and development have been strongly dependent
on political support instruments and have therefore not been driven by innovation
alone (see chapter 2). Changes in support policies for wind energy technologies due
to varying political interests led to expansion paths that were unstable beyond what
can be expected for capital goods markets.

Therefore, the main research question that this paper wants to address is if the
development of an industry that is marked by instability in demand on national level
differs to the characteristics described by Klepper (1997) in the ILC. Since this
question is quite complex, it can be divided into two aspects. The first one addresses
the geographic delineation, which leads to the question whether the national or the
global market development was more relevant for the evolution of the wind energy
industry. The other aspect is the relevance of support policies in the development of
the wind industry. It raises the question if RES policies have had a significant impact
on the development of the wind industry through their impact on the market
development.

Looking at the evolution of wind energy for the production of electricity three
different development paths can be observed. One is the utilization of small wind
turbines for self-supply; another is the use of onshore wind energy with the priority
to feed the electricity into the grid, and the third is the utilization of offshore wind
energy. Historically the use of onshore wind for the grid has evolved from the strand
of self-supply turbines. However, in the last few years a new line of turbine
manufacturers has evolved which focuses on wind turbines for self-supply. Regard-
ing the offshore wind development a similar picture can be drawn. New manufac-
turers appeared with the utilization of wind energy offshore alongside large
incumbent onshore wind companies. The relevance of existing manufacturers in
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the offshore market strongly differs to the one onshore. Therefore this paper follows
the view that the development of wind energy technology should be considered as
the evolution of three different trajectories (Dosi 1982). The analysis in this paper
will focus on the strand of onshore wind energy for the grid but will also give some
insights into the offshore development.

Chapter 2 will give an introduction of the relevant theories and findings for this
paper. Chapter 3 introduces the empirical data and methodology used in this paper
and assesses their relevance. The results of the data analysis are presented in chapter
4. In the final chapter conclusions will be drawn and the need for further research
will be indicated.

2 Theoretical foundations

The theory of industry life cycles (ILC) is derived from the concept of product life
cycles (PLC) that was developed over time by a number of authors (see among
others Levitt 1965, Vernon 1966). The PLC theory describes the general develop-
ment of certain performance indicators of a product over its life time such as the
development of turnover, profit rate as well as imports and exports. This develop-
ment is typically divided and described in four phases – introduction, growth,
maturity and degeneration (Levitt 1965). During the use and development of the
PLC theory, certain analogies on the development of the respective industries were
drawn by a number of authors (see also Wiliamson 1975; Abernathy and Utterback
1978; Clark 1985; Klepper and Graddy 1990; Jovanovic and MacDonald 1994).
However, the final model on ILC is attributed to the work of Klepper (1997). Three
main indicators are subject to the ILC model - the creation of technological innova-
tion, market development, and the number of companies active in the market (see
Fig. 1). Just as in the PLC theory the development of these indicators is specified in

Fig. 1 Development of indicators in an industry life cycle (ILC), based on Klepper 1997
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phases of industrial development. In the case of ILC there are mostly three stages
that are taken into consideration neglecting the last phase, the decline of the market
as described in the PLC.

Phase one refers to the early exploratory stage which is characterized by a low
market volume, uncertainty regarding the technological specification required by the
market, simple product design and hardly any automatization in the production
process. In anticipation of future market potentials companies enter the market
with different technological concepts and the volatility of market shares is high.

Phase two is specified as a growth phase with a large market expansion rate in
which the dominant design emerges. As a result the number of product innovations
decreases whereas process innovations and along with them automatization of the
production increases (Abernathy and Utterback 1975). The number of new market
entrants decreases and shake outs can be witnessed as certain technological strands
have proven to be unviable.

Phase three marks the stage of maturity. Market growth slows down, innovations
are less relevant and the number of companies decreases while market shares
stabilize. Company shake outs that can be seen in this phase are not only driven
by the inferiority of technological solutions but by consolidation to increase eco-
nomic efficiency. Also results of various industry studies suggest first mover advan-
tages with longer survival rates of early market participants (see also Klepper 2002).

Phase four, the decline of the market that is described in product life cycles so far
does not play a significant role in the industry life cycle theory. One reason might be
that industries that were subject to the ILC theory so far had not reached this stage.
Also the decline of the market for an industry does not happen as quickly as it does
for a product. Technologies as well as industries consist of a number of products.
Their development could therefore be described as the sum of different product life
cycles (Ford and Ryan 1981; Menhart et al. 2004). Therefore their development will
only enter the phase of decline if a technology becomes dispensable for the market.

Klepper (1997) ILC theory has been established by the analysis of different
industries in the US. However it does not seem to be clear which geographical
boundaries have to be applied for the analysis of industries in the globalized world of
today for the theory to be viable. As the ILC model has been derived from the PLC
theory the international perspective and its findings in this strain of research will be
taken into account.

The main findings regarding the international perspective of the PLC theory goes
back to Vernon (1966, 1979). His work suggests that the production shifts over time
from the country of origin – which is expected to be a developed country - to less
developed countries with cost advantages. During the first phase of the PLC the
advantages of the country of origin seem to be especially relevant. The theory of lead
markets which was introduced much later does pick up on this aspect and widens the
perspective from the higher quality of production in developed countries to the
competitive advantages which are subject to such a market (see Beise 2004; Porter
1990). During the growth phase other developed countries start to produce the
technology introduced by the lead market. Cost advantages become crucial in the
maturation phase which leads to the shift of production to less developed countries.
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Another theory that will be addressed in the course of this paper is the theory of
catch-up cycles. It answers the question why it is possible for latecomer countries
and firms to eventually take over the industrial leadership from incumbent compa-
nies (Lee and Malerba 2017).

Regarding the development of innovations Klepper (1997) refers to the concept
introduced by Abernathy and Utterback (1975). The concept that follows the
interdependency of product and process innovation in the course of the life cycle
still holds true today with the restriction that it is applicable for mass products and
commodities. Another concept sheds light on the development of innovations in
complex products and systems (Davies 1997). This concept suggests that product
innovations may maintain their importance over the product life cycle. According to
this theory a complex product is characterized by a composition of defined compo-
nents. The equivalent of the dominant design of a product is reached once the
dominant architecture of such a product has emerged. In the course of the product
life cycle product innovations take place in different components. The innovation
focus therefore shifts between components over time whereas the general architec-
ture of the complex product remains stable.

Resent research on patent publications for wind energy suggests that the creation
of innovation in wind energy technology follows the characteristics of a complex
product (Huenteler et al. 2016). The dominant architecture known as the Danish
Design was established in the late 1980s. Up to that point different architectural
concepts had been seen regarding the philosophy of tower construction
(light vs. sturdy) number of blades (2–4), the orientation (horizontal vs. vertical)
and the position of the rotor (upwind vs. downwind). In the end the Danish Design
won the upper hand as it turned out to be the most reliable. It consists of a three
bladed upwind rotor, on a horizontal axis with a sturdy tower construction (Gipe
1995; Douthwaite 2002; Maegaard et al. 2013). Even today these fundamental
features are still used in nearly all wind turbines installed globally. The only
component that varies depending on the manufacturer is the design of the gearbox
or even the use of a gearbox at all. Innovative activity in wind turbines since the
establishment of the dominant architecture has almost solely been seen in the
improvement of the various components (Huenteler et al. 2016).

Coming back to the question of the relevant geographical boundaries for the ILC
theory, the findings on innovation activities in wind turbines suggest that the creation
of innovation in the wind energy sector is subject to a global knowledge base. This
could indicate that the global perspective is predominantly relevant for the ILC of the
wind industry. However a detailed analysis of market development as well as the
number of companies active in the market in the context of ILC has yet to be
carried out.

The formation of a market demand for new energy technologies in the course of
the energy transition towards a more sustainable energy supply is subject to exten-
sive literature. Various lock-in effects lead to inertia in the transformation of the
energy system that is difficult to overcome (Unruh 2000; Seto et al. 2016). The most
important one is known as the technological lock-in effect. It implies the fact that
new energy technologies do not necessarily provide any new or advanced services to
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the consumers. Therefore a new market demand for new energy technologies cannot
be created by innovation alone as implied in the technology push theory that the ILC
is based on. At the same time new energy technologies are not fit to compete with
incumbent technologies as they have not reached their optimal technological or
economic performance at the beginning of their life cycle (Menanteau et al. 2003).
The advantage of a more sustainable energy production does not create any indi-
vidual economic value in itself as the external effects of incumbent energy technol-
ogies are not internalized in the energy market. This aspect in combination with
increasing returns for existing technologies, form the core of path dependence. In
order to overcome this inertia, political support is of essence first to provide a
technological development via technology-push instruments and later to create
market demand by using market-pull instruments (see also Dosi 1982; Grubb
2004; Bürer and Wüstenhagen 2009; Nemet 2009; Groba and Breitschopf 2013).
As political support is strongly influenced by technological lock-in effects, institu-
tional lock-in has been identified as an effect on its own (Seto et al. 2016).
Institutional lock-in effects can result in two outcomes; they either lead to a contin-
uation of the existing path dependence or to constantly changing political support.
The relevance of political support instruments for the creation of RES markets has
been identified by a number of studies (see also Kranzl et al. 2006, Kildegaard 2008,
Lund 2009, Bergek and Jacobsson 2010, Haas et al. 2011, Klessmann et al. 2011,
Lehmann et al. 2012, Batlle 2012, White et al. 2013, Jacobs 2014, Darmani et al.
2014). The results of these studies show that the effectiveness to create market
demand of support policies depends on two main factors; the stability of policies as
well as the type and level of support.

Based on these findings the work in this paper assumes that wind energy markets
were largely driven by political support systems. Therefore, the terms stable or
unstable market developments or conditions used in this paper directly refer to the
stability of political support in these markets. Fluctuations between individual years
that lie in the nature of capital goods markets are not regarded as unstable market
developments.

Another strand of innovation literature does seem to be applicable to the subject
addressed in this paper. The theory on technological innovation systems (TIS) has
the motivation to better understand the dynamics underlying a technological inno-
vation (see also Carlsson and Stankiewicz 1991; Carlsson et al. 2002; Jacobsson and
Bergek 2006; Hekkert et al. 2007; Bergek et al. 2008). It is widely used in the context
of sustainable transitions (Markard et al. 2012) and has been applied to analyze the
development of the wind energy sector in various countries or regions (see also
Jacobsson and Johnson 2000; Bergek and Jacobsson 2003; Negro et al. 2012;
Wieczorek et al. 2013; Darmani et al. 2014; Bento and Fontes 2015). The geographic
delineation of the concept of innovation systems is not clearly addressed and subject
to many discussions (Markard et al. 2015). Therefore variations of innovation
systems have emerged next to TIS over time like national innovation systems
(Lundvall 1992; Freeman 1995; Lundvall et al. 2002) or global innovation systems
(Binz and Truffer 2017). Although there is no clear cut definition on the theory of
innovation systems, there are some features that are widely accepted. Innovation
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systems generally consist of three elements that are intertwined with each other –
actors, networks and institutions (Carlsson and Stankiewicz 1991; Jacobsson and
Johnson 2000). These elements all play a role in the key system functions that have
to be fulfilled in order for an innovation system to be successful. These functions
slightly differ depending on the author. Seven functions that currently seem to be the
essence of the development in literature are (1) entrepreneurial activities, (2) knowl-
edge development, (3) knowledge diffusion through networks, (4) guidance of the
search, (5) market formation, (6) resource mobilization, and (7) creation of legiti-
macy (see also Jacobsson and Bergek 2006; Hekkert et al. 2007; Bergek et al. 2008).
However, the analytical framework of the TIS is not directly used in this paper as the
concept in itself does not describe distinct indicators or their development over time.
There are quite some publications that have applied the TIS over time (see also
Bergek and Jacobsson 2003; Dewald and Truffer 2011). However, the concept that
is used for the aspect of evolution is mostly the ILC with its classification of the
development in phases. The TIS approach is used to explain the importance of each
function in the various stages of the development. As this paper wants to look at the
possible interaction between market development and the number of companies that
evolve around it, the ILC theory will be in the focus of this study. However, aspects
of the TIS framework are taken into consideration in the description of national
developments and the interpretation of the findings.

3 Empirical data and methods

Energy security especially the supply of electricity is an area that receives a lot of
attention from politics as well as the public. Therefore it is a sector that is relatively
well monitored with a sound statistical basis. As the diffusion of renewable energies
especially in the electricity sector was strongly dependent on political support in the
past, data on the actual development was crucial to the monitoring of support
instruments. The empirical basis regarding these technologies, therefore, may be
even better than for conventional energy technologies. Of all renewable energies
wind energy is the one with the best database in many respects.

There are a number of sources that can be used to grasp the development of wind
energy globally as well as in various countries. First of all, national official energy
statistics provide information regarding the wind energy production in each country.
This data is collected and published by the International Energy Agency and dates
back to the 1970s (IEA 2017). Secondly various governmental institutions, research
institutes and industry associations gather information regarding the development of
capacity expansion on national and international levels. This data has different
backgrounds depending on each country. Some are derived from lists of installations
such as in Denmark, others are an estimate based on data provided by market
participants. The time period covered by most of these sources does not go back
as far as the beginning of wind utilization in each country. Most sources provide
information as of the year 2000 or later. Primarily data on cumulative wind energy
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capacities can be found. However, the market development can only be described by
data on the newly installed capacities in each year. The source with the best
information on newly installed capacities on a number of national markets as well
as the global market is the Global Wind Energy Council (GWEC 2018). The period
that covers global newly installed capacities goes back to 1995. National figures are
available as of 2006. However, most national developments can be complemented
by figures from national data sources. The global development before 1995 can be
complemented by data gathered from the Earth Policy Institute as of 1981 (EPI
2018). If no information regarding the newly installed capacity is available, the
development will be estimated on the basis of the cumulative development. The
International Renewable Energy Agency provides such a timeline for global as well
as national developments as of the year 2000 (IRENA 2018). BP provides a similar
database from their statistical review of world energy that goes back to 1997
(BP 2018). The information on the diffusion of wind energy will be used for two
purposes. Firstly, the data on newly installed capacities will be used as input
regarding the market development of wind energy. Secondly, the cumulative capac-
ity as well as the share of wind energy in the total energy demand will be used to
select a number of countries that will be analyzed in more detail.

A first rough assessment of the development of the use of wind energy shows that
three world regions have seen a considerable expansion in wind energy. Europe has
been the most important world region in onshore as well as offshore development
followed by Asia which took the lead in cumulative wind capacity on land in 2014.
North America has played an important role in onshore development from the
beginning. However, the first offshore installations have just emerged in the last
few years. Regarding the development of onshore wind energy South America needs
to be taken into consideration as a fourth world region. So far no offshore develop-
ment has been seen here (see Fig. 2).
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offshore), MW (IRENA 2018)
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Regarding the choice of countries that will be presented in this paper 12 countries1

were selected that played an outstanding role in the global wind market so far. First
of all the cumulative installed capacity at the end of 2016 was used to select the nine
leading countries regarding capacity expansion – China, USA, Germany, India,
Spain, UK, Canada, France and Brazil. As some countries are smaller than others,
the installed capacity in itself is not the only factor that displays the importance of
wind energy in a market. Therefore the three leading countries regarding the share of
wind energy in total energy demand –Denmark, Ireland and Portugal - were added to
the table of global champions (see Table 1).

In order to gain a first impression on the individual developments of these
countries the year was added in which one GW of cumulated installed capacity
was achieved. The true starting point of the expansion of wind capacities is hard to
pinpoint with some of these countries as official statistics do not date back that far.

As a last addition the top 10 global wind turbine manufacturers were added to
Table 1. Even though most of these companies have branches in different countries
they were assigned to the country where their headquarters are based. Three com-
panies each are located in China and Germany, whereas Denmark, the US, Spain and
India are home to one of the global top 10. A more detailed analysis of these
companies will be conducted later in this paper. Also the analysis of individual
countries in chapter 4 will start with the six countries that these companies
originate in.

Regarding the development of the number of companies active in the wind energy
sector over time there are a number data sources that can be taken into consideration.
The most detailed and extensive one is a global database that provides information
on individual wind farms. This database also includes information on the wind
turbine manufacturer (The Wind Power 2018). As the data is based on hard facts
and no estimations are being made regarding missing information, the market is not
fully covered by this source. However, its advantage is the information it provides on
all countries around the world. In order to get an impression on the coverage of the
information represented in the database two comparisons will be conducted. One
refers to the newly installed capacity covered in this database, the other one to the
number of companies.

The newly installed capacities that are represented in the windfarm database are
taken into relation to the development of newly installed capacities provided by
other statistical sources (see above and Fig. 4 a)). Overall about 69% of the global
capacity stated in these sources is represented in the wind farm database and 60% are
linked to a turbine manufacturer. Regarding the market coverage in different coun-
tries quite a large difference can be seen. For the US the coverage equals 100% of the
development referred to by other statistical sources. Denmark has coverage of 98%,
Germany 53% and China reaches 28% of installed capacities that include company
names. At the same time, the coverage varies between years. On the global level the

1The work underlying this paper has analyzed the development of 24 countries. Some of the
findings from the other countries will be referred to in the conclusions.
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market coverage of data including turbine manufacturers in a year is 42% with a
maximum of 74% and a minimum of 0% in the early days of the development
(1977–1991). On a national level, coverage of individual years differs with values
exceeding 100% of the market stated in other statistical sources. What becomes
apparent is a general problem of statistics in wind energy. Statistical sources often
differ in the approach at which point in time new installations are taken into account.
Some databases refer to the time when the turbine is finally erected; others consider
the date of the connection to the grid. When it comes to windfarms, this problem
becomes even more relevant. Wind farms can be built over time with each erected
turbine counting in its year of installation, they can be considered when the farm is
finally installed, or the connection to the grid can be taken as relevant. In order to
reduce this problem the analysis of the development of different indicators from
different sources will be conducted by using the centered moving average method
over three years. Besides the advantage that this method might provide to reduce the
difference in the accounting of different statistical sources, small short term fluctu-
ations can be eliminated which puts the focus of the analysis to the long term cycles
in the time series.

In order to test the relevance of the windfarm database regarding the number of
companies involved in a market, various sources are taken into account that provide
information on company market shares in several markets. On a global level
Navigant Research (formerly BTM Research) has the longest history in this area
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Fig. 4 a Development of newly installed capacity (own representation based on GWEC 2018, EPI
2018, Danish Energy Agency 2017), b Logarithmic representation of the development of newly
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Energy Agency 2017, Jaeger 2013, Berkley LAB 2017), dMarket concentration on the global wind
market, moving average (own representation based on The Wind Power 2018)
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with data going back as far as 1994. On national levels data could be collected for
four relevant markets – Denmark, the US, Germany and China - provided by
governmental energy agencies (Danish Energy Agency 2017), research institutes
(Berkley LAB 2017; DEWI 2017) as well as industry associations (CWEA 2017).
The only source that provides information on the full wind energy market ever since
its creation is the Danish Energy Agency that keeps a register of all wind turbines
built in Denmark. All other sources cover a share of the total market and do not
include the beginning of the market development. They provide information on the
market shares of leading wind turbine manufacturers on each respective market. It
can be assumed that the share of each manufacturer is collected on the basis of the
companies’ statements regarding their sales in the respective market and year. The
market shares can be determined by putting this information in relation to the
assumed market volume. This approach differs completely from the approach seen
in the windfarm database that has individual wind farms in focus2 with the informa-
tion on the manufacturer being secondary. Therefore it seems to be possible that the
wind farm data base can provide information on more companies than the sources on
the US, German and Chinese markets even though it may cover a smaller market
share (see Fig. 3).

As only the Danish registry of wind turbines provides data on the whole market
the question needs to be answered whether an incomplete market representation can
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Fig. 3 Number of companies involved in the Danish (DK), US, German (DE) and Chinese
(CN) wind turbine market, moving average over three years (own representation based on The
Wind Power 2018, Danish Energy Agency 2017, Jaeger 2013, Berkley LAB 2017, DEWI 2017,
CWEA 2017)

2This also holds true for the Danish data source.
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provide information on the development of the number of companies. An analysis of
the Danish data in Fig. 3 shows that the general development path can be outlined by
an incomplete market presentation. However, the development that cannot be
captured with a reduction by only a small fraction of the market is the evolvement
of manufacturers for small turbines for self-supply. As the data on Denmark is the
only source including the windfarm database that provides any information on the
development of small wind turbine manufacturers, the analysis in this paper will
focus on the trajectories of onshore and offshore wind energy for the grid.

Regarding the relevance of the windfarm database for the development of the
number of companies active in a market, the data was compared with the respective
data from the above mentioned sources. The comparison shows that the general
trends of the development of number of companies can be recreated by the windfarm
database even though the relative height differs. The only time period that is not
covered appropriately is prior to 1990. However, this shortfall can be met by
including the development in Denmark and California (US) that were, at that time
the most relevant markets. The Danish market can be fully represented. The market
coverage of the available data on California is not clear. Jaeger (2013) offers
information on 21 companies in the period between 1981 and 1991 including the
top 10 of three continents; 10 from the US, 10 from Europe and one from Japan.
However, he also mentions that more than 30 manufacturers were active in the
Californian market at that time. Nevertheless, just like the windfarm database lacks a
full coverage of the market, the relevant point in this survey is the representation of
the general trend.

The methods used to analyze the data presented above are exclusively derived
from the field of descriptive statistics. The graphical representation of various
indicators in the form of time series provides a good overview of the course of
each development and allows for the identification of the different development
phases. Additionally, statistical interrelations are drawn in a regression analysis for
the global as well as individual national developments. They will be performed on
the individual phases of the ILC as the theory indicates differences in the potential
interrelations in each phase. In combination this allows for a comparative analysis of
different developments both between individual indicators and between different
countries.

4 Results

4.1 Global development

To analyze the industry life cycle of the wind energy industry the global perspective
will be chosen as a starting point. As mentioned before, Huenteler et al. (2016)
findings on the development of innovation in wind energy seem to indicate that the
global perspective is relevant for the industrial life cycle. However, analyses of the

Industrial life cycle: relevance of national markets in the development of. . . 375



other indicators that define the ILC theory have to be conducted first in order to be
able to give a definitive statement.

For the analysis of the relevant indicators four figures were created (see Fig. 4).
Each figure contains two different development paths – one for onshore wind and
one for offshore wind. The first figure shows the market development as it is stated
by the respective sources in order to give an impression on the magnitude of the
evolution (see Fig. 4 a). The second shows the same data in a logarithmic represen-
tation with the difference that short term fluctuations are reduced by applying the
centered moving average method over three years (see Fig. 4 b). The third figure
represents the development of the number of companies also using the moving
average method (see Fig. 4 c). And the last one shows the development of the
market concentration by using the moving average of the Herfindahl-Hirschman-
Index (see Fig. 4 d). The onshore development will be analyzed first, followed by the
offshore development.

The first thing that becomes apparent when looking at Fig. 4 a) is that the
expansion of onshore wind energy covers the major share of the overall global
wind energy development with 453 GW cumulative installed capacity in 2016
(IRENA 2018). The market evolution on land started in the aftermath of the
international oil crisis in the mid-1970s. Import dependency became an urgent
issue with regard to security of energy supply which led to the search for alternative
domestic energy sources. The first market demand for onshore wind energy was
created in 1977 in Denmark followed by California. The early years of the global
development are easier to see in the logarithmic representation (see Fig. 4 b). It
shows the short but strong expansion of wind energy in the phase of the Californian
market in the first half of the 80s that ended with a market collapse in which the
yearly installed capacity was reduced by almost 70% within 3 years. The global
market development picked up again around 1990 with an exponential growth that
could be observed until 2009, followed by a deceleration of market growth that
indicates the beginning of a saturation phase. At the moment it is not yet possible to
predict whether the current expansion is at a sustainable level and development will
stabilize or if a decline to a lower level is to be expected in the coming years.
Theoretically, it can be expected that at some point a stable expansion level should
be reached. Even when the energy transition will be completed, the turbines will
need to be replaced at specified intervals that are currently assumed to be every
20 years.

The two cycles which are indicated by the onshore wind market development can
be further divided when looking at the evolution of the companies’ active in the
market (see Fig. 4 c). The data suggests that three cycles might have occurred so far.
The first one from the beginning of the deployment until the early 90s with a certain
amount of time lag compared to the market development. The second cycle with its
peak around the year 2000 lasted until 2003 and was followed by the third wave of
new companies which had its peak in 2011. It remains to be seen whether the decline
in the number of companies in recent years will mark the beginning of a final phase
of consolidation and maturity. However, the market development indicates that this
might be the case.

376 M. O’Sullivan



A regression analysis has been conducted to see if the development in the number
of onshore wind manufacturers can be statistically explained by the global market
development. Looking at the development of the two indicators in the ILC theory
(see Fig. 1) a strong explanatory quality would be expected for the formation phase
of an industry. The shake-out phase, on the other hand, is not expected to have a
good coefficient of determination.

Subsequently, the statistical analysis was conducted for different time periods.
The periods were chosen according to phases of growth and consolidation of the
number of companies. However, this means that the regressions are carried out with
a comparatively small number of observations. This must be taken into account
when interpreting the results. In the case of particularly small observation numbers, a
regression will be carried out to ensure completeness. The issue will be specifically
pointed out in each one of these cases. The regression tables are displayed in the
Annex of this paper.

The results show an adjusted R2 of 0.97 for the number of companies with the
logarithmic representation of the global market development in the first formation
phase of the industry between 1978 and 1985. The analysis of the second growth
phase (1994–2000) also shows the best results with a logarithmic representation of
the global market development. The adjusted R2 amounts to 0.96. The linear
regression of the third growth phase (2004–2011) shows an adjusted R2 of 0.98.
Overall, all three industry growth phases show a very high explanatory value of the
global market development with a strong positive interrelation.

The three phases of consolidation that could be observed on the global level show
a range of results. The first shake-out phase (1986–1993) shows an adjusted R2 of
0.49 which does indicate some interdependency but is not sufficient. The second one
(2001–2003) does not show any explanatory value of the model. The third one
(2012–2016), on the other hand, provides an adjusted R2 of 0.90 with a negative
interrelation between the two indicators showing that the general market trend was
positive while the number of companies was decreasing. Again, the findings of the
statistical analysis have to be treated with caution as some of the periods only refer to
a very small number of observations. This is especially true for the second shake-out
phase.

As the appearance of a second and third cycle in the number of companies in the
onshore wind market cannot be explained sufficiently by the global market devel-
opment, a more detailed look into the development of companies seems necessary.
Figure 5 shows the development of market shares for groups of companies from one
country on the global market. The graph on the left covers the market share of
onshore wind; the right one displays the offshore development. As in Table 1
companies were assigned to the country in which they have their headquarters. As
the market coverage of the windfarm database differs between countries, the relative
shares given in this graph have to be treated with caution. The data for the global
market provided by BTM/Navigant (2017) show that the share of Chinese compa-
nies in the global onshore market was larger than indicated by Fig. 5. Especially the
decreasing relevance of Chinese manufacturers in the last few years cannot be seen.
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However, what this graph displays is the point of entry of companies from
individual countries to the wind market. For the onshore development it shows
that Danish, Japanese, US and German companies were already active in the global
wind market in the beginning of the 1990s. A few years later Spanish and Indian
companies followed. Finally Chinese manufacturers made their appearance onto the
global onshore wind market at the beginning of the 2000s, which matches the
appearance of the third wave of new companies. All in all, the data indicates a
relevance of national markets, which will be examined further in chapter 4.2.

Looking at the development of the market concentration in onshore wind in Fig. 4
d, the trend seems to follow the expected path. In the initial phase in which a
relatively low amount of windfarms was installed in each year, market concentration
was high. However, since a certain market level had been reached, competition
reduced market concentration. Overall, the global onshore market appears to have
been highly competitive for many years, with the result that low market concentra-
tion prevails.

The global offshore wind development is at a very different stage than the
utilization of onshore wind energy with altogether 14 GW of installed capacity in
2016. The four largest offshore wind markets are the UK, Germany, China and
Denmark covering 85% of the global overall installed capacity. The largest cumu-
lative installed capacity of just over 5 GW in 2016 was located in the UK followed
by Germany with just over 4 GW. China just took the third rank over Denmark in
2016 with just under 1.5 GW of overall installed capacity (IRENA 2018). The
market development of offshore wind energy started in 1991 in Denmark. The
development up until today as displayed in Fig. 4 a) and b) indicates that the industry
is still at an early stage of market utilization. However, the development of the
number of companies seems to point to a first shake out phase (see Fig. 4 c)). It has to
be stressed that this impression could be deceptive, as at this stage of the develop-
ment individual projects have a great influence. The impression of the offshore
market still being at an early phase is also given by the high market concentration
that still exists even though the trend indicates a continuous reduction.

The right graph in Fig. 5 shows the global offshore wind market shares of
companies from different countries. The strong market position of Danish wind
turbine manufacturers stands out as in the early days of the onshore wind
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development. However, it is basically one company – Siemens – that so far has
provided more than 60% of the globally installed offshore wind capacity. An
analysis of the industry life cycle of individual national markets for offshore wind
turbines does seem interesting. However, the size of the respective national markets
in combination with the size of individual offshore windfarms makes an analysis at
the current point in time difficult as the number of wind farms that are installed in one
year is relatively small and varies significantly between years. Therefore the analysis
of national markets will focus on the onshore wind development.

4.2 National development

In simple terms, global market development can be described as the sum of national
market developments. The extent to which a national market development influences
the global market development depends on its share and can change over time. In
order to facilitate a better overview and understanding of the national markets that
will be presented in this chapter some more information is provided in Table 2 that
will add to the information given in Table 1.

The information provided in Table 2 shows various indicators referring to the role
of each market in the global development in the past as well as the wind onshore
potential. The market potential is implied by two indicators, the total power gener-
ation which shows the current power demand of each country and the technical wind
power generation potential. The data on the wind electricity generation potential was
taken from an internal source. Another publication from Eurec et al. (2017) shows
slightly different numbers but the overall conclusion is the same. The theoretical
wind onshore generation potential does not restrict market development as it is larger
than the current electricity output of each one of the countries that are analyzed in
this paper.

The figures on the share of national market developments in the global market in
1995 show one of the main short comings of this study. The data provided by The
Wind Power (2018) does indicate that a wind energy market existed in Spain, China,
UK, Canada, France, Ireland and Portugal at that time. As market data for the early
development phase could only be gathered for Denmark and the US, the first phase
of the ILC can only be analyzed for these two markets.

As already mentioned, the analysis of national developments will start with the
six countries hosting the global top ten wind turbine manufacturers – Denmark
(DK), the US, Germany (DE), India (IN), Spain (ES) and China (CN). The analysis
of each one of these markets will include a short introduction to the development of
political support systems that helps to explain market developments. Also a detailed
analysis regarding the wind industry active in these markets will be conducted
showing the role of national based companies as well as the engagement of foreign
companies. To provide some insight to the dynamics in the industry itself, detailed
information regarding the origins of the top 10 global wind companies will be
provided.
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4.2.1 Denmark

Denmark is often referred to as the lead market of wind energy (see also Beise and
Rennings 2003). With its strong energy import dependency and very good wind
conditions, it was the first country to introduce wind energy for electricity production
that was fed into the grid. Even though Denmark, due to its size, only has an installed
wind capacity of about 4 GW onshore and another GW offshore, it is the leader in
wind utilization and integration. In 2015 almost half of the electricity output of the
country came from wind energy (see Table 1). Until today, the innovations that came
from Denmark have shaped the use of wind energy. At the same time political
support of the wind market has seen a lot of changes which makes Denmark one of
the countries that has seen a high amount of instability in its market.

In Denmark wind energy has its roots in a community movement. After the oil
crisis in 1973 farmers started to look for possibilities to generate electricity for self-
consumption. They experimented with wind turbines that were simple, robust and
reliable. This wind turbine design was gradually improved with experience from
existing installations. This bottom up approach led to the creation of the Danish wind
turbine design which turned out to be the dominant design up until today. The first
players in the Danish wind energy movement managed to get governmental support
for their request to be able to feed electricity into the grid as a private person or
co-operative like society. Therefore regulation rules for guaranteed grid access were
in place at a very early point in time. The first support system was a 30% subsidy on
wind turbine investment in 1981 which started the Danish market development and
ended in 1988. The first form of a feed in tariff with a guaranteed remuneration of
wind energy which was fed into the grid was developed in 1990. Its level was set as a
percentage of the retail electricity rate. When the effect on the market development
was not as expected, a fixed feed in tariff was introduced in 1993 (IRENA 2012).
Even though Denmark was the pioneer in all those regulative innovations that have
marked the success of global wind energy deployment, the Danish wind market has
seen a lot of changes in political support (Gipe 1995; Maegaard et al. 2013;
Vestergaard et al. 2004; Douthwaite 2002; Karnoe and Garud 2012). The feed-in
tariff system was stopped in 1999 with the introduction of renewable portfolio
standards which reduced the Danish wind energy market once more. The
restructuring of the energy market in 2004 was followed by the introduction of
price premiums in 2009 (IRENA 2012).

Looking at the development of the national markets the effects of the history of
political support can be seen (Fig. 6). Denmark currently seems to be in the third
cycle since 1980 with the first cycle ending at an installation level that was more than
40% below the maximum expansion in this wave and the second one with a
difference of 98%. The current cycle has seen a relatively stable market development
in the last few years which might indicate a currently sustainable level of expansion.

The development of the number of companies active in the Danish market is
displayed in Fig. 6 on the right. The first cycle that was seen in the development of
the national market was accompanied with a complementary development of market
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players. A regression analysis of the formation phase of the first cycle was conducted
with a logarithmic representation of the national market development (see Annex). It
shows that the growth in the number of companies between 1978 and 1989 can be
explained by an adjusted R2 of 0.94. A multiple regression adding the global
development without the Danish market as a second independent variable increases
this value to 0.96. The regression of the national market development for the short
shake out phase between 1990 and 1993 has to be treated with caution due to the
very small number of observations. Consequently, the significance level of this
regression is not sufficient. The explanatory quality turns out to be quite high taking
the theoretic assumptions into consideration (adjusted R2¼ 0.81). The coefficient of
determination is not raised by taking the rest of the global market development into
account, showing the influence of the national development. The start of the second
cycle of market development in 1994 hardly increased the participants on the market
for larger wind turbines. The peak of companies was reached in 1997 with 12 com-
panies active in the Danish market. Again, the regression analysis of this short phase
of another four years did not turn out with a relevant significance. It shows an
adjusted R2 of 0.67 which is increased to 0.97 with the additional consideration of
the global market. The strong decline in the national market at the end of the second
cycle (1998–2006) had the consequence that the number of companies has been
reduced to essentially two Danish players – Vestas and Bonus that had been taken
over by Siemens at the end of the second cycle. The regression analysis of this phase
shows an adjusted R2 of 0.75 with a relevant significance whereas the regression
including the global market outside of Denmark did not produce a high enough
significance. At the beginning of this shake out phase, market development was still
ongoing indicating a shake out as it is expected in the ILC. However, the steep
decline in market demand led to a relatively strong coefficient of determination for
the development of the industry with a strong positive interrelation. The third
development cycle in Denmark did not have any major effects on the number of
companies active in the onshore market for grid applications at all. A detailed
analysis of the data from the Danish Energy Agency (2017) shows that the increase
in companies which can be seen in Fig. 6 can be traced back to the development of
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small wind turbines. The two major national players from the beginning of the
development remained and as the size of the market in Denmark is not very big in
terms of numbers no established companies from other countries emerged on the
Danish market.

Even though the Danish market might be relatively small, it is home to two global
champions (Table 1). The leading company Vestas has a history going back all the
way to the beginning of wind utilization in Denmark. Its merger with NEG Micon,
another reknown Danish wind turbine manufacturer with roots at the beginning of
the Danish development, in 2004 needs to be mentioned (Maegaard et al. 2013). In
2014 Vestas has entered into a joint venture with Mitsubishi (JP) which concentrates
exclusively on the offshore wind market. Vestas has production sites in 8 different
countries on 4 continents and most of its turnover is generated outside of Denmark
(Vestas 2018).

The wind business of the second largest Danish company Siemens3 goes back to
the acquisition of Bonus in 2004, another player of the early days in Denmark. In
2017 Siemens merged with Gamesa the leading wind turbine manufacturer in Spain
to form Siemens-Gamesa. The headquarters of the new company are located in Spain
(Siemens Gamesa 2018). The onshore wind development will be served from Spain
while the Danish locations hold the headquarters for the offshore wind business. The
offshore wind technology owned by Gamesa (formerly Multibrid (DE), acquired by
Alstom (FR) and brought into a joint venture with Gamesa (Adwen)) will not be
continued.

4.2.2 United States of America

The US wind market is currently the second largest wind energy market in the world
with an installed onshore wind energy capacity of 82 GW at the end of 2016 (see
Table 1). It has an enormous wind onshore generation potential of about 37 PWh that
is theoretically available to provide a significant part of the electricity output
(approx. 4.3 PWh) (see Table 2). Its market development so far has seen changing
political support which resulted in instability.

The US was one of the leading countries in the development of wind energy.
After the first oil crisis a national research program was set up led by NASA, during
which several wind turbine designs were developed. However, none of these designs
coming from this top-down approach managed to get the upper hand over the
reliable bottom-up design of the Danish development. The national energy act of
1978 introduced the first tax credit which was not sufficient for a notable market
development. California offered an additional investment tax credit in 1980 which

3It might seem odd to refer to Siemens as a Danish company when the Siemens group a renowned
German company. However, when it comes to wind energy Siemens remained the strong bond to
the Danish market by leaving its production and headquarters in Denmark. The six year time period
between 2011 and 2017 in which Siemens has eventually shifted its official headquarters to
Germany has not changed much of this perspective.
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abruptly ended in 1985. This support system has been the cause for the first market
cycle in the US (Fig. 7). After the high point in 1985, the market broke down by 98%
until 1989. The second wave of market development that started in 1999 has been
quite unsteady as many boom and bust phases could be witnessed that were the result
of the short-term nature of the political support system (IRENA 2012; Gipe 1995;
Maegaard et al. 2013; Vestergaard et al. 2004; Douthwaite 2002).

The development of companies in the US market has also seen the two cycles
described by the market expansion path (see Fig. 7). During the first wave, a series of
national based companies emerged in the Californian market within three years. The
regression analysis of the national industry development with the market develop-
ment for this very short time has to be treated with caution as it did not provide
enough information for the regression to be significant (see Annex). The results
show an adjusted R2 of 0.90 with the logarithmic representation of the national
market development. During the steep decline of the market that followed all
national US companies left the market. The adjusted R2 for the period between
1985 and 1994 is 0.95 with a very high significance and a strong positive interrela-
tion between the two declining indicators. The explanatory value of the regression
analysis is not improved by the consideration of the rest of the global market.
However, it can be assumed that this shake out of national based companies from
the US might have happened eventually. In this period the dominant design
established which was provided by Danish companies.

During the second cycle of market growth only a few new national based
companies emerged. The regression for the phase between 1995 and 2011 shows a
coefficient of determination of 0.88 for the US market. Taking the rest of the global
market into account R2 is improved to 0.97 with a higher significance of the global
market than the national development. Again, when looking at the national devel-
opment in this period it becomes apparent that the market development between
individual years was not very reliable. Therefore, it can be assumed that the global
market had a stabilizing effect on the industry. The bulk of companies active in the
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second cycle of the US market seen in the graph are companies from other nations
seeking the opportunity in one of the largest wind markets. Most of those companies
started local production with the rise of the US market. It can be assumed that these
decisions were primarily driven by the promises of the potential of the US wind
energy market. Local production requirements were never introduced on the national
level in the US. However, a number of states introduced additional incentives for
companies to set up local production (OECD 2015). The regression analysis of the
companies with a production in the US and the national market development shows
an explanatory value of 0.94 which increases to 0.99 with the global market
included.

The decline in the number of companies that was seen between 2012 and 2016
cannot be explained by the national market development. However, it does corre-
spond to the global development in the aftermath of the financial crisis in 2009.

The one US wind company of global importance is General Electrics (GE). It is
the dominant company in the US market with an average market share of 45% since
2003. GE started its engagement in wind energy technology with the acquisition of
Enron (US) in 2002. Enron in turn had entered the wind market with the acquisition
of Tacke (DE) and Zond (US) in 1997 which started its business in the Californian
market in the early 80s. As the dominance of the Danish design became apparent
Zond retreated from its own turbine production and focused on the development of
wind parks in the US using Vestas turbines. In 1993 it went back to the design of its
own turbines and acquired the patents of the bankrupt Kenetech (US) in 1996
(GE 2018). In the last few years GE acquired two more companies which have to
be mentioned. In 2015 it took over the energy business of Alstom (FR) including all
of its onshore wind activities. In 2017 GE bought LM Wind Power (DK) one of the
most important wind turbine blade manufacturers that goes back to the beginning of
the wind market development in Denmark.

4.2.3 Germany

Germany had an installed onshore wind capacity of about 46 GWh in 2016 and the
share of wind energy output in the total electricity output amounted to over 12% in
2015 (see Table 1). The wind onshore generation potential in Germany amounts to
1.8 PWh and the current national electricity output is around 641 TWh (see Table 2).
The German onshore wind energy market started slightly after the Danish and US
American market. In 1995 it was the largest market in the world (see Table 2). So far
it can be regarded as a relatively stable market as it was driven by feed-in tariff
systems throughout its development.

Germany is another country that has had a major influence on the development of
wind energy technology. Just like in the US a research program was established in
the mid-70s that had the goal of creating a multi-megawatt wind turbine. The
“GROWIAN” was discontinued in 1987 and taken down the following year.
When the challenges of large wind turbines became evident in the mid-80s the
research program was opened to smaller applications. After the first demonstration
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projects in the 80s the “Stromeinspeisegesetz” came into effect in 1991 that
complimented technology demonstration projects. This first feed-in tariff system in
Germany was inspired by the Danish development and was followed by the Renew-
able Energy Sources Act (EEG) in 2000 with the support of all political parties (see
also Hoppe-Killper 2003; IRENA 2012; Maegaard et al. 2013). This has led to a
comparatively stable market development in Germany that seems to follow the path
described by the classic ILC theory for industries under normal market conditions
(see Fig. 8).

After a long phase of relatively constant annual capacity expansions, there has
been an increase in new installations in the last few years. This can possibly be
explained by the fact that a change in the support system is on its way. The fixed
remunerations that had been an incremental part of the EEG, are about to run out. As
of 2017 wind capacities are called for in tenders that define the compensation. The
last project under the fixed remuneration can be finalized in 2018 (BMWi 2018). The
effect of this system change cannot be seen in the market development yet but it can
be assumed that market players were speeding up their projects to be able to realize
them under the old regime (for a similar effect in the PV sector see Klein and
Deissenroth 2017).

The development of the number of companies active on the German market also
shows the path described by Klepper (1997) (see Fig. 8). Regarding the current
status it seems like Germany has been in the phase of market maturity for quite some
time now. The majority of wind turbine manufacturers active on the German market
have their roots in Germany. The Danish companies that established production
locations in Germany did so in the early 1990s. Even though Germany never had any
local content requirements, the access to the financing of demonstration projects may
have influenced those strategic decisions.

The regression analysis of the development of number of companies with the
national development was conducted for two phases (see Annex). The formation
phase of the German wind industry could only be analyzed between 1990 and 2000.
The early years of the exploratory phase could not be considered as the data on
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installed capacities for Germany was not available. The results show an adjusted R2

of 0.95 for the industry development with a logarithmic representation of the
national wind market. This explanatory value could be slightly improved to 0.97
by adding the rest of the global market development. Just like in the US-American
example, this shows the stabilizing role of the global market for individual years of
market stagnation or decline. The analysis of the companies that were producing in
Germany amounted to an adjusted R2 of 0.94 and 0.98 respectively.

The phase of consolidation that occurred between 2001 and 2016 cannot be
statistically explained by the market development. This result is in line with the
ILC theory where the shake-out phase does not show an interrelation with the market
development.

The early and relatively stable development of the German market has most likely
been one of the reasons for the success of German wind turbine manufacturers.
Three of the top 10 global wind turbine manufacturers are located in Germany (see
Table 1).

Enercon was founded in 1984 as a spin-off of the University of Braunschweig
that had developed a gearless wind turbine under the research program of the federal
ministry of research (see also Hoppe-Killper 2003; Maegaard et al. 2013). It is the
company with the highest market shares on the German market. Since 1993 the
average share has been at 40% accoding to DEWI (2017). Due to a patent issue,
Enercon is the only large European wind turbine manufacturer that is not active on
the US market. Enercon has production facilities in 6 countries on the European
continent and a subsidiary in Brazil (Wobben Windpower) (Enercon 2018).

Senvion also known under the former name RePower was founded in 2001 in the
context of a merger of four German turbine manufacturers. In 2007 it was taken over
by Suzlon (IN) as a subsidiary and sold to the US-investment firm Centerbridge in
2015. It is the second largest player on the German market with an average market
share of 10% since 2001 (DEWI 2017).

Nordex SE was founded in 1985 in Denmark. In 1992 it started its production in
Germany; in 2001 it became an incorporated company listed on the German stock
exchange. In 2003 it closed down its production in Denmark. In 2016 it merged with
Acciona Wind Power a renowned turbine manufacturer in Spain (Nordex 2018).
Nordex is the third largest company on the German wind market with an average
market share of 7% since 1993 (DEWI 2017).

4.2.4 India

India had an installed onshore wind capacity of 29 GW in 2016 with a share of 3.1%
of wind power in the total electricity output (see Table 1). With a wind onshore
generation potential of about 1.4 PWh it could theoretically provide its current
electricity output. The market conditions in India were relatively stable after the
early development phase with a mix of support schemes.

India is the first laggard country that was successful in introducing its own wind
manufacturing industry. In 1982 the Indian government started its first research
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program followed by a demonstration program in 1985. Several investment incen-
tives were set up in 1989 that led to the start of the Indian wind market (Mizuno
2007; Lewis 2011). The introduction of the Electricity Act of 2003 provided the first
national legal framework for the promotion of renewable energies in India. It
included the request for the introduction of fixed quotas to procure power by the
State Electricity Regulatory Commissions. In 2009 a national feed-in tariff system
was put in place (IRENA 2012). Just as in Germany, India has currently shifted this
system from state-established remunerations to tenders. The market development
that can be seen in Fig. 9 shows two cycles of development; a very short one at the
beginning of wind utilization in India in the 90s and a relatively stable one since
1998.

The development of companies active on the Indian wind market does not reflect
the two cycles of the market development as the data does not cover the first cycle
(see Fig. 9). However, the initial market growth of the first development cycle
resulted from a strong engagement of foreign companies on the Indian market
with its large market potential. During the first cycle almost solely foreign compa-
nies were active on the Indian market mostly via subsidiaries that were created as
joint ventures. The decline of the market could not harm these global players as
dramatically as in the case of new national players in other wind markets as they had
the possibility to sell their production in other markets that they were already active
in. The development of the national players was initiated during the first cycle but
had its real start at the beginning of the second cycle. Just like the US market, the
potential offered by the Indian wind energy market brought a number of interna-
tional companies that built production facilities in India.

The statistical analysis of the period from 1995 to 2016 did not provide a
particularly good explanatory value for the industrial development in India. In the
growth phase between 1995 and 2009 an adjusted R2 of 0.46 was reached for the
number of domestic companies and 0.64 for those with a production in India (see
Annex). Those values were significantly higher with the rest of the global market
development taken into account as another independent variable. They amounted to
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0.89 and 0.92 respectively. Again the consolidation phase did not show any good
coefficients of determination. The findings indicate that the global market develop-
ment played a larger role in the industry development in India than in the other
countries that were analyzed so far.

India has also succeeded in establishing one of the top 10 global companies.
Suzlon was founded in 1995 and acquiring its technology by way of a technical
collaboration with Südwind (DE). Gradually it expanded its production to all
components via joint ventures with renowned companies from the US and Europe
and took over Germanys RePower (later known as Senvion) in 2007 (Lewis 2011).
In 2015 Suzlon sold Senvion keeping an R&D base in Germany. The company plays
a dominant role in the Indian market with an average market share of about 40%
according to the data of the windfarm database. Currently it has production facilities
in India and China.

4.2.5 Spain

Spain had an onshore wind capacity of 23 GW in 2016 and a share of almost 18% of
wind energy in total electricity output (see Table 1). Its wind onshore generation
potential lies just above 3 PWh with a yearly electricity output of around 300 TWh.
Due to the loss of political support, the Spanish wind energy market has collapsed in
the last few years, turning it into one of the unstable markets.

Political support in Spain started with the first Renewable Energy Plan in 1986.
This plan and its successor introduced targets for renewable energy production and
investment that focused largely on demonstration projects. The first feed-in tariff
system was introduced in 1994. However, the design of this first tariff system did not
have the desired effect on the renewable energy market. As a result the Electric
Power Act of 1997 introduced a number of significant changes that resulted in a
relatively long phase of stable market development (IRENA 2012). This phase
ended when the system was adjusted in 2010 and then ceased in 2014 after Spain
was severely affected by the global financial crisis in 2009 (IEA/IRENA 2018).

Unfortunately, data for the Spanish market could not be found for the time prior to
1998. From 1998 to 2017 the Spanish market has gone through one cycle with the
market falling from almost 2.5 GW in 2009 to zero in 2015. In the last couple of
years the demand has picked up very slowly again indicating the beginning of a new
period of potential growth (see Fig. 10).

During the market development, four Spanish wind turbine manufacturers
entered the market successfully. One reason for this development of national man-
ufacturers can be attributed to local content requirements at that time that were
introduced by some Spanish regions in connection with concession tenders (OECD
2015). Those requirements in combination with the strong market development also
led to the establishment of two production locations of international wind turbine
manufacturers in Spain in 2005. In 2007, at the height of the Spanish market
development, Alstom (FR) bought Ecotecnia. The production as well as the head-
quarters remained in Spain. The crash of the Spanish market in combination with the
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global financial crisis inevitably had an influence on most of the other Spanish
companies. Acciona Windpower was sold to Nordex in 2016, while Gamesa merged
with Siemens in 2017.

A statistical analysis of the formative phase of the Spanish wind industry cannot
be conducted as numbers on the market development were not available before
1998. By that time Spanish companies were already established. However, the
shake-out phase between 2009 and 2016 was statistically analyzed (see Annex).
The regression finds an adjusted R2 of 0.54 for the Spanish market development with
a positive interrelation between the two decreasing indicators. The additional con-
sideration of the rest of the global market increases the explanatory value to 0.84.
However, the interrelation of the global market development outside of Spain with
the Spanish wind industry is negative. The values for the number of companies with
local production are at 0.88 and 0.87 respectively. Overall, this analysis shows a
considerable influence of the national market development on the consolidation of
the Spanish wind industry.

The one Spanish turbine manufacturers that shows up in the top 10 of global
companies is Gamesa. It was founded in 1994 at the beginning of wind utilization in
Spain with Vestas being involved as technical partner holding a share of 40% of the
company. This joint venture can be attributed to the local content requirements of
Spanish regional energy policies at that time. It enabled Vestas to get access to the
Spanish market as a whole (IRENA 2012). In 2017 Gamesa was merged with
Siemens to form Siemens-Gamesa.

4.2.6 China

The Chinese wind energy market is currently by far the largest in the world. About
147 GW were installed until 2016, about one third of the global capacity. Chinas
overall electricity output is also the largest in the world with about 6 PWh per year of
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Fig. 10 left: Development of newly installed wind onshore capacity in ES (own representation
based on GWEC 2018, BP 2018), right: Development of number of companies in the Spanish wind
onshore market; ES refers to all companies active in the Spanish market, ES companies refers to
companies that are based in Spain, local production refers to companies with a production site in
Spain (own representation based on The Wind Power 2018) (Data on the market development prior
to 1998 could not be determined).
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which about 3.2% are provided by wind energy. The yearly wind onshore generation
potential is estimated to be around 34 PWh (see Table 1 and Table 2). Up to this
point, wind market conditions in China can be regarded as relatively stable.

China is often considered to be the country that successfully managed to catch-up
in many technologies. This also applies for wind energy. In China the five year plans
of the government are the foundation of political support. In the Ninth five year plan
a first basis was set to develop a national wind energy industry by introducing an
R&D program in 1996. The first market pull was initialized by the “Renewable
Energy Law of the People’s Republic of China” in 2005 which led to the introduc-
tion of feed-in tariffs in 2009 (Wang et al. 2012, Klagge et al. 2012).

Due to this support system the Chinese market has seen an exponential growth for
a good few years with levels between 12 GW and 31 GW per year since 2009, in
which the Chinese market covered more than one third of the yearly global market.
The decline in installations in 2012 that can be seen in Fig. 11 can be explained by
the change in approval procedures which were introduced due to grid congestions.

The number of companies active on the Chinese market has steadily risen along
with the market development. The statistical analysis of the period between 1999 and
2012 provides an adjusted R2 of 0.91 for the development of national based
companies that is not improved by the integration of the rest of the world (see
Annex). The development of companies with local production in China amounts to
an adjusted R2 of 0.92 which is increased to 0.97 including the rest of the world.

The development of the number of companies indicates that the Chinese market
has possibly entered a phase of maturation. A consolidation of manufacturers has
started that will presumably continue in the coming years (see Fig. 11). The
statistical analysis of these last four years has to be treated with caution due to the
low number of observations. It shows no significance or relevant coefficient of
determination for the national companies or companies with local production in
China.
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Fig. 11 left: Development of newly installed wind onshore capacity in CN (own representation
based on GWEC 2018, BP 2018), right: Development of number of companies in the Chinese wind
onshore market; CN refers to all companies active in the Chinese market, CN companies refers to
companies that are based in China, local production refers to companies with a production site in
China (own representation based on The Wind Power 2018)(Data on the market development prior
to 1998 could not be determined).
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The development of the wind industry in China follows the same pattern as in
India. The beginning of market development was strongly influenced by global wind
industry players followed by the rise of national companies that acquired their
technologies through licenses and joint ventures (Lewis and Wiser 2007; Lewis
2011; Wang et al. 2012). Local content requirements were introduced in 2003 that
led to the development of manufacturing locations of international companies in
China (OECD 2015).

Regarding the development of a national industry, China has succeeded in
establishing three of the top 10 global wind turbine manufacturers. The largest
player on the Chinese market with an average market share of 23% since 2002 is
Goldwind. It was founded in 1998 with a production agreement of a 600 kW turbine
from Jacobs (DE) followed by a license to produce a 750 kW turbine of RePower. In
2003 Goldwind signed a cooperation agreement with Vensys, a wind technology
developer in Germany, of which it acquired the majority in 2008 (Maegaard et al.
2013).

Next to Goldwind there are a number of Chinese wind turbine manufacturers, of
which most started their business between 2006 and 2009. Many of these companies
started of using technology from second or third tier wind companies from more
advanced wind energy markets, often using one form or another of technology
transfer mechanism. However, most of them have moved on and are developing
their own technology by now even though there might be doubt that the degree of
innovation is as high as it might be expected (Lewis and Wiser 2007; Lewis 2011;
Wang et al. 2012; Maegaard et al. 2013; Lam et al. 2017; Quitzow et al. 2017; Sahu
2018). The two currently showing up in the top 10 are Guodian United Power which
was founded in 2009 as a subsidiary of one of the largest Chinese power suppliers
and Envision which started its business in 2008.

4.2.7 Comparison of national developments

The comparison of the six countries analyzed so far shows that industry life cycles
can be identified on a national level. Even though all of them seem to have entered a
phase of maturation they differ in the point in time when the development has started
and when the third phase of maturity was reached. Also it became evident that a
interdependency exists between the development of the market and its respective
players. The formation phase of the national wind industries shows a particularly
strong coefficient of determination with the market development for most of the
analyzed countries. However, no uniform statements can be made with regard to the
shake-out phase. A relevant interrelation between market development and industrial
development could only be shown in those cases in which a strong market decline
was observed. This leads to the conclusion that a decline of national markets reduces
national players earlier and maybe even further than under stable market conditions.
The early shake out of companies also seems to have a lasting effect as a renewed
upturn in the market in Denmark or the US did not seem to increase the number of
local companies significantly.
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Looking at the development of market concentration on these national markets
(see Fig. 12) in comparison to the market concentration on the global onshore wind
market (see Fig. 4 d) it can be seen that they do not have the same level of
competitiveness as the global market. Those markets with instable market develop-
ments also show higher levels of market concentration. At the same time a relatively
high market concentration could be determined even in the markets with stable
market development. Each one of those markets has one to two relevant national
players that dominate the market they are based in. This indicates that national
players have a better market position in their home market than their international
competitors. This aspect will be further analyzed by looking into the other six
national markets that were selected in Table 1 that are not home to one of the global
top 10 companies.

Figure 13 displays the same indicators as Fig. 4. Three countries are presented
together in one graph. On the left hand side the developments of the UK (GB),
Canada (CA) and France (FR) are shown. Brazil (BR), Ireland (IE) and Portugal
(PT) are displayed on the right hand side. The development of each of these
countries is shown as of 1998 as no earlier data was available.

On the left hand side, the UK,4 Canada5 and France have all had a relatively stable
market development and seem to have reached the phase of maturation (see Fig. 13
a) and b)). The development of the companies’ active in each one of those markets
also supports the observation that these countries have reached a phase of maturation
(see Fig. 13 c)). Of the three countries only France has seen a small development of
national wind turbine manufacturers. While Canada has tried to establish local
production of onshore wind turbine manufacturers by implementing local content
requirements in its political support systems, the UK and France have put their focus
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Fig. 12 Market concentration in selected wind onshore markets (own representation based on The
Wind Power 2018, Danish Energy Agency 2017)

4The strong increase of installations in the UK in 2017 can be traced back to the change in the
political support system. Developers seem to have tried to meet the deadline so that their projects
still have access to the old support regime. A similar effect was seen in Germany and India, as
indicated above.
5The strong decrease in installations in Canada in 2017 cannot be explained. There is no indication
that the Canadian wind market is not supported by the political regime. Therefore installations in
2018 should pick up again.
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on the establishment of an offshore wind industry and did not introduce local content
requirements for the onshore market. The results are not that different; two interna-
tional wind turbine manufacturers opened manufacturing locations in Canada
whereas one each established a production site in the UK and France.
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Fig. 13 a Development of newly installed wind onshore capacity in selected markets (own
representation based on GWEC 2018, BP 2018), b Logarithmic representation of the development
of newly installed capacity, moving average (see Fig. 6 a) c Development of number of companies
in selected wind onshore markets (own representation based on The Wind Power 2018), d Market
concentration in selected wind onshore markets (own representation based on The Wind Power
2018)
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On the right hand side of Fig. 13 two different types of markets are displayed. The
Brazilian market has a large potential for the utilization of wind power whereas
Ireland and Portugal have good wind resources but electricity demand is low.
Ireland’s electricity demand in 2015 was 5% that of the Brazilian market and
Portugal’s 9% (see Table 2).

Looking at the development of the Brazilian ILC it is not clear if Brazil is
currently still in its growth phase as it shows some signs of maturation.6 So far, all
political support schemes for wind energy introduced in Brazil had very high local
content requirements (IRENA 2012). Several companies have set up production
facilities in Brazil and two Brazilian wind turbine manufacturers emerged, one being
a subsidiary of Enercon (DE).

The markets in Ireland7 and Portugal8 on the other hand already entered the
maturation phase in the mid-2000s. The Irish wind market is exclusively served by
imported wind turbines whereas two international wind manufacturers opened
production facilities in Portugal which might be attributed to local content require-
ments introduced in 2005.

Looking at the market concentration of the six markets displayed in Fig. 13, it can
be seen that a much higher level of competition is reached in each one of those
markets than in the ones displayed in Fig. 12 (see Fig. 13 d)). The market concen-
tration in the Brazilian market has reached a similar low level as in the other three
examples on the left hand side of the figure. The market concentration in Ireland and
Portugal, however, seems not to be as low and stable. Looking into the data more
closely it can be observed that these two markets are on a level of market size at
which individual wind farms have a large influence on the overall numbers.

In order to find an explanation as of why the countries without one of the top
10 global wind turbine manufacturers seem to have a more competitive market
situation than the ones with a successful global player, an analysis of the market
shares of companies in each respective market was conducted.

Figure 14 shows the cumulative market shares of companies from different
countries over time in different markets. The companies that are based in the country
under examination are referred to as local companies and are displayed first. The
countries with one of the top 10 wind turbine manufacturers are displayed in the
graph on the left hand side, the ones without on the right.

What can be observed immediately is that the capacities for the markets in the left
graph are largely provided by local companies. The countries in the right graph have
hardly any to none local companies that supplied the markets with wind turbines.
Again it needs to be stressed that this does not mean that no production sites can be

6The Brazilian wind market development is not fully represented in the graph. It started in 2002
with the introduction of a feed in tariff system that was replaced by a series of tenders in 2009.
7The Irish development started in 1993 with tenders that were replaced by a feed-in tariff system in
2006. Just like in Germany and India the feed-in tariff system is to be replaced by tenders, which
explains the relatively strong expansion in the last two years.
8It cannot be explained why no onshore installations were seen in Portugal in 2017. However,
Portugal has already exceeded its wind energy goals for 2020.
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found in those countries. The difference is that these production sites are run by
companies based in other countries. These results therefore show that a stronger
market concentration can be expected in markets that have succeeded to establish
their own companies.

Another aspect which can be seen in Fig. 8 is the role of the size of a market in the
global company rankings. Chinese companies for example of which three are in the
top 10 global wind turbine manufacturers are mainly active in their home market. As
the Chinese wind turbine market has had extraordinary growth in the last few years,
it is not surprising that the engagement of Chinese companies was limited in other
national markets. However, it shows that the entrance of a large market like the
Chinese, that is by far the largest in the world, can be sufficient to change the ranking
of global players without the other companies losing their relevance in other national
developments.

5 Conclusions

The analysis of the industry life cycle of the wind energy sector has shown that the
global development of wind energy markets as well as market participants derives
from the sum of individual national developments. Each national market has an
influence on the development of the global market. How strong this influence is
depends on the size of the national market in comparison to the global market in each
year. However, the relevance of the national perspective regarding the industrial
development cannot be seen in the research that focuses on the creation of innova-
tion. The results of this research indicate that the creation of innovation is subject to a
global knowledge base (Huenteler et al. 2016). Therefore, the question as to which
geographical boundaries are important for the ILC in a globalized world cannot be
answered unequivocally. Knowledge and the creation of innovation generally seem
to be distributed globally whereas market creation and industrial development are
strongly influenced by national developments.

Looking at the national level a few different findings should be pointed out.
Regarding the development phases of the wind industry life cycle, it could be
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Fig. 14 Market share of companies based in different countries on selected markets (own repre-
sentation based on The Wind Power 2018)
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observed that all the countries analyzed in this paper have reached the various stages
at different points in time. Regarding the development paths various insights can be
gained. First of all there were national wind markets with relatively stable market
conditions. The development of these markets as well as the development of the
number of companies active on these markets did follow the path described by
Klepper’s (1997) ILC theory. Other national markets did not have the same stability
in political support which resulted in an unstable demand for wind turbines. Espe-
cially changes in effective support systems created an escalating demand followed
by a strong reduction in the market. The development of those markets followed a
number of cycles that included all four phases described by the PLC theory (see
Levitt 1965). What is particularly noteworthy is the relevance of the forth develop-
ment phase in this context. Usually it is only relevant for industries and their
technologies that disappear from a market. In the case of the wind industry the
relevance of the technology for the energy market remains high. However, the
consequences of market decline for the industry providing the technology were
extensive. Those countries that had been able to establish their own wind turbine
manufacturers saw an early consolidation of their firms that reduced national players
dramatically. This led to a higher concentration on the respective markets. Even
though the market concentration was reduced in later phases of market expansion
once again, the dominating role of the few companies that remained after the initial
shakeout phase persisted. Also, once a national market had seen a severe consoli-
dation of its local market players, new company formations in later cycles never even
closely reached the level of the first cycle again. Another interesting aspect is the
dominance of home based companies. Those countries that succeed in establishing
domestic wind turbine manufacturers did see a higher market concentration than
those without. This is the case for all countries, regardless of the stability of their
respective market development.

Looking at the establishment of companies quite a few different insights could be
gained. After the initial introduction of wind energy technology in the lead market
Denmark around 1980, the potential of each respective market and its stable
development seem to have been a very important factor in the success to establish
national based companies. The importance of this factor appears to be growing as
companies from other countries get established on the global market. The Spanish
market for example was able to provide enough potential for its own industry to
develop in the mid-90s whereas ten years later similar market developments in
countries like Italy, France, UK, South Africa, Chile or Mexico did not initiate the
same dynamic. The Chinese market on the other hand was able to create its own
industry around that time. The sheer size of the Chinese market even made it possible
that companies that are basically only active in their home market show up in the top
ranking of global players. The aspect of national market size therefore seems to be an
issue that needs to be addressed in further research regarding catch-up cycles in
industrial leadership.

Another factor that seems to influence the ability to establish a local value chain is
the proximity to countries that already have succeeded in their efforts. As the number
of countries active in a technology is growing this factor gains importance. After the
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successful establishment of Danish, German and Spanish companies no other
European country has succeeded in establishing its own wind companies. The
same goes for Canada which does have a relatively large market potential but is
located in close vicinity to the already established US wind market. Another example
is South Korea. Five large international Korean based technology companies tried to
enter the wind turbine market around 2010, so far none of them succeeded as the
Chinese market and its established value chain dominates the industrial development
in this region.

Policy approaches to establish a home based wind turbine industry are essentially
based on the creation of a national market with the help of different support
mechanisms often combined with direct or indirect local content requirements.
Most of these approaches are focused on the onshore wind market but some
countries have started to focus on the establishment of companies and value chains
in the new offshore wind trajectory. This can especially be seen in Europe where the
onshore wind value chain is already established and market dynamics do not seem to
leave much room for further expansion. The question of the effects of local content
requirements on the industrial development is too large to be answered in this paper.
However, the findings do indicate that local content requirements only had a
secondary effect on the establishment of wind turbine manufacturers. The two
aspects of market potential and the proximity to markets with established value
chains do seem to have a larger influence on the strategic location decisions of
companies.

Another aspect that can be added to the findings are the approaches of companies
to either gain access to the wind energy technology in the catch-up process or on the
flipside the approaches of companies to gain excess to new markets. The historic
development of various companies described in this paper shows that technological
knowledge was widely acquired from the knowledge base of already existent
markets due to collaborations, licensing production or company acquisition. The
acquisition of already established companies was especially chosen by large tech-
nology groups. As wind energy was introduced by a bottom up approach large
technology groups entered the market at a later point in time, mostly when their
home markets showed a relatively reliable market development. The role of the
technology introduced by Vestas in the creation of many companies stands out
especially. The very open approach to share the knowledge regarding their technol-
ogy derives from the background this company originated in. It could be argued that
this open approach contributed to the successful introduction of wind energy tech-
nology on a global level by helping to avoid potential obstacles that might have had a
negative effect on the acceptance and therefore would have slowed down the
diffusion. The reasons for companies to cooperate or hand out licenses for the
production of their technologies can be explained by strategic considerations. The
wind turbine industry in its beginning consisted of small to medium enterprises that
tried to enter new arising markets and at the same time limit the risks that come with
those expansions. Collaborations were the initial approach to enter new markets
beyond exports, often initiated by local content requirements. As successful turbine
manufacturers started to set up their own production facilities in other countries their
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need for collaborations was reduced. However, second or third tier wind companies
from more advanced wind energy markets continued to provide technological
collaborations for companies in other countries that were interested in investing in
wind energy technology. Another strand of companies that evolved in the aftermath
of the initial establishment of wind energy production in some established countries
were engineering companies that often had strong links to research institutions.
These companies develop and design wind turbines to sell licenses for production.
For the most part these licenses were not bought by national wind turbine manufac-
turers as they already had their own technology at hand. Also, no new wind turbine
manufacturers tried to enter those markets as laggards had difficulties to establish in
their home markets that were dominated by already established national companies.
Therefore, the licenses were mainly sold to companies in emerging markets.

Regarding the relocation of production to countries with cost advantages in later
stages of ILCs as mentioned in literature (Vernon 1966, 1979), no such development
could be observed in wind energy so far. The proximity to the respective national
markets that set of an industry development does seem to remain important even in
the maturity phase of the ILC. One reason might be the market position local
companies have in their home countries; another might be the innovation base of
those countries. One circumstance that supports this thesis is that Suzlon maintained
an R&D location in Germany even after leaving the German market by selling
Senvion.

It cannot be answered so far if the findings in this paper hold true for other
technologies and their industries with changing political support that results in
unstable market conditions. This question will have to be subject to further research.

Also, it should be stressed that this paper does not try to argue that industrial
development solely depends on market development. As Porter (1990) has shown in
his diamond model there are many more factors that influence the success of a
nations industry.

However, the paper shows that fundamental changes in political support for wind
energy not only had an effect on the market development, as discussed in literature,
but also on the national based industry that provides the technology. This aspect
should be taken into consideration in the further development of policy frameworks
for wind energy.
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Annex

Regression Statistics

Global

1978–1985+ 1986–1993 1994-2000+ 2001-2003 2004-2011 2012-2016

I II III IV V VI

R2 0.98 0.56 0.97 0.15 0.99 0.93

Adjusted R2 0.97 0.49 0.96 �0.70 0.98 0.90

Standard Error 1.63 4.32 0.82 1.09 1.45 2.51

Observations (n) 8 8 7 3 8 5

Coefficients

Intercept 7.1501446 32.4083155 �29.4901785 27.4819094 14.4185171 97.1406868

global MW/a 3.65433*** �0.04468* 6.63432*** �0.00033 0.00096*** �0.00117**
+ln(MW/a)
***p< 0.001 **p< 0.01 *p< 0.05 .p< 0.1

Denmark

Domestic companies.

1978–1989+ 1990–1993 1994-1997 1998-2006 2007–2016

I II III IV V

R2 0.95 0.87 0.78 0.78 0.83

Adjusted R2 0.94 0.81 0.67 0.75 0.81

Standard Error 1.11 1.59 0.60 1.72 0.20

Observations (n) 12 4 4 9 10

Coefficients

Intercept 7.7706191 �3.2016369 9.8155185 1.0315811 1.2720830

DK MW/a 2.65148*** 0.29747. 0.00940 0.01862** 0.00526**
+ln(MW/a)
***p< 0.001 **p< 0.01 *p< 0.05 .p< 0.1

1978–1989+ 1990–1993 1994–1997 1998–2006 2007–2016

I II III IV V

R2 0.97 0.92 0.99 0.85 0.95

Adjusted R2 0.96 0.75 0.97 0.80 0.94

Standard Error 0.92 1.81 0.17 1.51 0.11

Observations (n) 12 4 4 9 10

Coefficients

Intercept 8.1987535 19.6636503 20.3982751 6.6702630 0.6923504

DK MW/a 3.13822*** 0.00913 0.08060 0.00750 0.00181

global w/o DK MW/a �0.42306* �0.02847 �0.02077 �0.00048 0.00003**
+ln(MW/a)
***p< 0.001 **p< 0.01 *p< 0.05 .p< 0.1
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United States of America

Domestic companies.

1982–1984+ 1985–1994 1995-2011 2012-2016

I II III IV

R2 0.95 0.96 0.89 0.02

Adjusted R2 0.90 0.95 0.88 �0.31

Standard Error 0.41 0.42 0.44 1.52

Observations (n) 3 10 17 5

Coefficients

Intercept �1.4984664 �0.5957625 0.6492829 3.4918708

US MW/a 1.73805 0.02048*** 0.00038*** �0.00015
+ln(MW/a)
***p< 0.001 **p< 0.01 *p< 0.05 .p< 0.1

1982–1984+ 1985–1994 1995–2011 2012–2016

I II III IV

R2 1.00 0.96 0.98 0.99

Adjusted R2 65,535.00 0.95 0.97 0.99

Standard Error 0.00 0.45 0.20 0.15

Observations (n) 3 10 17 5

Coefficients

Intercept �3.3166250 �0.6684231 0.3794422 10.8225960

US MW/a 2.39867 0.02073*** �0.00005 �0.00001

global w/o US MW/a �0.88424 0.00021 0.00014*** �0.00020**
+ln(MW/a)
***p< 0.001 **p< 0.01 *p< 0.05 .p< 0.1

Companies with local production.

1982–1984+ 1985–1994 1995-2011 2012-2016

I II III IV

R2 0.95 0.96 0.95 0.02

Adjusted R2 0.90 0.95 0.94 �0.31

Standard Error 0.41 0.42 0.78 2.34

Observations (n) 3 10 17 5

Coefficients

Intercept �1.4984664 �0.5957625 0.2147455 8.2019536

US MW/a 1.73805 0.02048*** 0.00101*** �0.00022
+ln(MW/a)
***p< 0.001 **p< 0.01 *p< 0.05 .p< 0.1
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1982–1984+ 1985–1994 1995–2011 2012–2016

I II III IV

R2 1.00 0.96 0.99 0.99

Adjusted R2 65,535.00 0.95 0.99 0.98

Standard Error 0.00 0.45 0.40 0.27

Observations (n) 3 10 17 5

Coefficients

Intercept �3.3166250 �0.6684231 �0.2529145 19.5261266

US MW/a 2.39867 0.02073*** 0.00025. 0.000004

global w/o US MW/a �0.88424 0.00021 0.00024*** �0.00032**
+ln(MW/a)
***p< 0.001 **p< 0.01 *p< 0.05 .p< 0.1

Germany

Domestic companies.

1990–2000+ 2001–2016

I II III IV

R2 0.95 0.97 0.16 0.38

Adjusted R2 0.95 0.97 0.10 0.28

Standard Error 0.64 0.49 0.70 0.62

Observations (n) 11 11 16 16

Coefficients

Intercept �7.3283847 �11.8280241 6.3553076 6.4290006

DE MW/a 2.04183*** 0.67033 �0.00030 �0.00009

global w/o DE MW/a 1.92694* �0.00002*
+ln(MW/a)
***p< 0.001 **p< 0.01 *p< 0.05 .p< 0.1

Companies with local production.

1990–2000+ 2001–2016

I II III IV

R2 0.95 0.98 0.12 0.35

Adjusted R2 0.94 0.98 0.06 0.25

Standard Error 0.84 0.56 0.69 0.62

Observations (n) 11 11 16 16

Coefficients

Intercept �9.8408745 �16.5093094 8.2586761 8.3303722

DE MW/a 2.65364*** 0.62109 �0.00025 �0.00005

global w/o DE MW/a 2.85570** �0.00002.
+ln(MW/a)
***p< 0.001 **p< 0.01 *p< 0.05 .p< 0.1
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India

Domestic companies.

1995–2009 2010–2016

I II III IV

R2 0.50 0.90 0.22 0.58

Adjusted R2 0.46 0.89 0.07 0.37

Standard Error 0.98 0.45 0.61 0.50

Observations (n) 15 15 7 7

Coefficients

Intercept 0.8442831 0.7871978 5.0804225 6.6257236

IN MW/a 0.00140** �0.00070. �0.00062 0.00019

global w/o IN MW/a 0.00018*** �0.00008

***p< 0.001 **p< 0.01 *p< 0.05 .p< 0.1

Companies with local production.

1995–2009 2010–2016

I II III IV

R2 0.67 0.93 0.32 0.52

Adjusted R2 0.64 0.92 0.19 0.29

Standard Error 1.27 0.60 0.52 0.48

Observations (n) 15 15 7 7

Coefficients

Intercept 0.9633491 0.8900610 7.8375969 8.8880006

IN MW/a 0.00256*** �0.00014 �0.00067 �0.00012

global w/o IN MW/a 0.00022*** �0.00006

***p< 0.001 **p< 0.01 *p< 0.05 .p< 0.1

Spain

Domestic companies.

2009–2016

I II

R2 0.61 0.89

Adjusted R2 0.54 0.84

Standard Error 0.52 0.30

Observations (n) 8 8

Coefficients

Intercept 1.0961985 7.2266962

ES MW/a 0.00080* �0.00040

global w/o ES MW/a �0.00012*

***p< 0.001 **p< 0.01 *p< 0.05 .p< 0.1
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Companies with local production.

2009–2016

I II

R2 0.89 0.91

Adjusted R2 0.88 0.87

Standard Error 0.34 0.35

Observations (n) 8 8

Coefficients

Intercept 1.553632 3.369052

ES MW/a 0.00124*** 0.00088.

global w/o ES MW/a �0.00004

***p< 0.001 **p< 0.01 *p< 0.05 .p< 0.1

China

Domestic companies.

1999–2012 2013–2016

I II III IV

R2 0.92 0.92 0.34 0.61

Adjusted R2 0.91 0.91 0.02 �0.17

Standard Error 1.40 1.39 1.25 1.36

Observations (n) 14 14 4 4

Coefficients

Intercept 1.594155 0.439332 18.107248 23.467314

CN MW/a 0.00064*** 0.00050** �0.00021 �0.00007

global w/o CN MW/a 0.00014 �0.00032

***p< 0.001 **p< 0.01 *p< 0.05 .p< 0.1

Companies with local production.

1999–2012 2013–2016

I II III IV

R2 0.93 0.97 0.59 0.77

Adjusted R2 0.92 0.97 0.38 0.30

Standard Error 1.86 1.18 1.18 1.26

Observations (n) 14 14 4 4

Coefficients

Intercept 2.662406 �1.056491 23.829339 29.048575

CN MW/a 0.00093*** 0.00048** �0.00033 �0.00019

global w/o CN MW/a 0.00046** �0.00031

***p< 0.001 **p< 0.01 *p< 0.05 .p< 0.1
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On application of the precautionary
principle to ban GMVs: an evolutionary
model of new seed technology integration

Shyama V. Ramani and Mhamed-Ali El-Aroui

Abstract Since the 1990s, agri-biotech multinationals have introduced a radical
innovation in the form of seeds derived from genetically modified plant varieties or
GMVs. However, on the basis of the ‘precautionary principle’ that advocates
ensuring a higher environmental protection through preventative decision-taking,
many countries have banned the cultivation of GMVs within their territories. Thus,
the objective of the present paper is to attempt to explore the rationale for application
of the precautionary principle. This is done through development of an evolutionary
model of farmers’ technology choice incorporating intrinsic features of agriculture
such as the technological obsolescence of seed varieties, impact of environmental
degradation engendered by new seed technology adoption and farmers’ compliance
choice vis-à-vis sustainability guidelines. Further, instead of a unique representative
farmer, two types of farmers are considered. The first type is driven by short term
profit maximization, while the second type aims to be sustainable, by maximizing
profit over the life time of the technology. Integrating the above elements and
considering two possible rules for application of the precautionary principle, the
paper explores the conditions under which the precautionary principle can be
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implemented. It demonstrates that, even under complete and perfect information the
need to exercise such caution depends principally on four factors: the economic
gains from GMVs, the possibilities for sustaining the production of the conventional
variety in the post-GMV period via compliance, the distribution of farmers over
types and the compliance-contamination burden.

Keywords GMV seed · Farmer heterogeneity · Technology obsolescence ·
Irreversibility · Evolutionary model · Precautionary principle · Ecology

JEL classification K32 · O30 · Q12 · Q15 · Q16

1 Introduction

Worldwide, farmers are burdened with an ever-pressing need to increase productiv-
ity. This often drives them to apply more chemical inputs such as fertilizers and
pesticides, which in turn lead to substantial environmental degradation and lower
soil fertility. In response, since the 1990s, agri-biotech multinationals such as
Monsanto, Dupont and Syngenta have introduced a radical innovation in the form
of seeds derived from genetically modified plant varieties or GMVs. With desirable
traits such as pest resistance, GMVs reduce the need for agrochemicals and lessen
soil and water contamination. However, many countries, notably in Europe, have
banned the cultivation of GMVs within their territories on the basis of the ‘precau-
tionary principle’ that advocates taking preventative measures to tackle potential
threats to society. In this setting, the objective of the present paper is to attempt to
explore the rationale for application of the precautionary principle to ban the
diffusion of innovations such as GMVs.

The precautionary principle, which forms a part of Article 191 of the Treaty on
the Functioning of the European Union, is to enable a policy response to economic
activity that can pose a possible danger to human, animal or plant health, or the
environment. It advocates that whenever scientific data does not permit a complete
evaluation of risk, the precautionary principle may be applied as a preventive
measure to curb the concerned economic activity. In other words, if an objective
evaluation of a phenomenon, product or process indicates that it may pose a threat to
living beings and/or the environment, the scientific uncertainty is high and/or the
evaluated risk is elevated, then the precautionary principle can be evoked to address
the concerned challenge.

While the precautionary principle in general is accepted worldwide, it is
interpreted differently in different countries. For instance, with respect to new crop
plant varieties, Europe follows a process based regulatory framework wherein the
techniques used to create the innovation also determine the form of regulation, in
contrast to a product-based regulatory framework, followed in the USA and Canada,
which focuses only on the inherent risk of the final product. The precautionary
principle can also be reinterpreted as investment in monitoring and generating
knowledge about a new technology that can have unintended consequences (Miller

412 S. V. Ramani and M.-A. El-Aroui



and Engemann 2019). However, such a tailored and rationalized application assumes
the existence of monitoring, regulatory and scientific capabilities, which are inade-
quate in many countries, especially developing ones (Adenle et al. 2018). Such
diverse policy stances stem from differing scientific capabilities, regulatory prowess
and societal concerns over the medium term and/or long term returns and risks
of GMV.

It is important to review the precautionary principle discourse anew with respect
to agriculture, because the agri-biotechnology revolution is scaling new heights with
gene editing. New genome editing techniques such as ‘zinc finger nucleases’,
‘TALENS’ and ‘CRISPR Cas9’ allow scientists to change, delete or replace DNA
more easily than ever before. It is expected that they would revolutionize agriculture
and enable increases in yield, nutritive value and pest resistance, while making
plants more robust to deteriorating agroecological conditions and climate change
(Voytas and Gao 2014). While the final product may be even closer to the original
due to gene editing, the risks of unpredictable consequences related to the process of
new plant variety creation through gene editing remain similar (Caplan et al. 2015).

Presently, the European stance is supported by studies confirming that diffusion
of GMVs has led to genetic contamination of conventional plants and the emergence
of super weeds with increased resistance to herbicides (Gilbert 2013). It takes the
perspective of Weaver and Morris (2005) who explain that while such risks of
genetic contamination are present with conventional varieties also, it is essentially
the process of creation of GMVs that increases the risk of unpredictable conse-
quences. They point out that genetic modification is often to enable the targeted plant
to produce proteins that they would not otherwise produce, but this creates a risk that
the GMVs may also produce proteins that were not intended, and such effects may
be manifested with a time lag longer than that required for safety tests.

In sum, the application of the precautionary principle to ban a new technology is
founded upon the threats posed by its possible but uncertain and irreversible impact
(Sandin 1999). We aim to make a contribution to this discourse in the context of
GMVs by demonstrating that even in the absence of informational constraints, the
precautionary principle may be called upon under certain conditions pertaining to the
economic gains opened up by the new technology versus its ecological impact. For
this, we develop an evolutionary model of farmer behavior. There are two types of
farmers, differentiated by their criteria for new technology adoption. The first type is
driven by short term profit maximization, while the second type aims to maximize
profit over the life time of the technology. Further, agriculture specific features that
are under examined in innovation studies are integrated. These include the natural
built-in technological obsolescence of seeds, the environmental degradation engen-
dered by new seed technology adoption, and farmer choice vis-à-vis compliance
with sustainability guidelines. Then the rationale for the application of the precau-
tionary principle is explored.

The present paper makes a twofold contribution to the existing literature. First, it
provides an explanation for why some countries have opted for GMVs, whereas
others have refused them. At present, while the literature provides justification for
one or the other stance, there is no unifying theoretical framework that demarcates
the contexts under which each stance can be rationalized. The model developed in
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this paper is an attempt to fill this gap. It incorporates agriculture specific features
such as possibilities for contamination and irreversibility, the role of science,
compliance burden, farmer types and farmer choices, in order to highlight the nature
of their influence on the applicability of the precautionary principle. It demonstrates
that even if uncertainty were to be absent, the nature of the context-specific trade-offs
between the economic opportunities and ecological impact may justify the imple-
mentation of the precautionary principle in the corresponding regions.

Second, this work also adds to the literature on new technology adoption in
agriculture by introducing farmer heterogeneity and studying the consequences of
technology-compliance choices on Nature. By Nature, we refer to the local ecolog-
ical conditions or “the state of ecological systems, which includes their physical,
chemical, and biological characteristics and the processes and interactions that
connect them. . . . An ‘ecological system’ (ecosystem) is a biological community
consisting of all the living organisms (including humans) in a particular area and the
nonliving components, such as air, water, and mineral soil, with which the organisms
interact.” (https://www.epa.gov/report-environment/ecological-condition). This
approach is distinct from the majority of papers on agricultural innovations, which
consider a unique representative farmer and focus on the impact of new technology
introduction on total factor productivity.

The remainder of this paper is organized as follows. Section 2 presents a brief
survey of prominent findings of the relevant literature. Section 3 contains the
evolutionary model. Section 4 presents its results and Section 5 discusses them in
the light of the rationale of the precautionary principle. Section 6 concludes.

2 Precautionary principle, new technology integration
in agriculture and Nature

There is an extensive literature on the rationale for application of the precautionary principle.
Starting with Henry (1974) and Arrow and Fisher (1974), it has been demonstrated that even
for risk neutral agents, if there is a possibility of negative irreversible outcomes, then it is
worthwhile to wait to gain more information about the outcomes. A decision takes on the
characteristics of irreversibility to the extent that it shrinks the space of available options in
present or future. In other words, an irreversible decision is one which, if taken, results in not
being able to exercise (for a long time or forever) some option that was available earlier.
Henry (1974) put forward the link between irreversibility, uncertainty and information
explicitly in a proposition called the ‘irreversibility effect’. This states that an irreversible
decision that yields better payoffs as compared to a reversible decision under a particular
situation, may with more information (and under the same situation) yield lower payoffs than
the reversible decision. ‘More information’ here connotes an increased capability to antic-
ipate with greater accuracy and precision the state of the world tomorrow. Through different
analyses these authors arrived at the same normative conclusion, that in the face of
anticipated increases in information, it might be better to take a reversible rather than an
irreversible decision (Gollier et al. 2000). For instance, the precaution exercised against
GMVs stems from the possible irreversible nature of their introduction into the ecology.
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At the same time, it is recognized that the existence of ecological hazards per se
cannot be used as a reason to stop innovations altogether (Giampietro 2002). For
example, in addition to irreversibility, the future strategic flexibility provided by an
option must be examined, and if the gain from expected flexibility can compensate
for the expected losses, then an irreversible decision might be welfare enhancing
(Ramani and Richard 1993). Firms whose innovations pose environmental risk can
be nudged to acquire more information and voluntarily take measures to limit
potential damages (Orset 2014). Given the diversity of contexts, applying the
precautionary principle in a one size fits all approach may not be efficient and
stand in the way of welfare enhancing initiatives (Immordino 2003).

The application of the precautionary principle to the European risk regulation of
genetically modified crops has led to a better understanding of the diverse cognitive
framing of the relevant uncertainties corresponding to different framing visions for
agriculture (Levidow 2001). As such, researching the ecological basis for sustainable
agriculture wherein the needs of the present vis-à-vis agriculture are met without
compromising the ability of future generations to meet their own needs is a recent
phenomenon (Gliessman 1990). It has been fuelled by the realization of the negative
impact of the Green Revolution,1 which while saving many developing countries
from famine, also led to degradation of the soil and groundwater resources, given its
water intensive and chemicals intensive production technology (Murgai et al. 2001)
and caused a significant loss of bio-diversity (Shiva 1989). Moreover, recent ‘acci-
dents’ such as ‘Starlink’, in 2000, whereby many food products containing geneti-
cally modified corn that had not yet been approved for human consumption were
recalled, seem to be nudging policy makers to hold a more cautious view (Prakash
and Kollman 2003). In developing countries also, controversies about GMVs are
centered on these possible negative ecological consequences rather than immediate
economic effects (Ramani and Thutupalli 2015). Scholars note that effective sys-
temic dialogue with all societal stakeholders about the impact of new technology
will help to minimize the risk of applying the precautionary principal wrongly,
thereby foregoing valuable opportunities that may be opened with application of
the new technology (Ishii 2018; Bogner and Torgersen 2018; Pant 2019).

Such controversies have also led to the recognition of farmer heterogeneity in
terms of preferences for ecological sustainability that have been corroborated by
empirical studies in the form of choice-experiments, in different parts of the world
and for different solution packages. Innovation for the agriculture sector can take the
form of a combination of improved inputs such as seeds, fertilizers or pesticides or

1The Green Revolution was a technology package involving improved quality seeds, controlled
irrigation and measured doses of fertilizers. Created by the agricultural scientist Norman Borlaug,
these modern variety seeds were a new dwarf variety of wheat, with “short legs” that could support a
greater amount of wheat grains on any stalk. The hybrid dwarf variety clearly yielded more than the
conventional varieties of wheat of that time. While the Green Revolution heralded a veritable
increase in yields with respect to cereals, and saved developing countries, especially India, from
famine, it led to very intensified use of water and application of agro-chemicals causing soil
degradation and groundwater depletion.
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mechanical equipment or new routines i.e. novel agro-ecological practices. With
respect to new technology adoption in agriculture, there is a very extensive literature
on the determinants of their economic impact in terms of higher profits and/or
improved factor productivity (e.g. Sunding and Zilberman 2001; Feder and Umali
1993). The relationships between the nature and magnitude of innovation rent and
systemic features such as actor-strategy, policy design and contextual factors
(Klerkx et al. 2012), the nature of markets (David 1975), farmer and farm charac-
teristics (Feder et al. 1985), public investment (Hayami and Ruttan 1971) and a
combination of the above (Szirmai 2005) have been highlighted. That said, starting
from the seminal work of Griliches (1957), most scholars assume that for farmers,
the main driver of adoption of new technology in agriculture is the expectation of
higher profit it carries in its wake.

In the existing literature on new technology adoption in agriculture, what is
striking is that barring exceptions, Nature or ecology is taken as given. Turning to
these exceptions, there are a few articles that highlight how Nature is impacted by
farmer technology choices. Noailly (2008) develops a model where farmers in a
region choose their pesticide dosage, which in turn determines the evolution of
resistance to the pesticide in the pest. Farmers can choose between a low or high
level of pesticide, the higher the sum of the pesticides use in the region, the higher is
the resistance of the pest to the same. When pests develop resistance to the pesticide,
their population grows and lowers the revenues of all farmers. Noailly (2008) shows
that there can be many initial configurations under which the pesticide use can
converge to its maximal level, while a lower use could yield higher incomes for all
farmers. Thus, as a policy recommendation, they invoke the precautionary principle
whereby the natural environment is exploited less than it could be.

It would seem that the main reason for the non-inclusion of Nature as an actor in
the innovation system is because unlike economic actors who are driven by objec-
tives set by self-interest, Nature’s strategy is not governed by standard economic
rationale, but by biophysical laws as responses to the strategies of other economic
players, especially farmers. Nature does not seek to optimize, i.e. to maximize self-
payoffs vis-à-vis the moves of other players, but it responds with passive actions of
self-organization (or changes to itself) as dictated by universal biophysical laws to
the strategies of economic players. However, given the complexity of the ecological
system, Nature’s responses constitute uncertainty for the economic actors. While the
short run responses of Nature can be forecast using the existing scientific knowledge
base to some extent, there is real scientific uncertainty about the long term conse-
quences of adoption of new techniques in agriculture. That said, the evolutionary
response of Nature to achieve biophysical efficiency is analogous to the evolutionary
behavior of economic actors trying to achieve economic efficiency. We thus propose
that Nature must also be considered as a non-economic actor in the agriculture
innovation system.

Incorporating Nature, we further integrate the evolutionary and systemic features
associated with agriculture. We take into account the fact that farming practices such
as application of agrochemicals and utilization of water impact Nature. For instance,
farmers can decide whether or not to invest in preserving Nature by preserving soil
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fertility, minimizing water contamination, nurturing bio-diversity etc. In most coun-
tries, farmers receive guidance from a variety of agriculture extension services on
how this can be achieved. The mission of the latter is to transfer useful knowledge
generated by public and private research to farmers and educate and accompany
them to improve their livelihoods. While it is well known that national agriculture
extension services were responsible for the success of the Green Revolution, with the
acceptance of economic liberalization, there is a sea of change. Worldwide, public
sector extension services are increasingly being supported or replaced by public-
private partnerships or private providers (Anderson and Feder 2004).

In the context of GMV production, farmers also come under regulators’ purview.
For instance, there are GM crops, called Bt crops, containing genes from the
bacterium Bacillus thuringiensis, which express a toxin that kills insect pests
popularly known as bollworms. When bollworm pests attack a Bt crop, they are
killed by the toxin. As acreage under Bt crops increases, there is a risk that
bollworms might develop resistance to the toxin. To minimize this, farmers are
requested to plan a refuge of non-Bt crop around Bt crop fields to ensure the survival
and maintenance of susceptible insect populations on the non-Bt crop. To date, there
has been regulatory swings vis-à-vis refuge. In the USA, for example, planting of
refuges around Bt corn was initially voluntary and then mandatory, with clear
definitions of accountability of farmer and seed company (Huang et al. 2011). In
developing countries such as India, on the other hand, planting of refuges around Bt
cotton is voluntary and it has been noted that there is mainly non-compliance (Singla
et al. 2013). By and large, worldwide, for farmers, compliance to sustainability
guidelines is voluntary rather than mandatory.

We now turn to the model.

3 Farmer technology and compliance choices: a model

3.1 Systemic setting

Three main actor-groups are considered, namely farmers, Nature and the regulator.
Both the regulator and Nature are taken to be non-strategic in the sense that they do
not align their strategies to maximize personal payoffs.

At the start, all farmers have access to only conventional variety seeds. Then a
new genetically modified variety or GMV seed is submitted to the regulator for
possible introduction into the market. The GMV is an innovation proposed in the
system. The GMV comes along with a set of compliance measures to contain
environmental degradation once cultivated. Input and output prices are the same
for both seed varieties. Finally, all actors, farmers and the regulator have perfect and
complete information.

Farmer types and strategy space The region contains farmers who can be one of
two types: type 1, who is ‘short term profit driven’ or type 2, who is ‘sustainability
driven’. They start with the same amount and quality of endowments. At every time
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period t, type 1 farmer strives to maximize profit at time t, while type 2 farmer seeks
to maximize profit over the lifetime of possible technological choices starting from
time t. Let the technology or seed choice of farmer i at time t be given by sti ¼ 0, 1f g
such that, if sti ¼ 1, it implies that the GMV seed has been chosen for cultivation; and
if sti ¼ 0, the conventional variety has been picked by farmer i. At every planting
season t, each farmer i also decides on the allocation of his land between two seed
technologies, the conventional variety and the GMV. If a farmer i opts for GMV at
time t, then he has to decide whether or not to comply with sustainability guidelines,
i.e. choose between cti ¼ 1 and cti ¼ 0. Whatever properties are specified for farmer
i hold similarly for farmer j and so we drop the farmer index j whenever possible.

The above framing reflects heterogeneous farmer preferences that have been
observed vis-à-vis land management practices to preserve the quality of local
water sources in the UK (Beharry-Borg et al. 2013), subsidy schemes for
pesticide-free buffer zones in Denmark (Christensen et al. 2011), design of agri-
environment schemes in UK (Aslam et al. 2017) and across Europe, (Ruto and
Garrod 2009) and crop rotation to preserve soil fertility in Malawi (Ortega et al.
2016) etc.

Another way of understanding the difference between the two farmer types is in
terms of their rate of discount d of future payoffs. The profit driven farmer discounts
future payoffs very highly, at d¼ 1; while the sustainability driven farmer does not
discount future payoffs, at d¼ 0. Considering d to be either 0 or 1 also permits
analytical tractability, which would not be possible otherwise.

Compliance-contamination burden To preserve the state of Nature or local eco-
logical conditions, the GMV comes with voluntary compliance measures that
involve a fixed cost. In keeping with the discussion of the previous section, compli-
ance refers to costly agro-ecological practices that maintain soil fertility over the
long run. Let the compliance burden per unit of land cultivated with GMV be given
by B.

Furthermore, whenever a farmer adopts GMV and does not comply, he might
decrease the profit of the neighboring farmer through contamination. While, in
reality, contamination would depend on individual farmer type and the number
and type of his neighbors, in order to construct a tractable analytical model, we
consider each farmer to be affected only by one neighbor. Thus, in what follows, we
consider two neighboring farmers i and j who might be both of type 1 (i.e. profit
driven) or both of type 2 (i.e. sustainability driven) or mixed (i.e. one profit driven,
one sustainability driven).

Let the additional contamination burden to farmer i at time t by his neighbor j be

given by stjBθ 1� ctjδ
� �

, where θ is the degree of contamination and δ is the

efficiency of existing science to preserve the original state of Nature through
compliance. Let θ2 [0, 1] and δ2 ]0, 1[. For example, if the neighbor cultivates
GMV without complying then there is an additional loss in profit due to contami-
nation given by Bθ. On the other hand, if the neighbor complies then the profit loss
due to contamination is less at Bθ(1� δ), with the decrease depending on the
efficiency of science δ.
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Then, the compliance-contamination burden per unit of land of farmer i at time t,

Bt
i ¼ Bi sti, c

t
i, s

t
j, c

t
j, θ, δ

� �
, is given by Eq. (1) and illustrated in Table 1.

Bt
i ¼ Bi sti, c

t
i, s

t
j, c

t
j, θδ

� �
¼ B stici þ θstj 1� c jδ

� �� �
: ð1Þ

For ease of notation, in what follows we will refer to the compliance-
contamination burden for farmer i when he adopts GMV without compliance at

time t as Bi 1, 0, stj, c
t
j, θ, δ

� �
¼ Bgm

i tð Þ . Similarly, the burden for GMV adoption

with compliance will be given by Bi 1, 1, stj, c
t
j, θ, δ

� �
¼ bBgm

i tð Þ and the burden for

farmer i when he does not adopt GMV is given by Bi 0, 0, stj, c
t
j, θ, δ

� �
¼ Bi tð Þ. This

short hand will be used only whenever possible.

Ecological impact The state of Nature is given by the ecology index, which
captures the fit of the seed to the ecological conditions at time t and determines
farmland productivity. At the start t¼ 1, the ecology index is the same for all
farmers, being ξ. But, over time, it evolves differently for each farmer according to
his seed and compliance choices. The evolution of the ecology index of farmer i over
time, ξi(t), is determined by the interaction between the seed and compliance choices
of the farmer and Nature as:

ξi tð Þ ¼ ξi t � 1ð Þψ tð Þ st�1
ið Þ 1�δð Þct�1

i

� �
: ð2Þ

Let ψ(t)2 ]0, 1[ represent the yearly degradation of the ecology index due to the
use of GMV such that the resulting function ξi(t) is a downward sloping concave
function. Recall that whenever compliance is observed with GMV cultivation, δ
indicates the efficiency of science to preserve the state of Nature. According to
Eq. (2), if farmer i cultivates the conventional variety (i.e st�1

i ¼ 0) or observes
compliance when cultivating a GMV (st�1

i ¼ 1 and ci
t� 1¼ 1) and science is very

effective, i.e. δ! 1, then there is practically no degradation of the ecological
conditions.

Table 1 Compliance-contamination cost burden matrix

Farmer i, Farmer j sj¼ 1¼ gmv;
cj¼0¼ non-
compliance

sj¼ 1¼ gmv;
cj¼1¼ compliance

sj¼ 0¼ conventional

si¼ 1¼ gmv;
ci¼0¼ non-
compliance

�θB,� θB �Bθ(1� δ),�B(1
+ θ)

0,� θB

si¼ 1¼ gmv;
ci¼ 1¼ compliance

�B(1 + θ),�Bθ
(1� δ)

�B(1 + θ(1� δ)),
�B(1 + θ(1� δ))

�B,�Bθ(1� δ)

si¼ 0¼ conventional �θB, 0 �Bθ(1� δ),�B 0, 0
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This is in keeping with acknowledged findings that the ‘vigor’ of the seed falls
regularly and over a span of years, the plant also becomes vulnerable to new pests
and pathogens, leading to diminishing returns in yield (Peng et al. 1999; Swanson
2002; Peng et al. 2010). Nature also responds to the agro-ecological practices of the
farmers in terms of their technology and compliance choices according to
bio-physical and bio-chemical laws in a cumulative manner (Van der Werf and
Petit 2002). Finally, as Tisdell (2010) explains, GMVs designed by human ingenuity
independently of natural environmental forces are more fragile than conventional
varieties and are likely to lose their ecological fitness at a faster rate. Thus, by Eq. (2),
whenever GMVs are cultivated, the ecology index falls, while conventional variety
cultivation does not lower it.

Irreversibility of ecological impact via GMV One of the issues raised with respect
to GMVs is the possible irreversible impact they may engender. Hence, we consider
a reversibility index γ 2 [0, 1] where γ¼ 0 indicates total irreversibility and any
γ> 0 means some degree of reversibility to move back to cultivation of the conven-
tional variety after the GMV has been adopted. Let st be an indicator of the past
cultivation of GMV i.e. st is either 1 or 0. Then, at time t, if st ¼ 1, i.e. the farmer has
cultivated GMV prior to time t and he switches back to the conventional variety, then
he will get only γ of the profit associated with cultivation of the conventional variety.
We detail this further in the next section.

Role of the regulator Let the time period 0 to T be the lifetime of a conventional

seed. Similarly, let the time periods from 0 to bTgm
and Tgm be the lifetime of GMV

with and without compliance, with T ¼ Max Tgm, bTgm
,T

� �
. With respect to the

regulator, the focus is on his choice as to whether or not allow the commercialization
of GMV at t¼ 1. The objective of the regulator is to safeguard of livelihoods of the
farming community.

3.2 Properties of profit functions (net of production costs)

We start by defining the profit functions of farmers net of production costs and
distinguish these from farmer payoffs obtained by further subtracting their
compliance-contamination burden.

For a configuration sti, c
t
i, s

t
j, c

t
j, ξ

t
i, δ, θ, γ, s

t
i let the yield maximizing inputs com-

bination for farmer i at time t be xi. Let the input prices and output price be the same
for both the varieties and unchanging over time, being given by w and p, respec-
tively. Let the production or yield function for the GMV be given by f gm and, for the
conventional variety, by f. They are common to both farmers as they are assumed to
have the same knowledge base. The agricultural yield functions is assumed to be
strictly concave over inputs xi, and, as mentioned earlier, increase with ecology
index ξi. Then the profit net of production costs of farmer i at time t for GMV or
conventional variety cultivation is given respectively by:
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pf gm xgmi tð Þ, ξi tð Þð Þ � wxgmi ;

pf xi tð Þ, ξi tð Þð Þ � wxi:
ð3Þ

The yields f gm and f depend on the state of ecology, ξi(t) which in turn depends on
the farmer’s history of technology and compliance choices. For any configuration,
sti, c

t
i, s

t
j, c

t
j, ξ

t
i, δ, θ, γ, s

t
i let the profit function per unit land of farmer i at time t on

land allocated to conventional variety and GMV be πi(t), πi
gm(ci, t) respectively. For

notational convenience, let πi
gm(0, t)¼ πi

gm refer to GMV cultivation without com-
pliance and let πigm 1, tð Þ ¼ bπigm tð Þ refer to GMV cultivation with compliance. By
construction all these profit functions are downward sloping and concave over time.
Let the total quantity of land be normalized to 1. Then from the definition of ξi(t) two
properties of the profit functions (given by Eqs. (4) and (5)), which are independent
of the strategies of neighboring farmer, can be noted.

Advantages from compliance are directly proportional to the prior time period
over which compliance has been practiced. Let bπgmi tjtstart ¼etð Þrepresents the profit
of a late complier who begins adopting guidelines at timeet > 0. Then:

bπgmi tjtstart ¼etð Þ > bπgmi tjtstart ¼ tð Þfor et < t � t: ð4Þ

If the GMV engenders significant environmental degradation such that its yields
fall as compared to those of the conventional technology, then with prior compliance
this would occur at a later time; or:

If at time T � , πgmi T�ð Þ ¼ πi T�ð Þ ) bπgmi T�jtstart ¼ tð Þ > πi T�ð Þfor t
< T � : ð5Þ

3.3 Properties of payoff functions

Now, as GMVs come with a compliance-contamination burden, this value has to be
deducted from the production profit to arrive at payoffs. Thus, the payoff of farmer
i at time t when he cultivates GMV without compliance is πgmi tð Þ � Bgm

i tð Þ ; with
compliance it is bπgmi tð Þ � bBgm

i tð Þand, for conventional variety cultivation, it is πi(t)�
Bi(t). Then, given a compliance burden, B, a rate of contamination, θ, the efficiency
of science, δ, a reversibility index γ and prior cultivation of GMVs, sti, the payoffs to
farmer i at time t will be given by:
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sti: πgmi cti, t
� �� Bi 1, cti, s

t
j, c

t
j, θ, δÞ

� �� �
þ 1� sti
� �

: πi tð Þ γsti þ 1� sti
� �� ����

�Bi 0, 0, stj, c
t
j, θ, δÞ

� ��
: ð6Þ

The first term models returns from GMV. The second term indicates that once the
GMV is adopted, the profit from cultivation of conventional variety also depends on
the degree of reversibility. For instance, if sti ¼ 1, i.e. the land had been used to
cultivate GMV in a previous time period, then the returns to the conventional variety
from the next period onwards will be γ(πi�Bi), where γ is the index of reversibility.
This payoff structure is further illustrated in Table 2.

Three assumptions, A1-A3 based upon the findings of the literature further define
the properties of the payoff functions2.

A1: When a GMV seed is introduced, it is a viable alternative to the conventional
one with or without compliance. The GMV yields high enough yields to bear any
own compliance burden and any imposed through contamination from a neighboring
farm:

πgmi tð Þ � Bgm
i tð Þ > πi tð Þ � Bi tð Þ and bπgmi tð Þ � bBgm

i tð Þ > πi tð Þ � Bi tð Þ at t
¼ 1: ð7Þ

Empirical studies on the economic impact of GMVs (Areal et al. 2013; Carpenter
2010) confirm its higher profit as the main reason for its commercial success and this
is also confirmed by reports on the ‘Global Status of Commercialized Biotech/GM
Crops’ (ISAAA 2018).

A2: However, for GMV seeds, sustainability guidelines ensure higher cumulative
payoffs for farmer i when he practices compliance from the start rather than from
timeet > 1whatever the strategies chosen by the neighboring farmer:

XTgm

t¼1

bπgmi tð Þ � bBgm

i tð Þ
� �

>
Xet�1

t¼1

πgmi tð Þ � Bgm
i tð Þ þ

XTgm

t¼et
bπgmi tð Þ � bBgm

i tð Þ
� �0

@
1
A: ð8Þ

A3: For farmer i, compliance lowers returns at the start, as it involves a fixed cost.
Then as ecology gets less damaged, it yields higher returns, implying there exists a
time T1 beyond which returns from compliance are higher, for all farmer j’s strategy
profile histories:

2Interested readers can obtain examples of precise functional forms of the profit and payoff
functions that satisfy these properties from the authors.
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πgmi tð Þ � Bgm
i tð Þ > bπgmi tð Þ � bBgm

i tð Þ for t < T1;

but πgmi tð Þ � Bgm
i tð Þ < bπgmi tð Þ � bBgm

i tð Þ for t > T1:
ð9Þ

Identification of contamination by GMVs, its measurement and its containment
are subjects of scholarly enquiry (Ceddia et al. 2007, 2009; Belcher et al. 2005;
Friesen et al. 2003). Further, the impact of cultivation of GMV and contamination
depends on soil conditions of farmlands, ecological conditions, plant variety, spatial
arrangements of lands, their sizes etc.

Assumptions 2 and 3 reflect the scientific rationale of compliance measures such
as planting a refuge around a field of GMVs (Reisig and Kurtz 2018; Tabashnik and
Carrière 2017; Jin et al. 2015; Catarino et al. 2015; Tabashnik et al. 2008). The
purpose of refuges is twofold. First, it is to delay build-up of resistance in the GMVs.
Second, it is to prevent the emergence of insect species that are not susceptible to the
expressed toxin, which can develop into secondary pests (Lu et al. 2010). Field
outcomes documented by scholars confirm that refuge strategy, namely a generous
border of non-GMV host plants around GMV fields can substantially address the
above risks, and yield better performance in the long run (Anderson et al. 2019).
Thus, we assume that complying with guidelines will protect farmers’ livelihoods
over the lifetime of the technology.

3.4 Game setting

Starting from time t¼ 1, farmers have to decide between GMV or conventional
variety and, in the case of the former, also choose whether or not to comply. Recall
that st is simply an indicator function of past cultivation of GMV. SupposeQt

i¼profit :ð Þ is the payoff of a type 1 profit driven farmer i at time t. Then, his
objective at time t is to maximize immediate profit as given below:

Max
sti , c

t
i

Yt

i¼profit
sti, c

t
i, s

t
j, c

t
j, θ, δ, s

t
i

� �
where

Yt

i¼profit
�ð Þ

¼ sti � πgmi cti, t
� �� Bi 1, cti, s

t
j, c

t
j, θ, δ

� �� ��
þ 1� sti
� � � πi tð Þ γsti þ 1� sti

� �� ���h

� Bi 0, 0, stj, c
t
j, θ, δ

� ���i
ð10Þ

Let
Qt

i¼sust :ð Þ be the payoff of a type 2 sustainability driven farmer i at time t. In
this case, the farmer’s objective at time t is to maximize profit over the lifetime

T ¼ Max T ,Tgm, bTgm
n o

by choosing the optimal sequence szi , c
z
i for z ¼

t, t þ 1, . . . ,T ; i.e.:
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Max
szi c

z
i for z¼t, tþ1, ...,T

Yt

i¼¼sust
sti, c

t
i, s

t
j, c

t
j, θ, δ, s

t
i

� �
; where

Yt

i¼sust
sti, c

t
i

� �

¼
XT
z¼t

szi � πgmi zð Þ � Bi 1, czi , s
z
j, c

z
j, θ, δ

� �� �
þ 1� szi
� � � πi zð Þ γszi þ 1� szi

� �� ���h

�Bi 0, 0, szj, c
z
j, θ, δ

� ���i
ð11Þ

A Nash equilibrium of the above dynamic game is an evolutionary trajectory of

strategy profiles of farmer pairs i and j or Sti,C
t
i, S

t
j,C

t
j

� �
for every t where 1 �

t � T such that for every farmer i the Nash equilibrium strategy profile

Sti,C
t
i, S

t
j,C

t
j

� �
satisfies:

Yt

i¼profit
Sti,C

t
ijStj,Ct

j

� �
�
Yt

i¼profit
Sti, c

t
ijStj,Ct

j

� �
for all possible sti, c

t
i

� �
at time t;

Yt

i¼sust
Sti,C

t
ijStj,Ct

j

� �
�
Yt

i¼sust
Sti, c

t
ijStj,Ct

j

� �
for all possible sti, c

t
i

� �
at time t:

Similarly for farmer j. Do such Nash equilibrium strategies exist? We attempt to
answer this question in the next section.

4 Co-evolutionary dynamics: Discussion of results

We start with an observation on compliance choices.
Result 1: On compliance choices

1.1 Whenever a profit driven farmer adopts GMV, his dominant strategy is to start
without compliance and then comply after a time, say T1.

1.2 Whenever a sustainability driven farmer adopts GMV, his dominant strategy is
to comply from the start.

Proof: 1.1. From Table 1, for any farmer, the contamination-compliance burden
is greater when compliance is observed than not, whatever his neighbor’s strategies.
By assumption 3, a profit driven farmer i would start without observing compliance,
and beyond time period T1, as the ecological conditions get eroded, he would begin
complying. By Table 2, clearly the time he starts complying will be later if his
neighbor is a sustainability driven farmer as his compliance-contamination burden
will be less then. □.

1.2. Suppose the sustainability driven farmer i adopts GMV at t¼ 1. By assump-
tion A3 (or Eq. 9) on this land, compliance yields higher payoff each period beyond
time T1. As the life time of the GMV cannot decrease with compliance,
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i.e. bTgm � Tgm, assumption 3 assures that after T1, a sustainability driven farmer will
always comply:

XbTgm

t0¼T1þ1

bπgmi tð Þ � bBgm

i tð Þ
� �

>
XbTgm

t0¼T1þ1

πgmi tð Þ � Bgm
i tð Þð Þ : ð12Þ

Then what about the time before T1 when payoff without compliance is higher?
We prove the result by contradiction. Consider a time t 0 < T1. As the objective of the
sustainability driven farmer i is to maximize payoffs over the horizon t¼ 1 until T ,
he will not comply at t 0 < T1 if:

XbTgm

t¼t0
bπgmi tð Þ � bBgm

i tð Þ
� �

<
XbTgm

t¼t0
πgmi tð Þ � Bgm

i tð Þð Þ for bTgm � T1 > t0 � 1 ð13Þ

Now let us add
Pt0�1

t¼1
bπgmi tð Þ � bBgm

i tð Þ
� �

where 1� t 0 < T1 to both sides of Eq. (13)

to get:

XbTgm

t¼1

bπgmi tð Þ � bBgm

i tð Þ
� �

<
XbTgm

t¼t0
πgmi tð Þ � Bgm

i tð Þð Þ þ
Xt0�1

t¼1

bπgmi tð Þ � bBgm

i tð Þ
� �

: ð14Þ

Splitting the first term on the right hand side of Eq. (14) we can write:

XbTgm

t¼1

bπgmi tð Þ � bBgm

i tð Þ
� �

<
XT1

t¼t0
πgmi tð Þ � Bgm

i tð Þð Þ þ
XbTgm

t¼T1þ1

πgmi tð Þ � Bgm
i tð Þð Þ

þ
Xt0�1

t¼1

bπgmi tð Þ � bBgm

i tð Þ
� �

: ð15Þ

Now according to assumption (3):

XbTgm

t0¼T1þ1

πgmi tð Þ � Bgm
i tð Þð Þ <

XbTgm

t0¼T1þ1

bπgmi tð Þ � bBgm

i tð Þ
� �

and
Xt0�1

t¼1

bπgmi tð Þ � bBgm

i tð Þ
� �

<
Xt0�1

t¼1

πgmi tð Þ � Bgm
i tð Þð Þ:

Substituting the above terms into (15), we can re-write it as:
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XbTgm

t¼1

bπgmi tð Þ � bBgm

i tð Þ
� �

<
XT1

t¼t0
πgmi tð Þ � Bgm

i tð Þð Þ þ
XbTgm

t0¼T1þ1

bπgmi tð Þ � bBgm

i tð Þ
� �

þ
Xt0�1

t¼1

� πgmi tð Þ � Bgm
i tð Þð Þ:

Or

XbTgm

t¼1

bπgmi tð Þ � bBgm

i tð Þ
� �

<
XT1

t¼1

πgmi tð Þ � Bgm
i tð Þð Þ þ

XbTgm

t0¼T1þ1

� bπgmi tð Þ � bBgm

i tð Þ
� �

: ð16Þ

But Eq. (16) contradicts assumption 2 that sustainability guidelines ensure higher
payoffs for farmer i when compliance is practiced from the start at t¼ 1 over the life
time Tgm rather than from time T1> 1whatever the strategies chosen by the neigh-
boring farmer.

It suffices to note here that our model accords an inbuilt ‘bonus’ to sustainability
driven farmers. The returns to GMV for a sustainability driven farmer will fall more
slowly over time than for a profit driven farmer because the ecology deteriorates less
due to compliance observance. Hence, result 1.2 is proved.□.

Without detailing the functional forms of the profit trajectories, it is impossible to
identify the optimal sequence of strategies sti for t ¼ 1, 2, . . . ,T for a sustainability
driven farmer that explain when he would adopt the GMV or the best time for
switching to conventional post-adoption. However, we can identify the necessary
and sufficient conditions for repeated adoption of GMV by the two farmer types.

Result 2: On GMV adoption by a sustainability driven farmer: Whenever
bπgmi tð Þ � B > πi tð Þ 8t the dominant strategy of the sustainability driven farmer is
to adopt the GMV at the start.

Proof: At the outset, note that if a sustainability driven farmer i does not adopt the
GMV at the start, he will not adopt it thereafter. However, the opposite is not true.
The argument can be proved as follows. By assumption 1, the payoff from GMV is
higher than from conventional varieties even with compliance,
i.e. bπgmi 1ð Þ � bBgm

i 1ð Þ > πi 1ð Þ � Bi 1ð Þ. A sustainability driven farmer adopts GMV
at the start, t¼ 1, if the area under the payoffs function to GMVs is greater than that
from conventional variety (taking into account his neighbor’s type and strategy
sequences). As the profit functions are downward sloping and concave, the differ-
ence in the areas under the payoff function to GMVs and conventional varieties will
decrease over time. Thus, if the area under the GMV payoff function is not greater to
start with, it cannot become so over time. In other words, if a sustainability driven
farmer opts for the conventional variety at t¼ 1, he will continue with it thereafter.

Now, from Table 2, whatever the neighbor type, for a complying sustainability
driven farmer, the strategy of GMV adoption and cultivation at every time period
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(i.e. sti ¼ 1 8t ) would yield higher payoffs than from the conventional variety
(i.e. sti ¼ 0 8t) if:

XT
t¼1

bπgmi tð Þ � Bð Þ >
XT
t¼1

πi tð Þ ð17Þ

Thus, if bπgmi tð Þ � B > πi tð Þ8t, Eq. (17) holds and the sustainability driven farmer
would adopt GMV at t¼ 1. □.

Result 3: On repeated adoption of GMV by both farmer types: Let T1 be the time
when complying yields higher payoff than non-complying for a profit driven farmer
i as a function of neighbor type j. If the following conditions hold, then the dominant
strategy of the profit driven farmer and the sustainability driven farmer is to adopt the
GMV repeatedly from the start:

(i) bπgmi tð Þ � B > πi tð Þ8t; and,
(ii) bπgmi tjtstart ¼ T1ð Þ � B 1þ θ 1� δð Þð Þ > γπi tð Þ for all t� T1 >1 .

The Nash equilibrium is then Sti¼1 ¼ 1,Ct
i¼1 ¼ 0, Sti¼2 ¼ 1,Ct

i¼2 ¼ 1
� �

for
1� t< T1 and Sti¼1 ¼ 1,Ct

i¼1 ¼ 1, Sti¼2 ¼ 1,Ct
i¼2 ¼ 1

� �
for t� T1.

Proof: For a profit driven farmer i, by assumption 1, the GMV yields higher
payoff than the conventional seed with or without compliance. Hence, the profit
driven farmer will adopt the GMV, without observing compliance, whatever his
neighbor type.

By assumption 3, payoff from compliance becomes higher than that without
compliance after time T1. As the sustainability driven farmer always complies
(by result 1), whatever the neighbor type, the profit driven farmer will now get
bπgmi tjtstart ¼ T1ð Þ � B 1þ θ 1� δð Þð Þ from GMV cultivation. Thus, if this remains
above what he would get from conventional variety cultivation, namely γπ(t), then
he will continue to cultivate GMV.

Let us now turn to a sustainability farmer i. By result 2, given bπgmi tð Þ � B >
πi tð Þ8t , he can adopt GMV at t¼ 1. But what about thereafter? He would opt for
repeated adoption only if the returns from GMV cultivation exceed the stream from
conventional, which would be γπi(t) during each period.

After t> T1 we know that bπgmi tjtstart ¼ T1ð Þ � B 1þ θ 1� δð Þ > γπi tð Þð for all
t� T1. By advantages of compliance (Eqs. 4 and 5) we have bπgmi tð Þ >
bπgmi tjtstart ¼ T1ð Þ for all t> T1. Thus, whatever the neighbor type, the dominant
strategy for a sustainability driven farmer is repeated adoption after t> T1 (also
confirmable by a look at payoffs Table 2).

Then, what about the optimal strategy during t< T1? Consider a time, z, where
z< T1. Under this scenario, a profit driven farmer adopts the GMV at the start and
continues to cultivate it until the end complying from time t> T1, or πgmi tð Þ > πi tð Þ
for t< T1 and bπgmi tjtstart ¼ T1ð Þ � B 1þ θ 1� δð Þ > γπi tð Þð for all t� T1. So we can
write:
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XT1�1

t¼z

πgmi zð Þ � Bð Þ þ
XT
z¼T1

bπgmi zð Þ � B 1þ θ 1� δð Þð Þð Þ >
XT
t¼z

πi tð Þγ:
 

ð18Þ

By result 1, we know that the sustainability farmer complies from the start and by
assumption 2, we can write:

XT
t¼z

bπgmi tð Þ � bBgm

i tð Þ
� �

>
XT1�1

t¼z

πgmi zð Þ � Bgm
i zð Þð Þ þ

XT
z¼T1

bπgmi zð Þ � bBgm

i zð Þ
� � !

>
XT
t¼z

πi tð Þγ:

Therefore, at t¼ z< T1, whatever the neighbor type, adoption with compliance
from the start is the dominant strategy for the sustainability driven farmer. Hence, the
Nash equilibrium. □.

Result 4: On repeated adoption of GMV by the sustainability driven farmer but
not the profit driven farmer: The profit driven farmer will start by adopting GMV
without compliance, continue to cultivate the GMV with compliance but switch to
the conventional after a period of time and, the sustainability farmer will comply
from the start and adopt the GMV repeatedly throughout its lifetime if:

(i) bπgmi tð Þ � B 1þ θ 1� δð Þð Þ > γπi tð Þ8t;
(ii) bπgmi tjtstart ¼ T1ð Þ � B 1þ θ 1� δð Þð Þ < γπi tð Þ for all t� T2> T1> 1.

In other words, the Nash equilibrium is (Sti¼1 ¼ 1,Ct
i¼1 ¼ 0, Sti¼2 ¼ 1,Ct

i¼2 ¼ 1)
for 1� t< T1, Sti¼1 ¼ 1,Ct

i¼1 ¼ 1, Sti¼2 ¼ 1,Ct
i¼2 ¼ 1

� �
for T1� t� T2, and

Sti¼1 ¼ 0,Ct
i¼1 ¼ 0, Sti¼2 ¼ 1,Ct

i¼2 ¼ 1
� �

for T2 � t � T :
Proof: Note that whatever the neighbor type, once he starts complying profit

maximizing farmer will get bπgmi tjtstart ¼ T1ð Þ � B 1þ θ 1� δð Þð Þ. Thus, by condition
(ii) he will stop cultivating the GMV after T2 .

By condition (i) and result 2 the dominant strategy of the sustainability driven
farmer is to adopt the GMV at the start. By the same argument as in result 3, we can
show that for all time periods t< T1, the sustainability driven farmer will adopt the
GMV. From T1 onwards his payoff is bπgmi tð Þ � B 1þ θ 1� δð Þð Þand, as this is greater
than γπ(t), by condition (i) he will continue to cultivate GMV. □.
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5 Policy reflection: so what about the precautionary
principle?

Consider the following thought experiment of a policy maker, who has two identical
villages of farmers to administer. The farms are organized in neighboring pairs,
comprised of two profit driven farmers, two sustainability driven farmers or one of
each type. He has to take a decision on allowing the commercialization of a GMV in
the region. To do this, he supposes that he will introduce the GMV in one village,
keeping the other village as a control with only the conventional variety to cultivate.
He considers two possible rules for application of the precautionary principle. Either
he can take a survey at the end of every season to evaluate the livelihoods or payoffs
generated for the farmers, or he can conduct a survey at the end of the lifetime of the
GMV to assess how the two villages have fared. The former calls for a more
stringent application than the latter. Let us refer to the two evaluation routines as
rule 1 and rule 2. By farmer livelihoods’ in the GMV village, we refer to the sum of
the payoffs of all farmers from playing their Nash equilibrium strategies. Similarly,
farmer livelihoods’ in the non-GMV village is the sum of production profit from
cultivating the conventional variety.

The model and results developed in the preceding sections for evaluation of new
technology in agriculture lead us to the following inference:

Result 5: On application of the precautionary principle.
5.1. The precautionary principle may be applicable even in the absence of

informational constraints and be uninfluenced by the degree of irreversibility
under both rule 1 and rule 2

5.2. The likelihood of application would decrease with greater gains from the new
technology, lower detrimental ecological impact, lower contamination possibilities,
higher effectiveness of science, lower compliance burden, lower irreversibility
burden and a greater proportion of sustainability driven farmers. This effect would
be greater under rule 1 than rule 2.

Proof: 5.1. Consider the best possible case, wherein the village has only sustain-
ability driven farmers and where the Nash equilibrium is repeated adoption as in
results 3 and 4. Then according to payoff matrix of Table 2, at time t every farmer
would be earning bπgmj tð Þ � B 1þ θ 1� δð Þð Þ in the GMV village and πi(t) in the
conventional variety village (or just conventional village henceforth). Then the
precautionary principle would not be applied if:

bπgmj tð Þ � B 1þ θ 1 � δð Þð Þ � πi tð Þ forany t where 1 � t � T underrule 1:

XT
t¼1

bπgmj tð Þ � B 1þ θ 1 � δð Þð Þ �
XT
t¼1

πi tð Þ underrule 2:

8>><
>>:

9>>=
>>;

ð19Þ
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Now from results 3 and 4, the necessary condition for repeated adoption of GMV
by a sustainability driven farmer is bπgmi tð Þ � B > πi tð Þ8t and the sufficient condition
is bπgmi tð Þ � B 1þ θ 1� δð Þð Þ > γπi tð Þ8t . Putting these together we have two
possibilities:

bπgmi tð Þ � B > πi tð Þ > bπgmi tð Þ � B 1þ θ 1� δð Þð Þ ð20Þ
bπgmi tð Þ � B > bπgmi tð Þ � B 1þ θ 1� δð Þð Þ > πi tð Þ ð21Þ

The precautionary principle would then be applied under the situation given by
Eq. (20) but not (21). Clearly the value of γ does not influence the application of the
precautionary principle when the community contains only sustainability driven
farmers. This could be because this factor has already been taken into account in
their cultivation division. □.

5.2. The case of the GMV village also serves to prove the second part. Clearly,
Eq. (20) is more likely to hold, when the value of B or θ is higher and the value of δ is
lower. Similarly, the higher is the difference between the ecology indices due to
continuous cultivation of GMV even with compliance, ξi t, s

t
i ¼ 1, cti ¼ 1

� ��
ξi t, s

t
i ¼ 0, cti ¼ 0

� �
, the greater is the difference πgmi tð Þ � πi tð Þ.

To understand the role of irreversibility, let us consider the same context, but with
one major difference. Let the village be full of profit driven farmers. According to
result 3, farmers will adopt GMV without compliance first, then comply from time
T1 onwards. Here, the necessary and sufficient for GMV cultivation at every time
period is: bπgmi tjtstart ¼ T1ð Þ � B 1þ θ 1� δð Þð Þ > γπi tð Þ:

The policy maker would not call for the precautionary principle if Eq. (22) hold.
However, unless reversibility is perfect, i.e. γ¼ 1, the required condition would not
hold for rule 2 or for rule 1 after time T1. Hence, the precautionary principle will be
applied.

πgmj tð Þ � Bθ � πi tð Þ for t � T1 and bπgmi tjtstart ¼ T1ð Þ � B 1þ θ 1� δð Þð Þ
> πi tð Þ for t > T1under rule 1:

PT1

t¼1
πgmi t1ð Þ � Bθ þ PT

t¼T1

bπgmi tjtstart ¼ T1ð Þ � B 1þ θ 1� δð Þð Þ

>
PT
t¼1

πi tð Þ under rule 2:

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;
ð22Þ

Interestingly from 5.1.we know that if Eq. (20) holds, then for the same context if
the village was full of sustainability driven farmers instead of profit driven ones, then
the precautionary principle would not be applied. Hence, heterogeneity of farmer
type in population matters. □.
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6 Concluding remarks

The precautionary principle is a policy response in the context of risk management to
any activity that poses a threat to society. It corresponds to an action in the decision-
making phase to ban the activity, based on the evaluation of possible irreversible
adverse effects, the effectiveness of the present scientific knowledge base to contain
them and the extent of scientific uncertainty on both. This has been exemplified,
particularly in the European risk regulation of genetically modified crops. In this
regard, the present paper sought to develop a framework that would permit a better
understanding of the role of different factors specific to new technology introduction
in agriculture. An evolutionary model of new seed technology adoption was formu-
lated incorporating novel elements such as farmer heterogeneity, technology obso-
lescence, ecological impacts, compliance and contamination burdens and the
efficiency of the present scientific knowledge base to redress any possible negative
effects of new technology adoption. Under assumptions based upon the findings of
the literature, the evolutionary model then identified the conditions for repeated
GMV adoption and compliance vis-à-vis sustainability guidelines by profit driven
and sustainability driven farmers.

Five main results were obtained by solving for the Nash equilibria of the game.
Results 1–4 pertained to individual farmer behavior in terms of technology and
compliance choices. According to result 1, a sustainability driven farmer would
always comply if he adopted GMV, whereas a profit driven farmer would comply
only if and when it became necessary. Furthermore, the likelihood of a sustainability
driven farmer adopting GMV, result 2 showed, depends on the magnitude of the
compliance burden. Only if the burden were sufficiently small so as to make it
financially manageable would he adopt GMV, as he would be complying from the
start. On the other hand, the profit driven farmer would always adopt GMV by result
3. Thereafter, results 3 and 4 demonstrated that the repeated adoption of GMVwould
depend on a multiplicity of factors and their interactions such as the ecological
impact, the contamination engendered, the compliance and irreversibility burdens
and the effectiveness of science as embedded in the compliance routines to counter
any possible negative effects. Whatever be the case, result 4 showed that if a
sustainability driven farmer adopted GMV, then the duration of his repeated adop-
tion of GMV would be longer than that of a profit driven farmer because he would
have protected Nature and soil fertility by being compliant.

The present discourse on application of the precautionary principle rests primarily
on scientific uncertainty and irreversibility of possible deleterious impact of an
activity. Our exploration at the macro, policy level demonstrated that it could be
rationalized even under weaker conditions. To show this, two possible policy rules
were considered, one being more stringent than the other, with respect to the
application of the precautionary principle. Under the former, the precautionary
principle would be applied if cultivation of GMV yielded lower collective farmer
payoffs at any harvesting season, while under the latter, it would be evoked only if
livelihoods were lower over the lifetime of the GMV – the benchmark being payoffs

432 S. V. Ramani and M.-A. El-Aroui



obtainable from growing the conventional variety. Integrating the above elements
and considering these two possible policy rules, result 5 proved that the precaution-
ary principle may be applicable even in the absence of informational constraints and
remain uninfluenced by the degree of irreversibility. Result 5 indicated that the
likelihood of application of the precautionary principle should increase with lower
gains from the new technology, higher detrimental ecological impact, higher con-
tamination possibilities, lower effectiveness of science, higher compliance burden
and a lower proportion of sustainability driven farmers.

With this insight, do present patterns of positioning of countries vis-à-vis GMVs
seem rational? Since worldwide, the majority of farmers are considered to be profit
driven, the application of the precautionary principle would hinge on pessimistic
perceptions about the potential for present scientific knowledge to be encapsulated
into protocols that can address possible forms of environmental degradation in the
future and/or the ability of the regulatory system to nudge or enforce farmers to
integrate them into their production systems. Moreover, as regulatory systems are
highly developed in both Europe and North America, the difference in their stance
towards GMVs seems to lie in their confidence about science being always able to
provide solutions to problems, the former being less optimistic than the latter.

A paradox that contradicts the above inference, however, is that at present, GMVs
are cultivated more in countries that do not have the scientific, technological and
regulatory capabilities of the Western world. Presently, 19 low and middle income3

countries account for about 53% of the global area devoted to biotech crops (ISAAA
2018). The only way to explain the non-application of the precautionary principle in
these countries given a retarding in both technology and regulatory capabilities is
that they trust the multinational agribiotech companies to be able to churn out
solutions to any major problem that could arise in the future.

Lastly, our model was constrained by its assumptions that had been framed for
analytical tractability. We suggest that future research explore how outcomes would
change under less restrictive settings. We note several possibilities for future
research.

First, using simulation techniques and the existing findings of agricultural scien-
tists, different scenarios for externalities generation from GMVs adoption can be
modelled. Externalities generation is likely to depend on the total number of farmers,
the composition of farmer types, and their spatial configuration. Impact of technol-
ogy choice for a farmer would then depend on his own technology and compliance
choice as well as those of his neighbors. That said, even at present, there is real
uncertainty on the forms of the profit trajectories from different seed technologies,
due to a combination of scientific and market uncertainty. Analytical and numerical
simulations could be also considered with standard functional forms for profit, to
explore the impact of varying the rate of discount among farmer types between 0 and
1, rather than considering only 0 and 1. Finally, monitoring and incentivization

3Following the World Bank Country Classification by Income https://datahelpdesk.worldbank.org/
knowledgebase/articles/906519-world-bank-country-and-lending-groups
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schemes can be introduced to arrive at farmer compliance through cooperation and
coordination.

Second, our model considered an artificial two farmer world where both are
perfectly rational with perfect and complete information for analytical tractability.
Multiple farmer types can be introduced and a population of farmers can be
considered so that the regional impact is mapped as a function of the size and
composition of the population used agent-based modelling techniques. Informa-
tional problems can also be introduced in keeping with the reality. The attitudes of
different stakeholders such as the regulator, producing agents and consumers can
also be integrated in deciding about the implementation of the precautionary
principle.

Third, the integration of the ideas developed in this paper can be explored in other
contexts where the implementation of the precautionary principle is still being
debated such as in medical practices (Gorlin 2019), artificial intelligence (Castro
and McLaughlin 2019), international trade negotiations (Cai and Kim 2019) and
representations of rationality (Christiansen 2019).

These signal the many avenues for extensions of our model.
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