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Preface

In the present era, our lives are transforming rapidly and things around us are becoming
smart, intelligent, and seamlessly connected and communicating in new ways. For
technocrats and researchers, the future lies in the emerging technologies and
man-machine association. Smart systems, digital applications, and services are growing
at a faster rate with their presence in every domain, whether it is public or private.
However, this digital transformation is evolving with higher risks which need highly
resilient and secure solutions that can adapt to the changes and respond to the constant
growth. There are several socioeconomic aspects and integration issues and challenges
with these services related to their security, privacy, and authentication assurance.

This book presents selected proceedings of the International Conference on
Cybersecurity in Emerging Digital Era (ICCEDE 2020). ICCEDE 2020 was held
during October 9-10, 2020, and was organized by the department of Master of
Computer Applications (MCA) at the G. L. Bajaj Institute of Technology and Man-
agement, India (affiliated to APJ Abdul Kalam Technical University). The conference
was conducted online due to the ongoing COVID-19 pandemic.

The aim of ICCEDE 2020 was to bring together vibrant stakeholders who share a
passion for research and innovation, including solution development partners,
end-users, and budding professionals around the world, to deliberate upon the different
challenging aspects and issues in the emerging digital transformation. During the
conference, a “Special Youth Session” in association with C-DAC Noida, India, was
organized for college students to increase the awareness and basic understanding of
concepts surrounding the importance of security and privacy in the emerging digital
era.

This two-day online conference had participation from across the globe including
the USA, Australia, Russia, Nigeria, Norwegian, Pakistan, and Bangladesh. The con-
ference received 193 submissions and, following screening, the Technical Program
Committee (TPC) received 190 research papers, out of which 44 papers were selected
for final presentation after rigorous blind reviews involving more than 240 reviewers.
The conference included more than 300 national and international committee chairs,
advisory board members, TPC members, keynote speakers, presenters, and experts
from across the globe to share their views, innovations, and accomplishments.

We are very grateful to Shri Arif Mohammad Khan, the Governor of Kerala and our
Chief Guest on the first day of the conference, and to Shri Ravi Shankar Prasad, the
Minister for Communications, Electronics and Information Technology and Law and
Justice, Government of India, for sending his kind blessings. We pay our heartfelt
gratitude to Vinay Kumar Pathak, Vice Chancellor of the Dr. APJ Abdul Kalam
Technical University (formerly UPTU) and our Guest of Honor, Ram Kishore Agarwal
and Shri Pankaj Agarwal, our patrons, and our keynote speakers: Rajkumar Buyya,
University of Melbourne, Australia, and BalaKrishnan Dasarathy, University of
Maryland Global Campus, USA.
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We give our special thanks to Shri V. K. Sharma, Arti Noor, and Neha Bajpai from
the Center of Development in Advanced Computing (C-DAC), India, for holding the
day-long “Special Youth Session” and guiding students on cyber security and its role in
handling cyber crime, hardware vulnerabilities and solutions, and cyber safety and
privacy protection on social networks.

Our sincere thanks go to all the national and international committee chairs, advi-
sory board members, TPC members, keynote speakers, presenters, and experts from
across the globe along with the members of the organizing committee for their
cooperation, hard work, and support to make ICCEDE 2020 successful.

We also thank Springer for publishing the proceedings in their Communications in
Computer and Information Science (CCIS) series. Last but not least, special thanks to
all the authors and participants for their contributions, making an effective, successful,
and productive conference.
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Neoteric Frontiers in Cloud and Edge
Computing (Keynote/Plenary)

Rajkumar Buyya

Cloud Computing and Distributed Systems (CLOUDS) Lab,
The University of Melbourne, Australia
Manjrasoft Pvt Ltd, Melbourne, Australia

Abstract. Computing is being transformed to a model consisting of services that
are delivered in a manner similar to utilities such as water, electricity, gas, and
telephony. In such a model, users access services based on their requirements
without regard to where the services are hosted or how they are delivered. Cloud
computing paradigm has turned this vision of “computing utilities” into a reality.
It offers infrastructure, platform, and software as services, which are made
available to consumers as subscription-oriented services. Cloud application
platforms need to offer (1) APIs and tools for rapid creation of elastic appli-
cations and (2) a runtime system for deployment of applications on geograph-
ically distributed computing infrastructure in a seamless manner.

The Internet of Things (IoT) paradigm enables seamless integration of
cyber-and-physical worlds and opening up opportunities for creating new class
of applications for domains such as smart cities and smart healthcare. The
emerging Fog/Edge computing paradigm is extends Cloud computing model to
edge resources for latency sensitive IoT applications with a seamless integration
of network-wide resources all the way from edge to the Cloud.

This keynote presentation will cover (a) 21st century vision of computing
and identifies various IT paradigms promising to deliver the vision of computing
utilities; (b) innovative architecture for creating elastic Clouds integrating edge
resources and managed Clouds, (c) Aneka 5G, a Cloud Application Platform,
for rapid development of Cloud/Big Data applications and their deployment on
private/public Clouds with resource provisioning driven by SLAs, (d) a novel
FogBus software framework with Blockchain-based data-integrity management
for facilitating end-to-end IoT-Fog/Edge-Cloud integration for execution of
sensitive IoT applications, (e) experimental results on deploying Cloud and Big
Data/ IoT applications in engineering, and health care (e.g., COVID-19), deep
learning/Artificial intelligence (Al), satellite image processing, natural language
processing (mining COVID-19 research literature for new insights) and smart
cities on elastic Clouds; and (f) directions for delivering our 21st century vision
along with pathways for future research in Cloud and Edge/Fog computing.
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R. Buyya

Speaker Biography and Photo

is a Redmond Barry Distinguished Professor and
Director of the Cloud Computing and Distributed Sys-
tems (CLOUDS) Laboratory at the University of Mel-
bourne, Australia. He is also serving as the founding
CEO of Manjrasoft, a spin-off company of the Univer-
sity, commercializing its innovations in Cloud Comput-
ing. He has authored over 750 publications and seven
text books including “Mastering Cloud Computing”
published by McGraw Hill, China Machine Press, and
Morgan Kaufmann for Indian, Chinese and international
markets respectively. Dr. Buyya is one of the highly
cited authors in computer science and software engi-
neering worldwide (h-index = 147, g-index = 322,
113,600+ citations). “A Scientometric Analysis of Cloud
Computing Literature” by German scientists ranked Dr.
Buyya as the World’s Top-Cited (#1) Author and the
World’s Most-Productive (#1) Author in Cloud Com-
puting. Dr. Buyya is recognised as Web of Science
“Highly Cited Researcher” for four consecutive years
since 2016, IEEE Fellow, Scopus Researcher of the Year
2017 with Excellence in Innovative Research Award by
Elsevier, and the “Best of the World”, in Computing
Systems field, by The Australian 2019 Research Review.

Software technologies for Grid, Cloud, and Fog
computing developed under Dr. Buyya’s leadership have
gained rapid acceptance and are in use at several aca-
demic institutions and commercial enterprises in 50
countries around the world. Dr. Buyya has led the
establishment and development of key community
activities, including serving as foundation Chair of the
IEEE Technical Committee on Scalable Computing and
five IEEE/ACM conferences. These contributions and
international research leadership of Dr. Buyya are rec-
ognized through the award of “2009 IEEE Medal for
Excellence in Scalable Computing” from the IEEE
Computer Society TCSC. Manjrasoft’s Aneka Cloud
technology developed under his leadership has received
“Frost & Sullivan New Product Innovation Award”. He
served as founding Editor-in-Chief of the IEEE Trans-
actions on Cloud Computing. He is currently serving as
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Editor-in-Chief of Software: Practice and Experience, a
long standing journal in the field established ~ 50 years
ago. For further information on Dr. Buyya, please visit
his cyberhome: www.buyya.com.


http://www.buyya.com/

A Comparative Study of Machine Learning
Techniques in Cyberthreat and Cyberattack
Detection

Balakrishnan Dasarathy

University of Maryland Global Campus, Adelphi, MD 08854, USA
balakrishnan.dasarathy@faculty.umgc.edu

Abstract. This talk is on applying leading machine learning (ML) techniques to
detect cyberthreats and cyberattacks. The talk begins with a short overview of
three leading supervisory techniques, Logistic Regression, Neural Network
(NN) and Support Vector Machine, and one unsupervised learning technique,
the Multivariate Gaussian Distribution, that are applied. NSL-KDD datasets
used for training, validation and testing are then described. Potential alternatives
to these commonly used datasets for benchmarking ML algorithms for cyber-
security are also discussed. Metrics used to assess the algorithms, precision,
recall and accuracy, are then defined. An overview of bias vs. variance tradeoff
to get optimal results with the algorithms is then provided. The performance
of the ML algorithms applied is then described. The performance of the NN
algorithm for two-class classification (normal vs. attack) and the anomaly
detection using the Multivariate Gaussian Distribution function is encouraging.
A main goal of the future research is to improve performance in classifying
attacks into their constituent classes, i.e., to develop more accurate signatures or
models for attack classes. The future work will also include applying the
algorithms to CIC-IDS2017, a recent dataset with data on several attacks that are
common today.
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Cyber Ranges and Security Testbeds

Basel Katt
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Abstract. Digitization has been one of the main issues we have been facing
recently, especially, in the COVID19 era and beyond. With the increased usage
of ICT infrastructure in the digitized society, cyber security attacks and threats
are increasing and becoming more sophisticated, advanced and server.
To deal with this new threat landscape, there is an urgent need for increasing
cyber security education and training, and including the whole society in cyber
security awareness programs. To facilitate the increased demand on
cyber security training, education, and awareness, cyber ranges can be used.
A cyber range is an arena where cyber security training, exercise, testing and
research can be conducted. In particular, it facilitates and enables the execution
of cyber security exercises, labs and competitions by supporting planning and
execution activities and automating the scenario infrastructure creation. The aim
of this talk to introduce the concept of cyber ranges and their main goals and
usages with the results of a systematic literature review aiming at looking at
cyber range architectures, tools, scenarios, and functions. The presentation will
first discuss the security skill shortage that we face in our society and industry
these days. Then, it will discuss potential strategies to deal with and tackle this
shortage, proposing cyber ranges as a major tool and facilitator in this area.
Then, cyber security exercise lifecycle will be discussed, and the cyber range
taxonomy will be presented and elaborated. The taxonomy will include 6 main
areas of focus, or perspectives, which are: (1) scenario, (2) environment,
(3) management, (4) teaming, (5) learning, and (6) monitoring. I would conclude
with emphasizing on the importance of cyber security training in our society and
the importance of tools and systems like cyber ranges in this area.
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Abstract. This paper presents an assessment of the degree of dependency of Crit-
ical Infrastructure (CI) on Information and Communications Technology (ICT).
The assessment used the ICT Dependency Model, and a software tool based on the
model to measure the degree of ICT dependency grounded on predefined metrics
and indicators. The outcomes are the ICT Dependency Index (IDI) - a composite
value of the quantitative summation of the metrics, the ICT Dependency Quadrant
(IDQ) - amechanism that comparatively groups the IDI into four bands represented
as quadrantsi.e. Q1, Q2, Q3, and Q4, which depicts the intersection of dependency
and cyber risk. The Q4 quad demonstrates a high degree of ICT dependency, and
consequently a potential high cyber risk, Q1 depicts low ICT dependency with a
corresponding potential low cyber risk. The results show that increasing level of
ICT dependency by ClIs has the potential to exacerbate their cyber risk as depicted
by the 20 organisations in Q3 and Q4 quad-bands. Consequently, the quantitative
approach helps to comparatively assess, group, and visualize the degree of depen-
dency of CI sectors and organisations in a more intuitive fashion using the IDI and
IDQ. The IDI and IDQ establish the threshold of ICT dependency and potential
cyber risk in a single view. Our solution applies scientific and empirical tools for
continuously measuring and ranking ICT dependency of sectors and their organi-
sations in a universal and repeatable fashion. This process can eliminate bias and
facilitate proportionate national investment in critical information infrastructure
protection (CIIP).

Keywords: Nigeria - Critical sector - Critical infrastructure - Critical
information infrastructure - ICT dependency

1 Introduction

Uninterrupted operation of Critical Infrastructure (CI) is a cardinal economic and security
objective of every nation-state. The failure, disruption or degradation of a single CI can
have monumental negative consequences on national security, economy and wellbeing
of citizens [1-3]. However, according to [4], the growing dependence on information
and communications technology (ICT) has influenced the increasing interconnectedness
of modern Cls and integrations; thus, exacerbating the threat landscape with intriguing
cyber risks occasioned by the inherent ICT vulnerabilities. It is that those disruptive
cyber events are characterised by some elements of surprise and urgency with high risks
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[5]. Consequently, modern Cls dependency on ICT requires proportionate protections
against unforeseen cyber events capable of causing damages of high magnitude. Thus,
the provision of the necessary protection, requires that the extent of CIs’ dependency on
ICT using a scientific and empirical measurement to ascertain the importance of ICT to
organisations is vital. The continuous evaluation of the increasing degree of dependency
of CIs such as electricity, water, transportation, education, financial services, intelligence,
security, etc. on ICT [6], is essential to Critical Information Infrastructure Protection
(CIIP).

Emerging technologies like the Internet of Things (IoT), Smart Grids, Industrial
Control Systems (ICS), Cloud Computing, 5G and Smart Cities will further exacerbate
CI cyber risks as they will potentially amplify CI dependency on ICT. Consequently, the
unavailability, disruption or destruction of ICT- enabled systems even for the shortest
period has the potentials for catastrophic failures of huge proportion, which may result to
cascading and escalating effects [7, 8]. In [9], it is argued that critical sectors are sturdily
dependent on ICT infrastructure by evolution and opportunism without foresight and
adequate planning. As a result, the security and safety of the ICT systems are not usually
envisioned ab initio. However, a key requirement for CIIP should be to understand the
extent of the inherent vulnerability of ICT systems [10, 11] due to dependency. So, the
expectation is that CI should have the ability to maintain a reasonable acceptable level
of operation in the face of disruptions including deliberate cyberattacks, operational
overload, misconfiguration, and equipment failures [11, 12]. Thus, for CI-ICT intercon-
nected to support a modern society, it requires the guaranteed operational correctness
within the interlace of the underlying ICT systems.

In Nigeria, despite the increasing digitalisation of traditional operations and emer-
gence of critical information infrastructure (CII), empirical study in this area is overly
limited. Research-based information regarding CII is unavailable in the public domain.
More so, there is no publicly available empirical evidence of growing CI dependency
on ICT, in a manner that critical sector managers can scientifically gauge the level of
organisational ICT dependence. The implication is that any protection strategy that is
not empirically supported can result in a false sense of security. Critical sector organisa-
tions need to continuously estimate the level of ICT dependency to further appreciate the
potential cyber risks they may face. To fill this void, this article presents ICT quantitative
dependency assessment leveraging a Dependency tool developed by our research team
[13]. Three metrics are implemented i.e. Adoption, Integration and Automation to reflect
various maturity of ICT provision. Each metric has indicators as units of quantifiable
measurements. The survey inputs from the critical sector organisations formed the basis
for the computation of various organisational ICT Dependency Index (IDI) based on the
mathematical constructs of the model.

The various organisational IDI scores are comparatively grouped using our ICT
Dependency Quadrant (IDQ) scheme. The IDQ shows the grouped IDI scores of organ-
isations in a single view. The exceptionality of this approach is that the methodology
is adaptable, scientific and empirical, which depicts the properties of repeatability and
transparency. The repeatability quality guarantees that all sectors and organisation are
measured based on the same metrics and indicators, thereby ensuring reliability. More
so, the results of successive assessments of sectors or organisations using the same
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parameter settings and measurement should lie within unobjectionable variations. This
provides the avenue for a comparative single view of different ICT dependency levels of
diverse sectors and organisations. The advantage is that a country can relatively ascertain
the various ICT dependency status of critical sector organisations in support of national
effort towards effective CIIP.

The rest of the paper is organised as follows: Sect. 2 provides background and related
works to the study; Sect. 3 describes the methodological approach, and Sect. 4 is the
description of the computational model, Sect. 5 presents the results. Section 6, presents
findings, analyses and discussions; Sect. 7 concludes the paper.

2 Background and Related Works

Globally, critical infrastructures face increased risk [2, 14]. A combination of fac-
tors account for the increasing Cl-related risk; namely: urbanisation which stresses
the utilisation of old infrastructures to their limits; the increasing interwovenness and
dependencies of infrastructural services; the desire of the population to have ser-
vices available anytime, anywhere [15]. Thus, meeting the above goals requires an
increased utilisation of ICT to improve efficiency, productivity, and accessibility; sup-
port for new services and general optimization of the capacity of the Cls [13, 15]
and to support, monitor, control and increase CI functionalities [16]. The upshot of
this is increased interconnectedness of Cls through ICT. Consequently, it introduces
new dimensions of dependencies and interdependencies amongst CIs and ICT [17].
Similarly, it has expanded the dependency and interdependency of CIs in chains [18,
19]. According to [9], this has created the cyber organisational layer for CIs in a way
that the cyber layer is becoming one of the most important sources of interdependen-
cies amidst other organisational layers. Traditionally, the cyber elements are inherently
vulnerable to malicious exploitation [20], making cyberattacks a major threat to CI
systems with potentials for cascading failures [9]. Consequently, the risk of even a
minor disruption in a single CI can lead to catastrophic cascading or escalating failures
of CI networks [21]. The speed at which ICT systems process data further exacerbate
the potential consequences arising from cyberattacks on CIs coupled with the fact that
cyberattacks, unlike physical attacks can go unnoticed over time, further amplifying the
risk of heavy dependency on cyber systems [22].

Over the years, cyber threat actors have taken undue advantage of the inherent cyber
vulnerabilities to degrade, abuse or destroy the CIs to the detriment of the owners, opera-
tors and the population [23, 24]. For instance, a rogue nation can leverage vulnerabilities
in cyber systems to undermine the security of the CIs of rival or enemy nations [25].
Invariably, attacks such as advanced persistent attacks (APTs) on CIs may go over a
long period undetected [26, 27]. Additionally, terrorist organisations do take unjusti-
fied advantage of cyber weaknesses to carry out nefarious activities against states [28].
Similarly, cybercriminal groups can equally exploit a weakness in ICT systems to gain
undesired benefits [29]. Emerging technologies such as the IoT, promising to exponen-
tially increase the integration and interconnectedness of physical infrastructures will
exacerbate security concerns in CIs. And with 5G technology [9, 30], security may
worsen exponentially. According to [9], these are bringing fresh risks as the cybersecu-
rity maturity of emerging technologies remains very low. In most cases, security is not
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thoroughly considered at the initial design and implementations by default. The share
expansion of the cyberattack surface created by emerging cyber-physical systems has
heightened the risk landscape.

The Ukrainian power grid attack in December 2015 is an example of the cyberattack
on CI that had cascading consequences, leading to a total power blackout and impacted
other CIs and the population [31]. Often, the financial sector cyberinfrastructure across
the globe have suffered unprecedented cyberattacks exploiting inherent flaws in cyber
systems [32]. Also, the electricity power blackouts in North America, and Canada in
2003, was due to cyberattacks that disrupted the ICT system and failed to provide real-
time diagnostic support [33]. The failure cascaded into several geographical regions as
well as impacted the operation of other CIs significantly.

There are ongoing research efforts to understand and address cyber risks as a result
of growing CI dependency on ICT. Although there is a rising consensus within the CI
research community that the increasing interdependencies of Cls are fuelled by con-
tinuous integration of emerging ICT systems [2, 34, 35] is bringing huge complexity.
However, most research efforts have concentrated on qualitative assessment, which limits
the quantification of CIs dependency on ICT. Also, other research efforts geared towards
usage measurement of ICT by populations such as the network readiness index (NRI)
[36], which assesses the preparedness of nations, and how they continuously leverage
emerging technologies to reap the benefits presented by digital revolution and evolu-
tion [37]. Similarly, the Global Cybersecurity Index (GCI) measures the cybersecurity
readiness of member countries [38].

Although the work of [32] proposed a framework that identifies dependencies of an
organization on technological infrastructures, for evaluating the business impact of any
possible failure, the work did not employ any scientific metrics for the evaluation. Sim-
ilar work by [39] also studied Critical Dependencies of Energy, Finance and Transport
Infrastructure on ICT Infrastructure but was not based on any computational model, and
was not supported by empirical data to quantify the CI level of dependency on ICT.
Thus, the paper describes a computational model to assess the CI degree of dependency
on ICT quantitatively. The quantification of the extent of a CI’s dependency on ICT, and
in comparison, with other CIs is vital to nationally prioritise CIIP since not all CIs will
have the same characteristics and equal criticality. The quantitative assessment of CI
dependency on ICT is an integral part of our ongoing study on CNI and Cybersecurity.
The bottom-goal is to provide a scientific and empirical approach in the comparative
quantification of CIs dependency on ICT that is universal and repeatable geared towards
national comprehensive CIIP (Table 1).

3 Research Methodology

The assessment is based on computational ICT Dependency tool [13] based on three
metrics i.e. Adoption, Integration and Automation. The constructs of the model provide
mathematical elements that form the development of data structures, algorithms and the
software tool. An instrument designed based on the three metrics and indicators- the
unit of measure based on a ratio scale provided the data generation mechanism. The
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Table 1. Summary of related works

# | Citation | Focus Gap
1 |[2] The authors argue that there is an The work did not proffer solution on
increased level of ICT adoption in CI | how this dependency can be evaluated
and that this has the potential to towards measuring the potential risk
exacerbate the risk profile of CI associated with ICT dependency
2 | [33] This paper contends that ICT The authors failed to provide a concrete
infrastructure underpinning Cls are approach on how to evaluate the level of
increasing the complexity of dependence of CIs on ICT amidst the
vulnerability and threats vulnerability and threat landscapes
3 | [34] This article agrees that Cls are The work falls short of proposing ways
increasingly getting interconnected to measure the level of connectivity and
through technology and this the associated risk
potentially portends risk for the
connected Cls
4 |[35] The authors presented the usage This measurement based on qualitative
measurement of ICT by populations | method did not attempt to highlight the
potential cyber risk the population may
face in the usage of ICT
5 | [36] The authors assessed the preparedness | The paper highlighted the preparedness
of nations, and how they continuously | of nations without any attempt to
leverage emerging technologies to measure the relative level of the
reap the benefits presented by the preparedness and the potential risk
digital revolution and evolution associated with the digital revolution
6 | [37] This paper discusses the assessment of | The paper failed to propose a way to
the cybersecurity preparedness of measure the dependency of CIs on ICT
nations
7 | [31] The authors propose a framework that | The paper never mentioned any
identifies the dependencies of an scientific tool for the quantification of
organisation on technological the degree of organisational dependency
infrastructures as the basis for on ICT, and the potential impact the
evaluating the business impact of any | failures can cause the organisation
possible failure
8 | [38] This paper presented a study on The article focused on the
Critical Dependencies of Energy, conceptualisation of dependencies with
Finance and Transport on ICT less emphasis on the scientific model or
infrastructure tool that can quantify the degree of ICT
dependency

questionnaire, which was divided into thematic areas based on the metrics, and the indi-
cators represented the input selection parameters to the quantitative software tool. Con-
sequently, the questionnaire, which is embedded in the software tool was administered
to 27 organisations from 9 sectors with at least 3 participants from each organisation.
The rationale to use a minimum of 3 participants from each organisation during the data
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collection is to minimize bias that may arise from the use of a single participant per
organisation. For computing organisational ICT Dependency Index (IDI), the resulting
scores from the participants per organisation are averaged to form IDI of that organisa-
tion. The tool allows for real-time data collection and processing, which automatically
computes and analyse the Dependency Factor (DF) scores of the metrics, and subse-
quently compute the IDI scores. This is followed by the classification and grouping of
IDI into the constituent quadrants. Additionally, the real-time computation places the
sectors and organisations to their respective quads based on the IDI scores.

4 The Computational Model

InFig. 1, the ICT Dependency model showing various components, and how they interre-
late is presented. There are four principal components, each comprising sub-components
designed to provide more in-depth measurements. The dependency assessment metrics
define the thematic areas of measurement, the computation component calculates the val-
ues derived from the metrics, the variable items of measure reflect the various indicators.
The descriptions of the components are as follows:

4.1 Critical Infrastructure Characterisation

The characterisation of critical infrastructure is an important step towards correct iden-
tification of key functions or services the infrastructure provides [39]. In some cases, the
required information may be obtained from publicly available sources. The characteri-
sation helps to situate the core mission of the organisation or an asset, which potentially
indicate the commitment of an organisation in terms of her digital transformation [40].
The ICT Dependency characterisation followed a two-step approach:

i. Identification, analysis and characterisation of tangible assets, vital services or
functions that depend on ICT with emphasis on physical infrastructure;

ii. ICT-dependency assessment based on three metrics — Adoption, Integration and
Automation, which provide in-depth quantification of variable attributes of mea-
surement in more granularity.

4.2 Dependency Assessment Metric

This is a construct that measures dependency factors at various phases of ICT provi-
sioning. Each metric has sub-elements followed by indicators; an indicator is a concrete
granular attribute that is measurable, called the Dependency Indicator (DI). Similarly, a
metric is simply an abstract contributory measurable factor, somewhat, a pillar that aggre-
gates sub-elements and diverse indicators [41]. The outcome referred to as Dependency
Factor (DF) is the summation of the sub-elements and their indicators. The following
section describes the pillars of the dependency assessment metrics (DAM).

I. Adoption: The term adoption is used here to connote the corporate mission of
an organisation to leverage ICT for operational efficiency and high productivity
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Critical Infrastructure (CI) Dependency Assessment Metrics Computation IDI Quadrant

Adoption

Characterisation of Vital .
Services or Functions Integration
provided by an X

Identification &

Infrastructure

IDI - ICT Dependency Index

Automation m Composite Value I

IL.

1L

Ql 0.00-0.25

Assessment of Vital Services or

Functions Supported by ICT g 0.26-0.50

Q3 0.51-0.75
Q4 0.76 -1.00

Fig. 1. ICT Dependency model

[42]. Due to the complexity of ICT provisioning, planning for digital transforma-
tions should be considered methodically, such as adapting Technology Acceptance
Model (TAM), which can be the basis to conceptualise the anticipated utility of
the technology [15]. Thus, an organisation needs to articulate the business value
such transformation will bring to bear on the mission and core objectives of the
organisation [43]. Consequently, the Adoption metric incorporates the indicators
that quantify the variable parameters that define the acceptance and implementation
of digital transformation. To this extent, the study considered elements such as ICT
roadmap, ICT policy, ICT Security policy, awareness, training, and foundational
ICT infrastructural components [20].

Integration: ICT integration refers to the degree or extent to which ICT has been
embedded into an organization’s processes and operations [44]. The level of integra-
tion is determined by the interplay between users and the technology infrastructure
across the enterprise ecosystem. Integration can be measured in an organisational
context by the availability of basic ICT systems, accessibility and the personnel
skill set that can help achieve organisational objectives. It implies that at the organ-
isational level, Integration can be measured based on the overall operational use of
ICT for greater efficiency and productivity [15]. Such parameters that can be con-
sidered include the availability of network (LAN) concerning the number of devices
or nodes connected to the LAN, access to public network [45], web presence, avail-
ability of assets and identity management systems. The thrust is that integrating the
core operations of an organisation, its services and functions increases the cyber
risks exposure of the organisation.

Automation: Today the ubiquitous influence of the Internet has brought about
the notion of fourth utility revolution, making the Internet, the most indispens-
able technology of the modern society. It implies that core services and functions
require unified integration, which both people and physical objects are increas-
ingly being interconnected to enhance efficiency and productivity. Consequently,
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ICT automation is becoming a functional requirement for most organisations [46].
Automation in this context is a measure of how an organisation improve operational
workflow to reduce human interventions by pre-setting many of the operational pro-
cesses to self-drive. In [15], such functions include Enterprise Resource Planning
(ERP), Decision Support Systems (DSS), Electronic Inventory Management Sys-
tems (EIMS), Participatory Project Management (PPM), Knowledge Management
Systems (KMS), which automate the workflow of most operations. Besides, the
use of modern technologies such as the Internet of Things (IoT), Radio Frequency
Identification (RFID) and Near Field Communication (NFC), help the level of

automation.

To deepen the understanding of the model and its constructs, we conceptualise the
framing of the variable attributes in an attempt to formalise the mathematical and compu-
tational elements. Table 2 describes briefly, the Dependency Assessment Metrics (DAM)
and each contributory weight factors that reflect the influence of the metrics in ICT
dependency quantification.

Table 2. Descriptions of dependency assessment metrics

# | Dependency Metrics

Abbreviation

Description

Weights (%)

Weight
factor

(wr)

1 | Adoption

Ade

This depicts the
organisation’s readiness to
adopt ICT as a viable
operational tool for
improved productivity and
efficiency but little or none
has been implemented

25

0.25

2 | Integration

Ine

This portrays that
integration of ICT
functions and features into
the core operations of a
particular organisation has
been considerably achieved
and equally with high
potential cyber risks

35

0.35

3 | Automation

Aue

This indicates the full
integration and automation
of core business operations
using ICT functions and
features and potentially is
inclined to very high cyber
risks

40

0.40

Total

100

1.00
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The criteria for the arbitrary assignments of weights is based on the fact that the effect
of cyber risk is unlikely to have the same impact on the metrics. Seemingly, from a cyber-
security risk perspective, and the degree of ICT dependency, the impact of failure cannot
be distributed equally across the metrics. This assumption strengthens the argument that
an organisation with a high level of Automation is likely to be more susceptible to cyber
threat than an organisation with a high level of Integration but low level of Automation.
A similar argument holds for Adoption in comparison to Integration; implying that an
organisation with a high level of Integration, is likely to have a higher cyber risk than
an organisation with a high level of Adoption but low level of Integration. Thus, we
can argue that there is a correlation between the degree of dependency and the cyber
risk (impact of failure concerning contributory factors of the metrics). Consequently, the
potentiality of cyber risk factors influenced the weighting factors of the metrics, which
is a measure of the impact of failures invariance of the metric causative factors.

Dependency Indicator (DI). The DI is the unit of measure based on a quantitative
five-range ratio scale. It captures in quantitative terms the effect of exact dependency
attributes, depicting the level of achievement of that particular indicator in context. This
concept is adapted from [45], the guidance for performance measurement of information
security metrics, of which the goal is the cogency of the quantification. Consequently, this
provides a uniform repeatable process, which contextuality extends the organisational
view of ICT dependency. The quantitative scale in consideration of DI is shown in
Table 3.

Table 3. Dependency Indicator (DI) scale

Qualitative | Quantitative | Description

None 0 None existence — complete absence, implying quantitatively a
zero attribute of measure

Low 2 Has little attribute value of measure to the organisational
operation, function or service

Moderate 3 The modest attribute value of measure to the organisational
operation, function or service

High 4 Indication of the substantive attribute value of measure to the
organisational operation, function or service

Very High 5 Implies a mission-critical attribute value of measure to the
organisational operation, function or service

4.3 Computation Model

The computation model calculates the ICT Dependency Index (IDI) based on the sum-
mation of assessment metrics and indicators. The underlying mathematical constructs
described in Sect. 4 shows the stepwise mathematical formulae for the various stages of
computation to arrive at the IDI. The IDI provides a composite value of the degree of
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an organisational dependence on ICT. The selection of the DI follows a ratio scale of 0
—5, where 0 implies the none existence or absences of an indicator, and 5 is the possible
highest value of a measure. The IDI provides the basis for the comparative analysis of the
quantification of ICT dependency of sectors and organisations. Again, interpreting the
DI scale in terms of cybersecurity risks, implies that 0 value connotes zero dependencies
and zero risks, while 5 connotes potentially high risk and high dependency.

Dependency

y: \

a3 04 \
£ 0.51 - 75
\\ a1
X 0.00 - 0.25 A

\ )

0 _ Risk

Fig. 2. ICT Dependency Quadrant (IDQ)

4.4 The ICT Dependency Quadrant (IDQ)

The IDQ concept is shown in Fig. 2, which offers the mechanism for a single view of
IDIs of various organisations. The concept of the quadrant is to provide a four-band scale
based on proportional dependency and risk. It simplifies a way to rank and benchmark
various organisation’s ICT dependency in a comparative and repeatable manner. In this
way, the IDI of organisations from different sectors can be compared in a risk-view
manner. That is, the IDQ exposes the ICT dependency of an organisation concerning
other organisations, even though the organisations may unlikely belong to the same
sector. More so, the IDQ can offer the advantage of comparative analysis of sectors and
organisations in a single assessment. The full explanation of the quads is provided in
Table 4.

The IDQ depicts that ICT dependency can be directly proportional to cyber risk, i.e.,
the higher the dependency, the higher the potential cyber risk. Thus, organisations that
fall under Q1 are less dependent on ICT, which implies that cyber risk is low. In contrast,
Q4 depicts an organisation with a high degree of ICT dependency, with a concomitant
potential high cyber risk. The novelty of IDQ draws from the fact that it is a comparative
risk-view tool that can help a country to be more proactive in its cybersecurity plan by
providing incentives for high-risk organisations. Again, infrastructure may be vital but
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Table 4. ICT Dependency Quadrant (IDQ) description

Quadrant

Composite Values

Note

Q1

0.00-0.25

The organisation is in a very low use of ICT features and
functions. This quad connotes lower ICT dependency and
cyber risks

Q2

0.26 - 0.50

This demonstrates low use of ICT features and functions and
without consistent and structural ICT management.
Considerably, important elements of ICT are missing. This
quad implies high risk with low ICT dependency

Q3

0.51-0.75

The ICT features and functions are structurally implemented
and integrated into the core organisation’s operations but with
fewer elements missing. This quad depicts high use of ICT
implying high ICT dependency and cyber risks

Q4

0.76 - 1.00

Critical operations, services and functions are ICT-enabled
and automated. This quad implies very high ICT dependency
and cyber risks

may have potentially low cybersecurity exposure. Thus, prioritisation can be given to
highly ICT-dependent entities in terms of resources for proportionate protection.

4.5 The ICT Dependency Mathematical Model

This section provides formally, the taxonomy of ICT-dependency quantitative measure-
ment, with mathematical and standardised parameters. This aims to provide a scientific
but repeatable and transparent measurement mechanism influenced by common criteria.
This provides the basis to calculate the bands of ICT-dependency based on a scale of
degree of preference since all CIs cannot have equal degree of ICT dependency.

Formal Definitions. The following variables are defined to help formulate the mathe-
matical equations:

I.  Dependency Indicator (DI): Dl is the quantitative evaluation of the degree of depen-
dency of a particular indicator, in the scale of O — 5, which is the granular unit of
measure;

II. Dependency Factor (DF): DF is the summation of the various DIs - the indicators
of a particular Dependency Metric (DM). The DF is usually normalised to give a
composite value which lies between 0.00 and 1.00.;

IIl. ICT Dependency Index (IDI): This is the weighted summation of the DMs (or the
main pillars)- the computational summation based on DFs and weighted factors
assigned to the DMs. The scores of IDI lies between 0.00 and 1.00.
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Mathematical Equations

Dependency Factor (DF)

The DF is the summation of the DIs of a particular Dependency Metric (DM) and
can be represented mathematically as shown in Eq. 1.

n
DF = ZDIi 1)
i=1

Where i = 1 to n, and n is the number of DIs being measured
To normalise DF to a composite value, Eq. 1 can be modified such that:

DF
DFy = — ()
Z

scale ratio Q. As shown in Table 2, Q is 5, it follows that Z can be derived thus:
Z=5N 3)

Therefore, substituting Z in Eq. (2), DF ¢ thus becomes:

DFy = — 4
0=3y 4

Where N is the number of indicators of a particular metric being measured, and N
can be said to be a derivable variable constant.

The ICT Dependency Index (IDI)

The IDI is the sum of the DF's, which is the summation of the contributing effects
of the DF’s. Thus:

n
IDI = w; Y _ DFyi 5)
i=1

Where i = 1 to n and n is the number of DF's, in this c(ase n = 3 i.e. adoption (Ade),
integration (Ine) and automation (Aue), and wiis the weight factor of each metrics as
shown in Table 2. Therefore, Eq. (3)becomes:

IDI = [(DFO0Ade)(wAde)]+[(DFO0Ine)(wine)+[(DF0Aue) (wAue)] (6)

The weights factors of the DMs are assigned as stated in Table 2, the w; can be
substituted in Eq. (4) as follows:

IDI = 0.25(DF0Ade) + 0.35(DFOlne) + 0.40(DF0Aue) 7)

Thus, IDI lies between (0.00 < IDI < 1.00), which represents the composite ICT
Dependency Index (IDI) value of a particular organisation.
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5 Data Presentation

Table 5 shows a summary of organisations that participated in the survey. Also, Table
5 shows that out of the 50 organisations invited for the survey, 27 participated. Table
6 shows the result of the survey, depicting the IDI scores of organisations and their
placement in the quadrant (IDQ). Notably, the organisations have been masked with
codes for confidentiality and privacy considerations. Table 6, reveals that IDI scores
of 3 organisations are above 0.75, which place them in Q4 quad. Similarly, the IDI
scores of 20 organisations lie between 0.51 and 0.75 to fall in Q3 quad, which represents
74.07% of organisations surveyed. Likewise, 3 organisations scored between 0.26 and
0.50 while 1 organisation scored below 0.26, thus falling in Q2 and Q1 quads respectively
as depicted in Fig. 3. It can be noted that the scores depicting ICT dependency cut across
the 9 categories (or sectors), implying that ICT dependency can as well be visualised
and viewed on a sector basis.

Table 5. Summary of CI organisations and respondents

# | Category No. of Respondents
Organisations
‘1 | MDAs 25 11
2 | States 2 1
3 | Communications/Media |2 1
4 | ICT/Telecoms 3 2
5 | Security and Safety 5 2
6 | Education 3 4
7 | Health 2 1
8 | Electricity 7 4
9 | Axillary 1 1
Total 50 27

In Table 7, the individual scores of ICT dependency assessments metrics used in the
survey i.e. Adoption, Integration and Automation, which form the basis for data collection
for the measurement of CI dependency on ICT is shown. The composite value of the
IDI presented in Table 6 is the summation of the computed ICT dependency metrics (or
Dependency Factors (DF) based on equation 6 and 7 respectively. The chart in Fig. 4
shows the organisations’ IDI values and their respective quads. The trend shows that
majority of organisations fall into Q3. The next section 6 throws more insight into the
results and the findings.

6 Findings, Analysis and Discussions

Figure 4 shows organisations according to respective ICT Dependency Index (IDI) scores
based on Table 6, which illustrates the distribution of large concentration of organisations
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Table 6. Survey dataset showing organisations, sectors, IDI scores and quadrants

# Organisation Code Category IDI Score Quadrants
1 VRIKP Communications & Media 0.88 Q4
2 DUOHX MDA 0.79 Q4
3 ULOWF MDA 0.78 Q4
4 XNBPM MDA 0.75 Q3
5 ZLPSV MDA 0.75 Q3
6 UVEWC Information Technology 0.73 Q3
7 ULMIG MDA 0.73 Q3
8 THZDG Security & Safety 0.73 Q3
9 AXKUN MDA 0.72 Q3
10 PPJIW MDA 0.71 Q3
11 NGDYE Energy 0.70 Q3
12 ZREMB Education 0.66 Q3
13 CROEX Education 0.66 Q3
14 DDVPK MDA 0.66 Q3
15 KCCEM Energy 0.65 Q3
16 SVGVC MDA 0.63 Q3
17 AGPXU Education 0.61 Q3
18 FXBQV Education 0.59 Q3
19 FXFMY Energy 0.58 Q3
20 JXZNL Health 0.58 Q3
21 GYNNY Auxiliary Sectors 0.56 Q3
22 WVLGY State 0.54 Q3
23 XQLAR Security & Safety 0.53 Q3
24 NCHHK MDA 0.47 Q2
25 FKVQH Energy 0.47 Q2
26 LFKRM MDA 0.33 Q2
27 VVZEN MDA 0.08 Q1

(20 precisely) in Q3 and only 3 organisations in Q4 quad. The Q3 quad-band implies
a high degree of ICT dependency and a corresponding potential high cyber risk. While
the 3 organisations in Q4 depict very high use of ICT with core functions and services
that are integrated and automated imply potential very high cyber risks, organisations
Q1 quad-band represents low ICT usage, and subsequently, potentially low cyber risks.
This way, the result is insightful in the sense that a particular IDQ (or quad) can cut
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Organisations and Categories per Quad
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Fig. 3. Number sectors and organisations per quad

across sectors as exemplified in Q3, where 20 organisations representing 74.07% of the
organisations surveyed cut across 8 out of the 9 categories (or sectors). In contrast, the
sectoral distribution across Q4, Q2, Q2 quads cut across a few sectors. This outcome
supports the view in [2], which argued that the increasing level of ICT adoption in CI,
has the potential to exacerbate high cyber risks profile amongst CI.

The quads of metrics (or Dependency Factor (DF)) shown in Figs. 5 and 6 charts
demonstrate the characteristics of DF in terms of Adoption, Integration and Automation.
Using the concept of ICT Dependency Quadrant (IDQ), the DF values of the metrics
grouped in the quadrant can be comparatively analysed to provide useful insight into the
growth of ICT in a particular sector or all sectors. The metric scores, which fall under Q3
quad-band represent 59.26% of the organisations. Similarly, 66.67% of the organisations’
scores in Integration metric fall in Q3 band. This individual metric index is in contrast
with the overall IDI of the organisations where 74.07% of the organisations fall in the Q3
band as can be derived from Table 6. However, it is important to note that the IDI score is
a normalised composite value derived from the computation of the dependency metrics
scores or DF based on the effect of weighted factors. Consequently, it can be added
that the final IDI has compensating effects by the summation of the DFs. This metric
compensating factor is chosen to balance the bias of individual metrics, which can affect
the final IDI in terms of ICT dependency concerning cyber risks. The implication is that
it can lead to a false sense of cyber risks. This factor suggests that organisations should
drill down into individual metric scores to deepen the understanding of the various metric
effects. Notwithstanding this, the weighted metric factors discussed in Table 2 balances
the effect of metric bias and provides the basis for objective computation of IDI.

The trends clearly show that the organisations in Q1, Q2, and Q4 are fewer as
opposed to Q3, which has 20 organisations cutting across many categories (or sectors).
The trends are useful insights into the growth of ICT dependency, depicting a typically
acceptable distribution curve in which most organisations are in Q3 quad, and fewer
in Q4 quad, characterising the link between ICT dependency and cyber risks; implying
that the growth of ICT dependency is directly proportional to the potential cyber risks
as defined by IDQ. Consequently, as alluded in [33], the increasing ICT dependency
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Table 7. Survey dataset showing dependency metrics and Dependency Factor (DF) scores

# Code Category Adoption | Integration | Automation
1 VRIKP Communications & Media | 0.85 0.80 0.98
2 DUOHX MDA 0.85 0.77 0.76
3 ULOWF MDA 0.80 0.78 0.78
4 XNBPM MDA 0.81 0.76 0.71
5 ZLPSV MDA 0.79 0.81 0.68
6 UVEWC Information Technology 0.74 0.74 0.72
7 ULMIJG MDA 0.79 0.78 0.66
8 THZDG Security & Safety 0.75 0.67 0.76
9 AXKUN MDA 0.90 0.73 0.60
10 | PPIIW MDA 0.70 0.80 0.64
11 | NGDYE Energy 0.72 0.74 0.65
12 | ZREMB Education 0.64 0.67 0.67
13 | CROEX Education 0.66 0.64 0.69
14 | DDVPK MDA 0.66 0.70 0.62
15 |KCCEM Energy 0.63 0.59 0.72
16 | SVGVC MDA 0.73 0.67 0.53
17 | AGPXU Education 0.66 0.61 0.59
18 FXBQV Education 0.63 0.69 0.48
19 | FXFMY Energy 0.45 0.64 0.62
20 | JXZNL Health 0.65 0.64 0.48
21 GYNNY Auxiliary Sectors 0.53 0.62 0.53
22 | WVLGY | State 0.62 0.46 0.57
23 XQLAR Security & Safety 0.76 0.59 0.34
24 | NCHHK MDA 0.53 0.50 0.40
25 | FKVQH Energy 0.54 0.63 0.28
26 | LFKRM MDA 0.51 0.51 0.06
27 | VVZEN MDAs 0.09 0.17 0.00

in critical infrastructure is also amplifying the risks exacerbated by the complexity of
vulnerability and threat inherent in ICT. The pattern of growth depicted in Q3 reveals that
no particular sector can be designated as more important (or critical) than the other but
should take into cognizance the unique ICT growth in organisations since it is impractical
amidst scarce resources to apply equal investment in mitigating the cyber risks.
Although it can be alluded to that significant research works have been done in
ICT usage or dependency, our work differs pointedly in approach and results. Most
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previous works focused on a qualitative approach, which lacked quantification of the
actual degree of ICT dependency and can be ineffective in gauging potential cyber risks.
Again, the quantitative measurement has the advantage of throwing more insights into
different aspects (or metrics and indicators of ICT dependency) that can be effective in
mitigating cyber risks based on empirical facts. Our approach has provided extensively
both scientific and empirical tool that can help organisations monitor their ICT growth,
and help CI regulators to comparatively gauge ICT dependency of CI organisations in a
single view.
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7 Conclusion

This article describes the computational and mathematical constructs, data collection
and analysis of the resulting data from the assessment of the degree of CI dependence on
ICT. This is based on the computation of defined quantitative variables of metrics and
indicators to scientifically and empirically compute the degree of ICT dependency using
survey data generated by CI organisations. The mathematical and computational models
helped in the design of data structures, algorithms and the workflow for the implemen-
tation of a software tool for real-time computation of the degree of ICT dependency.
The outcome of the computed resulting data from 27 organisations shows that 3 organ-
isations scored above 0.75 of the IDI to be the Q4 quad-band. This implies that these
organisations are heavily dependent on ICT, suggesting the very high level of exposure
to cyber risk. Similarly, the 20 organisations in Q3 based on their IDI scores, reveals a
high degree of dependency and cyber risks below those in Q4 but higher than the 3 and
1 organisations in Q2 and Q1 respectively. This quantitative approach has revealed the
link that can exist between ICT dependency metrics and inherent ICT risks due to the
complexity of vulnerability and threat in the ICT ecosystem. Another key advantage of
our solution is that a high IDI score portrays potential high cyber risks, which can be
affected by the computed metric values (or DF). The potential metric bias is cushioned
by the introduction of metric weighted factor to compensate for the effects of inher-
ent vulnerability and threat in a particular metric. The assumption is that all metrics
cannot have equal susceptibility to cyber risks. The measurement of the extent of a CI
organisation’s dependency on ICT, and in comparison, with other organisations is vitally
important to how a nation can prioritise the CIIP since all CIs are unlikely to have the
same characteristics and equal criticality. Consequently, CI organisations or regulatory
bodies can apply our solution to scientifically and empirically evaluate their degree of
ICT dependency continuously and in a repeatable transparent fashion. Applying the
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same repeatable and transparent tool undoubtedly can provide an unbiased assessment
of the degree of ICT dependency of organisations across sectors. However, at present,
general research in this area is still in its infancy, the drawback of our solution can stem
from organisational bias in providing false data although this was mitigated during the
survey by insisting on a minimum of 3 respondents per each organisation. Future will
focus on how to mitigate the influence of organisational bias and negative contributing
effect of the underlying metrics and indicators.
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Abstract. In the ongoing years with the headway of innovation, cloud comput-
ing has gotten colossal mainstream among organizations, aggressors just as people
because of a few favorable circumstances however the fundamental advantages
being versatility, flexibility, unwavering quality, high computation power, conve-
nience and cost-proficient as these hugely advantage all the parties in question.
Be that as it may, with this exponential increment cloud computing environments
have become a high potential target for the attackers as they have witnessed some
drawbacks in terms of security and data privacy. One of the fundamental reasons
behind for cloud computing environments being a gold dig for attackers is the
presence of unencrypted data on these platforms which are indexed and along
these lines effortlessly found. This paper talks about the risks, challenges and
security concerns present in a cloud computing environment that affects both the
cloud service providers and the clients. This paper has talked about the issues and
concerns from an end-user perspective as well as from a business viewpoint also.
In this way these risks, challenges and security concerns end up being compelling
and proficient in deciding the general security of a cloud domain as it covers prac-
tically all the specialized issues just as well as standardization, regulations and
supervising perspectives identified with it. The challenges have likewise prompted
development opportunities that must be tackled. As cloud computing environment
is an extremely unpredictable and dynamic as for conventional computing envi-
ronment, so the customary security practices and arrangements does not delineate
in cloud situations. There are unbounded potential outcomes of development in
cloud computing which cannot be inconspicuous because of security and data
privacy issues so these risks, challenges, and security concerns must be tended to.

Keywords: Cloud security - Cloud security challenges - Cloud security issues -
Information security - Data privacy - Security attributes - Cloud security concern

1 Introduction

Recent years have seen that a greater part of associations is encountering digital assaults
running from two times per year to once at regular intervals. The digital assaults contrast
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regarding extent, effect, strategy or method of assault, and dangers related with them.
The most arranged associations on the planet cannot deny the danger of digital assaults.
As organizations and associations are moving to online stages like cloud condition and
developing their organizations quickly over the web, they are setting themselves up to
confront significantly more digital assaults in the coming years. Significant explanation
behind this move is to satisfy their equipment asset necessities absent a lot of starting
venture because of pay as you use membership administrations gave by the cloud spe-
cialist co-ops and furthermore because of the way that putting away information over
cloud stages makes it effectively available from anyplace around the globe and there is
an extremely less likelihood of information misfortune due to as replication factor for
put away information in cloud condition (Fig. 1).

Essential
Characteristics

Software as a Platform as a Infrastructure as a

Service
. ¢ 2 Models
Service (SaaS) Service (PaaS) Service (laaS)
Deployment
Models

Fig. 1. Cloud Computing- NIST Visual Model (Source: https://www.researchgate.net/public
ation/241195178/figure/fig2/AS:400869486022664 @ 1472586141957/NIST-Visual-Model-of-
Cloud-Computing-a-Service-Models-Cloud-computing-can-be-classified.png)

National Institute of Standards and Technology (NIST) defines Cloud Computing as
“Cloud Computing is a model for enabling ubiquitous, convenient, on-demand network
access to a shared pool of configurable computing resources (e.g. networks, servers, stor-
age, application and services) that can be rapidly provisioned and released with minimal
management effort or service provider interaction” [1]. Frameworks and Information
Security and Data Privacy is a significant concern when organizations and associations
consider relocating to the cloud. According to ISO/IEC 27000:2013, Information Secu-
rity is a resource for any association which like some other resource has its incentive
regarding Confidentiality, Integrity and Availability. This investigation is identified with
the information handled, sent, and put away through and inside the cloud condition and
the security danger and concerns identified with it. Respectability of information in cloud
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stages assumes an essential function in the reception of cloud however it doesn’t guaran-
tee the hidden preparing strategies for information handling along these lines protecting
the exactness and culmination of information can’t be guaranteed in such cases. Secrecy
of information in cloud stages remains the significant concern, particularly on account
of network cloud and public cloud as the information can be undermined because of the
issues looked by different associations sharing the cloud stage that the other association
civic chairman may not know about. Apart from Confidentiality, Integrity and Availabil-
ity, the use of virtualization (hardware-level virtualization or hypervisor or bare-metal
virtualization as well as software-level virtualization) and nested virtualization in cloud
platforms have several security risks associated with it. This paper deals with the risks,
issues, and challenges in a cloud computing environment.

2 Cloud Security Issues and Concerns

Cloud services have several benefits and advantages associated with it but still there are
some security and privacy issues regarding access, use and storage of data that leads to
security and data privacy concerns associated with it. Data security and privacy in the
cloud environment is a major concern and strong cryptography is not the one and only
powerful solution that could be implemented [3]. Some of the major areas of research in
a cloud computing environment is related to security concerns and issues includes loss of
control, data loss, service disruption, etc. Undoubtedly it isn’t an easy task to secure the
data and services provided by the cloud service providers through the cloud environment
and ensure the safety of the cloud platform due to a large number of clients and resources
involved. This leads to multi-tenancy in cloud environment to help reduce costs to the
clients. Multi-tenancy makes public cloud, hybrid cloud and community cloud, cloud
deployment models possible because while implementing these models’ resources need
to be shared between individual clients as well as organizations. For this, proper and
dynamic allocation of resources needs to be done as per the requirements because the
main feature and advantage of cloud computing is its scalability and flexibility. The
cloud service providers as well as the clients face several challenges on their respective
ends but their main concern remains in the areas related to cloud security which includes
the availability of resources, data privacy and security, data processing policies, and the
terms and conditions provided by the cloud service providers and accepted by the clients.
But the first fine line of defense lies in the implementation of cloud service so that a safe
and secure cloud computing environment can be established.

Some of the prominent security issues and concerns in a cloud environment are as
follows:

2.1 Management Interface Compromise

Services provided via cloud environment are accessible and delivered over the Internet
remotely and the resources are also accessible and managed over the Internet to make
any required configuration changes [8]. Thus, access of services by any unintended
third-party can lead to malicious activities, non-optimal use of resources, and other risks
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associated with it [9, 25]. Account and Service Hijacking is the easiest way to com-
promise the management console. Stolen credentials or weak credentials can lead to
account or service hijacking. Account hijacking can be done with the help of various
phishing techniques, cyber frauds, bad credential management, insecure handling of
credentials, etc. Service hijacking can be done by the exploitation of software vulnera-
bilities, untimely updates of services, not changing services defaults, or use of outdated
services. If an account or service has been hijacked, then the attacker can access criti-
cal data and disrupt services. Remote access and Web Browser Vulnerabilities such as
Remote File Inclusion (RFI), directory traversals, remote code execution and other such
vulnerabilities can increase the risks [20].

2.2 Multi-tenancy

Shared access of computational resources (i.e. hardware, software, or both), also referred
to as multitenancy is one of the major threats to data security and privacy in a cloud
infrastructure environment. Since, multiple clients or precisely, multiple end users are
sharing the same computational resources like processor, memory, storage, etc., so, it
arises a security concern and related risks to not only a single client but multiple clients
that are sharing the same computational resources [9]. In such cases there is always a
higher probability of risk related to private and sensitive data accidentally leaking or
being disclosed to other clients [6, 7, 10]. The vulnerabilities and exploits that targets
multitenant infrastructure can be exceptionally risky because one loophole in the system
of any of the client can let other client or hacker to have access to all the sensitive as
well as potential insensitive data present in that environment [30]. Thus, in case of a
multi-tenancy a hacker tries to compromise any of the multiple clients to gain access
to the environment of one customer which can eventually help him gain access to the
complete environment.

2.3 Elasticity

The major challenge faced in cloud environment with respect to elasticity is the ability
to provide fine grained access and predefined security controls. Elasticity in a cloud
environment is limited by its capacity. Thus, the cloud service providers have to impose
strict limitations on the amount of resources that will be provided to one customer else
it can lead to resource unavailability that can be caused by computer attack or network
attacks affecting the complete cloud environment rather than a particular customer [12].
More elasticity will provide to more flexibility to import or export data in case of a
multi-tenancy cloud environment.

2.4 Vendor Lock-in

In the recent times, there is extraordinarily little option available for the customer to
have application, data and service portability in the cloud environment. Any customer
cannot easily migrate their services between cloud environments managed by different
cloud service providers or cloud brokers as interoperability of application and data is
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very difficult along with the presence of proprietary services by different cloud service
providers [8, 20]. The main reasons for this are the lack of standard technologies and
solutions in a cloud environment and lack of completeness and transparency in terms
of use [12]. In SaaS lock-in situation, if the cloud service provider is not providing a
way to export the data automatically in a standard format then the customer must do
it manually at regular intervals in order to access the data in other platforms. In PaaS,
a lock-in situation occurs at the API layer as different cloud service providers offers
different API’s. In IaaS, a lock-in situation depends upon the specific infrastructure
services availed by the customer from the cloud service provider.

2.5 Isolation Failure

Sharing of resources when on a cloud environment with almost no access to physical
devices and no information about the underlying implementation is itself a security threat
[8]. Several problems occur when isolation failure in storage devices where critical data
and information is stored [23]. Other major areas of isolation failure concerns include
memory and routing information [20]. Attacking on hypervisors and cloud environment
are much more difficult for attackers and therefore often less than traditional OS but still
in case of isolation failure, failure in resources of one customer and disrupt the services
of all the customers sharing that resources. Isolation of web-apps, database servers,
virtual data-center environments are also the major concerns. Isolation failure can lead
to guest-hopping-attacks and other such attacks.

2.6 Insecure or Incomplete Data Deletion

In a cloud environment, when a customer deletes a cloud resource, true or real wiping
of data may not occur [8]. This may be possible as the disk may also contain data from
other customers or copies of the data to be deleted may not be temporarily available
due to unavailability of resources at real-time [12]. Also, in a cloud environment, the
resources are shared and reused. So, there are chances of retrieval of critical data by
other intended customer which was not the case with dedicated hardware. Also, data
security and privacy policies like secure disposal and reuse of equipment is followed or
not is known by the client unless and until the cloud service provider proves that it is
compliant towards any industry standard.

2.7 Network Attacks

DDoS attacks, Port Scanning, Flooding Attack can lead to service disruption for the cus-
tomer as well as added cost for the use of cloud resources [12, 16, 24]. Other network-
based threats such as DNS attack, Sniffer attack, Prefix Hijacking, IP Address reuse,
IP Spoofing, Fragmentation Attack, Deep Packet Inspection, Active and Passive Eaves-
dropping also possesses high risk and threat [26, 27]. Cloud service provider charges
the customers based on the use of resources. Network attacks have a deep impact on the
bandwidth and can increase the use of network resources drastically thus adding added
costs to the customer apart from disruption of services that leads to economic as well as
business losses.
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2.8 High Availability and DR Readiness

Proper implementation and readiness of Disaster Recovery Planning (DRP) by the cloud
service provider and readiness Business Continuity Planning (BCP) for the cloud cus-
tomer is an important part of risk assessment and management that should be tended to
[12].

2.9 Access Control

Implementation of proper accessing controls such as fine-grained access control poli-
cies or coarse-grained access control policies along with role-based access control and
rule-based access control to provide audited, restricted or controlled access efficiently
and effectively to maintain an easily manageable and privilege distribution mechanism
remains a major challenge in a cloud environment [12]. Centralized access control mech-
anisms have its own advantages but other authorization mechanisms such as Mandatory
Access Control (MAC), Discretionary Access Control (DAC), Role-Based Access Con-
trol (RBAC) and Attribute-Based Access Control (ABAC) should also be considered
[27].

2.10 Authentication and Authorization

Deployment of a proper Identity and Access Management Solution is a major challenge
in a cloud environment. Cloud Providers (CP) use services from identity providers (IdP)
that issues identities or credentials to the users, while a relying party (RP) depends on
the Identity Provider to check the user credentials before it allows users access to the
cloud services. This approach is implemented by most of the cloud service providers
but has usability and security challenges associated with it [21]. Cloud service providers
provide Identity-as-a-Service (IDaaS) to its customers [22]. IDaaS requires several core
characteristics to be deployed as expected regardless of the cloud service provider vendor.
Multi-factor authentication is available but not mandated by most of the cloud service
providers [27].

2.11 Defense-in-Depth

Defense-in-Depth covers the security policies and controls applicable at each layer to
ensure systems and information security and data privacy. Ensuring the proper imple-
mentation of defense-in-depth is a major challenge in a cloud computing environment
[20]. Cloud Security Alliance structures a cloud environment in seven different layers

[6]:

e The Facility Layer (physical security of physical resources by restricting physical
access to cloud environment)

e The Network Layer (maintenance, monitoring and auditing network flow diagram)

e The Hardware Layer (monitoring and proper allocation of resources)

e The OS Layer (deployment of OS with proper security policy and configuration)
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e The Middleware Layer (secure communication between various systems within cloud
environment with the use of encryption)

e The Application Layer (secure coding and secure software development of application
that will be provided the public as a service)

e The User Layer (monitor access pattern for malicious user)

— Web Based Application Cloud User — access information in cloud environment in
insecure environment
— Member of Customer Organization User — access information with security policy.

2.12 Misuse and Iniquitous Use of Cloud Computing Environment

Cyber criminals like spammers, hackers, and fraudsters take advantage of cloud comput-
ing by using the resources for crime ware-as-a-service to fulfil their computation needs
or to initiate and launch various attacks like Distributed Denial-of-Service (DDoS), pass-
word decryption, hash cracking, etc. [6, 7, 10, 25]. Resources on a cloud environment
can reduce the time taken for cracking passwords or breaking hashes. Simpler registra-
tion process, easier allocation of resources and on-demand and on-the-go resource and
service allocation i.e. scalability as per the needs and requirements makes it easier for the
cyber criminals to fulfil their computational needs and resources at a very nominal cost.
Cyber-criminals use cloud environment to offer malwares such as viruses, botnets, Tro-
jans, keyloggers, etc. on subscription by the use of forums and hosting the website and
uploading the malwares in secured archive files over the cloud platform from where the
users can download them after paying for the subscription via cryptocurrency or online
multi-currency wallets. Hackers now don’t have to invest on computing resources and
bandwidth, but they can use resources and bandwidth provided by the cloud providers
and even provide it as a service. They can configure cloud machines and provide it for
crimeware-as-a-service on rental and this threat is increasing. Let us consider the exam-
ple of a malware. For a polymorphic virus, the polymorphic engine needn’t to reside
within the virus code itself, but it could be remotely stored on a server. In such case,
the virus can mutate remotely via a command over HTTP or HTTPS [5] or any other
protocol on a covert channel for which the malware has been configured. Some of the
popular use cases of crimeware-as-a-service are [4]:

Hacking-as-a-Service. The Shadow Broker hacker and threat actor group that was
behind the WannaCry ransomware attacks announced in 2017 that it will let it customers
access exploits, zero-days, and hacking tools that they stole from the U.S. government
on a monthly subscription of $23,000 per month.

Do-it-Yourself. Exploits are being sold as per market demands by increasing costs -
Exploit kits like Angler exploit and Neutrino Kit are made available to the customers
on a SaaS basis in black markets. The price of Neutrino kit doubled nearly overnight to
$7,000 from $3,500, when the Angler exploit kit disappeared from the black market.

IoT Botnet on Rental (Botnet-as-a-Service). One can rent the Command and Control
Centre of 10T botnets for performing a DDoS attack. A resource on cloud computing by
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any of the cloud service provider can be developed overtime to become the CCC that
can then be rented to carry a DDoS attack using IoT device such as smart TV, smart
refrigerator and other such devices as bot which were previously compromised. Apart
from IoT botnets, general system botnets are also available to the customers.

Designer-Malware-as-a-Service. Diamond Fox is an example of such modularized
malware service that offers more than thousands of different options, fronted with
a highly professional and user-friendly management panel to generate and deploy
malwares.

Ransomware-as-a-Service. The creators of such services ask no up-front fee but they
take a 20% share in the profit for any ransom paid by victims to its users. Tox and Cerber
are such examples.

Phishing-as-Service. Some uses cloud computing platforms to offer VIP subscriptions
to a marketplace with phished credentials with average subscription costs between $0.15
and $15.39 each.

Backdoor-as-a-Service. Such services are generally provided by hacking groups.
These groups compromise systems and plant backdoor for continued remote access
using Remote Access Trojan (RAT) and other such programs. They then sell the access
to these systems to the customers.

Fraud-as-a-Service. This service provides its customers with replicated legitimate ser-
vices which looks like legitimate offerings that can be used by the customers to trick the
victims.

Spam-as-a-Service. These services provide their customers the ability to send spam
e-mail or messages at a very cheap cost where the providers can charge on hourly basis
or on subscription.

2.13 Unidentified Risk Report and Service Level Agreement

When an organization is using any cloud service model, the organization is not directly
interacting with the hardware resources and software interaction is very less [6, 7, 10].
This leads to “Lack of Appropriate Governance” where there exist several vulnerabilities
depending on the organization’s business and the organization’s security and compli-
ance are at stake which affects its assets and eventually its business [9, 20]. The major
drawbacks are found in the terms of use agreement and the service-level agreements
where the cloud service providers states that they have no responsibility or liability over
the customer’s data whereas in some cases the cloud service provider can have complete
control over the data. At times, proper security defense mechanisms and standards are
not a part of the SLA [12]. Also, the customer or the client must seek for proper clauses
in the SLA that defines the responsibilities of both parties in case of data loss or leakage
and the extent of permission that the client has over the main underlying cloud infras-
tructure to deploy a forensics expert for carrying out the process of digital forensics and
collecting electronic evidences in case of any data breach. The main reason behind this is
that the consumers don’t have a clear insight of the cloud providers terms and conditions
i.e. security metrics are not included in the Service-Level Agreements (SLAs) [29].
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2.14 Compliance Risks

Using or providing services in a cloud environment requires certain compliance i.e.
industry wide accepted standard or regulatory requirements which cannot be achieved
by every single organization [19]. This may be due to several reasons some of which
being that the cloud service provider cannot provide evidence of their own compliance
or the cloud service provider doesn’t give the permission for the conduction of an audit
to the client which requires physical on-site audit as well as network audit, which is
mostly in case of a public cloud and community cloud [8, 20].

2.15 Location Transparency

Some cloud service providers don’t provide the exact and actual geographical location
of the resources which contains the data of the customer [14, 24]. This is a major with
the resources where backups are stored. This has risks associated with it for the busi-
nesses. This also includes risks associate with changes of jurisdiction and licensing.
Location transparency matters the most for data privacy and security as location trans-
parency determines that which data protection act will be applicable such as General
Data Protection Regulation (GDPR) [18], California Consumer Privacy Act (CCPA)
[17].

2.16 Insider Attacks/Wicked Insiders

Malicious Attacks originating from within the organization providing cloud service.
Malicious insiders are the biggest threat in cloud computing environment that cannot be
predicted [19, 25, 29]. Disgruntled employees can easily have access to data if proper
access controls measures have not been implemented [6-8, 10]. If the employees have
access to the physical resources, then no security controls can prevent the data leakage or
theft except full-disk encryption in some cases where storage devices are stolen. Insider
attacks can occur from both customer organization or the provider organization as well
as by ex-employees or external contractors or business partners including third-party
service providers and can cause substantial damage [20, 27, 28].

2.17 Accountability and Auditing

Auditing a cloud environment is also a major challenge in public cloud infrastructure that
has operations, business and information security risks associated with it. Accountability
directly affects the AAA services which lead to difficulties in implementing a proper
information security model.

2.18 Use of Proper Secure Protocols and Security Standards

The cloud service provider should use secure protocols and security standards to min-
imize the risk. For establishing and maintaining a secure and protected environment
that provides systems and information security as well as data privacy, some spe-
cific steps are taken by implementing the below mentioned cloud related standards and
methods [13].
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DLP, TLS v1.2 or Higher, HTTPS Protocols. These protocols should be used for data
in transit to main the confidentiality of data during transit i.e. to achieve data loss
prevention.

Security Assertion Markup Language (SAML). This standard should be imple-
mented for secure communication between online partners as SAML allows identity
providers (IdP) like Google, Facebook, etc. to pass authorization credentials to cloud
service providers (SP) to implement secure authentication services and thus reducing
business and information security risks. SAML uses SAM, XML, HTTPS and SOAP
protocols to implement single sign-on for enterprise users [23].

Open Authentication (OAuth). OAuth simplifies the authorization process by granting
access to data, services, platforms, etc. without having the need to deal with the original
authentication packets. Protected and sensitive data can be communicated securely by
using this method. It doesn’t actually share the password or password data in any form,
but it uses authorization tokens to prove an identity between client and service providers.
It is an authentication protocol that allows the client to approve that one application
is interacting with another application on the client’s behalf without giving away or
sharing the client’s actual password. It was introduced to make privacy enhancement
by removing the users’ requirement of sharing their passwords with any third-party
applications. OAuth uses JSON and HTTPS protocol to implement API authorization
between applications.

OpenlD. OpenlD helps in authentication i.e. it helps to prove the identity of the user.
It is an open-source decentralized protocol used to implement single-sign-on (SSO)
method. It was introduced to provide federated authentication, i.e., a third-party can
authenticate the users for the service provider by using accounts or identities that the
user already have with the third-party. OpenID uses XRDS and HTTPS protocol to
implement single-sign-on for clients.

2.19 Virtualization Risks

In a cloud environment, virtualization poses some potential risks to data as they perform
their own cycles in different stages [29]. The major risk associated with virtualization
is the compromising of the hypervisor itself. If a hypervisor is vulnerable, then it can
become a primary target by the attackers and can lead to the compromise of the whole
environment and all the data of all the customers [12]. Another severe risk associated with
the use of the virtualization is the proper and secure allocation as well as de-allocation of
resources [9]. If the allocated memory is not cleared or wiped before re-allocation, then
the data can be recovered and thus exposed. Cloud service providers are now moving
towards containerization-as-a-service (CaaS) and now they are implementing container-
ization with the help of Docker and Kubernetes instead of virtualization in cases where
applicable, but containerization has its own advantages, disadvantages and security con-
cerns. Security is a major concern in virtualized environment because virtualization adds
more points of entry and more interconnection complexity [30]. VM rollback attack, VM
escape attack and Cross-Virtual-Machine Side-Channel attacks are the most common
types of attacks.
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2.20 Secure Patches and Updates

Deployment of secure patches and updates in a timely manner by the cloud service
provider carries a risk associated with it. Critical patches and updates carry the highest
risk factor as it can lead to exposure of vulnerabilities [12].

2.21 Data Protection and Data Privacy

In a cloud computing environment, it is not ensured that the cloud service providers
are following the data handling practices according to the laws and legislations as some
cloud service providers don’t disclose this information [24]. There are two states where
the data in a cloud environment must be protected; Protection of Data at Rest refers to
the protection of data stored within the cloud environment and Protection of Data in
Transit refers to protection of data while it is moving in (uploading), being processed
within the cloud environment, or going out (downloading) [9]. Data in transit can contain
sensitive and critical data like Personal Identifiable Information and credentials. Data
in rest can also contain sensitive and critical data stored in databases or in the system.
Also, physical control over the data is also a major data protection challenge in a cloud
environment. Storage-as-a-Service (SaaS) is also a major service provided by cloud
service providers which is directly dependent on data protection. So, data protection
especially of Personally Identifiable Information (PII) and sensitive information is a
major concern when availing cloud services [24].

2.22 Data Crash and Data Loss

Data crash or data loss refers to the deletion or alteration of data without the presence
of any backups [12]. It also includes loss of encryption keys, exposure of sensitive data,
unauthorized access of data, unavailability of data, insecure deletion of data, availability
of incomplete data, unavailability or unlinking of a record from a large environment,
sudden disruption of any running service causing the temporary but sensitive data to be
inaccessible and breakdown of storage devices without any available backups [6, 7,9, 10,
12]. There issues can easily occur in cloud environment if the client if not experienced
enough in using and handling cloud services.

2.23 Data Interception

Segmentation and distribution of data in transit occurs in a cloud environment that didn’t
occur in case of private computing resources. Thus, security threats such as sniffing,
spoofing, third-party attacks, credential replay attacks, passive man-in-a-middle attack
have higher risks due to fragility and vulnerability in computing resources [9, 12, 15].

2.24 Proper Use of Strong Cryptographic Functions

The cloud service provider should use strong cryptographic methods like RSA 2048-bit
or higher, ECC (Elliptic Curve Cryptography), Multivariate Cryptography, Lattice-based
Cryptography as encryption algorithms and SHA-512, RIPEMD-320, and Whirlpool as
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hashing algorithms while designing and implementing a cloud environment [12]. The
cryptographic algorithms should be strong enough so as to maintain the integrity of data
and avoid man-in-the-middle (MITM) attacks.

2.25 Insecure API

Cloud service providers providing IaaS uses APIs to allow clients to handle and interact
with cloud platform. In PaaS Cloud Service Model, the API’s deployed by the cloud ser-
vice provider allows the customers to develop new applications. SaaS service providers
offers API calls to read data records. Thus, the cloud service providers must ensure that
data privacy and security is integrated and audited into their service models and API
security and vulnerability assessment and testing must be done before its integration [6,
7, 10, 23]. The users also must be aware of the security risks that can be caused due to
bad handling of these APIs [25]. The cloud service provider must also ensure that the
APl is compatible with the underling service. The problems in API’s can lead to lock-in
at different layer in different cloud service models.

2.26 Account, Service, Traffic and Session/TCP Hijacking

Stolen credentials are usually used to carry out account or service hijacking. Social engi-
neering attacks especially phishing attacks, cyber-frauds, and exploitation of software
vulnerabilities are the most common examples that can be used for hijacking. Confiden-
tiality, Integrity and Availability of services can be affected if an attacker gains access
to critical areas of cloud computing environment by hijacking [6, 7, 10, 12, 25, 27, 29].
Session/TCP hijacking also remains a common threat in cloud environments.

2.27 Web Based Attacks

Web-based attacks like Injection Attacks, XSS Attack, CSRF Attack, Wrapping Attack,
lack of proper input validation, Cookie Poisoning, Captcha Breaking, etc. are also one
of the major threats in a cloud computing environment [12, 26, 27]. In a cloud com-
puting environment, most of the services are provided through a web-based platform
so web-based attacks are most common and can lead to initialization of multiple threat
vectors which can result in a targeted attack. Web application vulnerability scanning
and mapping discovered vulnerability with National Vulnerability Database (NVD) and
Common Weakness Enumeration (CWE) is the most common way to discover web-based
vulnerabilities [13].

2.28 Privilege Escalation

Privilege escalation is a major threat that poses a major security threat. This can allow
an unprivileged user to gain sufficient privileged access to compromise or destroy the
entire system [27].
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3 Observations and Findings

Security issues need to be mapped with security attributes to determine the impact
of the issue along with the level of concern that is required to resolve the issue. For
every security concern, the compromised security attributes can be divided into major
and minor attributes. The security effects of major compromised security attributes are
witnessed instantly where the security effects of minor compromised security attributes
can be witnessed in the long run and can often be un-noticed. The following Table 1
shows the mapping of security issues with compromised security issues.

Table 1. Mapping of Security Issues and Concerns with Compromised Security Attributes

Security Issues and Concerns

Major Compromised
Security Attributes

Minor Compromised Security
Attributes

Management Interface
Compromise

Confidentiality, Privacy,
Robustness

Integrity, Reliability, Atomicity

Multi-Tenancy

Confidentiality, Integrity,
Awvailability, Privacy,
Robustness

Audit, Compliance,
Accountability

Elasticity

Throughput, Confidentiality,
Diligence

Availability, Integrity

Isolation Failure

Availability, Integrity

Confidentiality, Authenticity

Vendor Lock-In

Availability, Compliance,
Transparency, Robustness

Confidentiality

Insecure or Incomplete Data
Deletion

Confidentiality, Robustness

Privacy, Availability

Network Attacks

Reliability, Integrity,
Availability, Confidentiality,
Privacy

Trust, Accountability

High Availability and DR Auvailability, Trust, Deferment
Readiness (if not provided) Robustness
Access Control Authentication, Trust, Accountability

Authorization, Identity

Authentication and
Authorization

Reliability, Integrity,
Privacy, Trust

Consistency, Accountability

Defence-in-Depth

Complete Information
Security and Data Privacy
Failure

Complete Information Security
and Data Privacy Failure

Misuse and Iniquitous use of
Cloud Computing
Environment

Trust, Identity

Confidentiality, Integrity,
Availability, Accountability,
Privacy

(continued)
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Table 1. (continued)

Security Issues and Concerns

Major Compromised
Security Attributes

Minor Compromised Security
Attributes

Unidentified Risk Report and
Service Level Agreement

Confidentiality, Deferment

Privacy, Trust, Compliance,
Availability

Compliance Risks

Audit and Compliance

Accountability, Confidentiality,
Integrity, Availability

Location Transparency

Trust, Privacy, Compliance

Availability, Integrity,
Accountability

Insider Attacks/Wicked
Insiders

Confidentiality, Privacy,
Integrity, Trust,
Concealment

Authentication, Accountability,
Identity, Authorization

Accountability and Auditing

Accountability, Audit,
Compliance

Confidentiality, Integrity,
Availability, Privacy

Use of Proper Secure
Protocols and Security
Standards

Compliance, Audit, Identity,
Trust

Confidentiality, Integrity,
Availability, Privacy,
Authentication, Authorization

Virtualization Risks

Reliability, Diligence

Availability, Confidentiality,
Integrity

Secure Patches and Updates

Reliability, Diligence

Integrity, Availability,
Confidentiality

Data Protection and Data
Privacy

Privacy, Compliance,
Confidentiality, Trust

NonRepudiation

Data Crash and Data Loss

Availability, System and
Network Auditing, Privacy,
Confidentiality

Integrity, Trust, Robustness

Data Interception

Confidentiality, Integrity,
Auditability, Trust,
Authentication

Availability, Authorization,
Accountability

Proper use of Strong
Cryptographic Functions

Privacy, Integrity,
Confidentiality,
Authentication,
Authorization, Robustness,
Non-Repudiation, Identity

Accountability, Trust

Insecure API

Complete Information
Security and Data Privacy
Failure

Complete Information Security
and Data Privacy Failure

Account, Service, Traffic and
Session/TCP Hijacking

Confidentiality, Trust,
Authorization, Identity,
Integrity, Authentication

Non-Repudiation,
Accountability

(continued)
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Table 1. (continued)

Security Issues and Concerns | Major Compromised Minor Compromised Security
Security Attributes Attributes

Web-Based Attacks Auvailability, Trust, Non-Repudiation,
Authentication, Integrity, Accountability, Reliability
Authorization,

Confidentiality, Privacy

Privilege Escalation Confidentiality, Trust, Non-Repudiation,
Authorization, Identity Accountability, Availability

4 Conclusion

The cloud environment is rapidly changing, and more changes will be witnessing in the
coming years that lead to many risks, challenges, and security concerns. In light of this
study, it can be tell that most prominent ones are the presence of unencrypted data in
the cloud environment, possibility of data loss or data leakage, issues related to data
privacy, regulatory compliances, unauthorized access to data, insecure configurations,
or mis-configurations in services, insecure interfaces, use of proper secure protocols
and security standards, misuse and iniquitous use of Cloud Computing Environment
and proper handling and data movement in cloud environment. Cloud Service Providers
are currently implementing containerization rather than virtualization to make the cloud
environment more secure and decline the overabundance use or wastage of resources
it occurred because of the utilization of virtualization. Cloud Service Providers are
presently implementing Zero Trust User Access controls to minimize user risk along
with device risk and they are also getting compliant to standards such as PCI DSS, ISO
27001, HIPAA, etc. Now, there also recently published standards such as ISO 27017
which provides information security controls for cloud services and ISO 27018 which
focuses on protection of personal data (PII) on the cloud. This paper talked about every
one of these viewpoints altogether in detail.

When organizations witness any cyber threat or cyberattack, most of the time they do
not have any clarity about all the security attributes that can be compromised or have been
compromised. So, the response takes a lot of time and sometimes it takes several months
for an organization to realize that were compromised. This issue increases when security
issues arises at once. The mapping of security issues with compromised security attribute
shows that for every security issue and concern there are several security attributes that
can be compromised. These attributes have both long-term and short-term impact, but
the criticality of the issues and concerns is enhanced when any security attribute is un-
noticed. It gives a clear picture about how the organizations should prepare and respond
to security issues and concerns in a cloud environment.
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Abstract. The exponential growth of the users’ activities on the internet invites
hackers to give birth to “Malware.” Malware is a software which is specially
designed to steal user’s confidential data and damage network. Linux is a UNIX-
based operating system and very popular in a while ago for several reasons (such as
security features, open-source). In this paper, we present a Machine Learning based
detection approach by using the hybrid analysis technique (static and dynamic) to
detect unknown malware from the Linux operating system. Our proposed approach
has been validating the malware detection using malware dataset from virus share
and benign dataset from our college lab systems. We select the top 10 features by
using Gain Ratio and Symmetric Uncertainty feature selection methods available
in the WEKA. We used multiple classifiers such as Random Forest, J48, and
REPTree. Out of these, J48 gave 99.82% detection accuracy with a 0.002% false-
positive rate.

Keywords: Malware detection - Hybrid analysis - Linux operating system -
WEKA - Machine Learning

1 Introduction

Malware is a software specially designed to infect a computer by executing malicious
activities for getting user’s essential data. Antivirus companies had proposed various
solutions to detect known malware using a pattern matching technique (signature-based
approach). However, modern malware is highly advanced and able to changes its appear-
ance to bypass signature-based detection. Signature-based is insufficien”t for detecting
advanced malware (polymorphic and metamorphic) [1]. In the literature, Linux malware
detection methods hardly studied as compared to the windows operating system. The
existing security systems cannot provide a complete solution for Linux OS from malware
attacks [2, 4]. Nowadays, Attackers used the code obfuscation technique to develop a
packed and encrypted version of malware using existing malware. This type of malware
can hide in the user’s system without being detected for an extended period of time.
Currently, malware analysts working with two approaches for analyses called static and
dynamic analysis.
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In static analysis, the file is analyzed by studying the structure and data present in
it. It is fast and easy to deploy because this process performs without executing the file.
But there are some limitations — it fails to detect the packed and encrypted malware [3].
This limitation motivates us to work with secondary analysis, i.e., dynamic analysis. It
examines its running state of the malware program in a secure environment (sandbox).
It can detect packed and encrypted malware. It has limitations, too, it only finds defects
in the executed part of the code, and some malware hides their exact behavior when
running in a controlled environment [5].

Both analyses have their advantages and disadvantages. Therefore the combination
of both the analysis utilizes the features of each other, and it may improve the accuracy
of the malware detection.

In this paper, we perform a combination of both analyses. We first analyze the internal
structure of the -ELF file format (used by the Linux OS). Second, we run the executable
in LIMON sandbox for 12 s to trace the system calls and commands used by the system
to perform any task. This analysis helps us classify the set of features that can use to
segregate malware executable from benign executable. After that, we apply the pre-
processing filters to remove the unneeded features from our feature set. Finally, we are
remaining with the features used as input to the selected classifiers. Our Experimental
results show that the presented approach classified the malware executable with 99.82%
accuracy.

To summarize, the contributions of this paper are as follows:

e We propose the hybrid analysis technique that allows us to inspect the executable
before and after executing the file by performing the static and dynamic analysis. Static
analysis helps us to observe the behavior of the executable without implementing it
into the system. The dynamic analysis helps us find the defects in code by observing
the executable runtime behavior in a controlled environment. This approach helps us
to detect unknown malware.

e We developed a system that analyzes Linux operating system executable by executing
them in a virtual machine environment (LIMON Sandbox). Further, we disassemble
the files (using reverse engineering tool) to extract the file info without executing it.

e We evaluated the proposed system using a large number of malware samples and
demonstrate that we were able to identify the behavior that may not be achievable by
performing basic analysis individually.

The Rest of the paper is organized as follows: In Sect. 2, we discussed the related
work, discussion about static and dynamic analysis in Sect. 3 and Sect. 4 presents the
proposed methodology. In Sect. 5 discuss the experiment and results. Finally, Sect. 6
concludes the paper with future directions.

2 Related Work

M. G. Schultz et al. [6] proposed the machine learning-based technique to detect mali-
cious files in the Windows operating system using static analysis. They used PE, byte
n-gram, and strings for extracting the features. Classification algorithms used by the
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authors: Naive Bayes, Ripple Learning Rules, Multi-Naive Bayes, and J. Z. Kolter et al.
[7] proposed a system by using data mining and machine learning technique to classify
the malware-infected file in the wild. N-gram was used as a feature to extract the byte
sequence from executable. For further classification, they used SVM (Support Vector
Machine), Boosted SVM, IBK (Instance-Based Learner), Naive Bayes, Boosted Naive
Bayes, Decision Tree, Boosted Decision tree. FarrukhShahzad et al. [8] used the ELF
(Executable and Linkable Format) executable to statically analyzing the malware on the
Linux platform. The total dataset they used was 709. They used the ELF header for
extracting features. For selecting features, they have used Info Gain method. The author
used four machine learning algorithms i.e., C4.5 Rules, Ripper, PART, and J48 decision
tree. FarrukhShahzad et al. [9] introduced genetic footprint concept to detect the essen-
tial information extracted from the kernel process control blocks to find malicious files
while in execution. S. M. JinrongBai et al. [10] proposed a technique to find malicious
executable from the Linux operating system by extracting system calls from the ELF
symbol table as a feature. The authors used 1519 files for presenting their work. Asmitha
KA et al. [11] proposed an approach in which they detected the malicious executable
from the Linux operating system by using dynamic analysis. The authors used 668 files
for the experiment. They used system calls as a feature extracted by using “strace” tool
to observe the behavior of the processes during run time. For the classification they
used: IBK-5, Naive Bayes,Random Forest, Ada boost M1 (J48): all available in WEKA
machine learning-based GUI tool. Asmitha K A et al. [12] implemented an approach
based upon correlation to classify the malicious and benign executable. A total of 668
files were used for the implementation. To implement this approach, they particularly
focused on the system calls and used probabilistic information gain method for selecting
promising features. They usedJ48, Ada boost, and Random Forest for the classification.

e Existing work on malware detection used either static analysis or dynamic analysis.
e As we studied in our literature survey, authors used a very small dataset that is not
sufficient to perform the task using machine learning.

3 Methodology

In this part, we describe the flow diagram of our methodology. Figure 1 shows the
proposed methodology. It contains a dataset, feature selection module, and classification
module. All of them explained in the next sections.

3.1 Building Dataset

We have collected 24000 files in which out of 24000 files, 12000 are benign, and 12000
are malware files. Malware sample collected from virusshare [13] and the benign samples
collected from /bin, /sbin, /usr/bin Linux directories. During the literature survey, we
found that dataset plays a vital role in machine learning technique i.e.

e For most of the “average” problems, we should have 10,000 to 100,000 examples. So
we have collected 24000 files [14].
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Fig. 1. Flow Diagram of Methodology

e Itis good to collect malware samples from different families (Forex Virus, Worm, Tro-
jan, Backdoor). Our dataset has collected malware samples from almost eight families
i.e., Virus, Worm, Trojan, Botnet, Rootkit, Adware, Ransomware, and Backdoor.

e In our approach, we are using static analysis also. In this approach, we disassemble
executable using readelf utility present in the Linux operating system. Thus, we have
collected benign files from both 32-bit and 64-bit machines.

For the training and testing of our selected classifiers, we used ten-fold cross-
validation [15].

3.2 Feature Extraction

Feature extraction is a vital step in designing a model. This process performed to reduce
the over fitting issue and improve data visualization.

Static Analysis and Static Features: For static analysis, features extracted from the elf
header and the segments. In the elf file, “Header” holds useful information like the type
of elf, architecture, elf version, and other essential information required. The segments
contain information that is necessary during the run time of the file [16]. For analysis, we
used the readelf utility [14] on our dataset to extract useful features. Readelf is a utility
that comes under the gnu binary utilities displays the information about one and more elf
format object files. Figure 2 shows the frequency of the features present in both benign
and malware executable. Elf header and segment extracted features are sorts according
to the frequency of occurrences within the files.
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Dynamic Analysis and Dynamic Features: Analysis performed by extracting fea-

tures from system calls and command used by executable during execution time. System

calls are instructions given by the os to use hardware at a low-level for executing the
program. For this purpose, the limon sandbox [17] installed on ubuntu 18.04. It used to
analyze and run the malware files, and after that, it generates an analysis result of the
malware behavior at the time of execution. Figure 3 shows the frequency of the dynamic

features present in both malware and benign.
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Fig. 3. Frequency of dynamic features in benign and malware executable



46 Vaishali et al.

3.3 Feature Selection

Feature selection plays a manifold role in improving the performance of the proposed
work. Because of some irrelevant features in the dataset may decrease the accuracy
of the model. The main objectives of using this (a) Remove the redundant or irrelevant
features (that have less contribution in classifier’s accuracy rate), (b) Reduce training time
and provide faster and cost-effective models [18]. Feature Selection algorithms mainly
divided into two parts: (i) filter method and (ii) wrapper method. In the filter method,
the method depends on the general characteristics of the dataset and evaluates the input
features’ subset without using any learning algorithm. In contrast, the wrapper method
needs a predetermined learning algorithm and uses the classification performance as the
evaluation parameter for selecting the subset of features. It selects the features which
suit better to the predetermined learning algorithm aiming to improve the performance
of the defined model.

In our approach, we used the wrapper method to select the pertinent features for
the classification process. A total of 82 features for static analysis and 66 features for
dynamic analysis are extracted. However, most of the features are not useful and redun-
dant. Therefore, we used two feature selection techniques: Gain Ratio and Symmetric
Uncertainty to improve accuracy and resolve over fitting issues for our proposed app-
roach. By using the Gain ratio and symmetrical uncertainty method —with static analysis,
we are remaining with 72 and 65 features, respectively. Using the same selection meth-
ods —with dynamic analysis, we are remaining with 14 (Gain ratio) and 12 (symmetrical
uncertainty) features.

The proposed approach selected top 10 features as described in Table 1 Gain ratio
and symmetrical uncertainty feature selection method is working with the Rank method.
So the ranking of the selected features is done with the help of these ranking methods.

Table 1. Top 10 features of static analysis

Rank | Gain ratio Symmetrical uncertainty
1 DYNRELA DYNRELA
2 DYNRELAENT DYNRELAENT
3 DYNRELASZ DYNRELASZ
4 DYNFINI_ARRAYSZ DYNFINI_ARRAYSZ
5 DYNFINI_ARRAY Number of program
headers
Number of program headers DYNVERNEEDNUM
RELA Size of this header64
STT_NOTYPE_STB_WEAK | Start of program
headers64
9 STB_WEAK STB_GLOBAL
10 DYNVERNEEDNUM DYNDEBUG
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Table 2. Top 10 features of dynamic analysis

Rank | Gain ratio | Symmetrical uncertainty
1 Access Access

2 Fstat Fstat

3 Mmap Mmap

4 Brk Brk

5 Mprotect | Mprotect
6 Fork Fork

7 Munmap | Close

8 wait4 Toctl

9 Getpid rt_sigaction
10 Write Sigaction

After selecting these top 10 features for static and dynamic analysis, we merge them
to perform the hybrid analysis. In Tables 3 and 4 shows the comparison of static and
hybrid analysis results.

3.4 Training of the Classifiers

The next step is to train the model for selecting the best classifier based on accuracy
for detecting malware. To perform this task, we compare the performance of different
classifiers using the top 10 features shown in Tables 1 and 2. We examined 3 tree-based
classifiers: Decision Tree (J48), Random Forest, and Fast Decision Tree Learner (REP-
Tree) available in WEKA. In the case of accuracy, the decision tree improves better with
the increasing data. With the more diverse and large data, it could generate more accu-
rate empirically [19]. An open-source tool WEKA can be accessed by GUI, standard
terminal application, or through Java API [20]. We enforce the selected classifiers on fea-
ture selection methods using 10-fold cross-validation to train our classifiers. The K-fold
cross-validation process used to check the skills of the machine learning model. Tables 3
and 4 show each selected classifier’s accuracy with two feature selection methods (Gain
Ratio and Symmetric Uncertainty).

In Table 3, the static analysis performed with the gain ratio method gives us the
best result compared to the symmetric uncertainty, and we got 99.33% accuracy in the
case of Random forest. With the same feature selection method, the hybrid analysis
(Table 4) gave 99.82% accuracy with the J48 classifier. So in our proposed work, the
hybrid analysis performed better than the static analysis for detecting malicious files in
Linux OS.

4 Results and Discussion

As discussed in our above sections, we collected our malware dataset from virus share
and benign dataset from Linux directories. We performed dynamic and static analysis
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as a different task and merged both analysis results to perform the hybrid analysis. For
the static analysis, we extracted features from ELF header and segments. For dynamic
analysis, we extracted the features from system calls and commands. Next, to remove the
irrelevant features from the dataset, we used two Feature Selection method. We found
the top 10 features that enforced on classification process done by using three tree-based
classifiers (J48, Random Forest, and REPTree). Evaluation of the top three classifiers
is done in WEKA to find how efficiently they work to find the unknown malware. An
evaluation performed by using TPR (True Positive Rate), TNR (True Negative Rate),
FPR (False Positive Rate), and FNR (False Negative Rate). Accuracy calculated using
Eq. 1.
correctlyPredictedvalues

Accuracy = (D)
outofalltheclasses

Table 3. Static analysis results using gain ratio method

Class J48 Random forest REPTreee

TPR |FPR | Accuracy | TPR FPR | Accuracy | TPR FPR | Accuracy
Benign 0.986 | 0.000 |99.30% 0.987 0.000 0.986 0.000 |99.31%
Malware |1.00 |0.014 1.00 0.013 |99.33% 1.00 0.014
Avg. 0.993 | 0.007 0.993 0.007 0.993 0.007
Weight

Table 4. Hybrid analysis results using gain ratio

Class J48 Random forest REPTreee

TPR |FPR | Accuracy | TPR FPR | Accuracy | TPR FPR | Accuracy
Benign |0.997|0.000 | 99.82% |0.991 0.000 1 99.54% | 0.995 0.001 | 99.67%
Malware | 1.00 | 0.003 1.00 0.009 0.99 0.005
Avg. 0.998 | 0.002 0.995 0.005 0.997 0.003
Weight

Tables 3 and 4 show our results on static analysis features and hybrid analysis features,
respectively. As we can see in Table 3, we used three tree-based classifiers (J48, Random
Forest, and REPTree). We got the best detection accuracy with the Random Forest
classifier with .007 FPR (False Positive Rate). In Table 4, we used the same dataset and
merged the static and dynamic analysis features and applied it to the same tree-based
classifiers. We got better detection accuracy with the J48 classifier with .002 FPR (False
Positive Rate). Our proposed approach aims to achieve high TPR (True Positive Rate)
for the malicious file in which malicious executable detection rate is high.

In Table 5, we compare our work with previously published work. We used a combi-
nation of two analysis to detect advanced malware e.g., Encrypted, Packed, Anti- VM.
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This type of malware is unable to detect by implementing static and dynamic analysis
individually.

Table 5. Comparisons with previous published work

Sno | Authors Name | Dataset Types of Analysis Types of Features Accuracy
1 F.Shahzad, 709 B Static Analysis ELF Structure 99%
M.Farooq [7] 709 M
2 SM,, 756 B Static Analysis Symbol table 98%
JinrongBai, 763 M
Y.Yang, YMA
[9]
3 F.Shahzad, 105B Dynamic Analysis Process control 96%
M.Shahzad, 114 M block
M.Farooq [8]
4 K.A.Asmitha, |442B Dynamic Analysis System calls 99.4%
P.Vinod [10] 226 M
5 Our Work 12000 B | Static and Dynamic | ELF Header, 99.82%
12000 M | Analysis Segments, System
calls & commands

5 Conclusions

Malware is a software specially designed to infect a computer by executing malicious
activities for getting user’s essential data. We proposed a Machine Learning based
detection approach by using a hybrid analysis technique (static and dynamic) to detect
unknown malware from the Linux operating system. Our proposed approach has been
validated using malware dataset from virusshare and benign dataset from our college
lab systems. The proposed system results show that detection accuracy increased by
employing the hybrid analysis technique (static and dynamic). We integrated features of
both the analysis (static and dynamic) to improve detection accuracy (99.82%). In the
future, we will work on different file formats and choose fewer features to minimize the
system’s overall complexity.
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Abstract. Machine Learning is an immensely valuable tool nto ensure advanced
identification and safety mechanisms for protecting our personal information when
it comes to cyber security. The Generative Adversarial Network (GAN), which is
the main focus of this article, is a particularly strong machine learning principle.
The GAN has numerous information defense uses, including the validation of
current threats outside the traditional monitoring system. As GANs become more
popular, the need to defend against and recognize GAN attacks is also becoming
increasingly urgent. This paper proposes a Genetic Alteration Network (GAN)
model called Mal-wareGAN to generate malware examples of adversaries that
can bypass model detection based on black box learning. Malware-GAN uses a
replacement detector to match the black-box malwset device. A generative net-
work model was trained to minimize the malicious probabilities of the replace-
ment detector in adverse instances. Malware-GAN’s advantage over conventional
gradient-dependent adversarial examples is that Malware-GAN can reduce the
detection rate to almost zero and make it difficult to work defensively against
adverse examples.

Keywords: Black box attack - Neural network replacement - Probability
distribution - Benign program - Malware detection

1 Introduction

GANSs are one of artificial intelligence’s newest ideas, utilizing cutting-edge technol-
ogy. Let’s look at the word’s definition: adversarial. In its initial application in Al, this
term refers to an example type designed to deceive an evaluating neural net or another
machine-learning model. As the usage of machine learning in security applications has
grown, this example has become increasingly essential. The current state of the art
focuses on photos, but it could be applied to other file formats in the future. In theory,
these matting systems may be even more vulnerable because only a slight change in an
image must be made in order to ensure that it remains recognizable to humans. Other
formats would seem the same while additional material is available at the end. This leads
to various (and defensive) attacks.

© Springer Nature Switzerland AG 2021
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Generative adversarial networks, according to O’Reilly media [1] are “neural net-
works that learn how to produce synthetic data comparable to some known input data.”
The above-mentioned’ antagonistic’ has a slightly different meaning than these net-
works. In this example, the phrase refers to two neural networks that compete to make a
game happen: a generator and a discriminator. The goal of the game is to fool the gen-
erator by using instances that are similar to those in the training set [2]. This hypothesis
was first proposed in a study [6].

When the discriminator rejects the case supplied by the generator, the generator will
learn a little more about how a good example looks. Keep in mind that the generator
must start with a probability distribution. Sometimes it’s just the standard distribution
that makes the GAN so adaptable and simple to set up. You can choose a better probability
distribution if you know more about the real cases. The discriminator usually functions
as a binary distinction, i.e. it states’ yes’ to an example or’ no.” It simplifies the design
and makes it realistic for GANS to choose only two options to allow the discriminator
[7].

Why can you use real examples to approach the generator? Whenever the discrimi-
nator tries, it sends the power generator a signal to tell them what a real example it looks
like. Technically, this is the difference gradient, so that you can see that as a measure of
closeness/quality and directions. In other words, data on the proximity and approach of
the generator leaks from the discriminator. The generator gene ideally erases examples
so well as examples that distinguish between real and generated examples.

The use of GAN in information security is not just the generation of data, but even
the detection mechanisms can be avoided [15]. This can be applied to malware develop-
ment, which bypasses the detection systems of machine learning. The paper Generating
Adpversarial Malware Examples of GAN-based Black-Box Attacks [3] is deeply covered
in this topic.

This work discusses another GAN program, Malware-GAN, which can produce
such malware and is even better than other adversary learning methods. This attack is
effective as it is done by black box schemes, so that the attacker does not know the
method of detection. You can see the basic architecture of Malware-GAN in the figure
below. The concept is like a standard GAN except that the Black-Box detector is used
as a discriminator and a mixture of noise and malware is applied to the generator [9].

The discriminator often receives strong examples to further educate the generator
about what is labeled “not malware there are also widespread uses of this technique.
This means that attackers need to learn less about the device in the process to effectively
target it by offering a new approach to bypass Blackbox malware detection [12].Using a
machine to learn how to build malware ensures that this malware can have even greater
subtleties and complexity. It is important to note that when using a machine-based
learning detection method, they will have their respective bugs.
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Fig. 1. Architecture of Malware-GAN

2 Architecture of Malware-GAN

2.1 Overview

The architecture of Malware-GAN is illustrated in Fig. 1. The black box detector is
a third party device which uses malware detection algorithms based on the learning
machine. We think that malware authors know what kind of black box detector features
they use. Malware authors do not have access to qualified model parameters, they do not
know the algorithm used to learn the machine. In order to identify their programmers,
malware writers may receive results from a blackbox sensor [11]. The entire model has
both neural power grids, a generator and a replacement detector. A black box malware
detector based on a learning system will be attacked by the generator and the replacement
detector.

This paper only generates binary-characteristic opponents, provided that binary-
characteristics are commonly used by researchers for malware detection and result in
high detection accuracy. Here is an example of how to represent a program using the API
function. When the M-APIs are used as functions, the program builds an M- dimensional
function vector. The value of the d-th function is set to 1 for the program to call the d-th
API, otherwise it will be fixed to 0 [13].

The main difference between this rule-set and existing algorithms is that the opposite
examples are dynamically generated based on blackbox-detector feedback, whereas most
of the current algorithms are based on static gradient approaches for constructing adverse
examples.

The weights of the generator depend upon the distribution of the likelihood of adverse
events from MalGAN. The data examples in the training sets and test set should adopt the
same distributed probability or equivalent probability distributed in order to maximize
the efficiency of the machine learning algorithm [17].Although the generator can adapt
the distribution of the probability of negative examples to differentiate between the
probability distribution of the blackbox detector training package. The generator is more
likely to malclassify the malware as the black box detector in this case.
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2.2 Generator

This generator here in this model is used to convert the malware characteristic vector
in an adverse version. As concatenation input are the malware vector w and the noise
vector N. W is a binary vector W-dimensional. Any m dimension is the availability or
non-availability of a function. N is a vector in N-size and N is a parameter hyper.

The dimension n represents a randomized output of a number centred on a uniform
distribution sampled within the range of O to 1, both included. In n, the mentioned
generator will produce many opposite examples from a single malware vector.

The incoming vector is broken and fed into a multi-layer, multi-weight neural intro-
ducing network. The output layer of the network is an W-neuron, and the layer of the
last layer is sigmoid. The output of the network is called o. Since the malware feature
values are binary, o is binarized based on whether or not an electrical value is more than
0.5 and produces an binary vector o03.

We expect to incorporate some unnecessary malware features while creating negative
examples of biological malware functions. This is hackable by removing a malware
feature. For example, when the “WriteFile” API has been removed from software and
malware crashes, the software will not perform normal writing functions. The elements
not zero in the 03 binary vector do not matter for the original malware.

In w3 = wo?, where a binary OR elementary operation is performed, the opposite
example is finalised. w is a binary vector and thus gradients from the alternating detector
to the generator cannot be repropagated. The smooth tt function will be defined to get
the detector information in Formula 1.

itg, (W, n) = max (w, 0) @))

m-a-x(,) is the max-operation element. If an element of w has value 1, tt is equally 1
and cannot transport the differentials backwards. If an element of w has a value of 0, tt’s
result is the actual number output of the neural network in the correct dimension, and
gradient data can be passed through. It can be seen that w3 will actually be the binarised
transformation version of 1ty (w, n).

2.3 Substitute Detector

As malicious-ware writers don’t understand the blackbox detector’s comprehensive
structure, replacement detector correlates with the black box detector and offers details
about the gradient training [19]. The in absence detector is a multiple layer neural weight
introduction network that uses input as an x vector. The software is designated as nice
and malware. We notice the estimated likelihood of x being malicious ware as D versus
X.

A replacement detector’s practice data consists of opponents of an example of a
malware generator and benign programs obtained from more benevolent data collection
by malicious authors. The basic truth marks of the training data are not included in the
test of the alternative detector [22]. The object of the substitute detector is to fit the
blackbox detector. First the black box detector detects this, and then it shows whether
or not the software is benign or malicious ware. The substitute detector uses predicted
tor labels in the blackbox.
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2.4 Training Malware-GAN

In order to train malware writers, a malicious ware’s set of data and a benign set of data
should be collected first. Formula 2 determines the failure working of a replacement
detector.

Lp = —ExeBBBenign 10g(1 — Dygg(x)) )

—ExeBBMatware 108 Do g (X) 3)

The BBpenign is a sequence of black-box-detector functions that are classified as harmless,
and BB pjaiware 18 the group of programs that the black box-detector detects as malware.

LD should be reduced in favor of the weights of a replacement detector in order to
train a replacement detector.

SBenign is the actual malicious ware set of data, not the black box detector malware
package. The weights of the generator are reduced for LG [20].

By lowering LG, the malware’s anticipated harmful likelihood is reduced, and the
replacement detector is forced to accept it as benign. As the replacement detector tries
to fit inside the black box, the generator preparation will fool the black box detector
further.

Algorithm 1 demonstrates the entire training cycle of Malware-GAN.

Algorithm 1 The Process Training of algorithm
1: while not funneling do
2: Sample the mini-batch of malwares M
3: Generate GAN samples M "from the sample generator for M
4: Sample the mini-batch of harmless programs B
5: Label M "and B using the black-box detector
6: Update the substitute detector’s weights Oa/by descending along the gradient V
6L
7: Update the generator’s weights 6g by descending along the gradienVt 6g LG
8: end while
In line 2 and line 4, different sizes of mini batches are used for malware and benign
programs. The ratio of M
"s size to B's size 1s the same as the ratio of the malware dataset’s size to the benign
dataset’s size.

Fig. 2. Algorithm 1 demonstrates the entire training cycle of Malware-GAN.

3 Implementation

3.1 Comparison with the Gradient Based Algorithm to Generate Adversarial
Examples

The current methods for creating negative examples are primarily for photos. The dis-
tinction between image and harmful functions is that image functions are continuous,
whereas malware functions are binary [6]. They did not treat the malicious ware detection
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method as a black-box approach and claimed that malware developers had direct access
to the neural network-dependent malware detection model architecture and weight. The
error rate of the opposing examples ranges from 40% to 84% for particular hyperparam-
eters. This gradient-based approach is not capable of producing zero TPR opponents,
while the Malware-GAN produces a near null TPR with higher black-box assumptions.

They use the same algorithm to build an iterative strategy for malware opponents. The
algorithm is most likely to change the malware mark for every iteration from malicious
to benign. The algorithm modifies one function in each iteration until the malware has
been detected as a benign program or until no functions can be changed. This algorithm
was attempted to migrate to target a black box random forest recognition algorithm. A
neural replacement network is designed to fit into a random black box. Adverse malware
examples are generated based on neural network replacement gradient knowledge [8].

Figure 4 shows TPR for opposite examples in the iterative cycle. Remember that
not all malicious ware samples have been modified for each iteration. If a malicious
ware example has been recognized as a harmless program in earlier versions or none are
the modifiable functions, the malware sample does not do anything on the algorithm at
93.52% and 90.96% respectively. In this case, most adversarial examples are identified
in the black box by the random forest. The neural replacement network is trained on
the original training set, although the probability distribution of adverse events varies
significantly from the probability distribution of the initial training set after multiple
iterations. Thus, the random black-box forest cannot be well approached by opposing
instances with the neural replacement network. In this case, the adverse neural network
replacement examples cannot fool the random black box forest. We tried to retrain the
opponent’s neural replacement network to better match the black-box random forest to
the opposing instances [15] Existing examples of opponents of the full training set are
used to retrain the neural network replacement function in each iteration.

As shown in Fig. 3, TPRs converge at 46.18% in training settings, which means that
approximately half of the adverse events can still be found in the random forest black
box. Therefore, the retrained model cannot generalize to the test set, except that the TPR
is 90.12% on the test set. The unusual distribution of the probability of these adverse
events limits the potential for generalization of the neural replacement network.

To change the original samples into opposing samples, Malware-GAN employs a
generation network. Malware-GAN generates nearly no TPR on both the training and test
sets thanks to the neural network’s ability to represent complicated transformations in
sufficient depth. Although the gradient-based approach’s capacity to reflect is insufficient
to produce high-quality unfavourable events.

3.2 Experimental Results

First we examine where Malware-GAN is using the same collection of training as the
black box sensor. The true positive rate (TPR), in the case of malware detection, implies
the malware detection rate. The decline in TPR will indicate how many malware samples
bypass the detection algorithm successfully after an opponent attack. In Table 1, we
present TPR on the training set and test set of initial samples and opponent examples.
For random forests and decision-taking bodies, both preparation and research range
TPRs on opponent examples between 0.16% and 0.20% while TPRs on the initial samples
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Fig. 3. The TPR on the opposite instances of the iterative method by using the Grosse algorithm.

surpass 93%. When the black box detector other classificators are used, Malware-GAN
will the TPR to zero for the training and tests set on generated adversarial examples. That
is, the blackbox detector is difficult to detect any malware created by the generator for
all backend classifiers. This model has succeeded in completely avoiding such malware
detection algorithms based on learning machines [14].

The logistic regression architectures and the assisted vector ma-Chinese are very
close to neural networks. The replacement detector will therefore suit them with a high
precision. For those classifiers, Malware-GAN can there- fore achieve zero TPR. While
random wood and decision-making trees have very different structures than neural net-
works, Malware-GAN leads to non-zero TPRs. Random forest TPRs and decision trees
are still quite small, so that the neural network is capable of representing other models
with very different structures. The vote on the algorithms also produces zero TPR. We
may infer that during the vote the classificators of identical structures are the majority
of neural networks.

Figure 2 shows the TPR convergence curve for the training set and the validation
set during the Malware-GAN training phase. The detector used in this case is random
forest, since Table 1 is an extremely good random for est.

Near the 40th century, TPR converges to zero, but the convergence curve is a little
moving, not a stream. This curve represents the normal un-stable training of GAN [19].

When Malware-GAN and the blackbox detector are taught on different training
courses, the results will be reviewed. The new sensor will have a harder time matching
the black-box detector trained on a new dataset. The experimental findings are shown in
Table 2

TPR has a zero amount for SVM, MLP and VOTE, and LR’s TPR is almost null.
The findings are very close to Table 1.
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In comparison with Mal, GAN and the Black- Box detector used the same training
data, random forest TPRs and decision-making trees are higher for adverse example.
Among decision-making bodies, the TPRs increase respectively to 2.18% and 2.11%
for the training sets and tests.

However, two percent are still very low and most of the adversarial malicious ware
entities would still bypass the black-box detector. It can be derived that Malware-GAN
can yet delude the black box recognizer into another training sequence (Figs. 5 and 6).
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Fig. 4. True positive rate of initial samples (in percentage) and negative entities when Malware-
GAN and the black-box detector are trained in the same training package. —Adver.|| represents
adversarial examples.
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Fig. 5. Change of the true positive rate for the training set and time defined validation. The
blackbox detector here is Random Wood. The vertical axis is the real positive scale, while the
horizontal axis is epochal.
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Fig. 6. Real positive (in percentage) results and opposite instances when MalGAN and black box
sensors on different training sets are trained. Adver represents adversarial example.

4 Conclusion

This paper suggested a new Malware-GAN algorithm to produce bad samples of a
learning technology-based malicious ware detector in a blackbox. The black-box detector
is fitted with a neural network replacement detector. The generator is designed to generate
examples of the adversary which the replacement detector might trick. Experimental
findings suggest that the black box detector is efficiently passed through the examples
of the adversary.

The weight of the generator depends on the distribution of probability in opposite
instances. Malware writers also can change the probability distribution by retraining
MalGAN, thereby preventing them from up-to-date blackbox detectors and learning from
them coherent patterns. Upgraded a black-box detector will disable malware writers. This
way, a computer can difficultly learn algorithms based on malware.
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Abstract. Artificial Intelligence has disrupted the Financial Services Indus-
try. The emerging innovations such as, machine learning, artificial intelligence,
cryptocurrency, and data mining leave no financial institutions across the globe
untouched. These advances have profoundly predisposed several facets of finan-
cial markets like investments, transfers, billings, rewards, insurance, remittances,
underwriting etc. Fintech companies were the early adopters of these Al powered
innovations to promote greater budgetary awareness, human life development,
improved decision-making, and more. This paper explores the growth of Fin-
tech in India, its associated challenges, and the opportunities emerging from high
penetration, demographic dividend and connectivity to modern and affordable
technology, low smartphone rates, and public policies like Digital India, Make in
India, etc. Through uses cases of Artificial Intelligence, the paper also elaborates
how Artificial Intelligence fosters fintech companies. Lastly, this paper suggests
strategies that may help practitioners and researchers to tap the untapped potentials
of Fintech in India.

Keywords: Fintech - Artificial Intelligence - Data analytics - Financial
innovation - Digitalization - Digital India - Financial inclusion

1 Introduction

Technology has reshaped the finance and financial markets in many ways over the past
several decades, including electronic banking, ATM use, online banking, core banking
solutions, and many more. Latest technology such as artificial intelligence, deep learning,
block chain and data mining leave no financial markets across the globe untouched [1].
Fintech is one such technology that joins inventive plans of action and innovation in
order to empower, improve and disturb the financial services industry. It is a fresh jargon
term in the 4th world of industrial revolution (Industry 4.0).
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Fintech may be referred to as a financial innovation since it encompasses innovative
ideas that propose technology solutions to improve financial service processes. These
inventive thoughts may likewise prompt new plans of action or even new organizations.
Fintech, at its center, expected to help organizations and buyers deal with their money
related tasks and cycles in a vastly improved way. It improves end-user experience, eases
and automates financial institutions processes.

The term Fintech was coined in 21st century and was initially used for the tech-
nologies deployed in the systems used for back end operations in financial institutions.
Over the years, the focus has shifted towards inclusion of more consumer oriented ser-
vices. That’s why; many Fintech firms including Paytm (mobile payment) have sought
to provide a one-stop solution for all the simple needs of ordinary customers’.

The Fintech industry has developed immensely over the period. At present, the
industry is a host of not only startups but also seasoned companies operating on a global
stage and offering extensive assortment of financial services in addition to start ups.
Moreover, Fintech services adoption has increased significantly, from 16% in 2015 to
33% in 2017, and to 64% in 2019. The global Fintech Al industry is forecast to exceed
USD 22.6 billion by 2025. In the forecast timeframe (2020-2025), the demand is also
projected to experience a CAGR of 23.37% [2] (Fig. 1).

96% EY)

64% Global Consumers are 3 out of 4 global
Global Consumer aware of at least one consumers use a money
Adoption money transfer and transfer and payments
payment Fintech service Fintech service

Attractive Rates 68% 46%
and Fees

Consumers would Consumer adopters are
Top reasons for consider a non-financial [ willing to share their bank
Consumers to use services company for data with other
Fintech Challenger financial services organizations

Fig. 1. Global consumer adoption. Source: EY Global Fintech Adoption Index, 2019 [2]

Further, the broader Fintech category can be segmented into four variants as per
McKinsey Analysis [3] (Fig. 2):
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Fig. 2. Fintech category variants. Source: McKinsey Analysis, 2018 [3]

2 Need of the Study

63

Artificial Intelligence is fostering fintech companies by offering technological solutions
to the human problems. It not only improves the precision level but also speed up the
query resolution period. The union of Al and Fintech generates both disruption and
synergies. Moreover, these challenges keep multiplying exponentially with the speedy
growth in the adoption of Fintech industry in India. Fintech also plays a crucial role
in fulfilling the financial inclusion agenda of the Indian Governments through Aadhar,
digital India & unbanked banking. Therefore, there is an imperative need to understand
how Al fosters fintech processes so that fintech companies could leverage the potential

of Al technologies.

3 Objectives of the Study

The objectives of this study are:

To assess the emerging trends and the opportunities;

To analyse the emergence and adoption of Fintech in India;
To evaluate the challenges faced by various companies during adoption of Fintech;
To study the impact of Fintech adoption on the financial sector of the country; and

To demonstrate the implementation of Al in fintech processes by use cases; and
To suggest strategies to tap the untapped potential of Fintech.
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4 Emergence and Adoption of Fintech in India

India started to travel the journey of globalization and liberalization in 1993, when
many banks from the private sector entered India and began operations. Beforehand,
the banking industry was dominated mainly by the main public sector banks (PSBs).
These private sector banks were equipped with latest technologies and soon become a
big threat for PSBs.

In 1998, for example, ICICI Bank was the first bank to introduce Net Banking in
India, which reduced payment times from 3—5 days to just few hours, cutting lots of time
and effort and ameliorating various concerns of businesses functioning in India. From
that point forward, Fintech has been step by step developing with digitization beginning
after 2010, prompting the dispatch of portable financial applications by banks and giving
client banking solace in their grasp and improving client experience over their PCs, cell
phones and PCs.

Everything considered Fintech has changed the style of Indian budgetary organiza-
tions from paper-based KYC to electronic KYC, enlistment portions to National Elec-
tronic Funds Transfer, or an enormous number of wallets made available to clients. India
is flourishing in the Fintech division right now and a few new firms/new businesses are
thinking of amazingly imaginative things. Whatsapp, google, apple and numerous oth-
ers started installment frameworks through their Indian applications which are not yet
accessible in numerous countries of the world.

The key elements for the fast development of this part are government-driven dig-
itization ventures, strategy changes, system, for example Start-up India Plan, eKYC
standards, UPI, Aadhar, Budgetary Consideration, and so on. Such imaginative govern-
ment approaches put the Indian budgetary market at the worldwide focal point, making
a solid stage for Fintech organizations and administrations.

A further basic lift created when India’s governing body announced the demoneti-
zation of 500- and 1,000-rupee notes on 8 November 2016, and people had no other
alternative aside from to mobile wallet or card or bank channel portions that gave the
digital payments industry an enormous drive. Paytm was one of the major beneficiaries
in this shift in administration. Its user base was about 125 million before demonetization,
which rose to 185 million within 3 months. It also expanded in terms of merchant rev-
enue, acquiring 5 million retailers with QR code acceptance in one year, and managing
$1.6 billion in three and a half annual transactions [5].

Millions of citizens in India prefer to use mobile payments (99.5%) and within a few
days become aware of them for the first time in their lives. As per the 2019 EY Global
Fintech Adoption Study distributed on June 3, 2019, India and China have a Fintech
Adoption Record of 87% in the principal quarter of 2019, far better in front of other
world nations [3, 6, 7]. As shown in a study by PwC and ASSOCHAM, with respect to
Fintech adoption, India obtained the second highest spot worldwide at 57.9% [8].

Approximately 42% of Fintech start-ups have hubs in Mumbai and Bangalore, the
remainder are spread around and a healthy 12% share is located in the National Capital
Region [9]. The organizations that develop in this room can be isolated accurately into 4
divisions, for example Installments, charges, awards and store holding. Payment sector
can be partitioned into Digital wallets, Portable POS, Payment Gateways are just a couple
of classes where there is a great deal of activity. The fundamental parts around there
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are Citrus Pay, CCAvenue, PayUBiz India, PayUMoney, JusPay and Transecute. Credits
might be separated into distant advances, P2P advances and SME advances, and so forth.
Riches the executives is one of the huge locales where numerous organizations concoct
new arrangements when the net gain per family has become fundamentally throughout
the long term. Subsequently, residents need uphold in making wise speculation decisions
[10].

During the initial stages, several of the Fintech startups are financed by Venture
Capitalists (VCs), later they infuse multi-million dollars into these businesses based
on the market and development of large corporations or investment firms. Fintech is
now used as an alternative to mainstream banks and procedures; it is creating automated
solutions to existing cash distribution systems. Banks have now started developing things
like api banking, electronic account management, e- collections, and many more. These
two things hit millennials who consider that Fintech is greater than traditional banking.
For eg, a business would be able to provide several account numbers for automated
account management and can be exchanged between various customers. Fintech is also
being seen as an option to the conventional banks and procedures; it provides digital
alternatives for current cash delivery mechanism. Banks have already begun to grow
items like upi banking, e-account control, e-collections and several other.

Further, by requesting that banks develop an ever increasing number of POS termi-
nals, the legislature has begun taking a few measures to build the entrance of installment
terminals. For what it’s worth with the BRICS countries, India has the most reduced
number of POS terminals, for example 1 POS for each 500 individuals, this demon-
strates money related innovation firms like Versatile POS (Paytm, mobikwik and so
forth.) have an extensive potential to join this area. The legislature has set up a body
called the National Payment Council of India, which propelled an advanced domestic
payments framework called Rupay. The main aim of introducing this was to raise rev-
enue and monitor in-house purchases that were routed by foreign companies such as
Visa or Mastercard. Government has taken a number of measures to encourage it within
India and outside India.

During the first quarter of 2019, India has surpassed China as the top FinTech finance
target market in Asia with investments of about $286 million over 29 transactions, relative
to China’s $192.1 million across 29 transactions. Digital Banking, Digital Financing,
BankTech, InsurTech, and WealthTech are main segments within the FinTech room [17]
(Fig. 3).

$2.4 bn $5.7 bn $14.1 bn 29%
FinTech Investments in Digital payments | Highest expected
software market | FinTech (2014-18) through UPI Rol on Fintech
size (2018) projects globally

Fig. 3. Fintech market in India. Source: Investindia, 2019 [17]

According to a survey by EY [2], awareness and acceptance of fintech in India have
skyrocketed in all categories. The report shows that while awareness and acceptance



66

R. Gupta et al.

across most categories are high, the bucket of transfers & payments seems to have made
the most important inroads. 99.5% of the surveyed customers in India were cognizant

of

FinTech apps for this form of transaction (Fig. 4).
4% 29% 22% Savings and 24% Borrowing 14%
Money Budgeting Investments Insurance
Transfer and and
Payments Financial
Planning

Fig. 4. Consumer awareness of Fintech services in India. Source: EY Global Fintech Adoption
Index, 2019 [2]

5

Adoption Challenges

Though India has the second highest Fintech adoption rate in the world [2], the adoption
has faced several challenges which need to be addressed to tap the full potential of such
adoption. These are given:-

Financial Illiteracy: Despite launching initiatives like Pradhan Mantri Jan Dhan
Yojna, the success rate is too low because of the financial illiteracy amongst people
of India. It poses serious challenge for successful Fintech adoption. But now majority
of young people are quite adoptive of new technology.

Socio-economic disparities: Though the reliance Jio has disrupted the telecom market
and increased the internet penetration, despite the utility of Fintech services in rural
Indiais very low. Yet, it is hoped it will gradually improve and create new opportunities
in rural areas.

Regulatory Issues: Regulatory uncertainty in the Fintech sector is making things
complicated for both Fintech service providers and consumers. India can learn from
China who brought a comprehensive regulation for Fintech in September 2019.
Cyber Threats: Cyber security threats and lack of regulatory mechanisms comes as a
major problem for the expansion of services. Legislature of India must think to bring
information security guidelines like The General Data Protection Regulation (GDPR)
of Europe.

Infrastructure Issues: Relatively weak infrastructure such as underdeveloped pay-
ment systems, lack of customer credit data, legal enforcement mechanisms for
payment obligations, electricity, weak internet coverage are also another drawback.
Conservative Approach of Indian Customers: Indian customers have been known
to have conservative approach with respect to finance which may be seen in their
financial preferences. In such a scenario, Fintech companies are required to infuse
greater confidence among customers.
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6 Impact of Fintech Adoption on the Indian Financial Sector

Fintech is searching for another approach to empower rising business sectors like India
experience the advantages of advanced innovations and mean to diminish the holes
among rising and industrialized nations. Investigating the Fintech companies’ quick
development, banks have started to consider opening a Fintech division in the traditional
bank. Some business veterans guarantee this is one of India’s merciless competition’s
methods of raising and that on expanding cost of customer procurement.

Mobile banking is one of the spots where banks have started to forcefully connect,
whereby a bank works chiefly on an application based stage, where the entire technique
for opening a ledger doesn’t involve a branch visit and anything can be cultivated on
wireless fingertips.

MSME funding is another area in which Fintechs turned up early pledge. The field
is seeing new Fintech emerge players that fix the systemic problems in asymmetry in
details as well as reducing processing times for small loans. Fintech is now committed
to reducing prices, Credit, particularly by reducing lenders’ operating expenses. Lower
due diligence expenses and running costs for improved KYC procedures spending.

Fintech seems to have the ability to affect Governance in various aspects. Firstly,
Fintech has the ability to bring clarity if the demand for cash is diminished and more pur-
chases are made, this can be best tracked by digital means. Additionally, more business
practices and an enhanced one growing the government’s tax base to boost the labour
market spending. Third, the increase in economic activity may reduce informal market
size by promoting and supporting businesses by governments officials.

Fintech’s possible effect on different stakeholders involves, but not limited to:

A culture of innovation and entrepreneurship,

Better financial inclusion prospects,

The growth of Tech-enabled Non-Banking Financing Firms,
Improved consumer financial management quality,

KYC Process Converted,

Credit evaluation theoretically allowed,

Simplified Small to Medium Business goods & facilities,
Improved choices for controlling capital,

Revolutionizing regular payment collection,

Reduced insurer liability and uncertainty,

Reduced defensive unpredictability and ambiguity,

Make money transfer quicker and more convenient,

Faster and increasingly stable movements in currency,
Knowledge search and block chain for convenience, and
New financial models such as neobanks, cloud banking and the sky are the limit from
that stage.

7 Emerging Trends and Opportunities

Expert financial tools, Al algorithms, and SaaS technologies have played a crucial role in
growing the growth of Fintech and will also improve Fintech in future. Emerging markets
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like Insurtech, Proptech, Wealthtech, and Regtech would gain the skills from the latest
Fintech products and services. Maybe both businesses will merge and offer innovative
imaginative product products and services together. The eventual fate of Fintech glances
energizing especially in rising and crowded economies like India, where 65% of the
populace is under 35 years old and simply 0.4 dependence proportion. Obviously this
means that the demand for modern specialized products and services solutions will be
high with the engaged population.

The administration set an objective of $4 billion or more advanced exchanges, which
it neglected to reach in 2018. The controller (RBI) and government backing will in this
manner be strong, and would be available to creative thoughts. In the amazingly various
nation’s serious condition with 22 authority dialects and 10,000 or more neighborhood
tongues, organizations, money related ventures, lawmakers, and business visionaries
may consider how to enter and develop the account or digital payments industry. Tradi-
tional banks face several obstacles, such as determining which company’s loan should
be approved and which it should be refused, resulting in lots of unstable properties. With
cutting edge information investigation apparatuses the creditors\” potential issues can
be anticipated ahead of time. Government and banks cannot continue to run the presen-
tation like this, so the Fintech will play an indispensable situation with delicate human
intercession in the destiny of saves money with tremendous non-performing credits.

Research & Development is indeed one of the main fields that several businesses
can concentrate on the constantly evolving environment over the next several decades.
The emerging economy such as India would rise at a much faster rate about 6 and 8%
relative to what has been witnessed so far by the United States or any other industrialized
nation. The greatest test for Fintech is hold its inventive laborers/minds, provided that
this isn’t taken care of, Indian Fintech would end up being not so good in view of
cerebrum channel, on the grounds that created nations will fire purchasing up the best
Indian cerebrums to make something in their own nations and sell it back to India at a
cost that would make a mark in the nation\’s universal currency reserves.

In order to satisfy the increasing demand in the coming years, Fintech firms will have
to rely more on artificial intelligence and machine learning [11, 12]. Any of the firms
have already moved in this path and have begun robotic advice in the wealth technology
room with a gentle human hand. Predictive analytics would also be a turning point in
Fintech’s future, as the analysis of human activity would be the main field of focus in
targeting, selling and designing new creative technologies.

Most notably, many Indians are still reliant on agriculture/farming as a main profes-
sion, for a productive future they will need a hybrid of agrotech combined with Fintech.
Government has taken financial inclusion seriously in the last couple of years that will
enable farmers incorporate emerging technologies in their banking transactions. Fintech
firms would need to concentrate on creating portable first methodology items contrasted
with different channels since most Indians invest more energy in their telephones than
the remainder of their computerized gadgets. May be better with mobile phones. The
change from 4G to 5G, the new corporate assessment decrease [ 13], government activity
toward organization and less expensive mobiles will speed up and ease later on in this
segment. It will be simpler to achieve first portable arrangement since India has the most
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minimal cost per giga byte of information around the world. That will go about as an
impetus to Fintech [14].

A huge number of provincial Indians are ready interpersonal interaction firms, for
example, Facebook, Instagram and so on, which straightforwardly shows that whatever
is anything but difficult to get a handle on and has a nice UI, client experience would be
utilized by most Indian individuals. Free (though restricted) government-provided Wi-Fi
empowers shoppers to get to more web innovation [13]. Block Chain wasn’t famous in
India till now, however with the gigantic increment in the quantity of Indians traveling
to another country just because, the level of presentation would be very high and the
focal points will be appreciated by the Fintech organizations who concoct an answer
who satisfies the needs of worldwide Indians.

8 Artificial Intelligence in Fintech: Use Cases

Artificial Intelligence is improvising the various fintech processes in the way they are
implemented and processed. Some of the use cases of Artificial Intelligence are given:

o Automated Customer Support Services: Chatbots and computer based intelligence
interfaces like Cleo, Eno, and the Wells Fargo Bot connect with clients and answer
inquiries, offering enormous potential to cut front office and helpline staffing costs.
Natural Language Preparing (NLP) is actually the key here — using profound learning
calculations to get language and produce reactions in an increasingly regular manner.
Swedbank, which has over a portion of its clients previously utilizing computerized
banking, is utilizing the Nina chatbot with NLP to attempt and completely resolve 2
million value-based calls to its contact place every year [15, 16].

o Financial Frauds Detection: Al is the cutting-edge technology used to combat finan-
cial fraud. In a matter of seconds ML algorithms will evaluate millions of data points
to detect anomalous transactional trends. If such questionable actions are identified,
it is simple to decide if they were only errors that were created by the acceptance
process or signs of a malicious operation in any form. Mastercard is releasing the
newest Decision Intelligence (DI) platform to evaluate growing customer’s past pay-
ment data to identify and deter real-time credit card fraud. Data Advisor is a company
which uses Al to detect a common form of cybercrime based on taking advantage of
new payment card accounts sign-up incentives [15].

o Risk Profiling and Credit Score: Many people may not have adequate credit back-
ground because their credit score is small. As a consequence, the banks are not taking
the chance of lending them capital. Perfectly trustworthy individuals who will pay
back loans may not get loans because of this. This is an environment where the
FinTech firms are providing consumers with Al-powered solutions. Lenddo, a Fin-
Tech company located in Singapore, utilizes Al algorithms to evaluate alternate data
points to assess a prospective borrower’s credit-worthiness. Users signing up with
Lenddo would enable the app to mine their social networking info, web browsers,
geo-locations, smartphones, etc. Lenddo’s Al algorithms evaluate various factors and
assess the credit value.
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Preventing Cyber Threats: New artificial intelligence controlled systems, for exam-
ple, Global Intelligence Network of DataVisor have been created to dissuade digital
assaults, extending from social control, secret word showering, and login stuffing to
unadulterated seizing by PC. This stage can gather and total gigantic measures of
information including IP addresses, topographical areas, email spaces, and so forth.
Upon digested, this vast data collection is evaluated to identify any unusual behavior,
and then to deter or resolve takeovers of account [16].

Action towards Money Laundering: The revelation of recently revealed illegal tax
avoidance exercises and fear monger financing systems is perhaps the best issue
banks face far and wide. When identifying dubious occurrences, machine learning
algorithms and artificial neural networks reliably outflank any traditional measurable
framework. In conjunction with big data analytics, the business Theta Ray used
sophisticated unsupervised ML algorithms to evaluate various data points, such as
recent consumer activity and historical behaviour [16].

Quantitative Trading: The method of using broad data sets to find trends that might
be used to make successful trades is quantitative trading. In this mode of trade,
artificial intelligence is particularly useful. Computers powered by Al can process
massive, complex data sets quicker and more effectively than humans. Trades are
automated by the subsequent algorithmic trading processes and save precious time.
Alpha Sense is an Al-powered search engine for the finance industry and represents
clients such as banks, brokerage firms and Fortune 500 businesses. To uncover devel-
opments and patterns in financial markets, the app uses natural language analysis to
examine keyword queries inside filings, documents, analysis, and news [18].
Helpful in Account Reconciliation: Practically each organisation has to face some
sort of account reconciliation problem as it is an excessively repetitive and cumber-
some operation that has to be done manually or through Excel-based procedures. Over
this, inaccuracies are much too frequent, particularly though the rule-based methods
solve this issue. In reality, they appear to breakdown as the code shifts or new use
cases are implemented and require on-going support, rather than being incredibly
costly to set up due to complex machine configuration and coding. SigmalQ created
its own engine of reconciliation based on machine learning techniques. The device
can interpret data on a comparatively greater level, providing a higher degree of faith
in pairing, and is able to benefit from feedback [18].

Augmented Reality based Research Methods: A substantial amount of time is
spent conducting research in investment finance. Progressed NLP methods will allow
a scientist to examine monetary reports easily within a company. Drawing out key
points where the firm is most passionate about. Other techniques in data science,
such as sentiment analysis, augmented reality etc. may also plan and normalize fiscal
summaries [19].

Agreement Analyzer: In the money market, it is a repetitive interior errand. This
usual assignment to an Al model may be appointed by managers and counsellors.
Optical character recognition (OCR) may be used to digitize the archives of scanned
originals. It will then be feasible for an NLP model with layered business logic to
easily decode, register, and write agreements. The strength of this use of simulated
intelligence has been saddled by JP Morgan, causing 360,000 h (yearly) to be released
from the heap of its employees in just a few moments [19].
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9 Conclusion

Fintech has grown gradually in the underlying years however this room has seen a
fast radical development over the most recent four years on account of the favorable
to digitization activities of the Indian government. On account of the expansion in
India’s dynamic populace and increasing education rates, it will keep on ascending
at an uncommon pace in the following twenty years. The resistive response of the Bank
to these improvements will likewise assume a key job in the far reaching and quick
multiplication of Fintech [4].

Currently, it only takes a few hours to finish the whole lending process, and if one
applies for a lending in the morning, the loan funds are paid off on the same day. In
comparison, both precision and pace have improved with the introduction of Amnesty
International into the multifaceted financial market. Artificial Intelligence, together with
big data and predictive analytics, is now very successful in growing the scope and scale of
financial institutions around the globe, from selling the goods and services to consumer
analysis.

Fintech centers across the alchemy of expertise, intellect and automation. For fintech
companies that use it to develop credit risk assessments, activity and pattern detection
and fraud applications, Al is going to be the key differentiator. This will encourage them
to gain an advantage over their competitors. Via different instruments and algorithms,
Al will make a difference in future banking and financial services. Some of the organiza-
tional touch points for this include: onboarding consumers to minimize processing time
dependent on credit and social media for decision making, Chatbots and robotic advisors
to instigate customized and informative communications, enabling workflow manage-
ment for corporate activities such as paper preparation and activity replication through
divisions, managing the supply chain, and mitigating product pilfering to mention a few.

Though, adjustment to new technologies is a regular challenge, but providing ser-
vices or goods according to consumer demands is the secret to a profitable enterprise.
FinTech companies are also tailoring themselves to the demands of emerging economies
like India. In particular, they are working hard to build a financial system that is more
customer-friendly by removing all paperwork ambiguity and supplying goods.

To conclude, FinTech has enormous growth potential and the vast level of the under-
served population is proof that we should foresee a transformation special to the sub-
continent. The FinTech industry in India has the scope and creativity to globalize and
establish a strong footprint in an interdependent world.

10 Recommendations

India, being such a nation including 1.3 billion individuals, request and flexibly will
keep on being an issue, the organization that can prevail with regards to fulfilling the
requests of a bigger extent of the populace. While this doesn’t generally infer that the
claim to fame items would come up short, they should decide whether their purchasers
will manage the cost of the value they intend to sell at, or in the event that they will fall
not long after the delivery. So as to make things simpler and successful, the following
recommendations are made:
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The Fintech companies should make themselves able to cope up with the language
barrier especially for the country having multiple regional languages.

The UI and client experience ought to be the essential region of center and ought not
be disregarded at any expense.

e Infrastructure issues needs to be addressed for the expansion of services.
e These companies should be backed by sustainable business models.
e Policies need to be formulated so as to mitigate potential risks and fostering the

benefits.
Government should set the platform for smooth operations of start-ups with favorable
policies and tax incentives specific to the Fintech sector.
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Abstract. Modern healthcare operating rooms are cumbersome, especially in the
current pandemic of Coronavirus (COVID-19) to manage the safety and security
of the patients and the staff. Conditions in a modern operating room are like, a
patient’s medical diagnosis or x-ray or the MRI images are the vital resources
to be considered. In general, the doctors are impelled to scrub out their hands
every time they scroll through or examine the images in mid-operation. To avoid
departing the operating table, several doctors put their faith in assistants or nurses
and ask to examine the system that can be clumsy and disappointing and can
rise the gathering in the room itself. To overcome this problem and emphasizing
the use of the touchless smart healthcare system in medical diagnosis we have
developed an application for the same. We propose and demonstrate a gesture
and speech-based system to help staff to deal with such critical conditions. The
proposed system is composed of two main parts: the healthcare operating software
and sensor Microsoft Kinect. Test results conclude the efficiency of the viewing
system in terms of time complexity, and the value and the safety of the recording
system have increased.

Keywords: Kinect - Safety - Touchless - 3D scanning - Bioprinting

1 Introduction

Advancements in technology have led the researchers to develop systems for medical
applications especially in the surgical environment [1]. Surgical procedures have become
increasingly dependent on a variety of digital imaging systems for navigation, documen-
tation and diagnosis. The necessity to analyze and examine these images during surgical
procedures proposed some barriers demanding the need to maintain a sterile surgical
environment, especially under the current Coronavirus (COVID-19) pandemic. Main-
taining sterility in the operating room is of utmost importance to deal with the safety and
security of the healthcare staff in addition to the right treatment given to the patients.
Hence, a controlled environment is crucial to minimize the risks which are likely to pre-
vail. Traditional input machines like keyboard, touchscreen, mouse, etc. are dependent
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upon physical contact. Howsoever, such contact-based interaction poses a danger for
the transfer of contaminated materials. To maintain a sterile environment in operating
rooms as well as to avoid scrubbing, doctors rely upon their assistants who help them
out in controlling the equipment as well as manipulating the images. But this may some-
times lead to an increase in operating time, errors, and chances of failures. Researches
and surveys carried out depict that these practices might lead to chaos and risk to the
patient’s life. Recently, a touchless interaction device named Kinect was launched by
Microsoft in 2010. As shown in Fig. 1, the proposed system makes the use of this device
and tries to minimize the loopholes and discrepancies as mentioned above. It provides
an efficient and good alternate to doctors. In this direction, researchers have discussed
ways and means of smart touchless healthcare [2].

Fig. 1. Kinect setup in healthcare [3].

Contributions: The scenario in a modern operating room is very cumbersome these
days. Hence, good technologies that are reliable as well as efficient are in great demand,
especially in the current pandemic of COVID-19 to look after the safety and security of
the patients as well as the healthcare staff at the same time. Although new techniques
have come up in the medical domain for the ease of doctors, still most of the work is done
manually. This type of system, which operates via gestures and speech, is not currently
in implementation. The proposed system is developed basically to help doctors to deal
with conditions in the modern operating room. To control the video, doctors can touch
the system physically or just wave their hands. Furthermore, video commands (such as
play, pause, stop, volume up, and volume down) can be controlled by speech for smooth
and efficient controls. The advantages of this system are (i) minimizing the need of
supporting staff in operating rooms, (ii) access to the real-time video (assistance), and
(iii) recording of important data for doctors’ assistance to avoid inaccuracy in data. To
overcome that speech to text conversion features is also one of the requirements of the
system [10]. Kinect can act as a 3D scanner and scanned copies of organs can later be
3D printed and act as organs for organ transplants. We demonstrate that if this idea is
successfully brought into implementation can work more efficiently compared to the
presently used system.
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2 Related Work

This section presents existing work related to the healthcare operating room. Saxenaetal.
[4] developed a proof-of-concept prototype NHealthloT testbed and shown its usability.
Yadav et al. [5] discussed cursor movement by hand gesture and proposed a healthcare
application that requires only a simple webcam for implementation. For recognition
based on hand gesture, there are generally two main approaches, one is hardware-based
and the other one is vision-based. It uses a data glove to achieve gesture recognition.
The proposed system effectively eliminated the necessity for a mouse pad [5].

Pei Xu described a Human-Computer Interaction (HCI) system and a recognition-
based on hand gesture that are working in real-time [6]. Human-computer interaction,
gesture recognition and hand detection are the three components of the proposed sys-
tem. Preprocessing of images is the first step and thereafter a hand-based detector was
attempted to filter the hand image on this image itself. A Convolutional Neural Network
(CNN) classifier has been integrated with the Kalman estimator to recognize gestures
from the processed image. Finally, the output results are submitted to a control center in
order to decide the good probabilistic model [6]. Authors have used Microsoft Kinect
for hand detection and gesture recognition to simulate the mouse events. There are two
methodology glove-based and vision-based that have been studied. The main disadvan-
tage is the cost of the devices used. However, a more natural way of HCI is offered
by a vision-based approach as no physical contact is required. The major drawback of
this approach is occlusion [21]. Sawai and Shandilya [14] reviewed gesture and speech
recognition using the Kinect device and explored algorithms for the Kinect sensor. They
have studied Kinect’s gesture recognition, microphone-based speech recognition, and
tracking of objects and 3D mapping. A system is built to identify and understand gestures
and speech using Kinect sensors. Due to the limitation of the short distance between the
human operator and the phone device, voice control still suffers from inconvenient oper-
ations. Presently voice control by Kinect voice sensing provides a way that human oper-
ators can control the phone device without carrying it far away from the user. McKay and
Clement [12] investigated the application of Microsoft Kinect for recognition of visual-
only automatic speech and reviewed the ability of Kinect. They tried to use Kinect as
an automatic speech recognizer. A program is implemented to identify spoken words
and report confidence with which the words are recognized to test the ability of Kinect.
They stated that Microsoft Kinect API gives 90% of accuracy for the word recognition
system made by them.

Tiangang et al. [20] highlighted 3D surface reconstruction based on the Kinect sen-
sor. They described the 3-D reconstruction route. There are four steps, starting with
the preprocessing of data. After this pose estimation of the sensor, fusion of the depth
data, and finally, extraction of a 3D surface. Authors in [7] presented results on fusion
4D with real-time observations and then formed a method that establishes incremental
restorations to enhance the surface estimation over the period, and parametrizing non-
inflexible scene motion. They merged the concept of volumetric fusion and estimation
of the smooth deformation field across RGBD views. This method is extremely vigorous
to topology changes and also large frames to frame motion, permitting recreating excep-
tionally difficult scenes. The main advantage of this technique is that it either distorts
an online produced template or continually combines intensity data non-firmly into a
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particular position model. The frame to frame motions will be imprecisely anticipated
or the non-inflexible orientation will not succeed to congregate for slow frame rate and
large frame to frame motion.

Casino et al. [13] described the approach of using recommendation systems to offer
healthcare services so that citizens could collaborate within the city to upgrade their
value of life. Sholla et al. [15] presented a new approach that incorporates ethics in
IoT based connected smart healthcare. Jangra et al. A multilayered framework [16] has
been proposed to enhance the utilities of biosensor-based data collection and aggregation.
Alabdulatif et al. [17] demonstrate a framework by evaluating a case study for the patient
biosignal data. Authors in [18] proposed a system to enhance the capabilities of IoT-
based healthcare systems with fast response time and low latency. Pathinarupothi et al.
[19] introduced a smart edge system based on loT-based to handle remote monitoring of
the patients where data is transmitted to software engines using wearable vital sensors.
D. Webster and O. Celik [31] reviewed applications of Kinect sensor for elderly care
and stroke rehabilitation. They have presented a Systematic review of different Kinect
applications.

Kinect sensor is also used in many other applications such as Interactive Educational
Technology [23, 28], gesture recognition system designed for severe intellectual disabil-
ities [27, 29], motor rehabilitation [24, 30], etc. Researchers have put in enormous efforts
in developing methods for diagnosis and intervention for children with Autism [22, 25,
26].

3 Preliminaries: KINECT

Microsoft launched Kinect, which is a line of motion sensing input devices for Xbox
360 as shown in Fig. 2. In Xbox 360 Microsoft Kinect there is a small motor working
as the base to enable the device to be tilted in a horizontal direction is attached to the
flat box. The important components of Kinect are mainly infrared (IR) emitter, color
camera, tilt motor, LED, microphone array and IR depth sensor.

IR Emitter Color Camera

‘ LED IR Depth Sensor
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Fig. 2. Kinect device model.

A stream of colored pixels has been captured by the Kinect along with data about
pixels. The value of each pixel represents the distance from the sensor to an object in
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that direction [21]. Thus, Kinect provides developers a means to create an application
based on touchless experience through gesture, voice and movement.

4 Proposed Methodology

The proposed system uses the Kinect sensor. The Kinect sensor mainly consists of three
parts:

e For capturing the color images an RGB camera is used which stores three-channel
data in a 1280 x 960 resolution.

e An IR depth sensor and an infrared (IR) emitter.

e A multi-array microphone, which consists of 4 microphones for capturing sound. We
can record audio and also find the direction and location of the sound source.

4.1 Using Kinect to Control the System Cursor

The system cursor is controlled by gesture recognition. Gesture recognition is imple-
mented in the following phases:

e First, the skeletal joints are recognized by Kinect and are sent as input data to the
system.

e Next, this joint data is used to recognize certain gestures.

e The recognized gesture is then interpreted to perform the task mapped to it.

In the proposed system, two mouse events namely mouse click and mouse motion are
implemented. This is done by mapping mouse coordinates for mouse motion with one of
the hands and mapping the click event with the other hand. To implement this, the depth
image has been sent to the host device by the Kinect sensor and software implemented
on the host works on the decoding of information present in an image. Before the cursor
is assigned to the hands and moved, some messages are sent to the control inputs. The X
and Y position of the cursor has been assigned after recognition of a user’s hand. If the
left hand is mapped to the mouse movement and the right one is mapped to click event,
then the distance between the left wrist and the left shoulder is obtained and is scaled
accordingly with the mouse coordinates. The distance between the left wrist and the left
shoulder is obtained if the distance is less than 0.2f (threshold value), the left-click event
is raised.

Gesture recognition using Kinect can also be used for posture recognition, fall detec-
tion, security and surveillance in modern healthcare operating rooms. This can be done
by using one or more cameras, intruder detectors and communication devices to notify
alarms. We can also use high end PC which makes it suitable for real-time security.

4.2 Speech Recognition

Microsoft Kinect contains a set of microphone array which acts as voice receiver for
performing speech recognition, as shown in Fig. 3. The data acquired by these sensors
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will be recombined into a single set of voice data. The developer first needs to add the
voice command keywords in the grammar (XML ) file before they can be recognized. The
data will be continuously received by sensors until data involves voice control command
keywords as stated in the grammar file of the code running behind these sensors. The
Kinect’s speech recognition is used in command mode i.e. in this mode command is said
and the speech is recognized by the speech recognition engine (SRE). For example, one
may want to play or pause a video by just saying “start” and “wait”. To develop any
speech-enabled application, one typically performs the following basic steps:

Kinect audio source has been enabled.

Capturing the audio data stream.

Identification and starting of the SRE.

Attach the speech audio source to the recognizer.
Registration of the event handler.

Finally, handling the different events invoked by the SRE.

e

User

Fig. 3. Speech recognizer grammar.

4.3 3D Scanning of Real Objects

For scanning of real-world objects, Kinect can act as a 3D scanner. Microsoft Kinect
has been used in the proposed system which provides 3D object scanning and model
creation. By integration of depth data taken from Kinect sensors over time from various
viewpoints, the dense surface models are reconstructed into smooth surfaces. By moving
either the object or the Kinect sensor the multiple viewpoints of objects are fused to give
a single reconstruction voxel volume. As the sensor is moved around, various scenes
are integrated to create the 3D model. The first stage of scanning the 3D models of real
objects is the depth map conversion. Raw depth data from Xbox 360 Kinect is taken and
then converted into floating-point depth in meters. The surface normal at these points
are used with AllignedPointCloud functions.
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Fig. 4. Kinect system interface control for the experiment setup.

A Kinect system interface control has shown in Fig. 4. Global camera pose is cal-
culated in the second stage and pose has been tracked when the sensor moves in each
frame. So, the current sensor pose relative to the initial starting frame is always known
by the system. Kinect Fusion has two algorithms:

e NUI FusionAlignPointClouds
e AlignDepthToReconstruction

The third stage is the fusing of depth data with a running average to reduce noise. In
this step, the integration of depth data is implemented per frame. It also handles some
dynamic changes in the scene. With this, we get a.obj file of the scanned 3-D module.
This obj file of the scanned organ is imported into the mesh lab and some enhancements
could be performed on it. 3D bioprinting of the scanned organ could be performed and
hence can be used for transplantation.

5 Performance Analysis

This section discusses the performance efficiency of the proposed approach with
traditional manual work.

5.1 Comparison with Manual Work

To scan through patients’ reports and medical records, there are two ways, i.e., via
traditional means the one that includes physical touch and the other one is the system
which has been proposed to avoid physical touch.

As shown in Table 1, the average time for each user was recorded to be 1.78 s., 1.48
s. and 1.59 s., respectively, using the proposed system. The time of 1.48 s. is found to
be the minimal delay when compared to the removal of scrubs recorded at 16.07 s. This
is considered an improvement to the time efficiency of the operation. The total average
time for this analysis comes out to be 1.61 s., which gives reasonable results.
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Table 1. Average User Time

Trials User-1 (in sec.) | User-2 (in sec.) | User-3 (in sec.)
1 1.72 1.34 1.78
2 2.94 1.52 1.46
3 1.30 1.58 1.61
4 1.24 1.38 1.45
5 1.72 1.62 1.68
Average | 1.78 1.48 1.59

5.2 Comparison with Existing Schemes

For gesture and action recognition, there are many approaches proposed by researchers.
Using the MEMS inertial sensors, we were able to:

Miniaturize any delay as they are lightweight.

Reduced overall cost, as the cost of such sensors, has actually been dropping.
Utilize them for capturing the movement of a human in real unconstrained environ-
ments to find accurate results.

Use for near real-time feedback.

However, Kinect comes with an RGB color camera and a depth sensor, which provide us
with gesture recognition along with full-body 3D motion capture capabilities in the form
of skeleton points. Real-time feedback can also be obtained using Microsoft Kinect. This
new advance technology is widely being used due to the following reasons:

e There is no requirement for body sensors.
e Skeleton data can be extracted using software such as OpenNI and Kinect SDK.

Thus, due to the above-mentioned reasons using Kinect or other such cameras proves to
be better while implementing a gesture recognition system compared to any wearable
technology. The gesture recognition was compared with other state-of-the-art methods
to evaluate the advantages and disadvantages of this method. The system is compared
with [8, 9] and [11]. In [8] the author advised a method based on the ZCam and an SVM-
SMO classifier. Furthermore, in [9], the authors proposed the hand gesture recognition
system using a range camera with a satisfactory real-time ability. Motion tracking has
been combined with the mean-shift algorithm to capture the hand gestures in [11].

5.3 Results and Discussion

The system benefits medical fields and communities by making the operation process
more efficient and keeps it in an aseptic and sterile condition with an added benefit
of reduced time consumption. It increases the efficiency as well as reliability thereby,
saving much of the doctor’s time as well as supporting staff required. The system was also
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subjected for examination by Doctors from a renowned hospital where it was appreciated
and was found beneficial by the surgeons themselves.

Table 2 presents comparative experimental results between the contact system and the
touchless system. The traditional contact system includes attributes such as removal of
scrubs (16.07 s.), changing of plates (8.00 s.), walk for or viewing room/area (18.8 s.), and
re-scrubbing (26.17 s.). Whereas the modern contactless system includes program startup
(5.38 s.), detection of gestures (1.52 s.), image flow view startup (16.7 s.), and image
flow view startup (26.1 s.). Observing from Table 2, the touchless system outperforms
the traditional contact system.

This work also compares the proposed technique with the methods proposed in [8,
9], and [11]. This comparison is presented in Table 3 where the average recognition
accuracy and miss rate are computed for those methods. The values of average recog-
nition accuracy for methods [8, 9, 11], and proposed method are 0.78, 0.74, 0.77, and
0.85, respectively, whereas the miss rate values for these methods are 0.18, 0.20, 0.16,
and 0.14, respectively.

Table 2. Experimental results: contact vs. touchless system

Contact system (in Sec.)

Test-1 | Test-2 | Test-3 | Avg.

Removal of scrubs 154 146 |182 |16.07
Changing of plates 736 825 |84 8.00
Viewing room 16.7 204 |193 |18.38
Rescrubbing 246 284 255 |26.17

Touchless system (in Sec.)
Test-1 | Test-2 | Test-3 | Avg.
Program startup 535 577 |5.03 |538
Detection of gestures 1.52 | 1.71 134 |1.52
Image flow view startup | 15.8 | 12.8 |21.4 |16.7
Image flow view startup | 27.2 | 26.4 |24.8 |26.1

Table 3. Comparison of kinect with other methods

Method Average recognition accuracy | Miss rate
[8] 0.78 0.18
[9] 0.74 0.20
[11] 0.77 0.16
Proposed method | 0.85 0.14
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6 Conclusion and Future Work

The current scenario of the COVID-19 pandemic really demands highly efficient tech-
niques and procedures to handle a large number of patients per day for several months
around the world. The proposed approach very much falls under the scope of the current
healthcare situation. The proposed system is developed basically to help doctors to deal
with conditions in modern operating room. This system minimizes the need of support-
ing staff in operating rooms. Sometimes doctors also need real time video assistance.
The proposed system will help to eliminate the traditionally used interaction methods
with the system by eliminating physical contact or any wearable technology, which is
one of the key requirements today. Ultimately, the system proves to be beneficial in
medical fields and to the community by making the operational process more efficient
and also keeps it an aseptic and sterile condition with an added benefit of reduced time
consumption. The proposed system can be further improved with time in the future to
enhance other healthcare applications including stroke rehabilitation to recover stroke
patients, fall prevention in elders is about predicting and preventing falls in the elderly.
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Abstract. The Dark Net, a dark side of the internet, became a perfect hosting
ground for criminal activities and services, including significant drug market-
places, child and women sexual abuse, forged documents, homemade explosives,
and likewise. The nature of the Dark Net makes it indifferent to searching through
the indexed mechanism. Diverse approaches are suggested and attempted to gain
useful insights from the Dark Net. In this paper, a focused crawling framework
for uncovering material of child and women abuse that lies in the Surface and
the Dark Net is proposed. A focused crawler is domain-specific and trained to
selectively retrieve web pages that are related to a given domain from the Internet.
One of the novel attributes of the crawler is traversing the Surface Net and the
Dark Net in a pseudonymous way. During a single crawl session, it automatically
selects hyperlinks, which are most likely to give related web pages and down-
loads pages that are relevant. The hyperlink selection method uses anchor text
and local context of the hyperlink as a feature vector. Numerous web data mining
and classification tasks utilize local contexts of hyperlinks. Focused or Topical
crawlers have a major dependence on local contexts of hyperlinks. The relevancy
of the page and hyperlinks is calculated using natural language processing and a
sophisticated Artificial Neural Network (ANN) based classifier. The evaluation of
the crawler indicates the high harvest rate and effectiveness of the crawler.

Keywords: TOR - Dark web crawling - ANN - Child sexual abuse material -
Pseudonymous crawling - Hyperlink selection

1 Introduction

The history of the hidden web is almost as old as the history of the surface web. The
same architecture and design that made the Surface Web possible, also makes the Dark
Net possible. The Surface Web consists of web documents that search engines can
find and then provide according to users’ needs. As the tip of an iceberg is visible to
us, a conventional web spider can see just a tiny fraction of the data that’s available
on the internet. The remaining part of the information which cannot be found on the
regular search engines forms the Deep Net. It is gigantic, unlike the Surface Web. More

© Springer Nature Switzerland AG 2021
R. Agrawal et al. (Eds.): ICCEDE 2020, CCIS 1436, pp. 89-101, 2021.
https://doi.org/10.1007/978-3-030-84842-2_7


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-84842-2_7&domain=pdf
http://orcid.org/0000-0002-9631-7381
http://orcid.org/0000-0002-6895-9926
http://orcid.org/0000-0001-8595-2921
http://orcid.org/0000-0001-9015-457X
http://orcid.org/0000-0002-6551-3021
http://orcid.org/0000-0003-2521-6433
https://doi.org/10.1007/978-3-030-84842-2_7

90 V. Shinde et al.

than 555 million domains have registered on the web and each contains multiple web
pages. Many of these pages are not indexed and thus become part of the Deep Net. This
enormous Deep Net has a small part known as the Dark Net. It is purposely hidden and
is practically inaccessible via ordinary web browsers. The proper setup of the software
and its configuration allows users to enter the Dark Net. It has gained popularity because
it offers anonymity and facilitates secret communications. These significant features of
the Dark Net attracted many cybercriminals to host illicit content and soon became a
scary place to visit on the internet.

Child Sexual Abuse Material (CSAM) is content that portrays the sexual exploitation
of children under the age of 18-years-old [1]. As a general term, CSAM belongs to child
pornography as well as other forms of online child sexual offense. The usage of the
Internet in CSAM crimes has caused substantial concern over the last decade, mainly as
it links to the use of the Dark Net or content hosted on anonymized software services
such as TOR [2]. Although the true prevalence of CSAM present on the Dark Net is
unexplored, recent reports have revealed the popularity of child pornography sites among
users of hidden services. A study of TOR conducted at the University of Portsmouth
revealed that more than 83% of the Dark Net is created by visits to websites hosting
child abuse material [3]. CSAM is different from other Dark Web-based illicit product
marketplaces because only a tiny portion of CSAM is commercial. Surveys suggest only
about 7.5% of CSAM on the Dark Net is sold for a profit. This is because the majority
of CSAM functions as a barter system in which images are collected and traded within
peer-to-peer (P2P) networks. The technological constraints required for accessing the
elusive world of the Dark Net make crawling schemes employed for it more intricate,
unlike the Surface Net.

Many organizations are working on this domain to prevent the online exploitation of
children. “Thorn’ [4] is a non-profit body established in 2012 which focuses to protect
children from sexual offense. One of its flagship products ‘Spotlight’ [5] was developed
to enable law enforcement to collaborate beyond jurisdictions or national borders in
identifying victims. Another initiative was taken by Thorn in this domain by the devel-
opment of a tool called ‘Safer’ [6]. It provides companies with proper tools to eradicate
CSAM from their platform.

The increasing number of content being uploaded on the web and technical com-
plexities has made the manual investigation a very tedious task. Still, some websites like
‘The Hidden wiki’ and darknet search engines like Candle, Torch, etc. provide entry
points to the Dark Net. The entry points gathered from these pages often lead to inactive
websites and make the investigation futile. This paper highlights an effective tool that
can be used by law enforcement and researchers to get the insight of the illicit content on
the web. The proposed crawler can maneuver not only surface web but also the Dark Net
to discover web resources on child and women abuse content. The crawler flawlessly fol-
lows related hyperlinks by adapting unique identities every time visiting a website. The
next section talks about various works related to our crawler. Further, Sect. 2 discusses
proposed architecture followed by pseudonymous and non-blocking crawling strategy,
construction of feature vectors for the page classifier and link classifier. Section 4 dis-
plays the outcomes of the experiment for the CSAM domain and finally, Sect. 5 talks
about the conclusion and future work.
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2 Related Work

Several crawlers have developed to obtain the information from the Surface Net and
the Hidden Web. Preliminary research has proposed various techniques and tools to
obtain data from the visible web and the Hidden Net [7, 8]. Many studies describe the
entry points of the Hidden Net [9, 10]. Generally, an exhaustive crawler and the focused
crawler are employed in research areas. An Exhaustive or a Generic [11] crawler is the
one that extracts information from the sites irrespective of its relevance to the domain
and thus delays retrieval of domain-related information. Focused Crawler or Domain-
specific crawler crawls topic or domain-related web pages and extracts information from
it. ACHE crawler [12] can automatically search for information on a particular domain,
producing a large number of relevant results from the web. We will now discuss a few
crawlers related to our work.

Basic Exhaustive crawler proposed by Pant et al. [11] extracts all the information
from the web without checking the relevancy of the data to the domain of interest. The
basic flow of this type of crawler is to maintain the list of unvisited URLSs called frontier.
Initially, they consist of seed URLSs provided by the users or another program. After this,
the crawling loop starts by popping out one URL at a time from the frontier, visits that
URL and extract all the information and hyperlinks present on the page and mark that
page as visited so that the crawler won’t encounter the same page again while crawling.
This marking method helps for fast crawling process. Hyperlinks extracted from the
page are added into the frontier, implemented as a FIFO queue because the crawler is
working on the breadth-first algorithm. Now, if the crawler is ready to crawl another
page, the next URL is popped out and the crawling process mentioned above continues
till the termination. When the crawler reaches the depth (a certain number of pages have
been crawled) or situation signals a dead-end (Frontier is empty-The crawler has no new
page to fetch) the whole crawling process gets terminated.

ACHE crawler [12] is a domain-specific crawler developed at New York University.
The darknet sites are generally not accessible by generic crawlers. The servers are located
in the TOR network and require specific protocols for being accessed. ACHE uses
external HTTP proxies such as Privoxy to crawl such sites. These proxies allow the
crawler to route the request through the TOR network. It uses machine learning-based
or regular expression based classifier to judge relevant and irrelevant web pages. It relies
upon the title, body, and URL of the webpage as features for the classifier. The ACHE
crawler employs the hard-focus and the soft-focus crawling strategy. In the hard-focus
strategy, the crawler will discard all hyperlinks from irrelevant webpages. In the soft-
focus strategy, it will discard hyperlinks only if the score calculated by the link classifier
is lesser than the configured threshold value. It also uses a link classifier to determine
the order of crawling. The link classifier assigns a score to the link based on its depth
and discards links with depth higher than the predetermined threshold. ACHE uses a
seed finder tool to collect a large set of seed URLSs related to the chosen domain. The
tool accepts a query from a user and redirects it to a search engine to obtain relevant
seed URLs. It stores raw information and metadata of webpages as documents in the
elasticsearch index.

The E-FFC (Enhanced Form-Focused Crawler) is a Deep Web Database (WDB)
focused crawler proposed by Li et al. [13]. This crawler tries to tackle problems such as
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mining high-quality information from massive WDBs by automatically discovering and
recognizing domain-specific entry points. It aims to overcome some common crawler
deficiencies such as low stability of harvest and coverage rate. The crawler implements
a two-step page classifier and link scoring to locate its target webpages by the breadth
search strategy. E-FFC in its page classifier uses a page similarity threshold to check if a
page belongs to a certain domain. The page similarity threshold is computed by extracting
domain-specific pages from an available data set and comparing their domain feature
vectors. The link classifier implemented in E-FFC considers a link scoring strategy with
two features, immediate benefit link and delayed benefit link. Due to correlation among
domains, the aforementioned methods also grab WDBs forms from other domains. To
eliminate this, a generic (domain-independent) searchable form classifier and a domain-
specific form classifier are introduced in a sequence in the E-FFC to filter domain-specific
searchable forms. Further, to increase the rate of crawling, the E-FFC has adopted two
types of link queues, single-level site link queue, and multi-level in-site link priority
queues. As crawling stopping criteria, the E-FFC quits from a website after finding 4
forms in a crawling website or if the depth of visited pages away from its root page
exceeds 5 levels.

The SmartCrawler proposed by Zhao et al. [7] is a two-stage domain-specific crawler
framework that helps to locate hidden-web resources. The first stage is Site locating
which uses a backlinks searching technique and site prioritization technique to find
relevant links. The backlinks searching technique uses generic search engines to find the
main pages of sites. These relevant links act as input to the next stage. The next stage
is In-site exploring which utilizes ‘balance link prioritizing” and ‘form classifier’. This
technique helps to harvest hidden web sources (such as searchable and non-searchable
forms [13]) by covering a wide portion of the web as much as possible. It uses an
adaptive learning technology that leverages data collected during past crawling session.
This crawler has an effective harvesting rate for deep web interfaces or hidden web
resources but is limited to the site hosted on the surface web.

Iliou et al. [8] proposed a focused crawling framework for extracting information
on any given topic from the sites hosted on the Surface Net or the Dark Net (TOR, 12P,
Freenet) [9]. They proposed 11 different hyperlink selection methods to find the most
relevant sites on a given topic. The crawler uses a classifier-based approach to follow
hyperlinks. They used Support Vector Machine (SVM) with RBF kernel classifier to
calculate scores of hyperlinks. These methods are based on the dynamic linear combina-
tion of hyperlink and web page (parent and destination page) classification. Their results
show high precision, recall, Surface Net hits, and Dark Net hits.

Different from the work mentioned above, our crawler CrawlBot is a domain-specific
pseudonymous crawler for extracting relevant information and provides the insight of
the surface web and Dark Net (TOR). Our crawler hides its identity by using randomly
generated pseudo-user agents and IP rotation after every single crawl. It uses the link
and the page classifier to collect relevant sources. This framework is bound to the CSAM
domain. However, it can be easily reconfigured for any other domain.
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3 Proposed Methodology

To crawl as many as relevant web pages and to collect data from them more efficiently,
we have implemented a crawler framework that can cover the surface web as well as
the Dark web. The detailed framework of the proposed crawler is illustrated in Fig. 1.
The crawler automatically connects to the Surface Net or the Dark Net based on the link
encountered. With the help of a pseudonymous crawling strategy, the crawler navigates
the web uninterruptedly. It exploits the trained ANN model which forms the backbone
of two main classifiers 1) link classifier, 2) page classifier. The page classifier is used in
association with the link classifier to compute a relevancy score for a specific link. The
crawler is implemented using Python 3.7 and Requests 2.2 library.
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Fig. 1. The detailed framework of CrawlBot

First, seed URLs corresponding to the topic of interest are scraped from the search
engine like Candle, Torch, etc. and inserted into the URL frontier. A URL is picked up
from the frontier and before visiting the corresponding web page the crawler acquires a
unique identity by changing user-agent and IP address. Then the web page is fetched and
parsed to extract the title, body text, and hyperlinks. The extracted data is used by the
page classifier to determine the relevancy score of the downloaded web page. If the score
exceeds the threshold value then the corresponding web page is stored in the database.
Further, the link classifier assigns relevancy score to each hyperlink considering anchor
text and local context of hyperlink. Hyperlinks with a score greater than the predefined
threshold are inserted in the frontier. While appending URLs to the frontier hyperlink
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with the highest score is appended first which ultimately increases the effectiveness of
the crawler. In the coming part of this paper, a thorough explanation of each component
of the proposed crawler is given.

3.1 Pseudonymous Crawling Strategy

Web crawlers are designed to retrieve data at a much faster pace and can dig deeper into
the website than human beings. Multiple requests within a short period cause the server
to overwhelm and reduce user experience. Thus, site administrators often employ anti-
crawling mechanisms by finding crawling patterns such as a large number of requests
from the same IP, usage of the old and same user-agent string. This hampers the overall
performance of web crawlers. To tackle anti-crawling mechanisms and to increase the
reach of our crawler, we have proposed a novel approach of pseudonymous and non-
blocking crawling. The approach incorporates two major features 1) IP rotation, 2)
User-agent rotation.

While crawling IP address of the crawler is exposed to site administrators and mul-
tiple requests from the same IP cause it to get blocked. Our crawler uses TOR expert
bundle wrapper as a proxy and hence routes all the requests through TOR. The TOR
expert bundle comes with two ports viz. 9050 and 9051. TOR routes all its requests
through port 9050 and provides controlling capability through port 9051. Before mak-
ing a connection to the server, a signal is sent to the TOR controller for the new IP
address. It re-establishes the new circuit and thereby provides a new IP to the crawler.

Mozilla/5.0 (Windows NT 10.0; Win64; x64; rv:75.0) Gecko/20100101
Firefox/75.0

Fig. 2. An example of an user-agent

User-agent strings transferred during web transactions send client system configura-
tion details to the requested server [14]. If the user-agent is outdated or not set properly,
then the server does not provide the content requested. We tested our crawler without
setting an appropriate user-agent and observed a low harvest rate. To hide the real user-
agent of the crawler, it selects a fake user-agent from the pool of current user-agents
before requesting a website. An example of a user-agent is shown in Fig. 2. This app-
roach eventually provides multiple unique identities to our crawler and thus reduces the
probability of getting blocked.

3.2 Page Classifier

During crawling our crawler comes across various kinds of web pages. The key is to
cover a wide range of web pages related to the domain of interest while discarding
irrelevant web pages and increase the overall harvest rate. This section describes the
feature construction of a web page and classification mechanism.

After fetching, the page classifier classifies the web page as relevant or irrelevant. If
the page is categorized as relevant, then it is marked as a flag and stored in a database. The



CrawlBot: A Domain-Specific Pseudonymous Crawler 95

downloaded web page is parsed and title and body content are extracted. Then extracted
content is converted to lowercase, stemmed, tagged with part of speech followed by
lemmatization and converted to vectors. The CountVectorizer is used to convert text into
an encoded vector with the help of the learned vocabulary of a specific topic.

The feature space of feature vectors of the web page is given as:

FSP = {T, B} ey

where T, B are feature vectors corresponding to title and body text of the web page
respectively. The resulting vector is fed to the ANN classifier which then decides if
the page is relevant to the topic or not. The detailed process for page classification is
described in Algorithm 1.

Algorithm 1: Page Classification

Input: Fetched HTML web page

Output: pageRelevancy score of web page
page = fetchPage()

title, body = extractTitleBody(page)
pageText = mergeText(title, body)
processedText = textPreprocessing(page Text)
page Vector = countVectorizer(processedText)
pageRelevancy = classifier(page Vector)

[ Y N VN

3.3 Link Classifier

In the context of CSAM, myriad web pages contain irrelevant hyperlinks which lead to
pages which are the least interesting to Law Enforcement. This section sheds light upon
the novel link selection approach combined with the page classifier, which selects links
accurately.

The focused crawlers generally rely on the link context. topic-specific crawling works
such as De Bra and Post [15] and Chakrabarti et al. [16]. applied the concept of link
context in which the content of the entire page is treated as the context of the hyperlink
embedded in it. SharkSearch [17] utilized the anchor text and some of the text in its
neighborhood to determine the benefit of following the corresponding link. Iliou et al.
[8] considered anchor text, terms within the URL and text window around the anchor
text while calculating the relevancy of the hyperlink. Most of the sites encountered by
our crawler are dark sites. Typically onion URLs contain automatically generated 16
(TOR version2) or 56 (TOR version3) character alpha-semi-numeric hashes which do
not convey meaningful information. Hence crawler cannot rely on terms within the URLs
and feature space of feature vector of the hyperlink is given as:

FSL = {A,L} 2)

where A, L are feature vectors corresponding to anchor text and local context of the
hyperlink respectively. This feature space is used by the link classifier to calculate
linkRelevancy. This score is not sufficient to make a decision and thus the global context
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of the parent page is taken into consideration. Finally, linkScore of each hyperlink is
calculated using a static linear combination of linkRelevancy and pageRelevancy. The
score i.e. linkScore of each hyperlink is computed as:

linkScore = o x linkRelevancy + (1 — «) x pageRelevancy 3)

where o is the relative weight assigned to hyperlink relevancy score. The value of a
plays an important role in selection of hyperlinks. Experimentally it is found that o
= 0.6 yields satisfactory results. Then hyperlinks with linkScore greater than prede-
fined linkThreshold are added to a queue. This queue is then sorted using linkPriori-
tizing and appended to URL frontier. The process of link classification is explained in
Algorithm 2.

Algorithm 2: Link Classification

Input: Fetched HTML web page and pageRelevancy score

Output: linkScore of hyperlinks

1 page = fetchPage()

2 relevantLinks = createQueue()

3 links = extractLinks(page)

4 for link in links do

5 anchorTert = extract AnchorText(link)

6 anchorSocre = classifier(anchorText)

7 localContext = extractLocalContext(link)

8 locoScore = classifier(localContext)

9 linkRelevancy = 0.5 x anchorSocre + 0.5 x locoScore

// Calculate static linear combination score using formula
given in Eq.3

10 linkScore = statLinearCombination(linkRelevancy, pageRelevancy)

11 if linkScore > linkThreshold then

12 L relevantLinks.add(link)

// sort relevantLinks in ascending order according to linkScore
13 linkPrioritizing(relevantLinks)

The ANN-based classifier forms the fulcrum of CrawlBot, which helps in the page
classifier as well as the link classifier. The classifier is trained on the pornography dataset.
The dataset contains 46,719 positive samples and 54,968 negative samples. The dataset is
parsed, its textual content is extracted, tokenization, stop words and punctuation removal,
part of speech tagging and lemmatization is applied. The CountVectorizer weighing
scheme is applied to convert textual data into feature vectors. Then, the classifier is
trained using a fully-connected Artificial Neural Network. Since other domains, besides
CSAM, might be of interest, the classifier can be easily re-trained on a new dataset related
to the topic of interest. The next section provides the evaluation results for assessing the
effectiveness of the proposed crawler.
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4 Evaluation

4.1 Selection of a Classifier

The performance of various classifier approaches on 5-fold cross validation with
CountVectorizer as a feature weighting scheme is depicted in the Table 1. The data
for mentioned approaches is the same and the same text preprocessing is applied to data.
The number of features is kept constant for all approaches to assess the performance of
each approach.

Table 1. Performance of classification algorithms

Weighting scheme Classifier 5-fold cross validation accuracy (in %)
CountVectorizer Multinomial NB 95.18
CountVectorizer SVM 95.58
CountVectorizer ANN 96.51

The Multinomial Naive Bayes classifier is used to classify relevant and irrelevant
web pages. It uses the multinomial distribution on the features. The classifier is tested
using CountVectorizer weighting scheme. This approach is not suitable as accuracy
is not desirable. Then SVM classifier was tested which improved the accuracy over
the previous approach. Further, CountVectorizer with ANN classifier is trained and
this approach boosted up the accuracy to 96.51%. Comparing the accuracy values, we
got significant improvement with ANN + CountVectorizer compared to Multinomial
Naive Bayes + CountVectorizer. This shows the efficiency of the chosen classifier in
the categorization task.

4.2 Nature of Darknet and It’s Interconnectivity

The experiments carried out for a different number of web pages shows that the Dark
Net and the Surface Net are interconnected for the CSAM domain. Table 2 represents
the number of surface web links found while crawling the Dark Net. These results prove
that several darknet links contain hyperlinks directed to surface web sites. The proposed
crawler does not get obstructed by this interconnectivity and seamlessly crawls the Dark
Net as well as the surface web during a single crawl session.

Another experiment conducted to monitor the nature of the Dark Net. The pro-posed
crawler was run for ten consecutive days on the same set of the Dark Net links. The graph
shown in Fig. 3 represents a very unstable nature of the Dark Net. The Dark Net links
also known as the hidden services often go offline and recuperate under a new domain
name [18]. Hence it is very important to acquire data of every new hidden service as
soon as it appears to analyze its online activity. TOR Hidden Services related to CSAM
captured by our crawler are given in Table 3. It shows the format of links of the Dark
Net.
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Table 2. Interconnectivity of the Dark Net and the Surface Net

Pages crawled | Links found | Surface net links | Dark net links
100 844 104 740

200 1391 112 1279

300 1858 123 1735

500 2048 125 1923

Table 3. Snapshot of crawled links

Onion links Topic
z4c4kdaf42gemdx3fksjjan7ecjfqtSzchoa7xpi7ujfiu2jqrzphgad.onion Women abuse
s3icn6jrwkjov4pknz3iilcbuy7ahgeu7af7gqd7bjkf7gywbj44weid.onion Pedophile
videocp3e3d65Sefnafl5jt3kqcavav755e707dvbnecjynsmxhlrwpyad.onion Pedophile
nkmxbnup44toysySna7zqoq2bomuwt34akapfp62lbscdptaiim7void.onion CSAM

40
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25 1

20 A
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Fig. 3. Unstable nature of the dark web

4.3 Harvest Rate

This section presents the findings of experiments carried out to determine the link har-
vesting capability of the crawler. Many web pages contain hyperlinks that do not always
point to related web pages and often misguide the crawler. The value of linkThreshold
plays the main role in selecting relevant links efficiently. To explain this, Table 4 provides
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the number of relevant and irrelevant links found by the crawler. The experiment was
conducted by changing the value of linkThreshold while keeping the number of crawled
pages to 200. The link-Threshold value 0.4 appears to be effective in properly distin-
guishing between related and non-related links. Hence it is obvious that the usage of the
page classifier in combination with the link classifier and proper choice of linkThreshold
improves the total effectiveness of the crawler.

Table 4. Effectiveness of crawler in link harvesting

Values of linkThreshold | Relevant links | Irrelevant links | Total links
04 768 623 1391
0.5 723 668 1391
0.6 682 709 1391
0.7 659 732 1391
0.8 627 764 1391

The performance of the focused crawler is generally measured by the harvest rate. It
determines the fraction of the crawled web pages that are relevant to a given topic. To
judge whether a given web page is related to a given topic or not, the crawler relies
on the classifier. As discussed previously, the ANN-based classifier performs well with
the CountVectorizer weighting scheme. We carried out three crawling sessions with
different values of pageThreshold designated as ‘t’ in Fig. 4(a). The value of a is set to
0.4 and the crawler was allowed to crawl 50 pages and the harvest rate of each session
was recorded. The Harvest Rate is computed as:

H R ! N PageRel 4
arvestRate = N anl_ ageRelevancy); @)

where N is the number of pages crawled and the pageRelevancy is a binary score of a
web page. As discussed in Sect. 3.3, the overall link Score of a hyperlink depends upon
the value of a. The proper choice ofaultimately determines the overall link harvest rate
of the crawler. The different values of link harvest rate were recorded by changing o
value. This experiment was conducted by setting linkThreshold value to 0.4 and results
are depicted in Fig. 4(b). The link harvest rate is a fraction of links found by the crawler
which are relevant to a topic. The Harvest Rate for link is calculated as:

: I V.
HarvestRatelink = N Z _ LinkScore; (5)

where N is the number of links found during crawling and the linkScore is a binary
score of a hyperlink. It is obvious from the graph shown in Fig. 4(b) that the value of
a = 0.6 improves the harvest rate of links. Additionally, links collected by the crawler
when manually investigated revealed that the values 0.7 and 0.8 gives some fraction of
off-topic links.
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Fig. 4. (a) The comparison of harvest rate for different values of t, (b) The comparison of link
harvest rate for different values of alpha

5 Conclusion and Future Work

This work proposed a web crawler framework capable of seamlessly crawling the Surface
Net as well as the Dark Net (predominantly TOR) within a single crawl. It employed a
method wherein the crawler can automatically connect to the Surface Net or the Dark
Net, based on the type of link it encounters. With the help of a pseudonymous crawling
strategy, the crawler can navigate the web uninterruptedly. The crawler utilized the
trained ANN model which formed the foundation of both the link classifier and the page
classifier. The page classifier in association with the link classifier helped to compute
a relevancy score for a specific link. The evaluation results showed the effectiveness
of the crawler and also how ANN-based classifier is superior over other classification
approaches.

The proposed crawler can be employed by government bodies to track malicious
content on the internet, gather specific types of information from websites and analyse
social media, blogs and forum data for illicit material such as drugs, child pornography,
and human trafficking. The crawler can be easily re-trained to explore other domains of
the Dark Web as well.

Particularly, in the CSAM domain, many pages contain many images and thus crawler
fails to classify the web page accurately. This bottleneck of the crawler will be eliminated
in the future work with the incorporation of Image Classification which will greatly
enhance the performance of the crawler which is currently developed to extract the
content and determine its relevance using Text Classifier. The crawler can also be made
more robust for crawling other dark web sites such as I2P and FreeNet.
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Abstract. The smart metering infrastructure of the smart grid needs
an efficient security mechanism since the smart meters have limited com-
putational power and storage. Considering the limitation, this paper
presents a lightweight au-thentication and key establishment scheme
to use between the Neighbourhood Area Network (NAN) gateway and
domestic smart meter. The scheme includes one-time registration of
smart meter with NAN gateway and multiple times mutual authentica-
tion between the NAN gateway and smart meter. The proposed protocol
ensured security with minimum computation and storage to enable lim-
ited power smart meter to authenticate itself with NAN. The security
robustness of the proposed model was analysed and proved using the
Automated Validation of Internet Security Protocols and Applications
(AVISPA) tool. Also, the performance evaluation shows the effectiveness
of the proposed scheme with the property of efficiency and lightweight
than the existing schemes with respect to the computational cost.

Keywords: Security + Authentication - Key establishment - Smart
grid - Smart metering

1 Introduction

In the present time, Internet of Things (IoT) devices are mounting rapidly.
According to a report by Gartner and Cisco [1,2], this epidemic growth will
reach 25 to 50 billions respectively in this year. With this exponential ascent
in the number of devices, the IoT is preparing to proceed on edge computing
for serving low latency and high bandwidth with better connectivity. The con-
cept of smart grid and smart metering has got great concentration recently. The
recent progress in the Information and Communication Technologies (ICT) has
promoted the Smart Grid (SG) as essential part of IoT services. The SG has
emerged in IoT as the future of energy industry and power system with the
advantages of fast computing, sensing, monitoring and balancing energy load,
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supplying uninterrupted energy, adequate power quality and efficient commu-
nication technique to properly manage the network of electricity [3,4]. While
improving efficiency, reliability, energy supply quality and flexibility [5], SGs suf-
fers from high latency and low QoS [6] and different attacks as they are depend
on ICT [7]. The authentication and secure key establishment scheme are the base
security factor to overcome various attacks. The mutual authentication and key
exchange provides the secure communication by ensuring trust identity among
the users communicating through public network without exchanging any sus-
ceptible knowledge publicly [8]. There are many traditional protocols based on
public key which are doubtful and inappropriate for smart metering infrastruc-
ture since most of the devices in the smart grid or lightweight IoT devices and
dependency on a Certification Authority (CA) for issuing certificate repeatedly.

Hence, it is extensive to construct a valuable and lightweight security solution
for smart grid especially for the smart metering infrastructure since the light
node smart meters does not have sufficient computational and storage power.
Considering these factors, we are proposing a lightweight authentication and
key establishment protocol for SG Infrastructure. The lightweight and robust
mutual authentication, secure session key generation and exchange in the smart
metering infrastructure of the smart grid resists different attacks thus result in
providing reliable, uninterrupted and efficient power supply.

The remainder of this paper is arranged as follows: Sect. 2 presents the related
work of the scheme and our contribution to this paper while Sect. 3 presents the
system model and assumptions. Section4 presents the proposed scheme and
proof of correctness while theoretical security analysis is provided in Sect. 5.
The computational cost analysis of the proposed scheme and its comparison
with other schemes is presented in Sect.6 and Sect.7 concludes the paper and
provides future work directions.

2 Related Work

A number of authentication and key establishment protocols have been presented
to deal with the security related concerns in SG Infrastructure in recent year [9—
16]. An anonymous authentication key distribution scheme with encryption and
ID-based signature was proved by Tsai and Lo [17]. Compared to this scheme,
He et al. [18] presented a new protocol with less computation cost but it was
found vulnerable to temporary secret key leakage. A spatial data aggregation
protocol with lightweight cryptography was presented by Gope and Sikdar [19].
A three- factor authentication protocol with traditional anonymity for smart
meter was presented by Wazid et al. [20] but this protocol does not support
dynamic revocation to remove malicious smart meters.

A lightweight authentication and key agreement protocol proposed by Kumar
et al. [21] that achieves identity anonymity using symmetric encryption, but in
this scheme all smart meters are registered by the NAN gateway hence NAN
gateway has to preserve a lot of symmetric keys for numerous smart meters.
Mahmood et al. [22] presented a high efficient authentication protocol but it does
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not support anonymity. So, Mahmood et al. [23] presented other anonymous key
management scheme for SG, but [24] argue that this protocol fails to provide
mutual authentication.

In 2019, Garg et al. [25] presented a lightweight authentication scheme, but
this protocol does not support anonymity as smart meters sends their real Iden-
tity (I(sm)) to the NAN gateway for communication request. An efficient and
anonymous identity based authentication scheme for MEC was proposed by Jia
et al. [26] but they did not consider key management for communicating users.
An authentication and key management strategy for edge-cloud computing was
presented by Kahvazadeh et al.[27] that authenticate all the devices through
control area unit (CAU) whic is supposed to be a trusted entity but this proto-
col does not support anonymity and so not suitable for SGs. Some protocol was
presented based on ring signature [28], blind signature [29] and group signature
[30], but it is known that these signature schemes are time consuming and suffers
from different drawbacks as discussed earlier.

More recently, J Wang et al. [24] proposed an anonymous authentication
scheme based on blockchain for edge based SG systems that make use of smart
contract to verify the real identity securely using Registration Authority (RA),
but smart contracts also suffers from the issue of transaction processing speed
and scalability problem in blockchain. They are also highly dependent on pro-
grammers and vulnerable to bugs. Hence, it is a big challenge to design an
improved and efficient lightweight authentication and key establishment scheme
with less complexity, latency and communication cost with high scalability for
smart metering infrastructure.

2.1 Contribution

The contributions of this paper to provide secure smart metering infrastructure
for the smart grid are as follows:

1. Proposed a lightweight and efficient authentication and key establishment
protocol that supports dynamic key exchange and secure communication.

2. The security strength of the proposed model is analysed using Automated
Verification of Internet Security Protocol and Application (AVISPA) [31].

3. The security analysis and computational cost measurement proves that the
proposed scheme is also deployable in real time smart metering infrastructure.

3 System Model

This section presents the systematic model of the proposed scheme with some
assumptions.
3.1 Entities

The smart metering infrastructure of the proposed scheme consist of the follow-
ing three entities:
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1. Registration Authority (RA): The registration authority is a centralized
entity or service provider trusted by each of the members in the smart meter-
ing infrastructure. The RA is also responsible for generate and distribute the
key materials (Public and Private key pairs) to all the members participating
in SG service utilization.

2. Smart Meter (SM): The smart meters are usually installed at Home
area network(HAN) and accountable for maintaining the energy consump-
tion details of the consumer. These energy consumption data values are sent
to the RA through NAN gateway. The SMs are generally connected to the
nearest NAN gateway.

3. Neighbour Area Network (NAN) gateway: The Neighbour area net-
work (NAN) gateway are also perform as edge server that work as intermedi-
ary node or utility controller between RA and SMs for providing electricity
services to its nearby SMs and send their usage report to the RA.

3.2 Assumptions
Furthermore, the list of assumption adopted in this scheme are as follows:

— The public keys of all entities are known to all and the identities of NAN
are known to SMs as in smart metering infrastructure, NAN gateways are
present as broadcast nodes since providing services on time and demand, so
there is not any requirement for identity anonymity for NAN gateways.

— The clocks are synchronized for SMs and NANs.

— The RA is connected to the NAN and SM in a secure manner. Although,
the communication between NAN and SMs are public and not secure so, the
proposed scheme is designed for authenticating and key exchanging to ensure
security between these two entities.

3.3 Security Requirements

The security requirements that must be satisfied in a practical authentication
and key establishment scheme of smart metering infrastructure are as follows:

1. Mutual Authentication: The mutual authentication of the SMs and NANs are
required to permit only the registered entities of smart metering infrastruc-
ture to communicate. The nodes mutually verify their identity before sending
messages.

2. No Online RA: To solve the issue of single point failure and minimizing com-
munication overhead, it is required to achieve mutual authentication between
the entities without involving RA every time.

3. Session Key Agreement: During the proposed scheme’s execution, a similar
session key should be generated on both side for further message exchange
and it should not be disclosed to any other entity including RA.

4. Confidentiality: Only the authorized entities able to interpret the communi-
cation messages.
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5. Identity Anonymity: The identity privacy is necessary for the SMs so that
attacker can never get the real identity of the SM while authentication phase.

6. Flexible against other Attacks: To improve the smart metering infrastructure
security, the proposed scheme is required to provide elasticity against different
common attacks.

4 Proposed Protocol

The challenge of this algorithm is to perform efficiently by providing resiliency,
low latency, high security and scalability to ensure the best performance.

4.1 Initial Phase

This phase is performed by RA in the starting of implementation of the system.
The proposed scheme uses the Elliptic Curve Cryptography (ECC) with the
Secure Hash Algorithm (SHA) respectively for encryption and one way hashing.
A cyclic additive group G choosen by RA with the prime order n and a generator
P on an Elliptic curve E over a finite field F,. Then RA takes a psudorandom
number dr € Z; as its master private key, calculates corresponding public key
Q1 = dr - P and selects a secure one way hash function h(). Now RA keeps dr
secret and publish the other parameters (G, P,n, Qr, h()).

4.2 Registration Phase

This phase is executed between RA and SM/NAN gateway when a new SM or
NAN gateway joins the smart metering infrastructure. The Registration phase
computation and communication is shown in Fig. 1. Initially, the SM; sends its
identity ID; to the RA for registration. The RA firstly checks whether this SM
has registered previously or not, if yes, then terminate the request, otherwise
calculates key material for SM,; by selecting a random number r; € Z%, and
calculate R; = r; - P. Now, it calculate the EID; = h(ID;||R;) and the secret
key for SM; asda = r; + dp- EID; and its corresponding public key Q4 = da-P.

Now RA sends (FID;,da,Qa, R;) to the SM; via a secret channel. The
secret channel is established using the public key of smart meter and it is used
only once afterwards RA generated key will be used. After getting these key
materials from RA, SM; just verifies the validity of d4 - P = R; + Q1 - EID;
and EID; = h(ID;||R;) and then stores d4 and EID; securely after verifying
them successfully.

In same way, NAN; also register with RA by sending its ID; to RA and
gets back its key materials E1D;, R;,dy and Qn from RA via secret message
and store them after successfully verification.
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Registration Authority Smart Meter (SM,;)

Selects rie Z*

Ri=r;.P

EID; =h (ID; | |R;)

Construct da=r; + dy .EID;

Qr=d,.P

=r,.P+(dr.P).EID;

= R; + Q7 EID; sendEID, R, d,, Q,
as secure message

Get dp and verifies :
da.P =R;+Qr.EID;, = Qu
EID;= h(ID; | | Ry)

Fig. 1. Registration phase of our protocol

4.3 Authentication Phase

The process of the authentication between smart meter and NAN gateway is
shown in Fig. 2. This phase is initiated by the smart meter whenever it needs to
communicate with NAN gateway. The smart meter SM; use the key materials
received from RA, choose a random number a € Z#, and calculates A = a - P
and A’ = a - Qu. Then it computes K4 = A’ @ EID; & T;, where T; is the
current timestamp. Now it start communication with its closer NAN gateway
NAN;j by sending < A, R;, K 4,T; > through public channel.

The NAN gateway N AN; receives these parameters from SM SM; and firstly
verifies if |T; — T/| < AT where AT is the predefined threshold value and 7T}
is the current timestamp. Then it verifies A’ = A - dy and extract EID] =
A'® Ka @ T; and construct @'y = R; + Qr - EID] and checks whether @', =
Q A (the public key of SM SM;). If they both are equal then verified and accepted,
otherwise terminate the session by NAN;. Now NAN; selects a random integer
b and calculates B = b- P, B = b-Q4 and Z = b- A. Then it calculates
session key of NAN gateway SKy = h(A||B||Z||T}), where T} is the timestamp
of NAN;. Finally it sends < B, R;, Kn,T; > to SM;.

On receiving this message from NAN;, SM; first verifies the T — Tj’ < AT
and B’ = B -da. It then extract FID} = B' ® Ky © Tj, construct Q) =

Rj + Qr - EID’; and checks whether @ < Q@ n (the public key of NAN NAN;).
If SM; find both are equal then received parameters are accepted otherwise
terminates the ongoing handshake to establish the mutual authentication and
secure channel. After verifying, SM; calculates Y = a - B, Session key of smart
meter SK 4 = h(B||A||Y]|T;) and communicate further through this session key.
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Smart Meter (SM,) NAN Gateway (NAN;)

Selecta € Z",
Calculate A = a.P, A'=a.Qy
Ka=A B EID, DT,
<A R, K=, T,>

Verifies T; < AT
verifies A’ = A. dy
Extract EID/=A @K,/ DT,
Construct Q4 =R; + c}[. EID;" and
Checks whether Q" = Qa(Public key
of SM,)
SelectbeZ’y, T;=T,
Calculate B=b. P, B'=b.Q,, Z=A.b,
Ky=B' @ED,DT,

<B,R, Ky T sy = h (B]1A]1Z]1T)

Verifies T; < AT

verifies B" = B. du

Extract EID =B' @ Ky DT,
Construct Qy" =R;+ Qy. EID;" and
checks whether Q' = Qy (Public key
of NAN))

Calculate Y= B.a,

SKa=h (Bl A[[Y[IT:)

Fig. 2. Authentication and key agreement phase of our scheme

4.4 Proof of Correctness

In this section, we provide the proof of correctness of the proposed protocol. In
the Fig. 2, the verification of A’ is as follows:

A=aQn —a-dy-P—a-P-dyv=A-dy (1)

Thus, A’ get verified at NAN side. Similarly SM also verifies B’ received from
NAN gateway. The correctness of @’y Z Q4 is as follows:

Q4 =R; + Qr-EID, — r;-P +dp-P-EID}, — (r; + dr - EID})-P — da-P=Qa (2)

Therefore, Qy = Q4.

In the Fig. 2, we get the value of Y at SM and Z at NAN gateway but both
are equal. On deriving from Y, we get Y = Z:

Y=a-B—a-b-P—a-P-b—Ab=2 (3)

hence, SK4 = SKy.
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Table 1. Comparison of security properties supported by different schemes

Property Kumar et al. [21] | Garg et al. [25] | Wang et al. [24] | Proposed
Mutual authentication Y Y Y Y
Session key agreement Y Y Y Y
No online RA - Y Y Y
Pseudo-anonymity Y ‘Weak Y Y
Un-traceability - - Y Y
Forward secrecy Y Y Y Y
Resist replay attack Y Y Y Y
Resist impersonation attack | Y Y Y Y
Resist stolen verifier attack |- - Y Y
Mitigation of DoS attack Y Y - Y
Resist MITM attack Y Y Y Y

Y - Satisfies the security property, - Not discussed

5

Security Analysis

This section will provide the details of security analysis supported by this sys-
tem. The Table 1 shows the comparisons of our protocol with other sechems to

U1

1.

derstand it better.

Support Mutual Authentication: The proposed scheme supports
mutual authentication as we have shown in the previous section. The enti-
ties SM; and NAN; authenticate each other by verifying timestamps, A’,
B’ and constructing @’y and Q' which are constructed by the respective
communicating entities. This verification can not be possible without their
respective secret keys d4 and dy.

Session key Agreement: To get the accurate session key, an attacker
needs the values of a or b which is not possible to get because these values
are not shared via public channel and secret to their respective generator.
The calculation of @ and b from A and B is elliptic curve discrete log problem
(ECDLP).

No Online RA: It is clear from the scheme that it does not need to call
RA during the authentication phase and for further communication.
Support Pseudo-Anonymity: The proposed scheme supports privacy of
SMs by providing identity anonymity. The original identity ID of smart
meter is shared only at the registration phase not in the iterative authenti-
cation phase and further communication.

Resists Traceablility: This authentication scheme supports identity
anonymity and unlinkability for SM, so the behaviour of the SM can not
be traced by any outside attacker.

Forward Secrecy: A perfect forward secrecy involve the session keys that
should never be compromised even if the private keys of entities and mes-
sages are compromised. In this scheme attacker cannot get the values of a
and b to calculate A and B because a and b are randomly chosen by the
entities and not sent via public channel.
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7. Oppose Replay attacks: Proposed scheme is resist against replay attack
as it uses timestamps with all messages exchanges.

8. Resilience against Impersonation Attacks: This proposed scheme also
resist impersonation attacks since the messages shared via public channels
are computed through their respective private keys.

9. Resist Stolen Verifier Attacks: The stolen verifier attack is not possible
in this scheme as the RA keeps only the I D and their respective E1D in its
storage and removes the Key material of that particular entity after sharing
with the entities.

10. Mitigation of Denial of Service: The proposed protocol mitigates DoS
attack since the messages coming from an entity is firstly validated according
to timestamp and random number multiplier (example A” = dy - A).

11. Resist Man-in-the-Middle (MITM) Attack: The MITM attack is not
possible in this scheme as the messages are calculating through the random
number and private keys of respective entities and an attacker can not get
both of them since those are not transmitted via public channel.

5.1 Formal Security Analysis

The formal security analysis of this proposed scheme has done by Automated
Verification of Internet Security Protocols and Applications (AVISPA) tool [31]
which is well noted in the academia [12,14,21]. AVISPA is a suite of applica-
tion that helps in validating the internet security protocols in some automated
manner.

It consist of four particular model-controllers for checking: on the fly model-
checker; SAT-based model checker; constraint logic based attack searcher;
tree automata based on automatic approx. of analysis of security schemes.
AVISPA scripting language is known as High level protocol specification lan-
guage (HLPSL) which is a role based language, so it recognize the members
as operator performing different duty and accountability in complete protocol.
This is presented as the transaction. The obtained result from AVISPA is pre-
sented in Fig.3 and it shows that the proposed mutual authentication and the
key establishment scheme is safe against on the fly model-checker (OFMC) and
constraint logic based attack searcher back ends and executes within a bounded
number of sessions. Hence the proposed scheme is safe against the attacks.

6 Computational Cost Analysis

In this section, we present the performance of our protocol compared with two
recent related schemes Garg et al. [25] and Wang et al. [24]. The Table 2 shows
that our scheme provides mutual authentication and key establishment with min-
imum number of cryptographic operations as compared with existing schemes.
The T, refers ECC point-multiplication, 7}, refers one-way hash function and
T, refers point addition. Although Garg et al. [25] have shown 2T}, in SM and
2T, in NAN, but according to our calculation we have considered 47;,s on each
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SUMMARY
% OFMC SAFE
% Version of 2006/02/13
SUMMARY DETAILS
SAFE BOUNDED_NUMBER_OF _SESSIONS
DETAILS TYPED_MODEL
BOUNDED_NUMBER_OF_SESSIONS
PROTOCOL PROTOCOL
ngane/span/span/testsuite/results/l.ASM.if /home/span/span/testsuite/results/LASM.if
as_specified GOAL
BACKEND As Specified
OFMC
COMMENTS BACKEND
STATISTICS CL-AtSe
parseTime: 0.00s
searchTime: 0.26s STATISTICS
visitedNodes: 64 nodes
depth: 5 plies Analysed : 0 states
Reachable : 0 states
Translation: 0.02 seconds
Computation: 0.00 seconds

Fig. 3. Formal security verification of designed protocol on AVISPA

Table 2. Comparison of different schemes with respect to number of cryptographic
operations

Scheme Smart Meter NAN Gateway Total

Garg et al. [25] | 4T, + 4T 4Ty, + 4Ty 8T, + 8Th

Wang et al. [24] | 4Ty, + 1T, + 5Ty | 4T + 1T, + 6Ty | 8T, + 2T, + 11T}
Proposed 3T + 1Ty 3T + 1Ty 6T + 213

entity. The total computation overhead of our proposed protocol is 67, + 27},
which is lower than both the existing schemes.

To show the computational advantage of the proposed scheme, We have con-
sidered the computational time of various cryptographic operations presented in
the Kumar et al. [21] scheme and compared with existing works. The execution
time of ECC point multiplication (7},) is 2900 ms and one-way hash (7},) is
39 ms. The Fig.4 shows the comparison of computation overhead of different
schemes of the smart metering infrastructure including the SM and NAN gate-
way cryptographic operations. The total computation overhead of our proposed
protocol is 6T, + 2T, = 6(2900) +2(39) = 17478 ms however computation over-
head of Garg et al. [25] is 23512 ms and Wang et al. [24] has 23590 excluding
the point addition (7},). Hence our proposed scheme has less overhead when
compared with the existing schemes.
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Fig. 4. Computational Overhead

It is clear from the Table 2 and Fig. 4 that our proposed schemes takes less
computation cost at both levels with respect to the number of cryptographic
operations when compared with existing schemes. Hence the proposed scheme
is suitable for the light smart meter of the smart metering infrastructure.

7 Conclusion

The security is very essential while smart meter and the NAN communicates
in the smart metering infrastructure. To ensure the mutual authentication and
security, we present a lightweight authentication and key establishment scheme.
The proposed scheme uses the Elliptic Curve Cryptography and one way hash
function to provide a secure mutual authentication and symmetric key establish-
ment among the entities. The security analysis and evaluation shows that this
scheme is secure against several attacks and malicious activities. In addition, the
formal analysis done on the AVISPA tool demonstrate the proposed scheme’s
safety and security against different threat models. The computational cost anal-
ysis proved that the proposed scheme needs less overhead when compared with
the existing schemes. The future work of this paper is to overcome the insider
attack.
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Abstract. Current landscape of IT industry is extensively focusing on more con-
trol over the intelligent devices within a secured environment while also incorpo-
rating cost minimization factor. Therefore Software Defined Networking (SDN)
is becoming highly sought after due to its offering of all of these amenities. SDN
provides agile networking framework through programmability and reduces the
requirements of redundant devices by centralizing single point of control while
providing a secured backbone. Various controllers can be used to establish this
control over the network. One such controller Ryu shows promising network
orchestration features with comprehensive security integrations that allow it to
counter most common types of cyber threats directed towards a commercial net-
work. Therefore we have chosen Ryu controller for our project and tried to show-
case our work with the implementation of a weighted round robin load balancer
with multipath topologies. Afterwards we have tested if the load balancer was
precise in calculation of the shortest path and its packet distributions. Then it was
estimated how much performance deteriorations occur in terms of raw bandwidth
(BW) transmissions between terminals hosts and how much packet loss is incurred
when an external middleware (i.e. load balancer) is added in the topology. Our
tests showed that the inclusion of the middleware (load balancer in the 3 path
topology) caused a peak throughput deterioration of 5.4 Gbits/sec. (from 13.78
Gbits/sec. down to 8.38 Gbits/sec.) and a peak mean value of 1.6010% packet loss
therefore, making it evident that higher bandwidth transmissions caused notable
performance deteriorations.

Keywords: SDN - Ryu - Load balancer - Mininet - Weighted round robin

1 Introduction

Software Defined Networking (SDN) has enabled robust network orchestration with
deep customization through programmability while making it cost effective. Corpo-
rate companies are always looking forward to the reduction of costs while maintaining
maximum efficiency, which is where SDN comes into play. SDN drastically reduces
the number of redundant devices while separating control and data plane in the pro-
cess. This yields more control for the network admin whilst satisfying the 21% century
moto of going Green, because less devices, lesser productions hence lesser emissions.
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Current Legacy network suffers from various issue like decentralized control, expen-
sive hardware and firmware, vendor locked features, lack of customization, rigid policy
dependency and many more. Network administrator is compelled to micromanage indi-
vidual devices and policies making the management very hectic with very little to no
customization or maneuverability. SDN’s advanced framework provides a dynamic view
of the network while boasting fine granularity by enabling the use of dynamic rules and
customized user defined policies. Moreover, traditional network is vertically integrated
hence very hard to expand. With the popularity of Big Data and distributed systems SDN
has become more essential than ever. With the segregation of control and data planes
SDN enable the Network to be horizontally expanded by adding numerous physical and
virtual devices [1]. From Fig. 1 we can see a very basic overview between a traditional
Network architecture and SDN architecture.

Forwarding Device Forwarding Device
with Embedded Control with Decoupled Control

Software Control

<«——Middle Box

Traditional Network Software-Defined Network
(Distributed Control) (Centralized Control)

Fig. 1. Traditional network vs SDN network

From Fig. 1 we can observe than traditional Network contains network devices
having distributed control and separate middle boxes for multiple segments. As a result
Network administrator has to access all the individual devices to configure that specific
segment. On the other hand in SDN framework administrator can control all the network
nodes (ex: Layer 3 Routers, Switches, Firewalls etc.) from a single controller point where
he/she can easily deploy all the configurations, security and networking policies without
needing to access singular nodes potentially rendering the nodes as commercial off the
shelve devices (COT). This singular controller point is named simply as a controller
in SDN. This SDN controller provides full overview of the network and its elements
while offering smoother supervision of the network activities and thus putting itself
in an objectively favorable position in terms of cybersecurity. SDN controllers enable
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users to install customized security modules and policies to be used within a network
environment with little to no expense in contrast to a traditional network where one
firewall can cost big bucks. There are many controllers currently available in the SDN
scene hailing from tech giants like CISCO, Brocade, NEC, Juniper etc. each of them
competing to come up with the best version of their controllers with all the next generation
networking facilities. For our project we have chosen such a versatile controller namely
Ryu, because it offers a dynamic and secured platform with seamless integration of
security modules, making it a perfect choice for commercial installations. In the later
parts of the paper we have discussed briefly on those security aspects. For our work we
have tried to evaluate the Ryu controller’s performance where a weighted round robin
Load balancer was implemented with the script written by Wildan Maulana Syahidillah
[2] in combination with our custom topology script in order to incorporate multiple paths
and devices within the network. Then it was tested if the packets transmission is properly
followed by the weight calculations or not. Afterwards an intensive evolution process
was done with the use of iperf [3] tool in order to calculate the deterioration (due to
the inclusion of the middleware) in terms of raw bandwidth throughput and packet loss
percentage between hosts. Following points summarize the contribution of our project:

e The test results demonstrated that increased numbers of paths and higher bandwidth
transmission rates caused notable performance deteriorations.

e A performance assessment was done between our proposed topology and a similarly
designed topology [4] using an OpenDaylight (ODL) controller. In comparison, our
Ryu controller based setup fared slightly better in terms of raw bandwidth throughput
while the load balancer was operational.

e The proposed setup (combination of the Ryu controller, Mininet, load balancer script
and our custom topology script) can be used to create a network platform which can
offer seamless network expansion where multiple paths and networking devices can
be added as per network admin’s requirements.

2 Similar Works

Over the past decade various research works have been performed in order to evaluate
different SDN controllers. Many of them focused primarily on the raw throughput of
the controllers in varying topology conditions adding middleware (i.e. firewalls [5],
access points, modular routers [6] and switches, load balancers etc.) while many of them
tested out improved techniques, newer compatibilities and policy supports. One such
work [7] shows data on evaluations of Ryu controller performance in association with
OpenFlow switch while finding various parameters like Bandwidth, Jitter, Packet loss,
round trip time etc. In another work [8], authors have used dynamic load balancer within
a Ryu controller using Mininet emulation and they have proposed Dijkstra’s algorithm
in order to find the shortest path and tried to achieve precision in data delivery with
minimal latency. There is another research work [9] that focused on establishing static
Round robin and random connection based load balancer within a Mininet emulation
environment while using the Ryu controller and OpenFlow-enabled switch. Our work is
very much akin to this work but we have primarily focused on the weighted round robin
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load balancer and the overall impact on the throughput of the network with its inclusion.
Later we have also tried to measure the precision of the packet distributions and the load
balancers path selection accuracy. Another work [4], also focused on a parallel concept
where authors have implemented a dynamic load balancing environment with the use of
OpenDaylight controller (Nitrogen version) and Mininet for the network orchestration.
Afterwards they have used iperf tool to measure the traffic load and the performance
of the emulated network just like we did for our throughput measurements. Their first
network scenario is very much alike our emulated topology but contains one less device
i.e. a Switch. In comparison, our setup (with the Ryu controller and the load balancer)
yielded higher throughput rate of 8.82 Gbits/s. even with the extra Hop (one extra Switch)
where their topology yielded a throughput rate of 6.6 Gbits/sec with the load balancer.
But both setups exhibit reduced yields while more devices and paths are incorporated
within the network topology.

3 Background Topics

3.1 SDN Architecture

In Software-Defined Networking the general idea is to provide an open abstraction that
divides the Data plane and Control plane while having the network provisioning capa-
bilities of a centralized core controller. The architecture can be categorized into three
layers (see Fig. 2). The Application layer mainly utilized various business APIs (applica-
tion program interface) which are openly developed by various application developers.
It allows open apps while leveraging network information like network state, topology
structures, uplink statistics etc. therefore allowing seamless development for various
scenarios like network automation, mass policy implementation, link troubleshooting,
security implementation and network supervision. To name a few of these apps: Bro-
cade Network Advisor and Flow Optimizer, HPE Network Visualizer, Aricent SDN
Load balancer, TechM smart flow steering etc. [10]. These Apps are mainly utilized
with REST APIs through the northbound interface which connects the controller with
the application layer. Control layer is the Plane where the brain of network aka con-
troller resides. This controller takes all the logical decisions while boasting unhindered
network orchestration capabilities. It uses southbound interface and utilizes southbound
APIs like OpenFlow, Ovsdb, Netconf to connect with the infrastructure layer. The infras-
tructure layer contains all the forwarding devices, the COTs (commercial off the shelf
devices), the White boxes, switches, routers etc. where the underlying physical network
resides. The controller can lay down the virtual framework upon this physical network
potentially modifying it on the process.
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Application Layer

Topology Viewer App Flow Optimizer App
—— |
Policy Enforcer Ap

Control Layer

SDN Control

OpenFlow, Ovsdb,
Netconf

Infrastructure Layer

Router Switch

Fig. 2. Traditional network vs SDN network

3.2 Controller

In an SDN framework the controller acts as the primary core that facilitates supervision
over the different network elements and all in all satisfies the notion of a programmable
abstraction by splitting forwarding plane from control plane. This supervision is achieved
through controller that exemplifies unconstrained autonomy in Network design. The
controller also performs operations like: API interfacing, session control, network and
flow management and network modeling etc. which aids in unhindered network con-
trol. There are many controllers in the market each satisfying their own networking
ventures with custom environments and varying amenities. Some popular open con-
trollers are POX/NOX, OpenDaylight (ODL), Beacon, Ryu, Floodlight, ONOS, Faucet,
OpenContrail etc. There are also controllers which are developed and marketed com-
mercially. To name a few The Brocade SDN controller, NEC, VMware (vCloud), Nicira,
Contrail/Juniper etc. are the most popular ones [11].

3.3 Mininet

Mininet [12] is a Linux based emulator that provides dynamic platform to emulate differ-
ent virtual scenarios associating various network elements like routers, switches, SDN
controllers, firewalls etc. [13]. It is designed to attain functional fidelity and scalability
while executing raw network codes within lightweight Linux Containers. Due to its sup-
port of OpenFlow based SDN elements like: OpenVSwtich, OpenFlow protocol etc. It
is widely adopted within the SDN community for network simulations. It enables easy
custom topology orchestrations using Python scripts with decent accuracy and hence
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is a perfect and inexpensive tool for prototyping and debugging [12]. Mininet offers
testbed that can run simultaneous projects on multiple terminals while supporting up to
4096 hosts on single machine. Precision is one of Mininet’s creation principals where
design and management of a virtual network resembles to its physical counterpart hence
providing accurate outputs similar to a real physical network. It can be run on Any OS
that supports Virtual Box or VMware. Mininet does not require any redundant software,
kernels or daemons or any external bulk virtual file system images therefore making it
substantially lightweight, fast and can be seamlessly integrated into multiple physical
servers for resource clustering.

3.4 Ryu

Ryu [14] is a Japanese word which means Flow. The Ryu controller itself was aimed
to make use of Flow control hence this name chosen. It was designed to be agile and
lightweight while also supporting adaptive network virtualization. Ryu is supported by
Nippon Telegraph and Telephone Corp. (NTT) and is also being used as their Data Cen-
ter backbone based on Ryu controller based SDN framework. It is a python based open
source controller and its code is attainable with the Apache license. Ryu offers a huge
support of protocols like various southbound protocols like: OpenFlow, Ovsdb, Net-
conf. It supports all the major OpenFlow versions and various Niciria extensions. Ryu
controller supports various network devices namely NEC PF5220, HP 2920, IBM Rack-
Switch G8264, Trema Switch, Indigo Virtual Switch which are all OpenFlow based and
frequently used in commercial networking operations. For our work we have exclusively
chosen Ryu controller because its monolithic architecture is very proficient in countering
most common types of cyberattacks like Brute force attack and Denial of service (DOS).
According to a quarterly report [15] published in Sept. 2017 by McAfee Labs states that
these two attacks are one of the most common types of threats that are encountered
worldwide where Brute force attack holds 20% of the total threat types and DOS holds
around 15%. The Ryu controller allows the integration of Snort module [16] (developed
by Sourcefire) which offers Intrusion detection system and Intrusion prevention system
that tackle the Brute force attacks with ease. Moreover, according to the work of [17] the
later versions of Ryu controller (Version 4.0) have minimal DOS attack index which are
the lowest among many other popular SDN controllers like OpenDaylight, Floodlight,
POX etc.

4 Primary Experiment

In our experiment the main goal was to create a virtual network using Mininet emulator
where 2 hosts were taken with multiple OpenFlow switches in order to create distinct
routing paths. Ryu was used as the remote controller in order to run the whole network.
We used the load balancer script which was written by Wildan Maulana Syahidillah [2]
and created additional path for testing out the scripts efficiency. Then we have calculated
bandwidth transmission rates and Packet loss between the two hosts for two and three
routing paths sequentially. Finally we have compared all the values for variable time
frames and multiple bandwidth (BW) conditions.
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4.1 Network Setup

For our experiment Virtual Box was used as the virtual platform. The hardware is powered
with an Intel core 17 6700 CPU having the clock speed of 3.40 GHz, 8 GB RAM with a
base operating system of Ubuntu ver. 18.04 LTS 64 bit. For the network emulation we
used Mininet version 2.2, Miniedit (within Mininet) for topology formation and Ryu as
the remote controller. 2 hosts were created namely host 1 (h1) and hosts 2 (h2) where
hl had an IP address of 10.0.0.1 and h2 had an IP address of 10.0.0.2. A total of 8
OpenFlow switches namely s1, s2, s3, s4, s5, s6, s7, s§ were used in the network. All
of these switches were used to create distinct paths with multiple hops in order test out
whether the load balancer could efficiently calculate its path or not. The paths were
segregated with 2 terminal switches directly connecting with two hosts. First path had
only one switch named s2 connecting to the terminal switches, the second path had 2
switches connecting to the terminal switches and the third and final path had a total of
three switches. Then we have calculated BW transmission rate and packet loss between
two hosts (with and without the load balancer scripts). Following two figures (see Fig. 3
and Fig. 4) shows the network topologies that were used for the test runs.
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Fig. 3. Network Setup of weighted round robin load balancer (2 paths)
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4.2 Work Process

The experiments began with the creation of the virtual Network using the Mininet having
two hosts h1 and h2. Then two terminal OpenFlow switches were added with these two
hosts respectively and the Ryu controller was incorporated. Then the experiment was split
into three topology scenarios. The first scenario only contained the hosts and switches
(two Paths) but we kept it basic without any load balancer. In the second scenario we
included Wildan’s load balancer script and measured the packet loss and bandwidth
transmission rates between the hosts. Finally an additional path was added with three
switches which then followed the measurements of similar parameters. The reason for
adding this extra path is to increase the number of hops and to check whether this
increased hop count can be weighted by the load balancer script or not. Additionally
how it impacts the overall throughput of the topology. Afterwards we have also measured
similar parameters (i.e. transmission rate and packet loss percentage) and made a detailed
comparison between all the scenarios.

4.3 Work Flow

The work flow starts with the launch of Mininet fetching the topology structure from
Miniedit. The controller Ryu was defined as a Core remote controller for topology
supervision and Open vSwitch Kernel mode was set by default. For this experiment
OpenFlow version 1.3 was used. After the topology went live the “pingall” command
was used to populate the flow table. Both the hosts sent ICMP packets though the topology
routes where negotiations were made with each of the OpenFlow Switches. Hence there
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was an initial delay right after the table miss event. After the initial propagation was
done the flows were cached by the controller therefore making further propagations
faster. Then we have instantiated the Ryu load balancer python script by Wildan on a
separate CLI terminal. The script instantiates the multipath load balancing mechanism
where the controller now calculates bucket weights for individual routing paths. Each
of these paths are assigned with calculated bucket weight numbers. Ideally the shortest
path is the best path to put forward more of the packets to yield best performance. So
first the shortest path is calculated by the controller counting the hops. We can observe
the shortest path calculations (for 3 paths) from the following Fig. 5.

Fig. 5. Shortest path calculation (3 paths)

From the Fig. 5 we can see that first path [1, 2, 8] has the lowest hop cost (i.e. 2)
hence it is the shortest path. Therefore this shortest path is assigned with a higher bucket
weight value. Then the packets are distributed while favoring the higher bucket valued
path and also sending lesser amount of packets through the longer path (lesser bucket
weight) as well. By using “ovs-ofctl -O OpenFlow dump-groups” command we can
view the assigned bucket weight value for the shortest paths within the topology. The
following figure shows us the outputs. From the Fig. 6 and Fig. 7 we can see that shortest
path (remarked by s8-eth2) is the shortest way out from s8 (from switch 8 perspective).
Hence it gets the highest weight value of 6.

Fig. 6. Bucket weight for shortest path

Next the Xterm was used to access both the hosts h1 and h2 where we have declared
the hl as the server that accepts packets from associated ports and h2 as the client
that send packets (through Switch 8 i.e. s8). Then for the bandwidth measurement tool
iperf was used for various BW conditions while simultaneously using multiple ports to
send bulk amount of packets. Followings are two different screenshots of two packet
transmission scenarios where the load balancer chooses to transmit more packets through
its preferred shortest path i.e. s8-eth2. See the Fig. 8 and Fig. 9.
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Fig. 9. Scenario 2: higher packet transfer rate (Tx) through preferred path (i.e. s§8-eth2)

As we can observe from the above figures that both scenarios show the preferred
path s8-eth2 is transmitting more packets than the other paths. So the screenshots testify
that the implemented load balancer for three separate routing paths is working just as
intended. But working with the script we have found out that when we tried to ping
an unknown host in the topology (for example: 10.0.0.100) the controller flooded the
topology with ARP loops. So it requires some improvements in regards to ARP handling.

Finally we have logged the output results for a detailed performance evaluation for
both load balancing and Non load balancing scenarios. The following flow chart (see
Fig. 10) shows the whole process in simple steps.
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For evaluation we have focused on two parameters in two separate phases: bandwidth
(BW) and packet loss. In first phase for BW measurement we have used the iperf and
evaluated transmission rates for the topology in both scenarios (with and without load
balancer) while putting no restriction on maximum bandwidth (uncapped). We have used
Transmission Control Protocol (TCP) and calculated values of three different instances
for 10 s, 20 s and 30 s respectively for both 2 paths and 3 paths topology structures. The
resultant value of each instance is a mean value of five separate runs which ensured more
precision in the outputs. Following Table 1 provides the data transfer rate for Topology

with and without load balancer for 2 paths.



126 R. Uddin and F. Monir

Table 1. Uncapped TCP Mean value (BW) for Topology (2 paths) with and without the load
balancer (bold data are the best value)

Topology structure 10 s instance | 20 s instance | 30 s instance
with Ryu controller (Gbits/sec.) | (Gbits/sec.) | (Gbits/Sec.)
Without load balancer | 11.08 16.40 12.90

With load balancer 8.32 7.66 10.23

From the Table 1 we can see that for 2 paths topology the best transmission rate is
attained when the load balancer is not in place and that is 16.40 Gigabits/s and with load
balancer the output is as low as 7.66 Gigabits/s. After this we have calculated similar
parameters for 3 paths topology with and without the load balancer in place for the two
topology structures (see Table 2).

Table 2. Uncapped TCP mean value (bandwidth) for topology (3 paths) with and without the
load balancer (bold data are the best value)

Topology structure

10 s instance

20 s instance

30 s instance

with Ryu controller (Gbits/sec.) | (Gbits/sec.) | (Gbits/sec.)
Without load balancer | 10.34 13.78 12.40
With load balancer 9.25 8.38 5.67

From the Table 2 we can observe that for 3 paths topology without the load balancer
it has the best BW transmission yield with peak value of 13.78 Gigabits/second. On the
other hand topology with load balancer (3 paths) gives the least output of 5.67 Gigabits/s.
Following Graph gives better overview (see Fig. 11).

So overall from the above comparisons we can deduce that topologies with lesser
routing paths having no middleware gave the best outputs in terms of uncapped
transmission rates.

For our next phase, we have measured the packet loss for each of the network setups
(i.e. With and without load balancer) while using User Datagram Protocol (UDP) to send
packets from one host to another under specific BW limits of 500 Mbps, 600 Mbps, 700
Mbps, 800 Mbps and 1000 Mbps respectively. Just like the previous calculations we
have taken mean value for multiple runs and then compared the data for more accuracy.
The Next table gives the detailed Comparison between topologies having 2 paths for
both load balancing and no load balancing scenarios (see Table 3).

From the Table 3 we can see that the best performance was achieved when the
topology had no middleware and it had the least amount of packet loss which is 0.0041%
and on the other hand with load balancer the loss is the highest and that is 1.2008% which
might add up significantly when there will be simultaneous connections (due to mass
user activity) in data center networks. In our next table we have shown the comparison
for 3 paths topology with and without the load balancer (see Table 4).



Performance Evaluation of Ryu Controller 127

16
14
12
10

Bandwidth (Gbits/sec.)

O N B O

10 Sec.

B Without Load balancer

13.78

= With Load balancer

20 Sec.
Time Instances

12.4

30 Sec.

Fig. 11. Uncapped TCP mean value for topology with 3 paths (with and without load balancer)

Table 3. UDP mean value (packet loss) for topology (2 paths) with and without the load balancer
(bold data are the best value)

Topology structure 500 Mbps | 600 Mbps | 700 Mbps | 800 Mbps | 1000 Mbps
with Ryu controller

Without load balancer | 0.0068% 0.0079% 0.0041 % 0.0156% 0.0198%
With load balancer 0.0159% 0.0085 % 1.2008% 0.7700% 0.0531%

Table 4. UDP mean value (packet loss) for topology (3 paths) with and without the load balancer
(bold data are the best value)

Topology structure 500 Mbps | 600 Mbps | 700 Mbps | 800 Mbps | 1000 Mbps
with Ryu controller

Without load balancer | 0.0082% 0.0066 % 0.0094% 0.0191% 0.0322%
With load balancer 0.0411% 0.0998% 1.1053% 0.8620% 1.6010%

From above Table 4 we can observe that incorporating the middleware (i.e. load
balancer) caused packet loss in terms of higher BW parameters. With the load balancer
in place the topology yielded the highest mean value of 1.6010% packet loss when 3
routing paths were introduced. But without the middleware packet loss is very minimal,
0.0322% being the worst case scenario. The Following Graph gives a clearer picture of
our observations (see Fig. 12).
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Fig. 12. UDP Mean value (packet loss) for topology with 3 paths (with and without load balancer)

So from the above observations we can summarize that the inclusion of the mid-
dleware (i.e. load balancer) did cause overall performance deteriorations in terms of
uncapped bandwidth transmission rate and also incurred more packet loss. We have also
observed that additional routing paths also impacted on the overall performance of the
topologies. Although in the current network setup these factors might seem very trivial
but they can prove substantial in terms of large data center networks where thousands
of users are communicating simultaneously.

5 Conclusion

With the advancements of current era it is high time that we reduced our carbon footprints
by following a minimalistic hardware production system. From that perspective SDN can
play a vital role by enabling more options with less hardware while also providing secured
and open platform with the supervision of a powerful controller. One such controller Ryu
shows much promise and gained a lot of popularity in SDN scene. Through our work
we have found out that for multi path topology Ryu trades exceptionally well even with
externally incorporated middleware (i.e. load balancer in our case). But it does show
very minimal performance deterioration with the inclusion of such an external entity.
Moreover, we have found that introducing additional routing paths also impacts adversely
on the overall throughput of the topology and incurs significant packet loss. Therefore
network admins should be cautious while working in larger data centric networks as
these factors might hinder in terms of high volume user activity. For our future work,
we can focus on refining the load balancer where it can be more effective for large data
centers that might be consisting of 10 to 20 paths having equally numbered Hops and
also it can be compatible with multiple platforms.
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Abstract. Smart wheelchairs have been created for quite a while to help incapac-
itated individuals with a few inability levels. Much of the time, the eye muscles
of incapacitated individuals are one of only a handful couple of controllable mus-
cles that still capacity well. In this way, utilizing the eye-stare as an interface for
deadened or physically crippled individuals has been of intrigue. The proposed
framework exhibits the IoT based control System for physically Disabled People.
It means to give a doable answer for physically impaired individuals who don’t
be able to move the wheelchair and to control the different home apparatuses
without anyone else. These incorporate individuals with genuine incapacitated
condition. In this eye following based innovation, three Proximity Infrared sensor
are mounted on an eye casing to follow the development of the iris. Since, IR sen-
sors distinguish just white items, an interesting arrangement of computerized bits
is produced relating to each eye development. These IoT based sign are then pre-
pared by means of arduino controller IC to control the engines of the wheelchair. To
control the Home apparatuses transfers are utilized with the Arduino. The potential
and effectiveness of recently created restoration frameworks that utilization head
motion control, jaw control, taste n-puff control, voice acknowledgment, and EEG
flag variedly have likewise been investigated in detail. They were observed to be
awkward as they served either constrained ease of use or non-moderateness. After
different relapse examinations, the proposed plan was created as a savvy, adapt-
able and stream-lined option for individuals who experience difficulty embracing
ordinary assistive advancements. The proposed IoT based control systems is used
to control the overall operation of physically disabled persons.

Keywords: Arduino - IoT - Watchdog timer - Proximity sensor - Infrared sensor

1 Introduction

Wheelchairs were structured with the plan to push physically crippled individuals to
move around and achieve day by day life undertakings. An ever-increasing number of
advances in innovations fresher and more intelligent wheelchairs are coming into the
market to support the seriously crippled people. Physically tested people find trouble in
power ON/OFF their home loads, for example, fan, light, AC and so on, they require
an attender to do these things. Without the attender their reality is by all accounts pro-
gressively troublesome. So, a plan which can assist them with powering ON/OFF their
home burdens indeed, even without an attender will be very fundamental. With visual
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perception being their direct, the incapacitated would spare vitality and could utilize
their hands and arms for other exercises [1].

There are no items existing, yet there are dissimilar applications, for example, com-
puter created reality utilizing eye next to control the vision of the game [3]. Eye following
is not intensely utilized in standard items but rather are starting to get as contribution
to gadgets become increasingly regular. The motivation behind this undertaking is to
create a wheelchair that will be constrained by the eye development of the individual
situated in the [22] wheelchair and furthermore to control the home apparatuses through
eye development. These incorporate individuals with genuine disabled condition. It is
constrained by retina development. The eye development is estimated by eyeball sensor.
A IoT ultrasonic sensor is utilized to identify the obstructions before the seat. The sign
from the sensors are prepared, and the wheel seat is controlled by Arduino controller.
The 10T based IR transmitter is utilized to move the developments of eyeball sensor to
the IR collector, at that point the home machines are constrained by utilizing the transfer
circuit [4].

The utilization of infrared innovation assumes a basic job in eye following as it
permits. one to draw associations from a mental viewpoint between eye development
information and neurological procedures in the cerebrum. In this proposed plan, an eye
mounted casing has been built up that is worn like displays [21]. The last piece of the
undertaking is the engine drivers to interface with the wheelchair itself. There IoT based
two engine drivers for each engine on the wheelchair both left and right wheels. Each
engine driver will comprise of a h-connect that self-control the engine relying upon the
yield of the controller. The engine drivers will control both speed and course to empower
the wheelchair to push ahead, invert, left and right [6].

The previously mentioned encourages the individual to move freely in the equivalent
way this venture likewise proposes to get to the home appliances, for example, fan, light
and so forth by the development of the retina. This is made conceivable by utilizing
eye ball sensors and transfer. Transfer here goes about as change to work the gadgets.
What’s more we have moreover included a sound playback framework with the goal that
the sound is delivered if there should be an occurrence of crisis. This is finished with
the worry about seriously loss of motion patients in light of the fact that their wellbeing
condition may fluctuate time to time and they may feel entirely awkward on the off
chance that they are constantly in work. In the event that such cases happen the crisis
voice [2] which is pre-recorded is played with the goal that it is demonstrated to the
people in charge.

2 Related Works

This strategic an effectively relevant and practically feasible framework for home roboti-
zation that can be actualized with constrained changes to the current home arrangement.
At the equivalent time the framework will likewise be basic satisfactory from clients
discernment and subsequently can likewise be utilized by any normal people. The task
points mean of home computerization utilizing Zigbee module which can be worked
from home. The home machine on getting signal from the Zigbee module works as
per the got order. The utilization of Zigbee has a great deal of favorable circumstances.
Zigbee is a remote convention similar and generally advanced than Bluetooth [20].
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Further the Zigbee worked with various frameworks can convey at the equivalent
time with no effect and consequently increments more prominent operationality. The
undertaking can be used to deal with any outer condition where in the individual may
jump at the chance to control his whole environment, for example, fans, lights, TVs, and
so forth; He may likewise prefer to discharge the entryway [23] for somebody or lock
the water tap. Every single one these should be possible by utilizing basic guidelines
and the individual needs to simply give expert in the PC. A computerized framework
is to be created to control the engine turn of wheel seat dependent on head and finger
development of truly tested individual. In request to encourage these individuals for their
autonomous development, an accelerometer gadget is fitted on people head and a flex
sensor is fixed in a glove which is to be wear by the individual. In light of the head and
finger developments the accelerometer and the flex sensor will drive the engine fitted to
the wheel seat. The wheel seat can be driven in any of the four bearings [27].

A significant part in the IoT is the assortment of sensors that distinguish physical,
compound, and natural changes as occasions and report them mathematically. Using
a wide range of kinds of sensors assists with improving the nature of data. IoT has
a amazing capacity in thinking and perceiving this present reality circumstance, yet
the momentous thing is the correspondence work. Contrasted and the past pervasive
framework, information transmission is truly steady [29]. IoT has advanced in itself
and has been utilized in different fields to cause reformist change. There is a checked
distinction among past and keen medical services. The previous starts analysis and
treatment simply after a patient with a manifestation visit a specialist, while the last
starts them, despite the fact that an indication doesn’t yet show up or a patient doesn’t
visit a specialist. This has not been conceded up until now, as per good judgment of
clinical framework. In like manner, shrewd vehicles showed up, when IoT, Big Data and
Al are merged with vehicles. They are not just forward leap, in that they are thoughtfully
unique in relation to the current ones, yet additionally creative [32] items which instigate
changes even in street and metropolitan condition. In this manner, [oT, Big Data and Al
have brought about extremely new and thrilling changes over every mechanical area.

The use IoT for crisis correspondence when an crisis circumstance happens. The
utilization of what can be utilized to perceive different complex circumstances in reality
as a basic specialized instrument is vital for harshly debilitated individuals who are hard
to convey and impart. There are different sorts of handicaps. Some are truly sound,
others are hard to convey, and some have scholarly movement that doesn’t meddle;
however, the physical capacity is fundamentally debilitated. A few issues are portrayed
by exceptionally incomplete incapacity of the body’s capacity, yet extreme weakness
or serious useful debilitation is likewise present. As of late, there have been fires in the
homes [28] of handicapped individuals in Korea, yet there have been situations where an
individual couldn’t clear because of a physical incapacity that could have been cleared
adequately. The handicapped individual who had a mishap couldn’t clear despite the fact
that he had the option to act gradually, and needed more an ideal opportunity to utilize
the correspondence gear. There are much more extreme cases among individuals with
physical handicaps, and for this situation, correspondence should be made sure about in
a crisis [31].
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Applications

IoT is arrangement of related sensors, registering and advanced gadgets spread over the
globe over the web which can convey among them to share and move data utilizing
novel id which is allocated to each and each gadget, as UIDs (Unique Identifiers).
With the developing of various business premises and social orders, the concentration
to mechanize these premises have expanded radically [30]. Likewise, the developing
traffic jumble in the urban areas has pushed everybody towards a superior and more
dependable electrical control framework. An easy to understand web application and
versatile based reconnaissance and control framework associated with IOT cloud worker
is utilized here formore vitality conservation and early goal if there should arise an
occurrence of any shortcoming recognition. In this new developing time where brilliant
urban areas are taking into shape, the exertion for ideal vitality-based traffic light and light
control framework has picked up pace. So, exertion has been taken to give a dependable
furthermore, easy to use application for simple to utilize and screen the electrical gadgets.
The proposed IoT system is dedicated for elderly, disable peoples, handicapped persons
and others [25].

3 System Design

The proposed IoT framework intends to give a plausible answer for physically. In capac-
itated individuals who don’t be able to move the wheelchair and to control the different
home machines without anyone else. These incorporate individuals [23] with genuine
disabled condition.

A) IR Sensor

The IR sensors are utilized to quantify the eye development to control the wheel seat and
home appliances. It is utilized to quantify the warmth of the item. The IoT based Infrared
(IR) innovation tends to an expansive collection of wireless requests, mainly in the zones
of sensing and remote control. The present most up to date items such as cell telephones,
computerized cameras, and DVD players as well as remote controls for each market
fragment depend on IR sensing and control gadgets. IR sensors distinguish just white
items, an interesting arrangement of computerized 8 bits are introduced. ROHM Semi-
conductor has been driving innovation propels that have prompted a growing number of
IR detecting and communication applications for more than 40 years [10] (Fig. 1).

B) DC Motor

The most generally perceived sorts rely upon the forces conveyed by alluring fields.
Right around a wide scope of DC motors [22] have a couple of internal instrument,
either electromechanical or electronic, to discontinuously change the heading of current
stream in part of the motor. Most sorts produce spinning development; a straight motor
really makes force and development in an orderly fashion. DC motors were the chief kind
by and large used, since they could be controlled from existing direct-current lighting
power course systems [6].

C) ROHM Semiconductor IR Solutions
ROHM Semiconductor offers a few items to address each kind of IR gadget innova-
tion. A couple of key items show an expansive scope of capabilities with an exceptional
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spotlight on packaging. IR Emitters ROHM Semiconductor IR optical sensor innovation
covers infrared light discharging diodes (LEDs). A few items are accessible in both sur-
face mount (SMD) and through-opening (THD) designs. Leap forward IR wavelength
producer [7] innovation has come about in the improvement of IR producers that work
close 850 nm. Phototransistors have a wide transmission capacity yet with a pinna-
cle affectability at around 800 nm. The 850 nm level is a lot nearer to this pinnacle
affectability (contrasted and regular producers that work near 950 nm), bringing about
higher yield proficiency and a vitality investment funds of 66%. The new SIM-040ST
shows an improved pinnacle wavelength (870 nm) and high IR power yield in a 1.6 x
2.25 x 3.1 mm SMD bundle. The SIM-030ST with comparative execution is offered in
a much more slender (0.9 mm) and littler.

D) IR Phototransistors/Sensors

ROHM Semiconductor IR phototransistors include high increase and high gatherer cur-
rent in an assortment of bundling alternatives. For instance, the SCM-014TB is a top-see
formed sort with focal point intended for programmed mounting and SMD reflow get
together, while the SML-810TB is a shaped sort focal point plan good with turn around
mounting. The RPM-012PB is a high affectability, side view sensor offered in a ultra-
little 2 x 3 x 2 mm surface mount bundle including a surrounding light channel, making
it a perfect match with the SIM-012SB photograph producer [4].
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E) Transformer

If the assistant has less turns in the twist, by then the fundamental, the discretionary
twist’s voltage will lessen and the current or AMPS will increase or decreased depend
on the wire check. This is known as a STEP-DOWN transformer. By then the assistant
of the potential transformer will be related with the rectifier.

F) Ultrasonic Sensor

It is utilized to detect the snag before the seat, figures the separation by delivering
ultrasonic waves [1]. It has a ultrasonic transmitter and a collector. Ultrasonic sensors
are most usually utilized in the diffuse mode. A solitary ultrasonic transducer is utilized as
both producer and collector and is ordinarily contained in same lodging as the assessment
gadgets [8].

G) Relay

To control the Home apparatuses transfers are utilized with the Arduino. Transfers more-
over used to run the engine through the controller. It goes about as a switch. The transfer
remains in regularly shut state. At the point when transfer loops are empowered the
hand-off changes from regularly shut to ordinarily open state because of electromagnetic
enlistment [24].

4 Results and Discussion

DUINO1
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Fig. 2. IoT based transmitter side
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Transmitter

The above Fig. 2 shows the simulation result of IoT based transmitter side. In this the
eyeball sensor is associated with the arduino controller to give the info, in light of the eye
development the engine will keep running by utilizing DC engine and hand-off circuit.

Receiver
The IoT based receiver side is shown in Fig. 3, in this figure IR recipient is utilized to get
the sign from IR transmitter to control the home apparatuses rough the hand-off circuit.

DEVICE 1

NI DO1YAY

IR RECEIVER
e
p—3

R2

Fig. 3. IoT based Receiver side

Wheel Chair Control

The Fig. 4 is the yield for IoT based wheel chair control system. It is constrained by
retina development. The eye development is estimated by eyeball sensor. A ultrasonic
sensor is utilized to identify the snags before the seat. The sign from the sensors are
handled, and the wheel seat is constrained by Arduino controller.

The Internet of Things (IoT) is the organization of physical articles gadgets, vehi-
cles, structures and different things installed with gadgets programming sensors, and
organization network that empowers these items to gather and trade information. The
IOT permits objects to be detected and controlled distantly across existing organization
framework, making open doors for more straightforward mix of the physical world into
PCbased frameworks, and bringing about improved effectiveness, precision furthermore,
monetary advantage; when IOT is enlarged with sensors and actuators, the innovation
turns into an case of the more broad class of digital physical frameworks, which likewise
incorporates advancements, for example, savvy condition networks, shrewd homes, wise
transportation and savvy urban areas. Everything is exceptionally recognizable through
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its implanted registering framework yet can interoperate inside the current Internet frame-
work. Specialists gauge that the IoT will comprise of very nearly 50 billion items by
2020 IoT gadgets can be utilized to screen and control the mechanical, electrical and
electronic frameworks utilized in different kinds of structures in home robotization.

Fig. 4. For IoT based wheel chair control system

When IoT is applied, the innovation and modern fields are immediately turned into
new modes. Such a change continues at phenomenal speed. Results of the change in a
general sense changed the current innovation and industry. When IoT is applied to a field,
the field can make sure about scholarly execution. IoT empowers a framework itself to
lead scholarly judgment and the executives, with human mediations or organization. The
presentation of IoT permits objects in genuine world to settle on versatile choices and
do scholarly activities, which have been made conceivable just by people.

For 10T, the parts of organizations are significant. Organization advancements uti-
lized in IoT steadily what’s more, mentally communicate gathered information at any
unfavorable conditions. IoT can be likewise utilized as an instrument to impart or trade
data, in that it can mentally keep on send information and keep up organizations and it
gives setting data by which settings in genuine world can be distantly perceived. In this
manner, [oT can be utilized as a specialized instrument in condition in which correspon-
dence isn’t effortlessly executed or during the time spent works portrayed by troublesome
correspondence. Moreover, it tends to be additionally utilized for individuals with open
issues.

Home Appliance Control

The above Fig. 5 is the yield for IoT based home apparatuses control utilizing retina
development. The IR transmitter is utilized to move the developments of eyeball sensor
to the IR collector, at that point the home machines are constrained by utilizing the
hand-off circuit. IoT is the most focal innovation that drives the fourth modern upset.
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Fig. 5. Home appliances control

5 Conclusion

In this way a knowledge control framework utilizing retina development is intended
for physically incapacitated individuals. The venture controls the IoT based wheelchair
development and the home apparatuses utilizing the retina development. Computerized
wheel seat can be used to support physically incapacitated persons, particularly the
persons who are not ready to move. The framework was effectively executed to move
the wheel seat Left, Right, Forward, Backward or Stay similarly situated.

Future Work

The future work may be designed to control more home appliances. Health monitoring
along with GPS transmission added to the project to intimate the attenders in case of any
emergency. The control through retina control shall be extended that even mobile phones
are accessed by the retina movement itself. The wheelchairs shall be made compactable
so that it shall be handy and can be used whenever needed.
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Role of Classification Model with Fuzzy Model
to Predict Covid-19: A Comparative Study
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Abstract. The ongoing Coronavirus pandemic is the infectious disease brought
about by the latest discovered coronavirus, and is affecting many countries glob-
ally. At the present time it is difficult to test everybody globally so a model is
developed in this paper that can help in predicting the risk of coronavirus. A deci-
sion tree is constructed for this purpose based on certain attributes like fever, dry
cough, tiredness, difficulty to breath, and chest pain; and is compared using var-
ious other methods. Classification Functions are used for the prediction and the
results are compared based on accuracy. It was observed that Multilayer Percep-
tron classifier achieved the highest accuracy of 95.31%, however the generated
tree using J48 achieved same accuracy (90.63%) as that of LMT & Logistic clas-
sifiers. Rules generated by Decision tree are then used in the Fuzzy Inference
System using MATLAB to give predictions related to the disease risk.

Keywords: Novel coronavirus - J48 - Classification - Decision tree - Fuzzy
inference system - Covid-19

1 Introduction

COVID is an infection that causes an infection in the upper throat or sinuses, nose. In
2019 World Health Organization recognized a new type of coronavirus, SARS-CoV-2,
that causes extreme illnesses like Middle East respiratory syndrome and sudden acute
respiratory syndrome. A novel coronavirus was later recognized in Wuhan (China) that
quickly spreads bringing scourge to different nations all through the world. The World
Health Organization assigned this COVID-19 in 2020 [1]. COVID-19 has been marked
as a general wellbeing crisis of global concern, and the pestilence bends are as yet
on the ascent [24]. In all ages, including children, Infection has been reported. Most
of the infections are mild, giving a flu-like sickness. The most normal sign at disease
beginning is weakness-70%, fever-99%, myalgia-44%, dry cough-60%, and dyspnea
[18-20]. Fewer normal signs are dizziness, headache, diarrhea, vomiting and nausea [21].
Dyspnea, pharyngeal agony, abdominal pain, anorexia, and dizziness are symptoms to be
available in patients with extreme sicknesses [19]. Additionally, older patients have basic
chronicity as well as hypertension, cardiovascular illness, cerebrovascular sickness, and
diabetes, are bound to have unfavorable results (Fig. 1).
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Fig. 1. Cumulative global case counts (Source: https://covid19.who.int)

The main reason for this spread is unawareness. Methods are required to make people
aware of the symptoms of COVID-19. Artificial intelligence (AI) and data mining are
some of the approaches to develop such methods [2].

Due to COVID-19 pandemic, there is a great impact on the global economy, as
a large number of workers, organizations, and businesses around the globe become
reliant on computerized infrastructure i.e. corporations and authorities around the globe
have no other alternative than giving adaptable working conditions including work from
home during the COVID-19 pandemic. Currently, uncommon digital reliance, secure
and safe access to online infrastructure and services are critical, as we are seeing a rise
in cybercriminal action attempting to misuse this crisis. Some sectors, such as health,
retail, and logistics, have had greater importance, thus, attracted more cyber-attacks
than usual. Cyber security challenges and solutions based on Data mining and machine
learning algorithms should be investigated mainly in the health, retail, and logistics
sectors.

2 Related Work

Randhawa et al. recognized a characteristic COVID-19 infection genomic signature and
utilized it along with an Al based arrangement free methodology for characterization of
entire COVID-19 infection genomes [3]. Naudé talked about regions where Al can add
to the battle against COVID-19 [4]. Shi et al. proposed an infection Size Aware Random
Forest method for Large-Scale Screening of COVID-19 using Infection Size-Aware
Classification [5]. Ardabili et al. presented a paper to foresee the COVID-19 flare-up
and perform a comparative analysis based on soft computing, and machine learning
models [6]. Pandey et al. analyzed the outbreak of coronavirus disease using SEIR
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model and Regression model and predicted the number of instances for the following
fourteen days for India till 30th March 2020 [7].

One of the approaches for this is to develop a method for predicting corona on
the basis of COVID-19 un-obvious symptoms. Classification technique aims to predict
precisely the objective class for each instance of the dataset dependent on a preparation
set. Barstugan et al. implemented detection process using machine learning methods on
abdominal Computed Tomography images of Coronavirus [8]. Narin et al. suggested
three distinctive convolutional neural organization based models for the recognition of
Covid pneumonia tainted patient utilizing lung X-beam radiographs [9].

Ozkaya proposed a method to detect COVID-19 in early phase using feature fusion
and ranking method with Support Vector Machine [10]. Samuel et al. provided a method-
ological outline of two machine learning classification strategies, with regards to the
printed investigation, and compared their adequacy in characterizing Coronavirus Tweets
of varying lengths [11]. Ghoshal et al. proposed a model to assess the analysis vulnera-
bility in coronavirus forecast dependent on Bayesian Convolutional Neural organization
[13]. Cohen et al. obtained 70 chest X-beam pictures of coronavirus patients from coron-
avirus dataset and deduced that Bayesian derivation enhance the identification precision
of VGG16 framework [14].

Wang et al. proposed a deep convolutional neural network-based model to detect
COVID-19 instance using X-beam picture [15]. Painuli et al. developed a Fuzzy Rule
Based model to predict COVID-19 [16]. Dhiman et al. developed a fuzzy inference
system for diagnosing the COVID-19 illness based on various input factors [17]. In this
paper first develops a decision tree to predict the class label for COVID-19 dependent on
the manifestations, and compares the outcomes using Weka, and then develop a Fuzzy
model to predict covid-19 disease risk.

3 Material and Methods

Classification technique, a supervised learning method, allots things in an assortment to
all the objective classifications. For solving both regression and classification problems
decision tree is a supervised machine learning procedure. It helps in distinguishing the
relationship among the information that focuses on a dataset by building tree structures.
Decision trees are developed as a top-to-down organized framework in the divide-and-
conquer manner. Decision Tree is non-parametric, various leveled arrangement technique
that predicts class enrollment by recursively apportioning an informational collection
into more modest developments or more homogeneous subsets [12].

Continuous as well as discrete parameters are classified by C4.5 which is a statistical
classifier. It can effortlessly deal with datasets that have parameters having different costs
as well as with missing parameters.

In this study, the first C4.5 algorithm is hired for the building of the Decision Tree.
It works on a divide and conquers mechanism to extend the Decision Tree by iteratively
deciding the parameters that finest split the data into many similar classes. Based on the
rules generated by decision tree a fuzzy inference system is created. The framework of
the developed model is appeared in Fig. 2.
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Fig. 2. Suggested framework

Decision tree is created to predict the risk of coronavirus disease into four classes;
Covid_Yes, Covid_risk_high, Covid_No, Covid_risk_low. This classification is based
on the five input parameters; fever, dry cough, tiredness, difficulty to breath, and chest
pain. Figure 3 shows the generated Decision Tree.

Every way from the root to a leaf is a rule. In decision tree Entropy is a proportion of
the uncertainty associated with a arbitrary variable. The original entropy of the dataset
K, is computed by:

[C]
HIK) = = Y P(G)log2P(G)
j=1

Where, C is the set of desired class.

The knowledge expressed by human is well realized by fuzzy Inference systems,
thus there is a possibility to implement the human expertise and knowledge. Based on
the generated rules, Fuzzy Inference System is generated as illustrated in Fig. 4.

Membership function is used to represent the degree of truth in fuzzy logic as shown
in Fig. 5. A pictorial portrayal of fuzzy set is possible with the help of membership
functions. In the representation the universe of discourse and degree of membership
between [0,1]. Symptoms of the disease are used as the inputs to design the membership
functions. Trapezoidal Membership Function is used for defining membership functions
within the range (0-1) [23]. The Trapezoidal bend is an element of a vector, X, and relies
upon four scalar boundaries a, b, ¢, and d.

Mathematical representation of Trapezoidal membership functions is:

x<a)or(x>d
da<x<b

b<x<c

b<x<c
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np(X) =
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The parameters are characterized by a lower cutoff a, a maximum cutoff d, a lower
support cutoff b, and an upper help cutoff c, wherea <b < c < d.
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4 Result

Weka Tool is used to create Decision Tree whereas MATLAB is used to implement
the proposed Fuzzy model. Input data set consists of fever, tiredness, dry cough, diffi-
culty to breathe and chest pain [18-20]. The output consists of four classes covid_yes,
covid_risk_high, covid_risk_low, covid_no. For the prediction in Weka Hoeffding Tree,
Decision Stump, LMT, REP Tree, J48, Random Tree, Random Forest, Classification
Functions, and Bayes classifiers are used. And compare the results on the basis of accu-
racy. The Multilayer Perceptron classifier accomplished the highest precision at 95.31%,
Rndom Forest achieved 93.75% and J48 LMT & Logistic classifier achieved the same
accuracy which is 90.63% (Fig. 6).

100.00% 9063%  9063% 375k

90.00%

000 B
70.00% 60.94%

60.00%
50.00% | 43.75%
40.00%
30.00%
20.00%
10.00%
0.00%

Fig. 6. Correctly classified instances of coronavirus disease based on different classification
algorithms.

Figure 7 shows the possible symptoms of the coronavirus on rule viewer with the
description of the rules. It is the complete roadmap of inference process defined for the
prediction of covid-19 risk. This is important part of the MATLAB tool as this viewer
shows how individual membership function diagram affects the output.

Figure 8 shows the representation in 3D form as a rule surface performed in MATLAB
on Dry_cough and fever. Membership function of this surface shows that if someone
is suffering from fever and have dry cough then the possibility of being infected by
coronavirus is positive.
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Figure 9 shows the representation in 3D form as a rule surface performed in MATLAB
on Dry_cough and Difficulty_breath. Membership function of this surface shows that if
someone is suffering from fever and have dry cough then the possibility of being infected

by coronavirus is positive.
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Fig. 10. Correctly classified instances of coronavirus disease based on different classification

functions.

Figure 10 shows the comparison among different classification approaches for
example Simple Logistic, Multilayer Perceptron, Sequential minimal optimization and

Logistic on covid-19 instances.
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5 Conclusion

COVID-19 is really a serious issue in the globe today. In this study a Decision Tree is
created based on limited attributes and then a fuzzy inference system is developed to
forecast the coronavirus disease risk. Precision of this decision tree is 90.63%. A compar-
ison among different classification approaches for example Logistic, Simple Logistic,
Multilayer Perceptron, and Sequential minimal optimization on covid-19 instances is
also performed.
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