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Preface

The EGOV-CeDEM-ePart conference is now in the fourth year of its existence after
the successful merger of three formerly independent conferences, that is, the IFIP WG
8.5 Electronic Government (EGOV) conference, the Conference for E-Democracy and
Open Government (CeDEM), and the IFIPWG 8.5 IFIP Electronic Participation (ePart)
conference. This larger, united conference is dedicated to a broad area of digital or
electronic government, open government, smart governance, e-democracy, policy infor-
matics, and electronic participation. Scholars from around theworld have found this con-
ference to be a premier academic forum with a long tradition along its various branches,
which has given the EGOV-CeDEM-ePart conference its reputation of one of the leading
conferences worldwide in the research domains of digital/electronic, open, and smart
government as well as electronic participation.

Unfortunately, due to the ongoing COVID-19 pandemic, this year’s conference,
held during September 7–9, 2021, at the University of Granada, Andalusia, Spain, was
provided in a hybrid format of on-site and online attendances. All presentations and dis-
cussions, workshops keynotes, and panels were provided in this hybrid format. Despite
this adjustment and a lower-than-normal on-site attendance, the conference was a great
success.

The call for papers attracted completed research papers, work-in-progress papers on
ongoing research (including doctoral papers), and project and case descriptions, as well
asworkshop and panel proposals. The submissionswere assessed through a double-blind
peer-review process, with at least three reviewers per submission, and the acceptance
rate was 38%.

The conference tracks of the 2021 edition presented advances in the digital and
socio-technological domain of the public sphere, demonstrating cutting-edge concepts,
methods, and styles of investigation by multiple disciplines. The papers were distributed
over the following tracks:

• General E-Government and E-Governance
• General E-Democracy and E-Participation
• AI, Data Analytics, and Automated Decision Making
• Digital and Social Media
• Digital Society
• Emerging Issues and Innovations
• Social Innovation
• Legal Informatics
• Open Data: Social and Technical Aspects
• Smart and Digital Cities (Government, Communities, and Regions)

Among the full research paper submissions, 23 papers (empirical and conceptual)
were accepted for this year’s Springer LNCS EGOV proceedings (vol. 12850) from
the General E-Government track as well as from the tracks on Smart Cities, AI, and
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Open Data. Another 16 completed research papers from the General E-Democracy and
E-Participation track as well as from the tracks on Digital and Social Media, Legal
Informatics, Digital Society, Social Innovation, and the Emerging Topics and Innovation
went into this LNCS ePart proceedings (vol. 12849).

The papers included in this volume have been clustered under the following headings:

• Digital Transformation
• Digital Services and Open Government
• Digital Open Data: Social and Technical Perspectives
• Smart Cities
• Data Analytics, Decision Making, and Artificial Intelligence

As in the previous years and per the recommendation of the Paper Awards Commit-
tee under the leadership of Noella Edelmann (Danube University Krems, Austria) and
Evangelos Kalampokis (University of Macedonia, Greece), the IFIP EGOV-CeDEM-
ePart 2021 Conference Organizing Committee granted outstanding paper awards in
three distinct categories:

• The most interdisciplinary and innovative research contribution
• The most compelling critical research reflection
• The most promising practical concept

The winners in each category were announced during the obligatory awards
ceremony at the conference.

Many people behind the scenes make large events like this conference happen. We
would like to thank the members of the Program Committee and the reviewers for their
great efforts in reviewing the submitted papers. We would also like to express our deep
gratitude to Manuel Pedro Rodríguez Bolívar, Laura Alcaide Muñoz, and their local
team at the University of Granada (UGR) for hosting the conference.

Voted the best institution of higher education in Spain by international students
in 2014, the public UGR does not only reside on very famous historical premises, for
example, the former Royal Hospital of Granada (1511-1526) and its unique Renaissance
Courtyard, but it also was founded in historical times (1531) some forty years after the
last Muslim rulers were forced to leave the Iberian Peninsula. Today, the university, with
about 60,000 students, is the fourth largest in Spain with a large contingent of interna-
tional students seeking and receiving their higher-education degrees at this extraordinary
institution. UGR provides a wide range of studies organized in 5 schools, 22 faculties,
and 116 departments.

The attendees who were able to make it to the conference in person were greatly
reimbursed for their traveling efforts by finding themselves for a few days in a stunning
environment of natural and architectural beauty, the latter of which spans many centuries
with world-famous complexes such as the Alhambra, the famous palace city of the
Muslim rulers, and the Cathedral, among other examples of outstanding architectural
skill, taste, and ingenuity. Today, the quarter-million population City of Granada has
remained a bustling Andalusian center of diverse culture, exquisite gastronomy, modern
and traditional commerce, and greatMediterranean outdoor life surrounded by the august



Preface vii

scenery of the Sierra Nevada and its snow-topped peaks. Granada and the UGR were
unforgettable hosts of the 2021 conference.

September 2021 Hans Jochen Scholl
J. Ramon Gil-Garcia

Marijn Janssen
Evangelos Kalampokis

Ida Lindgren
Manuel Pedro Rodríguez Bolívar
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Data Science or Process Science? How
to Promote the Next Digital Transformation

in the Public Sector

Ralf Klischewski(B)
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Abstract. As citizen orientation and public value creation are more in the focus,
how do we set priorities for the upcoming digital transformation in the public
sector? Distinguishing data science and process science as paradigms that pro-
mote different directions for the transformation, this research seeks to improve
the transparency of how IT-related decisions are directing projects and resources
and thus promoting directions of public value production and delivery. Digital
government research along this line may help constituents, IT experts and other
stakeholders to engage in the needed discourse about the (not) wanted future of
government performance and related technology usage.

Keywords: Data science · Process science · Digital transformation · Public
sector · Public value · Digital government research · Paradigm

1 Introduction

Since the 1970s public administrations around the world are in a continuous process
of adopting and adapting computer-based information and communication technology,
leading to many organizational changes and re-shaping the government-citizen rela-
tionship. Nowadays CIOs, also in the public sector, are increasingly confronted with
a plethora of data-driven innovations and applications, promising to open the door to
the next level of computer-based organizational operation. Developments labeled under
the paradigm of ‘data science’ certainly have a lot to offer for public administrations,
especially for decision support. Hence, should public sector CIOs direct their strategic
vision, their IT infrastructure, and their human and financial resources to focus on this
paradigm?And similarly digital government research?Or does it still hold that electronic
government is “a special case of ICT-enabled business process change” [28]? Which
would imply that rather ‘process science’ should be (or remain) the leading paradigm to
guide public sector IT developments, with data-driven innovations and applications just
supporting the efforts to primarily improve the process performance.

Contrasting the choice between data science and process science and discussing the
implications for research and practice follows the much debated paradigm construct as
it was introduced by Kuhn to explain fundamental changes in the basic concepts and
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practices of a scientific discipline. The term embraces several dimensions, and here we
confine to the meaning of a ‘disciplinary matrix’ as “the entire constellation of beliefs,
values, techniques, and so on shared by the members of a given community” ([15],
p. 175), which has a “concrete problem solving ability” (p. 169), thus relating to society
needs. TheKuhnian paradigmhas been subjected to an extensive and longstanding debate
also in Information Systems research. Here we adopt the stance of Hassan & Mingers
[12] that the “received view of the paradigm concept in IS needs to be revisited, and the
paradigms’ other more potent components reintroduced, in order for a transformative
understanding to be realized.” Accordingly, the key terms are connoted as follows:

– A paradigm is considered as “a shared exemplar for scientific practice, which com-
munities of scientists and researchers agree in part or completely, that provide models
from which coherent scientific traditions may emerge.” [12] This implies emphasiz-
ing the more practical and problem-solving nature of scientific practice rather than
focusing on the epistemological aspects of producing and transmitting knowledge.

– Scientific practice embraces not only the research methodologies but also the science-
driven approaches to solving real-life problems. This implies the “community of
scientists” to include also practitioners as far as they adopt and advance scientific
techniques and methods.

Digital government research as a scientific community – as individuals, research groups,
institutional research programs and funding – always makes choices about how to con-
tribute to the digitally enabled transformation in the practice of administration. Con-
trasting data science and process science therefore aims to reflect about the choices in
agenda setting, in educating graduates and in directing resources for the research of the
years to come. And it may equally impact the practice of ICT application in the public
sector through perspective building, research-practice alignment, projects and funding,
artifact innovation and dissemination, training etc.

Asking for the path to take in digital government research is not meant to sideline any
research effort in any corner. Presuming that digital government research always strives
for relevance to practice, this discussion contributes to the reflection about why certain
paradigms might be most appropriate to guide strategy building, IT resource allocation
and usage as well as digital transformation processes in the public sector.

The structure of the paper reflects the flow of the argument: How do actors related
to the public sector approach digital transformation nowadays? What do data science
and process science entail as candidate ‘paradigms’? Given the expanding scope of
digital transformation, how do we set priorities? The final section distinguishes the
two paradigms along a set of characteristics and aligns them to impacts and outcomes,
this way seeking to improve transparency, which helps constituents, IT experts and
other stakeholders to engage in the needed discourse about the (not) wanted future of
government performance.

2 Transformation of the Public Sector

A 2015 survey, conducted among more than 1,200 public sector officials around the
globe, revealed that 76% of the respondents perceive digital technologies as disrupting
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the public sector, while at the same time nearly 70% said their organization’s digital
capabilities lag behind the private sector [7]. The study found that the degree of maturity
inmastering the disruption scales with the clearness and coherence of a “digital strategy”
and the degree of including organizational aspects beyond the technicalities. On the
basis of more than 140 interviews the authors also identified five factors shaping digital
transformation: strategy, leadership, workforce skills, digital culture, and user focus.
As developments in each of these factors highly depend on the mindset of the actors
involved, it is even more important to clarify the perceptions and expectations related to
‘digital transformation’, also for the public sector.

2.1 From Digitization to Digital Transformation

The basic step of the digital disruption – often called digitization – is the conversion
of information representation from a physical format to a digital one to be used by
computers feeding information systems and automating processes. Digitization is an
operational necessity, and sometimes the term is even used embracing business process
standardization in order to make a difference to digitalization or digital transformation:
“Digitization is an important enabler of digital, but all the digitization in the world won’t,
on its own, make a business a digital company.” [26] Ross adds that a digital transfor-
mation involves rethinking the company’s value proposition and that a digital company
innovates to deliver enhanced products, services, and customer engagement.Notably, she
refrains from the term digitalization, which usually denotes the efforts towards creating
a digital business. While often used synonymously, digital transformation emphasizes
more the strategic approach to the needed transformational process.

VomBrocke et al. [35] trace the research on IT-enabled organizational transformation
back to the 1990s. They found it dominated by behavioral research approaches, but often
not substantiated with theory. The vast majority of the examined studies (158 of 201)
focused on higher levels of transformations, namely business process redesign, business
network redesign and business scope redefinition.

Highlighting digital transformation as a fresh conceptualization, Wessel et al. [36]
are keen to maintain the difference to IT-enabled organizational transformation. Both
streams of activities are driven by technological change and based on a transformation
agenda that leverages and iteratively refines the use of digital technologies. However,
the conceptual difference relates to the value propositions: whereas for digital trans-
formation, digital technology (re)defines the value proposition, in IT-enabled organiza-
tional transformation the digital technology supports the pre-existing value proposition.
Accordingly, the digital transformation leads to a new organizational identity, while
IT-enabled organizational transformation reinforces the existing organizational identity.

As digital transformation has gained momentum, the technical and organizational
perspective is not sufficient to reflect the encompassing societal effects, opportunities and
needs to shape and frame the ongoing changes. In view of unprecedented challenges to
societal values related to digital transformation, Rowe [27] argues for amore philosophy-
based embedded discourse “if we want IS scholarship to be relevant and critical.”

However, it remains questionable whether IS research on that level will really make
a difference in the transformation practice. The language of the IT industry and the
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consultants is different as they are addressing directly the actors and drivers who decide
about bringing the IT into the organization. For example:

• “Making time available to become an ‘evangelist’ on digital is crucial. […] CIOs are
in a perfect position to make the difference between being a victim of disruption and
a digital leader.” [14]

• “The three waves of digitalization in the CFO function are: 1) Operational efficiency,
2) Business partnering and 3) Business transformation. Each wave outlines what digi-
talization means for the CFO function in terms of both actions and, more importantly,
how the overall role of the CFO changes.” [2]

• “A recent published Gartner’s annual global survey of CIOs showed that the CIO role
is transitioning from delivery executive to business executive, from controlling cost
and engineering processes, to driving revenue and exploiting data.” [8]

At the beginning of this millennium Dennis [5] had conceded that “much IS research
is irrelevant to practice” due to its focus on knowledge for exploration while hardly
focusing on exploitation (which is the practitioner’s view). 20 years later not much has
changed, and the debate how to improve the relevance of information systems research
is still on (cf. e.g. [16]). For example, the MISQ editorial “Designing for digital trans-
formation” [19] advises “IS researchers interested in societal or business change” to
define the ICT artifact and to examine related affordances and constraints as well as the
artifact’s unintended consequences. These researchers should “couple research findings
with public policy and regulation recommendations where relevant”, but this does not
reach out to the transformation logic of the practitioners.

2.2 Digital Transformation in Government

Selling IT to governments and administrations is an ever growing business. Major con-
sultancy firms also engage in this sector, coining the government’s digital transformation
e.g. as the “digital technology’s ability to fundamentally transform the way the public
sector operates and delivers services to customers” [4]. The consultancy often relies
on roadmaps, pointing to building blocks such as continuous budgetary support, coor-
dination and governance, open data and technology platforms, and human capabilities
as key enablers for the digitalization of government services [6]. Other efforts seek to
understand and categorize their public customers: for example, Eggers & Bellman [7]
conducted a survey based on a “digital maturity estimation framework” and found that
most government organizations still lack the strategy to achieve digital transformation,
the lack of digital workforce skills represents a major obstacle to transformation, and
most agencies lack key elements of a “digital mindset”.

Meanwhile, the scope of selling IT to governments has been extended much beyond
administrative process automation, emphasizing that a “successful digitalization app-
roach should be viewed from the citizens’ experience perspective” ([6], p. 3). This is in
line with government agencies pointing mainly to citizen demands as well as cost and
budget pressures as the key drivers of digital transformation [7].
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While some years ago it was conceded that digital transformation is still “to a large
extent a promise yet to be realized for many government organizations” [38], digital gov-
ernment research is nowadays keen to gather empirical evidence. For example, Mergel
et al. [21] seek to go beyond consultancy reports and provide systematic insight into
how public administrators themselves define digital transformation in their own prac-
tices, how they are approaching digital transformation projects, and what they expect
as outcomes. Their expert interviews revealed that the drivers for change mainly come
from the external environment (similarly confirmed by [29]), the main objects of trans-
formation are processes and services, “using new technology” seems to be the leading
idea of transformation processes, and the main result to be achieved are rather related to
long-term impacts than to measurable, concrete outputs.

Since the focus of digital transformation has shifted more towards servicing the
citizens, the citizen-government relationship and the digitalization of public services
have climbed up on the agenda of digital government research. Focusing on the inter-
action between citizens and public officials, Lindgren et al. [17] identify problem areas
and research gaps arising from digitalizing the “public encounter”, including the “dou-
ble nature” (benefits vs. risks) of digital public services, the changing place of citizen-
government interaction, the “casting and roles” of the actors involved, and the unexplored
lateral dimensions of the services and related technologies. As the “public encounter”
seems to shift from man to machine, the authors raise questions and ethical concerns
regarding accountability and reskilling of both citizens and public officials.

Digitalization is moving in “waves”, each combining new technologies plus new
application potentials plus new products and/or services along with supporting cogni-
tive perspectives and a stimulating hype. As the far-reaching consequences gain more
attention, Mergel et al. [22] assert that digital transformation “describes the departure
from digitization efforts to a full stack revision of the policies, processes and services in
order to create simpler user experiences for citizens and frontline workers.” In contrast
to previous waves of digitization aiming to increase efficiency and effectiveness of gov-
ernment services, government services are now redesigned and reengineered “from the
ground up to fulfill changing user needs.”

The need for a digitalization strategy is undisputed as administrations need visions
and (scientific?) guidance for their digital transformation. Yet, so far very few publi-
cations seek to support the actual transformation process. Notable exceptions include
Ylinen& Pekkola [37], who propose a process model for public sector IT departments to
adjust their operations as a response to digitization efforts, andGong et al. [10], who seek
to assists practitioners in anticipating what adaptations may arise while enacting digital
technologies to create infrastructures and process flexibility. As the strategy develop-
ment itself is left to the stakeholders on the ground, it seems that digital government
research concerned with digital transformation faces the same dilemma as IS research
in general, i.e. struggling to integrate critical reflection and relevance to practice.

As we witness the citizen-government relation undergoing substantial changes, we
are certainly well advised to avoid any premature closure and to apply multiple perspec-
tives to guiding the digital-driven transformation processes. For example, could “citizen
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orientation” be the leading idea to guide the next digital transformation in administra-
tion? For reflecting about which paradigm might be most appropriate to guide the strat-
egy building and digital transformation processes in the public sector, the next section
investigates two candidates that center on critical objects of transformation.

3 Data Science Versus Process Science

Data and processes are at the core of all IS-related efforts, also in the public sector.
Both types of objects in the center of the digital transformation gave rise to distinct
communities of scientists, each sharing practices along with constellation of beliefs,
values, techniques, and each with a concrete problem solving ability. However, these
communities do not seem to be on an equal footing: Searching for “data science” in the
title, Scopus returns 1,742 articles since 2016, for “process science” the corresponding
list includes only 6 articles (in January 2021). Yet, both communities, with only little
communality, build on decades of influential scientific practice in each of their related
fields and strive to make a distinct real-world impact.

3.1 Data Science

The first appearance of ‘data science’ in the scientific community (proposed as an alter-
native name for computer science) is attributed to Peter Naur in 1974 [3]. And the Data
Science Journal as well as the Journal of Data Science were already launched in the early
2000s. However, the term data science has gained popularity only in 2010 to denote what
“data scientists” do: a new type of IT professionals who started to organize themselves
online just a year before [25].

Data science embraces different subdisciplines and numerous practical approaches
(see also Fig. 1) that serve four categories of aims: reporting (what happened?), diagnosis
(why did it happen?), prediction (what will happen?), and recommendation (what is the
best that can happen?) [31] While defining data science, Cao [3] denotes the “ultimate
data products of value [as] knowledge, intelligence, wisdom, and decision.”

Data science qualifies as a ‘paradigm’ (as introduced above) because we find a
scientific practice shared by the data scientists to solve concrete and relevant problems.
The techniques mainly relate to analytics, including statistics, mining algorithms and
computerized tools. The community shares the belief that data-driven discovery delivers
value for business and society, assuming that data analysis will provide relevant answers,
even if we do not know the (exact) question. From the epistemological perspective Jim
Gray even imagined “data-intensive science” as a fourth paradigm of science (in addition
to, or integrating, empirical, theoretical, and computational science) [18].

3.2 Process Science

Van der Aalst & Damiani [33] have coined the term process science as “the broader
discipline that combines knowledge from information technology and knowledge from
management sciences to improve and run operational processes”, referring to the work
of Frederick Taylor as the starting point of scientifically managing processes.
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Embracing scientific branches such as Operations Research or Workflow Manage-
ment, most of the “process scientists” nowadays flock to the area of Business Process
Management (BPM). The “concrete problem solving ability” is enormous because all
organizations seek to computerize the automatable parts of their business processes and
to control the whole process life cycle through modeling, implementation, enactment,
monitoring, analysis and redesign. The token-based semantics adopted from Petri nets
is the mostly cited theoretical basis for such endeavors, followed by queueing theory
andMarkov analysis. While the BPM community itself is vivid and well established, the
expansion towards a larger community of “process scientists” still seems to be under-
way. For example,Mendling [20] discusses “howBPMresearch can be further developed
towards a true process science” in order to provide insights for practitioners on “how to
apply scientific process management”.

The website process-science.net claims: “So far, processes have been investigated
from the lens of single disciplines […]. We cannot rely on a single discipline if we want
to obtain a full picture of processes. We need to bundle and synthesize contributions,
theories and methods from multiple disciplines.”

On the basis of this, Vom Brocke [34] answers the question “what does a Process
Scientist do?” as discovering and implementing new ways to do things, in particular
analyzing and automating processes as well as designing effective interventions, while
applying distinct strategies (evidence-based, multi-sourced, context-sensitive, impact-
oriented). From that perspective, process science points to shared scientific practice to
solve concrete and relevant problems, based on the belief that process management
is the key to deliver business value and/or public value. In principle, process science
may qualify as a ‘paradigm’ (as introduced above). However, it seems that the term has
been purposely constructed to contrast data science, yet it (still) lacks the comparable
popularity among proponents to identify themselves as “process scientists”.

3.3 Maintaining Disjunctive Identities

After contrasting data science and process science, Van der Aalst & Damiani [33] con-
tinue advocating that process mining shall bridge the gap between these two (Fig. 1).
Process mining makes use of event logs and mainly aims for process discovery, confor-
mance checking, and performance analysis [32]. It could even reach beyond the mere
process view and, for example, support theorizing about organizational change [11].

Fig. 1. Process mining as the bridge between process science and data science [33]

Process mining originated in the BPM community and flourished first in a world
of rather small data [9]. Only throughout the last decade huge data pools representing
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process events emerged, and their exploitation now requires data science approaches
and techniques, while the objective of using these and the subsequent calibration and
control remain related to process science. For succeeding in process mining projects it
usually needs collaboration of experts from both fields [9]. In that sense it is an inter-
disciplinary endeavor indicating that distinct ingredients from two different paradigms
are essential, and there is no sign of disciplinary merge and community building beyond
the establishment as a subset of both fields.

4 Creating Public Value Through Managing Process Portfolios

Since the focus of digital transformation in the public sector has shifted from improving
efficiency more towards servicing the citizens, the basic question is even more in the
focus: what are governments and administrations doing (or should be doing) to cre-
ate public value? The impact reaches far beyond saving resources through efficiency
gains, and the role of technology is subject to debate in the digital government commu-
nity. Accordingly, any debate about which path to take in digital government research
and practice must take into account the changing expectations regarding what digital
government should deliver.

Twizeyimana&Andersson [30] identify improved public services, improved admin-
istration, and improved social value as the three overarching (and also overlapping)
dimensions of the public value of e-government. For them, achieving public value in
e-government should be understood as “the ability of e-government systems to provide
improved efficiency in government, improved services to citizens, and social values such
as inclusion, democracy, transparency, and participation.”

Ability refers to capability, and here Pang et al. [24] were the first to theorize the
relationship between IT resources, organizational capabilities, and organizational per-
formance in the public sector. They found that IT resources contribute to creating public
value through five organizational capabilities in government agencies: the capabilities
for public service delivery, public engagement, co-production, resource-building, and
public-sector innovation. Notably, governments and administrations strive to fulfill a
variety, often even competing values concurrently, which do not combine into one sin-
gle value as a target (e.g. sales or profits). Therefore, the authors introduce the construct
of the “public-value frontier”, which they define as “the set of maximummultiple public
values that is achievable given available resources and the constraints among certain val-
ues.” In conclusion, they see the role of IT in supporting the public sector organizations
in advancing their frontier to a higher level.

Panagiotopoulos et al. [23] argue in the same line: “Public value creation can be
considered the outcome of a production process of different public services pursued
by public agencies to fulfil the collective goals that citizens define in the democratic
process […].” Additionally they emphasize that “citizens do not value services per
se but rather value what services deliver when consumed,” i.e. it needs an integrated
view of public value creation that perceives value creation from the citizen perspective.
To support this public value production process, it needs organizational capabilities
as dynamic capabilities (i.e. the ability to integrate, build, and reconfigure resources
and competences to adapt to changes), which are distinct from operational capabilities
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referring to the systematic use of resources to perform core tasks and execute business
processes.

In order tomake this process, or rather, processes of public value productionmanage-
able, Alford &Yates [1] proposed modeling these processes starting from the core activ-
ities (by public sector and others) to produce a particular value and enhancing business-
process-like models with outcomes, (potential) actors, influencing factors and various
relationship types between the model elements. Such “public value process maps” are
designed for policy analysts and public managers in order to clarify valuable outcomes
as well as to identify and prioritize the actors and activities (or sub-processes) involved.
Taking the practitioner’s perspective, Kirchmer et al. [13] also identify “the transfer of
the strategy of an organization into the appropriate portfolio of process improvement
initiatives” as a key digitalization gap.

Summarizing the perspective of public value production, it is all about creating
organizational andoperational capabilities on the basis ofwhichpublicmanagersmanage
a portfolio of value creation processes aiming to improve the balanced perception of
values on the side of the constituencies.

5 Choices in the Driving Seat

In practice, choices have to be made for hiring, resource allocation, strategic alignment,
project management etc. We assume that building and maintaining identities of the
IT experts involved will make a difference in the outcome of the digital transformation.
Given the expanding scope of digital transformation, also in the public sector, how dowe
set appropriate priorities? Distinguishing the two paradigms along a set of dimensions,
we aim to contribute to the basis for making informed choices in digital government
research and practice.

Table 1. Paradigm characteristics

Data science Characteristic Process science

Analytic Perspective Functional

Statistics, data mining Core community Business process management

Data-driven discovery creates
business value/public value

Essential belief Processes & process management
create business value/public value

Reporting, diagnosis, prediction,
recommendation

Activities & aims Discovering and implementing new
ways to do things

Advanced analytics (statistics,
mining, machine learning etc.)

Techniques Process modeling, implementation,
enactment, monitoring, analysis,
redesign

Support and automation of
decision making

Main use case Analyzing and automating processes,
designing effective interventions

Knowledge, intelligence
wisdom, and decision

Products of value Process improvements
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The two paradigms in focus can be distinguished along their characteristics regarding
main perspective, core community, essential belief, activities and aims, techniques, use
cases, and products of value (see Sect. 3 and Table 1). Both paradigms and communities
coexist in guiding distinct efforts of research and development. However, IT managers
in public administration do not go by paradigms, but make their choices according to a
number of factors such as a given digital transformation strategy, service demands and
requirements, investment frame, legacy systems and infrastructure, available know-how
etc. (cf. [13]). Therefore, choices in terms of input such as research, development and
resource allocation (if linked to one of the paradigms) should be related to the impacts
and outcomes, i.e. the direct effects and the long-term results (see Table 2).

In the process of digital transformation, data science focusses on data-driven decision
making, whereas process science targets the concatenation of functionality in adminis-
trative service production.While citizens relating to government and administration will
always experience a combination of various transformation efforts, changes driven by
data science intensify encounters of algorithmic decisions, while those driven by process
science rather intensify encounters of automated services.

Table 2. Paradigm-related impacts and outcomes in public administration

Impact/outcome Data science Process science

Transformation focus Data-driven decision making
in government and
administration

Processes enabling
administrative service
production

Citizen experience Encounter of algorithmic
decisions

Encounter of automated
services

Public value production Analyze outcome Improve processes

Capabilities for public value Public engagement,
public-sector innovation,
public service delivery

Public service delivery,
co-production, public
engagement

If we seek to link digital government research and development to public value pro-
duction, we find that the two paradigms point to different directions. Based on their
characteristics, data science may rather guide analyzing outcomes of public value pro-
duction, while process science may help leading process improvements. And focusing
on the IT resources feeding into the organizational capabilities needed to push the public
value “frontier” to a higher level (according to the theoretical model of [24], see Sect. 4),
both digitized processes and data analytics can make their contributions. Yet, we can
assume that process science sets the focus on processes supporting public service deliv-
ery, co-production, and public engagement, while data science relates rather to public
engagement, public-sector innovation and only secondarily to public service delivery.

Notably, the conceptualization of paradigm used here emphasizes the more practical
and problem-solving nature of scientific practice rather than focusing on the epistemo-
logical aspects of producing and transmitting knowledge.Accordingly, scientific practice
embraces not only researchmethodologies but also science-driven approaches to solving



Data Science or Process Science? 13

real-life problems, thus including also practitioners as far as they adopt and advance sci-
entific techniques and methods. This may be a contribution to reducing the gap between
IS research and practice (also in the area of digital government), but at the same time
it is a limitation because this conceptualization is not fully compatible with most of the
extant discourse on paradigms in IS research.

Contrasting the paradigms of data science and process science is just one possible
starting point, and the shortened paradigm analysis is certainly another limitations of this
research.However, it seems that currentlywe can only speculate how IT-related decisions
driven by certain paradigms are directing projects and resources and thus impacting the
public value production and delivery. As public agencies seek to fulfil the collective goals
defined, the value production process and the IT resource allocation and usage should
be as transparent as possible. Future digital government research should therefore seek
to understand this relation in much more detail. This would help the constituents, the IT
experts and other stakeholders to engage in the needed discourse about the (not) wanted
future of government performance and related technology usage.
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Abstract. The development of ICT is an important factor in boosting the
economies of developing countries. Despite the multiplicity of technological nov-
elties and recipes for their successful implementation, these initiatives are taking
much longer and facing more difficulties than it has been expected. During the
outbreak of the Covid-19 pandemic and with the implementation of social distanc-
ing, digital transformation has become a major issue. The world has encountered
several challenges as the adoption and use of technologies became mandatory. In
public administration, the development of an environment capable of keeping up
with this pace of change was paramount. Hence, this study aims to understand the
role of digital transformation during the Covid-19 pandemic, by analyzing several
mini-cases in Brazil. Therefore, adopting a qualitative approach based on mul-
tiple longitudinal mini-case studies grounded on a critical interpretive approach,
one analyzed the positive, negative, and unforeseen outcomes accrued from digi-
tal transformation initiatives in Brazil, thereby unveiling potential challenges and
opportunities for technology in a post-Covid-19 reality.

Keywords: Digital transformation · Information and communication
technology · Covid-19 · Pandemic · Digital government

1 Introduction

The uncertainties triggered by the Covid-19 pandemic revealed dangerous and complex
problems of society, and its management andmitigation by the government are challeng-
ing [1, 2]. The implementation of digital transformation initiativesworldwide accelerated
drastically [3], and Information and Communication Technology (ICT) has had a cen-
tral role to play [4]. Some studies have examined the relationship between Covid-19 and
ICT risk management and continuity [4], leadership [5], consumer behavior patterns [6],
supply chain decisions [7], digital privacy [8], and ICT-mediated classroom [9]. Hence,
although it was not the first pandemic of this century, the Covid-19 pandemic has had
unprecedented impacts on society.
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Brazil is an emerging market and so offers a unique opportunity to explore ICT-
based social and business innovations at a societal level of analysis [10]. Indeed, its
significant participation in social networks, the impressive growth rate of e-commerce
and adoption of technology innovations such as online banking and electronic voting,
indicate the country’s insertion in the digital economyandpresents a noteworthyoccasion
to explore the Brazilian context.

Thus, this article addresses the following research question: how were digital tech-
nologies used to deal with emergency issues during the Covid-19 pandemic in a develop-
ing country like Brazil? Therefore, this study aims to understand the positive, negative,
and unforeseen effects of digital transformation initiatives implemented in Brazil to
respond to the challenges of the Covid-19 pandemic.

2 Literature Review

The development of ICT is an important factor in boosting the economies of developing
countries [11], and it has been the focus of studies in emerging markets [12–14]. In
Brazil, ICT, encompassing products and services, produces 4% of Brazilian GDP, and
the number is increasing primarily due to public authorities’ active IT usages such as the
e-voting system and electronic reporting to the police [11]. Since 2010, Internet access by
the low-income population has increased remarkably with more than 200 million phone
subscriptions in the country [14]. In short, Brazil has become an important laboratory of
ICT-mediated social, and business innovations. Important areas using innovative tech-
nology are government and public administration [15], banking technology [16], digital
inclusion [17], and e-democracy [18] to name a few.

Applications such as electronic voting and online income tax declarations have
attracted international attention since the 1990s [14]. Indeed, the electronic voting system
of Brazil is seen as a trustworthymechanism of producing election results that accurately
represent the choices of the electorate [12]. In addition, the rapid growth of Brazilian
participation in social networks [19] places the country in the third world position in
hours/day spent on social networks, and in second in hours/day spent on the internet [20].
Moreover, Brazil has an impressive growth rate in e-commerce, accounting for almost
66 million online shoppers and more than 150 million Internet users, with a penetration
rate of 71% among the population [21]. These figures highlight the country’s insertion
in the digital economy and an exceptional opportunity to be explored by researchers.

Despite the development of infrastructure for the digital economy, the country faces
important challenges related to digitization. In fact, 23% of the adult population, in 2018,
hadnever used the Internet [22]. In addition, the lowqualificationofBrazilians,withmore
than 50% of adults without high school education, prevents many citizens from using
technology effectively, benefiting from them. ICTs are potentially capable of contributing
to the improvement of various aspects of life, from reducing poverty to strengthening
democratic policies [23]. However, the application of ICT has not always been successful
in developing countries [24]. In this sense, the Covid-19 pandemic revealed a complex
scenario in Brazil, with successful experiences of large-scale adoption of technologies
(for example, the banking sector), living with a digital divide in the health and education
sectors.



18 A. P. Tavares et al.

2.1 Theoretical Framework

Digital technologies are transforming the socio-economic and political arenas, having
provided groundbreaking beneficial innovations to the world [25]. So far, most research
has focused on the development and implementation of digital technologies. The present
study intends to contribute to the field reflecting on and understanding the influence of
actors, technologies, and discourses and how they are integrated.

Bringing together the theories on contextualist ICT innovation [23, 26], the social
shaping of technology [27, 28], and the structuralism view of technology [29, 30], one
presents below an empirical framework combining three central concepts: social groups,
technologies, and discourses.

Contextualism, Social ShapingofTechnology, andStructurationTheory. The social
constructivist approach allows the understanding of the acceleration of digital transfor-
mation in the pandemic addressing conceptual relationships such as technology/society,
agency/structure, and technical reasoning/institutional dynamics [23]. That way technol-
ogy could be considered as part of a broader social context raising questions concerning
the way specific categories of technologies and social actors’ clusters are formed and
shaped, leading to specific socioeconomic outcomes. Actors, discourses, and technolo-
gies elements derive from the social shaping of technology line of research by which two
broad categories emerge: socio-economic shaping of technology and social construction
of technology (SCOT). Pozzebon and Diniz [14] argue that the actor’s interpretations of
technology presented by the social shaping view strengthen the opportunities for decision
making regarding technology management. Another theoretical influence on the present
study is the structuration view of technology or the Giddens’ structuration theory, which
has been developed by some researchers [29–31]. The concept of technology-in-practice,
derived from the structuration theory, explains how social groups, negotiating meanings
and applications of a given ICT, adapt them locally and what are the consequences.
According to the theory, different cultures will be involved differently with local adap-
tations or appropriations. In addition, the concept of improvisation that emerges from
emergency or crisis situations [32], in response to unexpected opportunities or unex-
pected actions sown in intuition to solve a problem [33], opens space for research in the
Brazilian context. In fact, improvisation is frequent in developing regions due to the less
stable political and economic environment [33].

Framework Dimensions. Table 1 presents the main dimensions of the Multilevel and
Pluralistic Conceptual Framework developed by Pozzebon and Diniz [14], consider-
ing the three theoretical perspectives abovementioned: contextualism, social shaping of
technology, and structuration view of technology.

‘Actors’ refer to the social setting where the ICT artifact is being implemented and
used. It helps define the boundaries of the investigation and includes the identification
of different relevant social groups. Social groups refer to a group of people who share a
common geographical space, a common social class, a common professional occupation,
to name a few. It also includes the identification of interpretive frames for each social
group, allowing the recognition of shared and conflicting perceptions, expectations, and
interests that characterize the community context.
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‘Technologies’ refer to the socio-technical characteristics of the ICT artifact being
implemented, as used by specific actors at a given level of analysis (individual, social
groups, society). The technologies-in-practice resulting from the process of negotiation
is both intended and unintended, and their choice emerges from the literature on digital
transformation in addition to the analysis of the mini-cases.

‘Discourses’ refer to the understanding of “how social groups influence the negoti-
ation process taking place around the implementation and use of a given ICT artifact.
The implementation of ICT in a community or region can be seen as an opportunity to
change information flow, resource allocation, and responsibility attributions” [14].

Table 1. Framework components.

Dimensions Concepts

Actors Context Social groups

Technologies Content Technology-in-practice

Discourses Process Mechanisms of negotiation

In sum, the present study focuses on the categories of negotiation that consider the
different interests, commitments, plans, perspectives, and positions of the network of
social groups interacting with the technology, and how they will influence the process
and outcomes of technologies-in-practice and the emergent social structures.

3 Research Method

The present study intends to analyze four mini-cases in the Brazilian context vis-à-
vis the aforementioned theoretical framework. The adopted criterion for selecting each
mini case was based on three main components: relevance, reliability, and impact on
society. Such criterion provides a unique research opportunity to understand an important
phenomenon through the lens of real-life cases which, according to Kardos and Smith
[34] usually ends with issues and points for discussion. In fact, the mini-cases are not
as deep as traditional case studies however, the mini-cases chosen presented a favorable
occasion for data collection, being extremely relevant in the Brazilian pandemic context.
Also, each mini-case brings a different and complementary perspective, which allows
abstraction and generalization of the findings through the discourses presented.

The research method was developed considering the following steps. First, the mini-
cases were analyzed through data collection. The data collection comprised a logbook of
events recorded during the outbreak of theCovid-19 pandemic. The procedure conducted
sought consistent and trustworthy data, and information collected through several meth-
ods like observation [47] and document analysis [48]. The Table 2 presents the synthesis
of the data collection. In science in action studies all the material within reach should be
gathered in a logbook, thus comprising recording notes of events and interviews during
the outbreak of the Covid-19 pandemic [48]. Second, the theoretical framework was
applied to each mini-case in order to understand the meaning or knowledge constructed
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by people and the way people make sense of their world and their experiences in this
world [35].

The theoretical perspectives were then articulated through a primary coding of actors
and technologies. It was followed by the analysis of discourses in a dialogue between
the theory and the field. Finally, specific outcomes were presented from the analysis of
the selected mini-cases. The criterion to define the outcomes considered the results of
each case at the societal level, and how the technologies, actors, and discourses impacted
such results.

Table 2. Summary of data collection.

Data sources Description Period Role

Public documents Articles in the media,
annual reports, books,
podcasts, websites

October 2020 to March
2021

Important for
establishing the
chronology of main
events and for
understanding different
viewpoints

Observation Field notes from
participation in public
conferences/events

October 2020 to March
2021

Important for
understanding the
dynamics of
interactions among the
social groups and the
discourses that emerged

Cetic.br Survey Studies on the use of
ICTs in Brazil during
the Pandemic

January 2021 to March
2021

Important for
monitoring and
evaluating the
socioeconomic impact
of ICTs for development

4 Brazilian Mini-Cases

4.1 Emergency Aid as a Measure of Social Protection

The Emergency Aid, instituted by Law 13.982, of 2020, is one of the biggest initiatives
of the Brazilian Federal Government to minimize the economic effects of the Covid-19
pandemic [36]. This aid is directed at the most vulnerable population, among them,
the beneficiaries of the conditional cash transfer program ‘Bolsa Família’ and those
enrolled in the single registry for social protection ‘Cadastro Único para Programas
Sociais doGoverno Federal’. The benefit also covers informal employees, self-employed
and individual microentrepreneurs. This new aid covers a gap in the social protection of
so-called informal workers as long as they meet the conditions stipulated by the law.

The ‘Cadastro Único’ currently contains data on more than 74 million citizens [37],
and is used by various federal programs, with the largest user program being the ‘Bolsa
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Família’. More than ten years ago, the ‘Cadastro Único’ was defined as a tool that could
be widely used due to its three essential characteristics: broad census information (for
the poor population), registry data (with identification and address data), and for its
broad identification of information about the conditions of these families’ lives [38].
According to the Caixa Econômica Federal, the operating agent of the ‘Cadastro Único’
and the ‘Bolsa Familia’ (2020), approximately half of the Emergency Aid target was
unknown to the Ministry of Citizenship, as they were neither ‘Bolsa Família’ beneficia-
ries nor registered in the ‘Cadastro Único’, which generated additional complexity for
the policy’s successful implementation.

4.2 Health System: Monitoring the Number of Covid-19 Cases and Deaths

Before the first Covid-19 cases were reported in the country, a variety of measures have
been implemented including the adjustment of a legal framework to carry out isolation
and quarantine [39]. The first case of coronavirus in Brazil and in South America was
registered on February 26th, 2020 in São Paulo. On March 13th, the Ministry of Health
announced recommendations to prevent the spread of the disease and recognized that
community transmission was occurring across the country, as a strategic measure to
ensure a collective effort by all Brazilians in order to reduce virus transmission.

“The Brazilian government’s response to the Covid-19 pandemic, under the pres-
idency of Jair Bolsonaro, has caused a political crisis resulting from a divide on how
to handle the spread of the disease” [40]. In March 2020, Brazil’s Ministry of Health
declared that each state should devise guidelines to fight the virus and strongly rec-
ommended social distancing and self-isolation. Meanwhile, the president dismissed the
severity of the pandemic, and encouraged people to “go back to normality”. In June 2020,
after sacking two ministers, the Ministry of Health has reduced the quantity and qual-
ity of the data available about the pandemic, which urged the creation of a partnership
between the media groups to collect Covid-19 statistics directly from the state health
departments. The main goal was to draw public attention guaranteeing transparency and
accountability in regard to the disclosure of data related to the pandemic.

4.3 The Impact of Covid-19 in Education

According to the United Nations children’s agency Unicef [41], in Latin America and
the Caribbean, 97% of children are not having face-to-face classes. That is around 137
million students. Covid-19 pandemic imposed an unseen situation on the Brazilian edu-
cational system: the need to adapt to remote learning. Unequal access to digital tools,
connectivity, and lack of training has imposed challenges for governments, schools, and
teachers to engage students in long-distance education. Such abrupt change affects all
actors in the education systems, however low socioeconomic students faced it more
critically. The Brazilian National Council of Education argues that Brazil is facing an
unprecedented situation in an area that traditionally does not have a culture of digital,
remote work, or distance education. That is new and complex for those who are working
with basic education in public and private schools. Indeed, Brazil is one of the most
unequal regions in the world, and Covid-19 has brought out those inequalities when it
comes to education. As stated by Unicef [41], schools also provide important services
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beyond education, such as school feeding programs and health programs. That way, the
impacts go beyond education, having a long-lasting effect that surpasses the learning
process. As per higher education, the Covid-19 pandemic has revealed weaknesses and
difficulties that threaten students’ access and retention. The instability of the labor mar-
ket, loss of jobs, and latent uncertainties about the future of the labor market weaken the
ability of students to remain in higher education. Altogether, the Covid-19 crisis has ren-
dered more visible and urgent the need to improve the access of socially disadvantaged
students to education.

4.4 Fake News and Data Protection

The acceleration in digitalization has brought an inevitable acceleration in cyberattacks
and fake news, forcing companies to invest more in cybersecurity and data protection.
Besides fighting the pandemic, the society faced the spread of speculations and fake news
about the disease [42]. The main issue regarding the fake news is that misinformation
makes people confused and unsure as to what sources can be trusted. In addition, the
spread of misguided news about the Brazilian Unified Health System and Ministry of
Health spread rumors that have eventually challenged the very legitimacy of these organi-
zations. Considering Brazil’s political and economic context, such media repercussions
have a strong impact on the population’s decisions [40].

Nine in every 10 Brazilians have been exposed to fake news about the pandemic,
which is typically shared via WhatsApp groups [43]. Seven in 10 say they believed in
the information they received. The risks of fake news have gained new urgency because
of the seriousness of the health issue. In order to fight fake news, the Ministry of Health
created a channel called “Health without fake news” to analyze viral news and determine
whether it is true or false. To manage the Covid-19 situation more carefully, the former
ministry created a specific channel for information related to the pandemic.Also, Brazil’s
Congress is pushing for legislation to stop this flood of disinformation. The bill, however,
has raised fears about freedom of speech and government surveillance. Despite the
discussion around information transparency, fake news is rampant, and one can affirm
that the spread of the same has contributed to discrediting science and global public
health institutions, thereby weakening people’s adherence to the necessary preventive
care [42].

5 Results

In this section, one presents and consolidates the main outcomes of each mini-case by
applying the proposed framework.

5.1 Emergency Aid as a Measure of Social Protection

The introduction of the Emergency Aid and the expansion of Bolsa Família represented
an increase in the income of the poorest by 40%. For instance, the average ‘Bolsa
Família’ family received less than USD 37 per month and with the Emergency Aid,
they received USD 110 to USD 222 monthly. According to Caixa Econômica Federal,
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58 million Brazilians received at least one installment of emergency aid through digital
accounts. Positive innovative factors have been developed such as the remote request
solutions, collaboratingwith social distancingmeasures. The package of assistancemade
a difference in how families coped with the pandemic.

5.2 Health System: Monitoring the Number of Covid-19 Cases and Deaths

When the World Health Organization declared the novel coronavirus a pandemic on
March 11th, 2020, Brazil was still a week away from reporting its first death due to
Covid-19. Nevertheless, the country soon claimed global attention, as the number of
Covid-19 cases and deaths in the country grew exponentially, reaching the third and
second highest figures worldwide, respectively, only behind the U.S. and India. In Jan-
uary 2021, Brazil surpassed the threshold of seven million cases and 200,000 deaths.
Brazilian government’s response to the Covid-19 pandemic, under the presidency of
Jair Bolsonaro, has caused a political crisis resulting from a divide on how to handle the
spread of the disease [40]. The absence of reliable information on the pandemic affected
potential countermeasures at local and national levels.

5.3 The Impact of Covid-19 in Education

More than 180,000 schools were closed in 2020 and 47 million students tried to adapt to
a new routine of distance education in Brazil [44]. A concern shared by the government
and schools is how to prevent dropouts and provide additional support to students with
fewer opportunities for virtual learning.Most public schools lack adequate technological
infrastructure to support teachers in conducting online courses. In addition, teachers in
Brazil feel unprepared to deal with technological resources, digital platforms, and virtual
classrooms [45].

5.4 Fake News and Data Protection

The Ministry of Health created the channel “Health without fake news” to analyze viral
news and determine whether they were true or false. Also, Brazil’s Congress is pushing
for legislation to stop the flood of disinformation. Platforms that do not comply would
be subject to fines as large as 10% of their group revenues in Brazil the previous year. In
2020, the most-viewed YouTube channels concerning Covid-19 were the ones spreading
fake news [42].

After analyzing the mini-cases and surveying the scientific literature, four main
discourses related to digital transformation were drawn, namely: (1) Economic Devel-
opment; (2) Sustainability; (3) Data Privacy & Citizenship; (4) Transparency & Partic-
ipation. Digital technologies have the potential to impact Economic Development by
increasing productive capacity, reducing social inequalities, redesigning government, or
delivering public services. Themini-cases such as the EmergencyAid, provides evidence
of such influence. Sustainability encompasses prosperity, social inclusion, environmen-
tally oriented policies, inclusive good governance, and peace. While the positive cases
showed how action provides sustainable outcomes, others such as the Health System
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monitoring, the education system, and fake news exacerbate the inequalities and the
challenges to achieve human capacity through improvements in education and health
care. Data Privacy and Citizenship aims to make the digital environment a safe and
reliable place, conducive to services and consumption and in which citizens’ rights are
respected. The pandemic made visible the growing volume of commercial and financial
online transactions and the provision of public services virtually, reducing the bound-
aries between online and offline. There have been important legislative improvements,
however the rise of fake health news during the pandemic contributed to discrediting
science and public health institutions. Finally, Transparency & Participation involve
expanding channels for citizen collaboration in public policymaking to achieve online
transparency, accountability, inclusion, and participation. The mini-cases showed how
digital platforms should converge to enable the application of such principles effectively.

In sum, such categories are relevant as they offer a comprehensive diagnosis of the
challenges to be faced, a vision of the future, and a set of strategic actions to monitor
progress in achieving the social and economic goals. Table 3 reports the summary of the
analyses performed.

Table 3. Summary of the mini-cases.

Mini-Cases Actors Technologies Discourses Outcomes

Emergency aid as a
measure of social
protection

Government
Citizens

Mobile, Big Data
Analytics, Artificial
Intelligence, Cloud
Computing

Economic
Development,
Transparency &
Participation

Positive

Health system:
monitoring the
number of covid-19
cases and deaths

Government
Media groups
Civil society
Citizens

Big Data Analytics,
Artificial
Intelligence, Cloud
Computing, Smart
Cities

Sustainability,
Data Privacy &
Citizenship,
Transparency &
Participation

Negative

The impact of
covid-19 on
education

Government
Civil society
Families
Citizens

Mobile, Big Data
Analytics, Cloud
Computing, Smart
Cities

Economic
Development,
Sustainability

Negative

Fake news and data
protection

Government
Private companies
Media groups
Citizens

Cloud Computing,
Big Data Analytics,
Mobile, Social
Media

Sustainability,
Data Privacy &
Citizenship,
Transparency &
Participation

Unforeseen

6 Discussion and Conclusions

TheCovid-19 pandemic has provoked unprecedented changes in society, health systems,
economies, and governments worldwide. Social groups combined with technologies and
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discourses associated with each scenario provide a viewpoint in which such categories
can be articulated to establish a theoretical relationship between the success and failure
of each case. While the case of Emergency Aid showed how the technological measures
adopted by the main social groups via important discourses impacted positively the lives
ofmillions of Brazilians, the lack of articulation between government, media groups, and
citizens, in the case of the Health System Monitoring, not only caused a political crisis
but also resulted in a divide on how tomanage andmitigate the pandemics. The samewas
observed in the case of the education system, where the lack of adequate technological
infrastructure to support the professors, schools, and families in delivering courses online
not only increased the extant digital divide but also will generate a long-lasting effect
that surpasses the learning process and will have implications for the future of an entire
generation. Besides, unforeseen outcomes were also identified such as fake news and
data protection which show how digital platforms, transparency, and participation are
fundamental in the aggregation and convergence of common interests from government,
private companies, media groups, and citizens.

The contribution of this study is twofold. First, it contributes to academic research as
no study investigated and categorized the impact of the digital transformation accelera-
tion by analyzingmini-cases in the context of a global pandemic in order to unveil the role
of actors, technologies, and discourses in the Brazilian context in the midst of a crisis.
Second, from a public policy perspective, this study presents a set of reflections that can
help policy makers to identify the positive, negative, and unforeseen consequences of a
pandemic, which is a learning opportunity for them to be better prepared for future out-
breaks. The study also presents some limitations which point toward avenues for future
research. Firstly, the researchers draw reflexivity processes while conducting the data
collection, and interpretation of the results. Thus, the study focused on the socially con-
structed reality of the subjects [48]. Such criteria imply the authors’ reflections revealing
their personal role and selection of the mini-cases and the actors represented in the study.
Secondly, the study does not seek to find objective truth, but rather to understand which
speeches about digital transformation emerged during the pandemic, and how the actors
mobilized these speeches and technologies to socio-technical proportions and potential
consequences at a society level. Finally, the study analyzed four mini-cases based on the
extensive material produced during the research [47]. Future research could re-examine
the assumptions that underlie the work, which can be handled through the selection of
multiple longitudinal case studies providing an in-depth and unique research opportunity
to understand an important phenomenon through the lens of real-life cases [48] in the
context of a pandemic.

Venkatesh [46] argues that one of the virtues of theories and by association empirical
work is often considered to be generalizability. However, Covid-19 reveals that some
contexts can be unique to the point where generalizability becomes irrelevant. In this
sense, the present study aimed to understand the impact of digital transformation during
the Covid-19 pandemic to unveil potential challenges and opportunities in a post-Covid-
19 world.
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Abstract. Proactive government is a promising approach to user-friendly pub-
lic services. By acting proactively instead of reacting, governments reduce the
interaction effort of a public service for the user and, in doing so, increase its
user-friendliness. However, implementing such proactive services in practice is
challenging and requires the redesign of the according processes. For example,
the data that currently is provided by the user, now has to be collected by someone
else. The goal of this paper is to identify reoccurring challenges in the redesign
of processes for proactive public services and to develop strategies to overcome
them. We analyse business processes from nine public services and conduct ten
expert interviews with practitioners. We synthesis the reoccurring challenges into
three implementation dimensions and present three implementation strategies. The
implementation dimensions inform the feasibility of proactive services in practice
and the strategies can be used by practitioners to streamline their efforts to provide
user-friendly public services.

Keywords: Proactive government · Proactive public services · Business
processes

1 Introduction

In the course of digital transformation, governments aim at providing user-friendly ser-
vices, i.e. public services that are not only digital but also have a high service qual-
ity [1]. To this end, concepts like “once-only”, the “single digital gateway” and the
“one-stop-shop” are pursued in various countries (e.g. [2]).

One approach to user-friendliness is proactive government. The approach aims at
eliminating any effort for the user whatsoever, resulting in a “no-stop-shop” [3, 4]. In
particular, a service from such a government is provided proactively to the user [5]
and without any application or user-government interaction [6]. The approach has been
implemented in practice, e.g. for child benefits in Austria [7], and declared a strategic
goal of countries like estonia [4]. While the exact relation of non-interaction and service
quality is yet to be understood in detail [8], proactive public services are arguably the
next step for governments towards user-friendliness [9].
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Although promising from a conceptional point of view and despite the successful
examples from practice, the implementation of proactive services remains challenging
[10]. Current public services often rely on the user’s activity, e.g. to provide necessary
data. When attempting to minimize those user efforts, the data that currently is provided
by the user, has now to be collected by other entities. Consequently, scholars argue that
proactive government requires a fundamental shift in the way government works [5] and
a redesign of government processes [3].

Literature on proactive services has investigated the differences between reactive and
proactive public services [5, 6, 9], and conceptualized the integration of data collection
and storage in proactive governments [3]. However, according to our review of literature,
there exist no guidelines on how to redesign government processes for proactive services
in practice.

We address this gap by identifying the dimensions of reoccurring challenges in the
redesign of processes for proactive public services and develop strategies to overcome
them. To this end, we analyse process models of nine public services and conduct ten
expert interviews. We synthesis three dimensions of those reoccurring challenges in the
redesign of government processes for proactive public services. Namely, the service
trigger, the data collection, and the process control. Based on that, we develop three
strategies - internalize user activities, leverage other parties, and enable the user to
outsource - to overcome these challenges. The strategies are applied to an exemplary
public service to demonstrate their applicability.

The findings of this paper show that there are fundamentally different strategies to
the implementation of proactive public services. We contribute to theory by inform-
ing the feasibility of proactive services in practice and provide practical guidance for
organizations that want to offer proactive services.

The paper is organized as follows. After this introduction the existing literature on
proactive government and business process redesign is summarized in Sect. 2. We then
explain the methodology of the conducted research in Sect. 3 before we present the
results in Sect. 4. The paper is concluded by a discussion of the results (Sect. 5) and final
conclusions as well as an outlook (Sect. 6).

2 Theoretical Background

2.1 Proactive Government

The notion of proactivity in government is a current topic of research and is discussed
from different perspectives and for different aspects [3, 5, 6, 9]. The proactive service
provision by governments can be defined as delivering “a service to a citizen when
a life event occurs, without the citizen having to request the service” [3]. A govern-
ment that delivers proactive services is considered user-friendly and improving service
quality, since it supplies a service to the user (user-centric) instead of just approving it
(government-centric) [3]. Consequently, proactive services can be distinguished from
non-proactive services.

In a continuous interpretation, proactivity of a service can be seen as inversely pro-
portional to the interaction effort the has user to get the service [6]. In the spirit of this
interpretation, truly proactive services are therefore non-interactive, i.e. do not require
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user-government interaction from user to government whatsoever [8]. In this context,
a distinction between two-way and one-way interactions can be made [9]. Whereas a
two-way interaction requires an effort from the user, a one-way interaction from the
government to the user, e.g. the transfer of money, causes no effort for the user and, thus,
can occur even in a strictly proactive service.

The implementation of proactive services has been studied from a conceptual per-
spective and on a government level. Numerous authors ([3, 5, 8, 11, 12]) describe gen-
eral challenges and requirements from technical and organizational perspectives. For
instance, in the stage model of Scholta et al. [3] proactive service delivery affects the
storage and use of data inside government. Yet, examples from practice like in Estonia
show, that data integration not automatically results in proactive services [11]. While
legal regulations can hinder the implementation [13], process management and use of
technology enables it [3, 5, 9].

2.2 Business Processes and Business Process Redesign

Business processes and the redesign of business process are a studied field in information
systems and e-government literature (e.g. [14–16]). Business processes have a clearly
defined starting and end point, in between which an input is transformed by the process
into an output. The transformation can be split up into process steps [17].

Literature on the redesign of Business Processes includes Business Process Change
(BPC), which has its origins in Business Process Reengineering and Total Quality Man-
agement [18] and can be defined as a fundamental rethinking and radical redesign of
business processes [19]. The goal of BPC is an improvement in performance and is
dependent on capabilities such as project management, change management, and IT to
be successful [18].

Like in the private sector, in the public sector the modelling of processes supports
the comprehension of structures and dependencies and, thus, can help to understand and
analyse organisational challenges (e.g. [14, 20]).While there are many similarities to
the private sector, research has identified unique characteristics of BPC implementation
in the public sector [16]. Examples are strategic volatility and resource forecasting.
However, also in the private sector, the redesign of processes can provide benefits [21].

3 Methodology

The paper follows the methodology of design science research [22] and analyses data
from a literature review, nine public service process models and ten expert interviews.
In order to determine the research gap, we conducted a literature review [23] and studied
the theoretical foundations on proactive government and redesign of business processes
in the public sector. For the literature on proactive services we used the work of Scholta
et al. [3] as a starting point; for literature on the redesign of business processes the paper
by Jurisch et al. [18]. We used the results to guide the analysis of the process models
and structure the expert interviews.

According to our literature review there are no clear guidelines on how to redesign
government processes for proactive services in practice yet. Based on this research gap,
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the goal of this paper is to design such guidelines. In order to achieve that goal we
collected qualitative data from the analysis of process models from nine public services.
Table 1 lists the analysed services, including their service category.

Table 1. Analyzed services.

Process ID Public service Service category

Process 1 Sponsorship for community services Leisure activities

Process 2 Application for “yellow” gun ownership license Leisure activities

Process 3 Application for “green” gun ownership license Leisure activities

Process 4 Petition for a referendum Leisure activities

Process 5 Visitor’s tax (Tourism) Business activities

Process 6 Proceedings of administrative fines Law and order

Process 7 Federal grant for university studies Education

Process 8 Formal obligation Immigration

Process 9 Residence for work Immigration

The processmodels are official modellings from the database FIM andwere obtained
from the so-called “FIMportal” website. The database is a project of the German govern-
ment to standardize service descriptions, data schemas and processmodels [24]. The pro-
cess models are notated in BPMN and conform to the legal regulations of the respective
service. Following [8] we considered the processes through the lens of user-government
interactions. I.e., we identified the interactions of each public service by selecting the
BPMN arrows that cross the swim lane boundaries of the user and clustered them into
interaction types. This analysis of the processmodels revealed 29 user-government inter-
actions that distinguish the service from a proactive one. Based on the interaction types
and by modelling proactive versions of the services, we identified three implementation
dimensions for proactive services.

Based on the identified dimensions, we developed three strategies for the implemen-
tation of proactive public services with the help of 10 semi-structured expert interviews.
The interviewed expertswere selected for their knowledge in process and services design.
Their selection also considered the different stakeholders in the implementation of new
(digital) public services, i.e. IT service providers and consulting experts. We conducted
the interviews from 26th June 2020 until 04th August 2020 and they lasted between 31
and 49 min. The interviews were recorded, transcribed and coded. Before coding the
transcriptions were send to the expert for approval. Table 2 gives an overview over the
interviewed experts and their positions.
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Table 2. Conducted interviews.

Interviewee Organisation Position

Interviewee 1 Large municipality 1 Organization expert

Interviewee 2 Large municipality 1 Process expert

Interviewee 3 State owned IT service provider Process expert

Interviewee 4 IT service provider Digitalization expert

Interviewee 5 State ministry Innovation and technology expert

Interviewee 6 Large municipality 2 Digitalization expert

Interviewee 7 State owned IT service provider IT Systems expert

Interviewee 8 Large municipality 1 IT Systems expert

Interviewee 9 Medium municipality 1 Process expert

Interviewee 10 In-house consulting municipality 1 Strategy expert

4 Results

4.1 Reoccurring Implementation Challenges and Their Dimensions

Amajor user-government interaction in many public services is the application. For that
reason,wedescribe the consequences ofmaking a reactive public service application-free
in order to illustrate the challenges in the implementation of proactive public services. In
a reactive version the service, the provision is initiated by an application of the user. The
application serves the purpose of triggering the service as well as providing data. This
raises the question, how the service can be implemented such that the trigger and the
data is not coming from the user. An example is the federal grant for university studies
(Process 7) which currently requires the student to collect data about the parent’s income
but also about the current enrolment status and previous grants. Thus, the student has
to orchestrate multiple public and private agencies to get the necessary data. Then, by
applying, the student also triggers the service. In a proactive version of this service, gov-
ernment or another entity has to trigger the service and also organise the data collection.
Given that the income data is sensitive, this extents to the question whether a central
government entity should have access to all the data necessary.

Our analysis of nine process models from non-proactive services revealed 29 user-
government interactions that have to be eliminated for a proactive version. Attempting
to eliminate these interactions towards a proactive service creates various challenges
including but not limited to the elimination of the application.While the challenges vary,
the possible solutions to overcome them have similar properties. We synthesized those
properties into three dimensions that reflect the central questions that have to be answered
when implementing proactive service. The dimensions and their manifestations are
summarized in Table 3.

Service Trigger. All nine investigated services include an application by the user. I.e., a
user-government interaction to trigger the process. In a completely proactive version of
the service, this trigger has to happenwithout the user. In the example of the federal grant
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Table 3. Implementation dimensions.

Dimension Central question Manifestations

Service trigger By whom is the service triggered? User, other

Data collection How is the data collected? concentrated, distributed

Process control Who is controlling the process across the involved
entities?

User, other

for university, the service trigger could be triggered by the university which informs the
responsible entity about new students. However, this depends on the knowledge of the
university that the student is in need of a grant. The implementation of proactive public
services, thus, has to consider which non-user entity has the necessary information to
trigger the service.

Data Collection. In all investigated services data is supplied to the government by the
user. I.e., the user serves a central data hub where the data collection is concentrated.
Some data comes from the user directly, other data is collected by the user from other
parties. In a proactive version of the service, this data has to be obtained without the user.
In the case of the federal grant for university the data of the university can be requested by
a government agency or be sent by the university automatically. The two options differ
in the mode in which the data is collected: Either by a central player, e.g. the responsible
government agency, in a concentrated effort. Or in a distributedway by decentral entities.
The former constitutes mostly two-way, the latter one-way interactions.

Process Control. Finally, in all but one investigated services the user is in contact with
more than one party in order to get the service. The orchestration of these parties is a
central user effort that goes beyond the collection of data. Not only needs the data be
collected but also the order of these steps needs be in the right order. In a proactive
version this control of the process is not exercised by the user anymore. In the example
of federal grant for university, this role can be fulfilled by the responsible government
entity but also by a third party like the university or a hired company. The implementation
of proactive public services, thus, has to consider which entity controls the process.

4.2 Implementation Strategies

Based on the identified dimensions, we synthesised three strategies for the implemen-
tation of proactive public services in ten expert interviews. The strategies can be seen
as distinct approaches for an agency to achieve user-friendliness via proactive public
services and can be used as guidelines to redesign the respective processes. They are
described from the perspective of the service providing agency. In order to contrast the
differences, we proceeded the descriptions of the different strategies by a description of
a reactive process.

The strategies can be visualized using the three dimensions presented in the previous
section (Fig. 1). A strategy constitutes the movement in the three dimensional space of
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the cube into a certain sub-cube. While there is a potential fourth strategy in the back
top right, this strategy was excluded by the experts for impracticability.

Fig. 1. Illustration of implementation strategies from proactive public services in three dimen-
sional space using the dimensions presented above.

In reactive processes (bottom-left sub-cube in the front) the users serves as the
trigger of the service, collects the data in a concentrated manner and controls the overall
process. An exemplary user journey starts with the need for a service, which prompts
the user to gather data, i.e. certificates from a third party. In this collection the user has to
consider which data needs to be organized first and what are the dependencies between
the parties that provide the data. The data is then forwarded by the user in form of an
application to the responsible agency. Based on the application the service is finally
provided by the service providing entity.

Strategy 1: Internalize user activities (top-right sub-cube in the front). Following
this strategy the service providing entity aims at taking over all activities from the
user and handles them itself. In this case the activities of the user are fulfilled by the
government and, thus, reducing the effort for the user. “This has to happen within the
public entity itself” (Interviewee 1), e.g. “initialized by some kind of event or data
condition” (Interviewee 8). I.e„ the service is triggered, the data is collected and the
process is controlled by the providing entity. In the visualisation this strategy corresponds
to a shift to the right and up.

Strategy 2. Leverage other parties (top-right sub-cube in the back). The service
providing entity aims at leveraging third parties in taking over activities from the user.
A third party can be another public entity or a trusted organisation. In this case, the
activities of the user will be taken over by the third party and, thus, reduce the effort for
the user. The third party triggers a service by notifying the providing entity based on an
event or an information state, initiating a “whole chain of data exchange” (Interviewee
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2). Also the providing entity can organize third parties to provide data that is necessary
for the service provision. Finally, a third party can also orchestrate different parts of
the service, e.g. initiating the provision of certificates, potentially leading to “a process
network […] which makes sure that one process triggers another” (Interviewee 10). In
the visualisation this strategy corresponds to a shift to the back-right and up.

Strategy 3: Enable the user to outsource (top-left sub-cube in the front). The
service providing entity aims at bringing the user into a position in which he or she can
outsource certain activities to a trusted intermediary. The intermediary can be a person,
an organization or a software like an app. The app, for example, could “manage several
applications […] and govern processes” (Interviewee 7) In this case, the activities of
the user will be taken over by the intermediary “which communicates in all directions”
(Interviewee 7) and, thus, reduces the effort for the user. I.e. the service trigger, the data
collection, and the process control are exercised by the intermediary. In the visualisation
this strategy corresponds to a shift up.

4.3 Exemplary Application

In order to demonstrate the applicability of the presented strategies we applied them to a
simplified version of the service “federal grant for university”. In this version the income
of the parents is not required. Consequently, only the service providing entity and the
university are involved. For each strategy wemodelled a resulting process model. For the
sake of limited space, Table 4 provides simple schematic visualizations of the resulting
processes, emphasising the major interactions of the process with arrows.

Table 4. Schematic visualizations of the implementation strategies for an exemplary service.

Reactive Service Strategy 1 Strategy 2 Strategy 3 

Currently, in the simplified, reactive version there are two two-way user-government
interactions. The user first requests a enrolment certificate from university and then uses
that certificate to apply for the grant from the agency. In both cases the user triggers
the interactions and controls the process. The data is also collected by the user in a
concentrated manner.
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Pursuing strategy 1, the service providing agency redesigns the service such that all
activities of the user are nowconducted by itself. I.e. the agency has a two-way interaction
with university to obtain the certificate. It then uses the certificate and provides the service
to the user in a one-way interaction. Following this strategy, the service is triggered and
the process is controlled by the agency. In addition, the agency also collects the data in
a concentrated manner.

Pursuing strategy 2, the service providing agency redesigns the service such that the
university can trigger the service by providing the enrolment certificate to the agency
in a one-way interaction. The agency then uses the certificate in order to provide the
service to the user in a one-way interaction. Following this strategy, the service trigger
and the process control lies with lies with the university. The data collection is organized
in a distributed manner, indicated by the one-way arrow.

Pursuing strategy 3, both, the service providing agency and the university, allow an
intermediary to take over the activities of the user. This changes the data collection such
that the intermediary instead of the user obtains the enrolment certificate in a two way
interaction with the university. It then uses the certificate to apply for the grant from
the agency – again in a two-way interaction. Finally, after receiving the service, the
intermediary provides the service to the user in a one-way interaction. Following this
strategy, the service trigger and the process control lie with the intermediary which is
controlled by the user. Also, the data is collected by the intermediary in a concentrated
manner.

5 Discussion

The findings of this paper show that there are fundamentally different strategies to
the implementation of proactive public services. The responsible agency can take over
activities from the user, but also leverage third parties or enable the user to outsource
activities. Based on this insight, three remarks can be made.

First, the diversity of potential implementation strategies for proactive services is
not yet reflected in theoretical conceptualizations. For example, in their investigation of
differences in the conceptualization of reactive and the proactive “No-Stop” government,
Scholta und Lindgren [9] stress that for the latter internet-based technology is “necessary
for the government, not for the citizen” (page 6). However, outsourcing activities to
an intermediary, as suggested by strategy 3, could be automated in a software-based
user assistant. Thus, this approach to proactivity would use internet-technology. This
is relevant for practice, since proactive government can, for instance, enable proactive
services by providing application programmable interfaces (APIs), while taking over as
an agency requires know how on internal process automation.

Second, proactive government does not necessarily mean a fundamental change
in how government works. In the case of user outsourcing but also when leveraging
third parties, the two-way interactions between the service providing agency and other
parties remain the same in principle. There is only a change in the parties that the agency
interacts with. Taken together this suggests that proactive services not necessarily require
a proactive government. The shift from pull to push, as observed by Linders et al. [5],
thus, represent only one option, and proactivity not necessarily requires a pull. This has
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also implications for the redesign of business processes in practice which might not need
a fundamental redesign.

Third, proactive government does not necessarily mean data integration within gov-
ernment or government process control. Scholta et al. argue that for proactive services
government departments need to “have access to their own data and the data of all other
government departments” [3]. However, when leveraging third parties or letting the user
outsource, the data collection can also be decentralized or lie with the user. A practical
implication of this is, that privacy concerns may be avoided. Similarly, even for proac-
tive services, the trigger of a service can be still under the control of the user. That adds
another option to the government-based trigger that literature suggests [3].

6 Conclusion and Outlook

In this paper we present strategies for the implementation of proactive public services.
The strategies are based on reoccurring challenges extracted from process models and
are developed in expert interviews. The strategies address the challenges from different
angles and provide guidelines for practice. We contribute to theory by informing the
requirements of proactive services for implementation and provide practical guidance
for organizations that want to offer proactive services.

The findings of this paper have limitations that restrain their general applicability
and should be met with further research. The number of analysed processes and the
interviewed experts are limited in their number and originate from one country only.
The findings should be evaluated in other contexts and from more experts to validate
their transferability. Also, the strategies are not necessarily equally suitable and advisable
for usage in practice. For example, the potentially different effects on service quality have
not been studied. Potentially the trust in a service is higher when the process control lies
with the user. This should be considered when applying. Finally, the strategies remain
abstract and do not specify concrete implementation steps. Further research should aim
at operationalizing the strategies with methods and tools for practice.

Although limitations exist, we believe that our research is valuable to both theory and
practice. In particular, we hope that the presented strategies support the implementation
of proactive public services and increase user-friendliness in the public sector.
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Abstract. Different actor roles in inter-organizational digital public services are
often neither understood nor acknowledged. This can result in challenges regard-
ing the proper design and result in a lack of adoption of these services. In the
literature, there exist various taxonomies outlining roles such as users, consumers
or co-creators, although their value is limited. We define roles as the expecta-
tions regarding the actors and their responsibilities in the governance of a digital
public service. The aim of this research is to better understand the various roles
in inter-organizational digital service provisioning. This objective is achieved by
examining existing classifications and using them to analyze the roles in three
inter-organizational cases in Belgium. Themultiple-case study reveals natural per-
sons and legal entities often combine several roles. Public administrations have
to collaborate to establish inter-organizational digital public services, but might
be confronted with different perspectives regarding the end-user or other roles.
This might lead to tensions and could have consequences regarding adoption. The
results show that intermediary roles performed by non-public sector parties, such
as mandate holders or private service providers, are lacking in existing classifica-
tions. A novel classification is proposed together with suggestions for the concept
of roles, taking a comprehensive view on actor roles in the entire service delivery
chain.

Keywords: Public service delivery · Actor roles · Inter-organizational services ·
E-government

1 Introduction

To foster digital government success, comprehending the roles that actors such as public
legal entities and natural person assume in inter-organizational digital public services
is key. An actor role (or role) can be defined as a “the responsibility for performing
specific behavior, to which an actor can be assigned, or the part an actor plays in a
particular action or event” [40, p. 60]. One actor typically can play multiple roles and
roles can change over time. Through ICT’s, traditional actor roles are changing [5, 22,
23, 42]. This evolution creates a challenge for governance. Clarity of roles – and the
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underlying responsibilities – among collaborating public organizations has in this regard
beenput forward as an important characteristic for digital government succes [14, 28, 36].
Defining and assigning actor roles can contribute to alleviating governance challenges
created by interdependencies between involved actors [18, 45]. This is especially the
case for inter-organizational digital public services, that require a multitude of actors to
collaborate in order to link building blocks that form integrated service chains through
which various services can be delivered [45].

A research gap presents itself regarding the understanding of the roles actors assume
in the initiation, design, implementation and evaluation of digital public services and the
larger societal context [23, p. 433; 1, p. 254, 257, 265]. If there is nomutual understanding
of each other’s perception regarding the roles they assume, then this can impact the
effectiveness of collaboration [14]. It also potentially leads to resistance among involved
actors in its governance [1]. Unclarity about roles can further adversely affect the design
of a service and impact a service’s adoption and its eventual use [9, 20].

Concepts such as users, citizens and consumers are used interchangeably and are
often given different meanings. As Garcia [13, p. 335] points out, predefining an actor
as a citizen already gives them certain rights and responsibilities, while a user is a
more neutral term that is also applicable to non-citizen service users. At the same time,
research has noted the different roles actors assume in the context of digital public service
provision [e.g. 34]. Examples include roles such as a customer when comparing utility
providers on a public website or applying for subsidies, or as client when obtaining
e-health services. Differences in actor roles influence how public services are developed
and what part actors are expected to play or themselves expect to take part in in the
design and delivery processes [23, 35].

Prior research has investigated roles in specific settings (e.g. web service orchestra-
tion [16], open-source software (OSS) using agile methods [31] or Open Government
Data [12]). A general examination and classification or taxonomy of roles in inter-
organizational digital public services remains lacking. This research aims to understand
the different roles actors can assume in the context of inter-organizational digital public
service delivery. Our research question is the following: what are different actor roles
in inter-organizational digital public service delivery?

We achieve our research aim through an exploratory multiple-case study involving
three cases that entail inter-organizational digital serviceswith respect to natural persons,
private legal entities and public legal entities in the region of Flanders, Belgium. These
cases show an intricate and complex landscape of actor roles, with three distinct but
interacting types of actor roles.

The structure of the paper comprises 6 parts. Following the introduction, Sect. 2 looks
at the research background on actor roles, including classifications. Section 3 details the
multiple-case study approach. Section 4 provides a description of the cases and their
characteristics. Section 5 presents the analysis of actor roles in the three cases. Section 6
contains the conclusion.
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2 Research Background

To get an extensive overview on actors roles, in this section we review actor roles and
classifications in the e-Government, Information Systems (IS) andPublicAdministration
literature.

2.1 Actor Roles in the e-Government Literature

In the e-Government literature, various taxonomies, typologies and categorizations have
been developed or proposed for end-user roles [e.g., 9, 34, 37, 43]. Based on a systematic
review of stakeholder roles in the e-Government literature and building on Mintzberg
[27], Rowley [34], distinguishes between 4 different roles that natural persons can adopt:
customer, client, subject (of the state) (or legal subject) and citizen (which includes the
role of voter and participator in the political process). For each of those roles, the auhor
describes the nature of the roles, which can be viewed as the perspective that public
administrations take towards them.

Stakeholder theory is often used to describe and analyze users and their roles
[e.g., 2, 34, 35]. However, where stakeholder theory looks at power relations between
stakeholders [35], the scope in this paper is limited to identifying the different actor
roles.

In their apprehension of citizens in the context of digital public services, Distel and
Lindgren [9, p. 126] (1) delineate how a natural person is conceptualized, i.e. what per-
spective is taken towards them, (2) posit natural persons’ interaction in the policy, design
and service process, and (3) examine the general position of natural persons in service
governance. The authors [9, p. 125] found that in the literature there are often neither
clear definitions of actor roles, nor explicit perceptions public service providers have
with respect to the roles of an actor. They argue that the e-Government literature often
treats users of digital public services as homogenous and public administrations only
view them from a single perspective or role at the same time. In an era that considers
user-centric digital public services a principal requirement of service delivery [8], under-
standing the expectations and perspective of users by public service providers becomes
crucial in the design phase [20].

While most authors look at external end-users, Ashaye and Irani [1] examine the role
of public servant. The authors also point to changing roles actors have during the phases
of a digital public service’s life cycle. They note how these roles have to be critically
understood to ensure proper coordination in the different phases and that execution
capacity can be undermined by excluding actors.

Furthermore, the e-Government literature mainly focusses on natural persons, while
private legal entities (e.g., businesses, companies, self-employed workers or associa-
tions) have been studied to a much lesser extent [21, 34]. In addition to the roles of
consumer [21], subject [3], or co-producer [33], private legal entities can also assume
the role as (co-)producers of goods and services [45].

Besides the role of and perspective on (end-)users, the e-Government literature
also has looked at the role of intermediaries in the service chain [17, 24, 38, 39]. An
intermediary can be “any public or private organization facilitating the coordination
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between public service providers and their users” [17, p. 38]. The role of intermedi-
ary has been closely examined in multichannel management (MCM) public service
delivery [17]. In this context intermediaries can serve as an additional service deliv-
ery channel and provide value to end-users, by for example aggregating various digital
public services and delivering them based on the specific requirements of user groups.
Bharosa et al. [3, p. 153, 394] found that intermediaries can perform various functions
and take advantage of economies of scale and specialization. Millard [25, pp. 53–54]
stresses the existence of actors who use digital public services on behalf of others. The
author’s research points to one out of four users of digital public services acting on behalf
of someone else (not including accessing digital public services as part of someone’s
job).

In addition to perspective roles and service chain roles, coordination roles have also
often brought forward to alleviate dependencies and potential governance challenges
between the involved actors [8]. Roles in this respect include (inter alia) these of initiator,
enabler, developer and facilitator [16].

2.2 Actor Roles in the IS Literature

In the IS literature, roles are well established with respect to more technical roles of IS or
ISmanagers, such as process engineer or enterprise architect [7], but less regarding inter-
organizational digital services. In the context of processes Earl [10] conceptualizes actors
as “people who perform a certain task based on a role” [10 in 3, p. 149]. In an enterprise
architecture approach, roles comprise the responsibilities undertaken in different process
steps and a role model describing the roles in a service can be seen as complementary
to a service’s process and data models [7]. Poniszewska-Marańda [30] highlights the
complexity of identifying and organizing roles, especially in settings where roles are
not very formalized, such as within organizations. Regarding access control models, the
author represents roles as a set of functions, i.e., actions actors can undertake to achieve
the responsibilities they are assigned to. Roles can be shared among various actors and
actors can take up multiples roles simultaneously or over time, for example over the
different phases of a service’s design, development and implementation. Millerand and
Baker [26] have shown how the traditional distinction between developer and user gets
fuzzy as collaboration practices transform traditional interaction patterns.

2.3 Actor Roles in the Public Administration Literature

In the public administration literature, actor roles can be viewed from the three main
governance paradigms. In the Classical Public Bureaucracy [42], which is centered
around the hierarchy-type, the role of natural persons is one as a passive subject or
client [29]. Under the role of subject, actors have a duty to the State, such as paying
taxes, or, as client, they receive a professional service such as education or health-
care [27]. By contrast, under New Public Management (NPM), which is dominated by
the market-type, natural persons came to be seen as customers [29]. This perspective
added the importance of user satisfaction to the development and delivery of public
services, but not necessarily through active involvement. It changed the characterization
of public administrations to that of a service provider, rather than a legal authority [42].
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Partly reacting to NPM, New Public Governance (NPG) is grounded in the network-type
perspective and provides another narrative on actors’ roles. This narrative is based around
public service provision through inter-organizational networks [33]. (Groups of) Natural
persons (and private legal entities) can be seen as co-creators of public services (or as
partners [22]). They actively collaborate in multiple or all phases of a service’s life cycle
as an equal partner to public administrations [5, 42]. We follow Torfing, Sørensen and
Røiseland [42], who perceive a co-producer as natural persons or private legal entities
who jointly produce and deliver a public service. Consequently, co-producer is a type
of intermediary role and part of the service chain that delivers a public service to an
end-user. A role as co-producer can also be combined with that of a user.

A number of authors in Public Administration have also presented typologies of
actors roles. For example, Mintzberg [27] distinguishes between customers, clients, sub-
jects, and citizens, each with differing views on what external actors and public admin-
istrations expect from each other regarding public service delivery. Whereas, Thomas
[41] differentiates customers, citizens and partners.

Leadership roles are often emphasized as a key enabler in inter-organizational policy-
making and networks [19]. For example, Emerson andNabatchi [11] distinguish between
several leadership roles that coordinators or participants can assume, such as initiator,
champion, convener, facilitator, mediator, expert and public decision-maker.

While the importance of roles is often emphasized in the e-Government, IS and
Public Administration literature and individual actor roles are frequently put forward as
a key enabler to realize inter-organizational digital public services, existing typologies or
conceptualizations are rather limited. They mostly focus on either the conceptualization
of natural persons as end-users, or accentuate coordination and leadership from the side
of public administrations. Moreover, the literature largely concentrates on digital public
services for natural persons, rather than private legal entities or public legal entities.
These gaps make it relevant to add to the literature on actor roles, more particularly by
shedding more light on actor roles in inter-organizational digital public services.

From the classifications we found in the different literature domains, three dimen-
sions seem to be apparent with respect to actor roles: (1) roles that consist of the per-
spective throughwhich public service providers view service recipients, such as citizens,
co-creators or consumers (2) roles with respect to the delivery of a service, and (3) roles
with respect to the steering of public services across its phases. We will use these three
groups of actor roles as a basis to look at the actor roles in practice. Based on both
literature and practice we will generate a taxonomy for actor roles that also explores the
interaction between different roles.

3 Research Approach

To understand actor roles in inter-organizational digital public services, we take on an
interpretive and pragmatic epistemology [15]. Thus, our own understanding of actor
roles in inter-organizational digital public services is based on the meanings of the
involved actors [44]. The interpretivist approach is instrumental to the pragmatic app-
roach. This means that we aim to understand the phenomenon to improve the governance
of inter-organizational digital public services in practice. In line with the research ques-
tion (“what” question) and the scarcity of empirical work, we opted for a qualitative
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exploratory case study design. Qualitative research is suited to look into the patterns
of behavior and explore a research problem, rather than making predictions or provid-
ing explanations [4]. A case study approach allows investigating phenomena in their
real-life context [32, 46]. We intend to gather a more comprehensive view on possible
roles and their interactions through a multiple-case study design than a single case study
could provide [46]. Three cases have been selected: Digital Invoicing, eBox and My
Citizen Profile. All three are cases deal with digital public service users in the region of
Flanders, Belgium and include public administrations on the federal, Flemish (regional)
level and/or local level. These cases were selected based on 3 criteria. (1) The cases had
to entail various public administrations, preferably over several levels of government.
(2) Those public administrations had to collaborate to achieve inter-organizational pub-
lic service provisioning. (3) The end-users across the cases needed to be diverse (i.e.,
including natural persons, private and/or public legal entities).

We rely on an iteration between deductive and inductive research approaches to
develop the taxonomy, alternating between insights from literature and the cases. A
taxonomy can be viewed as a “collection of controlled dictionary definitions that are
organized into a hierarchical structure” [3, p. 106]. FollowingRowley [34, p. 55], deriving
this taxonomy relied on an iterative process, where we compared roles in the cases to
those in the literature and grouped similar roles in the literature.

The data collection focused on documents and semi-structured in-depth interviews
as data sources. For each case, we first held interviews with the main actors in each case
to apprehend the situation. These interviews provided us with (internal) policy docu-
ments, white papers and technical specifications; gave access to collaboration spaces,
and (partly) provided contacts for the interviews (based on the purposive sampling strat-
egy). These documents, together with laws, regulations, and publicly available policy
documents allowed us to inquire into the involved actors and the formal roles.

The interviews relied on a purposive sampling strategy intended to examine the
roles of the public sector administrations/organizations involved in the coordination.
Interviewswere conducted with product, project and programmanagers, civil servants at
the operational level, management level and legal experts.We followed a broad interview
guide through which we inquired into the context of the service, the service chain(s),
several governance aspects and the involved actors and roles.We asked (1)who the actors
were, (2) what roles they assumed, (3) who the users were, (4) if they had an approach
towards their end-users, (5) how they were involved in the service delivery chain, and
(6) how they were involved in the steering of the case. For each organization, we also
inquired how they viewed their own role(s). Through the interviews, we could clarify
roles found in the documents, identify additional roles and inquire into the shifting (of)
roles as the service chain evolved over multiple phases over time. In total, 63 interviews
(respectively 22, 19 and 27, whereas five interviews covered 2 cases) of 60–120min took
place. The interviews were either face-to-face or through video-conference tools (for the
interviews in 2020). We opted for a broad sampling to gather many perspectives from
the involved actors. The time horizon is cross-sectional and data collection took place
in two rounds. First from January 2017 to January 2019 for the first round of Digital
Invoicing (8 interviews with the lead government organizations that cover the context,
coordination, governance and general actors roles). Based on the results, we opted for
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an additional round of data collection that more clearly focused on actor roles. From
April to October 2020 we undertook the second round of Digital Invoicing (with the
lead government organizations and other public service providers), including the data
collection for the other two cases.

4 Cases

In this section, we describe the background of each of the cases (Digital Invoicing, eBox
and My Citizen Profile). Table 1 provides the characteristics of the cases, following the
taxonomy presented in the next section. Each of the cases are in their expansion phase,
following their initiation, piloting and operationalization [45].

Digital Invoicing relates to the realization of a common digital public service to
send invoices and related business documents from private legal entities to procuring
federal, Flemish and local public legal entities [45]. Private legal entities either send
invoice-related documents through (1) a central portal, or (2) through an interoperable
network infrastructure where Belgian public legal entities, natural persons and private
legal entities can be reached through invoice/procurement services providers (i.e., Access
Points). The financial systems of public legal entities (either their own or the one of a
Shared Service Centre) integrate through their service integrator (whomanages a central
data exchange infrastructure).

The eBox is an ecosystem of secure digital mailboxes. Natural persons can access all
messages frompublic legal entities through public human interface providers or combine
the stream of public correspondence with private messages (such as from banks or utility
companies) through private interfaces offered by private human interface providers.
Private legal entities either have access through a single public portal that interfaces with
different publicwebsites, a directMachine-to-Machine (M2M) integration, or an indirect
M2M integration through a private data service provider that offers mail processing
services. Public legal entities deliver messages to a document provider that stores and
exposes the messages. Delivery to document providers is direct or indirect. The latter is
through a document service provider (who can also send messages through mail) and/or
service integrator of the respective administrative level.

My Citizen Profile is a digital communication channel that can be integrated into
the headers of regional and local portals and websites in the region of Flanders. It (1)
allows a single sign-on for portals, websites and services and implements the no-wrong-
door principle, (2) contains profile information that can be used when initiating digital
public services, (3) shows information public administrations have regarding natural
persons, and (4) as a horizontal digital counter consists of a collection of common
portal functionalities regarding (inter alia) notifications and status updates. Public legal
entities directly integrate to the different components from their business processes or
do this indirectly through the central Flemish data exchange platform depending on the
information flow and component.
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Table 1. Case characteristics

Roles Actors Digital Invoicing eBox My Citizen Profile

Perspective

roles

Natural persons /
Citizen, Client,

Customer, Subject

Citizen, Client,

Customer, Subject

Private legal 

entities

Customer,

Producer

Customer, Client

Subject, Producer
/

Public legal 

entities

Co-creator

Client

Leader

Co-creator

Client

Leader

Client

Co-creator

→ Client

Participant

Leader

Service 

chain roles: 

Users

Natural persons No Yes Yes

Private legal 

entities

Yes

(incl. legal

representatives)

Yes

(incl. legal

representatives)

No

Public legal 

entities

Yes (federal, 

Flemish, local)

Yes (federal, 

Flemish, local)
No

Service 

chain roles: 

Intermediar

ies

Natural persons / Mandate holders Mandate holders

Private legal 

entities

Access Points

Accountants

Private service 

intermediaries
/

Public legal 

entities

Digital invoicing 

provider

Service integrator

Shared Service 

Center

Service integrators

Document provider

Document service 

provider

Regional service

integrator

Coordinatio

n roles

Natural persons /
Passive user

feedback

Passive user

feedback

Private legal 

entities

Passive/active user 

feedback

Passive user

feedback
/

Public legal 

entities

Lead organizations

Public service 

providers

Lead organizations

Public service 

intermediaries

Lead organization

Public service 

providers

5 Analysis

This section presents the taxonomy of actor roles in inter-organizational digital public
service delivery that we could ascertain from the literature and the cases. Moreover, the
cases explicate the types of roles and their interaction. For the actor roles (Fig. 1) we
follow the three groups of roles we identified in the literature: (1) perspective roles, (2)
service chain roles, and (3) coordination roles. The specialization type of relationship
(white arrow) shows how a role can be specialized intomore concrete roles. Several roles
in the taxonomy with regard to natural person roles also have the association type of
relationship (simple black lign). A role as co-creator can for example be closely related



Understanding Actor Roles in Inter-organizational Digital Public Services 51

to the one of citizen when it entails natural persons, but a role of co-creator can also
apply to legal entities. Roles can also serve other roles (black arrow).

Fig. 1. Taxonomy of actor roles

Perspective roles entail the viewpoint that coordinators take towards the actors
involved in the digital public service, but also how those actors view their own role
in the delivery and steering of the service provisioning. In line with [34, 37], we found
multiple combinations of perspective roles within each case. Building on the classifi-
cations in the literature [9, 34], these roles cannot just be associated with actors who
are external end-users, but with all actors who take on service chain roles and/or coor-
dination roles. The existing classifications seem to be too limited for the variation we
observed. In the Digital Invoicing Case, private legal entities who send invoices for pro-
cured goods and service they delivered are not just viewed as a customer of the offered
inter-organizational digital public services. At the same time, they are also viewed as
producers who deliver goods and services for private and public legal entities alike.

“A company should be able to submit its bid digitally. It has to be much more
streamlined, and European. This philosophy, namely e-procurement is a part of
the government, but is just as much a part of the business world. Both aspects must
be treated equally.” Project manager, Digital Invoicing Case.

This much broader perspective was one of the reasons not to just develop a gov-
ernment website to send invoices to public legal entities, but also to integrate the
inter-organizational digital public invoicing service within a broader platform.
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The cases affirm how perspective roles can change over the service’s life cycle [1,
5, 30, 42]. In the case of My Citizen Profile the roles shifted as the phases of the ser-
vice progressed from piloting to operationalization/expansion and as new public service
providers (who integrate particular services or deliver particular citizen data to the appli-
cation) became involved. The perspective roles associated with public service providers
changed from both clients of the central intermediary and co-creators to a more passive
role as participant. According to some of the interviewees, this seems to be related to
on the one hand the growing number of public service providers, increasing from ten to
almost a hundred.

“I think, with 100 people, can you decide something by consensus? No. I think
we can all agree on that. […] A partner council with 100 clients, that makes little
sense.A feedback groupwith a number of peoplewho are interested in contributing
makes sense. It is correct, the bigger you become, the more important that account
management and client management will become.” Director ICT Division, My
Citizen Profile Case.

On the other hand, there are constraints to deliver a shared infrastructure that is
flexible to include legacies and can cope with the capabilities of the involved public
service providers [45]. At the same time, some participants involved in the initiation and
development saw a much narrower role for themselves, rather as pure clients for who the
application was merely an extra communication channel or who were only interested in
one or some of the building blocks of My Citizen Profile. Hence, role perspectives also
might be dependent on the perspective actors have of themselves.

“Actually, we mainly cooperated on the status updates. […]We have also attended
quite a number of meetings, steering groups and so on. But we mainly focused on
how we can exchange status updates as efficiently as possible.” Product manager,
My Citizen Profile Case.

Service chain roles refer to the responsibilities and expected actions of all actors
within the service delivery network [3]. Building on the literature [17], we identified
three main roles: (i) the user, (ii) the intermediary, and (iii) the public service provider.
In an inter-organizational digital public service setting, multiple public service providers
and one or more intermediaries can link up various service chains to deliver (a) common
type(s) of service(s) to users. A clear relationship exists between these three roles, i.e. a
service provider creates value, which is carried to the intermediary, who adds value by
integrating multiple service chains to give the user full access through one channel of
their choice [3]. In the My Citizen Profile Case, there is no associated portal or website
that directly delivers the information and services to users. Rather, the public service
intermediary who manages the building block integrates the services in the portals and
websites of the public service providers.
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While individual users themselves are often portrayed as homogenous, we could
differentiate between two types of users: end-users and internal intermediaries. For the
G2B eBox services this pertained to the legal representative of a private legal entity who
manages the eBox for the entire entity and who routes the individual messages to the
actual individual end-user. The same holds true for public legal entities regarding the
B2G and C2G eBox services, where messages have to be routed to case handlers.

From the three cases, we found that multiple combinations between these three roles
are likely. The eBox ecosystem serves natural persons, private legal entities, as well
as public legal entities. Perceived as clients by the intermediaries/coordinators, public
legal entities can take both the public service provider and user roles. As the former, they
use one of the many central services offered by the intermediaries. As the latter, they
use the same interface as the private legal entities to get access to replies from natural
persons and private legal entities. Multiple public legal entities, who are public service
intermediaries for other public entities, also take on a public service provider role.

The cases also demonstrate the variety of intermediaries [39] and key position they
have, both inside and outside public administrations. Public service intermediaries not
only developed themain building blocks, but also aligned and standardized processes and
data in our cases. Other public service intermediaries managed other building blocks,
such as data exchange platforms, that were already part of the larger digital govern-
ment infrastructures, so public services could be integrated. As the integrated public
services progressed through their life cycles, the roles of intermediaries often changed,
reflecting the needs and challenges within the larger internal and external service con-
text. For example, in the Digital Invoicing case, private service intermediaries were only
actively engaged in the development of the service chain infrastructure after the per-
spective regarding the users had changed (supra). As the eBox case proceeded from the
operationalization to the expansion phase, the central public service intermediary at the
regional level opted to combine two intermediary roles to deal with dependencies further
down the chain.

Afinal intermediary role thatwe observed is that ofmandate holder. In theMyCitizen
Profile Case, this refers to natural persons such as parents, guardians or custodians, who
need access to information and public services on behalf of someone else. According to
Millard [25, p. 53], a quarter of e-government usage is by somedoby acting on behalf
of someone else. Developing an infrastructure supporting mandate holders and internal
intermediaries is an important requirement for success. With different systems, different
semantics and mandates often service-specific, this proved a significant challenge for
governance.

“The part about roles and mandate management, we notice that’s a very difficult
story. You actually have because they include that generically. A mandate or a
particular role can be very diverse for different applications. And the more generic
that they build it, the less fine-grained it sometimes is for your own application,
because you notice that the need is still slightly different. So on that front we are
waiting to see how that the vision of mandates, certain roles, its management can
be further developed and that we can build on that.” Project leader, My Citizen
Profile Case.
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Coordination roles, as a third group of actors roles, comprise responsibilities about
the steering of the inter-organizational digital public service’s design and accomplish
the strategic and operational goals set up by policy-makers. In line with earlier research,
coordination roles were crucial towards establishing and maintaining adequate service
levels, promoting the service to new groups of users and public service providers, and
interacting with the political level [e.g., 11]. Differences in the perspective roles public
service providers have regarding their own role and others have of their own role can
lead to the identification of tensions on how the inter-organizational digital public service
should operate [14]. Thiswas prevalent in the eBoxCase,where somepublic legal entities
only halfheartedly integrated with the service and joined in the coordination.

“The battle has been won by eBox you might say, because we only send
notifications via eBox.” Project manager, eBox Case.

Our findings affirm [9] that roles in inter-organizational service provisioning aremore
diverse than previous studies that focus on specific aspects of digital public services,
such as the interaction with the external users. Users can exist on both ends of a service
chain. In the eBox Case, public legal entities are end-users of the inter-organizational
service when receiving reply messages, while natural persons and private legal entities
are end-users when they get messages from public legal entities.

Roles can be composed of different roles, be part of other roles and can be allocated
to or performed by multiple partners [16]. In the three cases, the coordination roles were
linked to the public service intermediaries. Though, this is possibly due to the selection
of the cases and is a limitationwith respect to the research findings. For all three groups of
actor roles, role definitions, role combinations and role relationships changed or shifted
as the inter-organizational services changed from one phase to another and reacted with
the internal and external service context.

6 Conclusion

In digital public services, natural persons, private legal entities and public legal entities
interactwith each other based on various roles. These roles can be interrelated and change
over time. Understanding roles is a critical element in the design and adoption of public
services. Based on a multiple-case study approach, a taxonomy of roles was presented.
Building on the types of roles in the literature, the cases show that actor roles are quite
diverse and interact with one another. We identified three types of roles: (1) perspective
roles that describe how public administrations view the recipients and delineate how
those actors view themselves (10 roles were found). (2) Service delivery chain roles
relate to the activities of actors that take part in the actual delivery of the digital public
service from public service providers (over intermediaries) to users (3 main roles). (3)
Coordination roles pertain to the responsibilities regarding the overall governance of the
inter-organizational digital public service over its life cycle from initiation, development,
operationalization, expansion, adaptation and evaluation (17 roles). While many roles
were present in each case, not all roles occurred at the same time. This especially pertains
to the perspective roles. We recommend to use the role taxonomy for understanding
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interorganizational services delivery and also use the taxonomy as the basis for designing
and stakeholder analyses.

Our research results into several suggestions for the concept of roles. First, we recom-
mend to distinguish between actors and their expected behavior. Second, classifications
are often limited to natural persons instead of private legal entities and public legal enti-
ties. This can help to understand their adoption of digital public services and point to
whether enablers and barriers of e-government adoption are shared between different
actor groups. Third, users themselves are not a homogenous group. From the cases, we
could differentiate between internal intermediaries and end-users. Fourth, the research
shows that private service intermediaries can play an important role in delivering digital
public services to the intended external end-users. The role of mandate holders seems
vital to expand service adoption to a large number of groups in societywho are not typical
digital public service users. Fifth, actor roles come in multiple forms and often several
roles are shared or combined. This combination can also change over time. Hence, it is
not possible to have a hierarchical relationship between the three groups of actor roles,
with the exception of the perspective role of leader.

The research presented in this exploratory study has limitations that affect its gen-
eralizability. First, its results are limited to the Flemish/Belgian e-government context,
the type of inter-organizational digital public service delivery, the specific roles (not)
encountered in the cases, and the governance that is characterized by central digital pub-
lic organizations who act as the main coordinators. Second, to map the roles of external
users, we relied on the document and questions asked to actors within public adminis-
trations. Third, exploratory research has a broad scope and cannot fully apprehend all
different actor roles in inter-organizational digital public service delivery.

The research presented in this paper could thus be relevant for similar inter-
organizational digital public services to incrementally add roles and examine the rela-
tionships between the perspective roles, service chain roles and decision making roles.
Future research could look into inter-organizational digital public services that involve
coproduction and co-creation in the service delivery and decision making processes, and
examine possible role conflicts for users who as recipients and potential decision makers
are conceptualized by public service providers from different perspectives.

Implications for practice include a further understanding of the governance chal-
lenges with respect to the approach to the user that collaborating public administrations
delineate. Viewing users from different perspectives can help to identify tensions in the
development and the operationalization of an inter-organizational digital public service.
In line with earlier research [14, 18, 28, 36], our cases confirm that a clear division of
roles and responsibilities seems a principal enabler for inter-organizational collabora-
tion and integrated digital public service delivery. Understanding the perspective through
which users, intermediaries and public service providers view each other might also con-
tribute to better deal with governance challenges related to stakeholder and expectations
management. Giving more attention to the role of mandate holders might be taken into
consideration as a potential strategy to advance goals with respect to inclusion.
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Abstract. When a public sector organisation (PSO) uses a software as a service
(SaaS) solution from a global provider this imposes risks for different types of
lock-in effects. In turn, use of such solutions by PSOs may prevent full control
of digital assets that need to be created, processed, maintained, and archived for
use and reuse over long life-cycles. This paper addresses perceived and actual
lock-in effects related to use of SaaS solutions in the public sector. We review
perceptions of lock-in amongst government agencies and investigate how 46 PSOs
have addressed challenges related to obtaining licences and an effective exit plan
related to use of the Microsoft Office 365 SaaS solution. Through a review of
responses to a survey conducted by the Swedish Government Offices we find
significant misconceptions concerning lock-in effects. We find that every one of
the 46 PSOs investigated neither obtained necessary licences nor established an
effective exit strategy to allow the PSO to independently access, process and
maintain digital assets processed by the SaaS solution after decommissioning. We
present recommendations for any PSO considering use of a SaaS solution.

1 Introduction

On 26 September 2019 the Swedish Government issued a directive which commissioned
an investigation relating to secure and cost-effective IT operations for the Swedish public
sector [32]. On 15 January 2021 the Swedish Government Offices presented a report
from that investigation which “focus[es] on the conditions for the outsourcing of IT
operations by government agencies, municipalities and regions” [37]. The report shows
extensive use of SaaS (Software as a Service) solutions amongst governmental agencies
and reports that 95% of the agencies “use some form of Software as a Service” [37].
The overarching goal of this study is to investigate and explain critical aspects of how
perceived and actual lock-in effects in the Swedish public sector impact on a public
sector organisation’s ability to conduct lawful and cost-effective IT operations through
use of a SaaS solution from a global provider.
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The European Commission has highlighted the importance to the EU of “technolog-
ical sovereignty” [8] and there are initiatives for addressing digital and data sovereignty
[14]. Many individuals, organisations, and member states in the EU are concerned over
exposure and an increasing dependency on global providers of cloud-based SaaS solu-
tions [8, 12, 14, 22, 23, 28, 30, 37]. For example, as stated by Hon et al. [17]: “A major
lock-in concern is risk of dependence (or over-dependence) on one provider’s, often
proprietary, service. If the service is terminated for whatever reason, users wanted to
recover all their data and metadata in formats that are easily accessible, readable, and
importable into other applications, whether running internally or in another provider’s
cloud.” Further, a study of a widely deployed SaaS solution from a global provider:
Microsoft (Office 365, the Microsoft Office 365-solution, hereinafter referred to as
‘O365’) shows that the customer is required to acquire patent licences for the ITU-
T H.265 standard and findings show that the 33 investigated public sector organisations
(PSOs) have failed to obtain all necessary patent licences “which would allow for use
of the adopted SaaS solution” [22].

Extensive investigations of a large number of projects undertaken by many different
PSOs recognise that adoption and use of SaaS solutions provided by global providers
typically involves dealing with complex and incomplete contracts which expose organ-
isations to a range of different lock-in effects [21–23]. For example, a study which
investigated 33 PSOs that have adopted and use O365 found that “none of the organisa-
tions had investigated whether digital assets created and maintained in the SaaS solution
can be exported in open file formats and open standards to allow use and reuse after exit”
[22]. Further, the same study found that no PSO “has obtained all licences from third
parties as detailed in the contract terms for” the specific SaaS solution [22]. In addi-
tion, findings also show that none of the investigated PSOs “have presented any analysis
which addresses how to obtain all licences they require when, and after, the adopted
SaaS solution is used” [22]. It should be noted that such an exit-strategy requires the
use of software and its associated licences as well as (potentially) licences covering file
formats used when exporting files.

This study investigates the following research questions:

RQ1: How do public sector organisations that use commercial SaaS solutions perceive
lock-in effects?
RQ2: How are public sector organisations that use commercial SaaS solutions actually
locked-in?

The paper presents three principal contributions. First, we identify perceptions
of lock-in amongst the Swedish Government, the Swedish Government Offices, and
Swedish PSOs through a review of a directive [32] and a report which investigated IT
operations for the Swedish public sector [37]. Specifically, we identify perceptions of
lock-in amongst governmental agencies through a critical review of survey results in
order to report on how the investigation has addressed its directive related to analysis of
lock-in effects (Sect. 4). Second, for addressing the second research question we inves-
tigate use of a widely deployed SaaS solution (O365) amongst 46 PSOs with a focus
on licences and the risks of lock-in effects, and report on actions taken by organisations
before use with a review of availability of licenses for lawful use and strategies that
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would allow for a sustainable exit (Sect. 5). Hence, the present investigation of actual
lock-in related to use of O365 extends previous research which also investigated use
of O365 amongst 33 other PSOs [22]. Third, we present five key questions which any
organisation needs to analyse and answer in the affirmative before (and during the entire
life-cycle for when) a SaaS solution from a global provider is used (Sect. 6).

2 On Lock-in Effects and SaaS Solutions

Interoperability amongst heterogeneous ICT solutions is essential for long-term main-
tenance of digital assets and the success of effective eGovernment solutions. Faithful
implementations of open ICT standards and open file formats promote software inter-
operability and avoid lock-in effects, which are essential prerequisites for cost-effective
eGovernment solutions. Research shows that lock-in effects can impose many different
types of technical, legal, economic and societal challenges for PSOs [1–3, 5–7, 9, 10, 15,
18, 19, 23, 25]. For example, challenges related to use of cloud and SaaS solutions from
global providers have been elaborated as follows [14]: “Lock-in effects emerge between
customers and providers of cloud services if the switchover to an alternative provider of
solutions or services is made more difficult, or indeed impossible, by switchover costs and
barriers. The barriers to a switchover can be of a technical-functional kind (dependence
on the specific features of certain providers); they can arise from contractual agreements
(e.g. license models and penalty costs), but also result from a high, customer-specific
degree of personalisation, from familiarisation effects, or from the sheer data volume
that is to be migrated.”

The public sector has seen significant deployment of SaaS solutions over the past
few years. For example, in August 2019 it was reported that, in Sweden, all large munic-
ipalities and about half of all municipalities of any size used O365 [30]. Further, recent
research indicates that use of O365 amongst all 290 Swedish municipalities may be even
more widespread, in light of the observation that 97% (29 of 30) of the municipalities
that were randomly selected for a study used the solution [22].

For several decades, PSOs have considered standardisation and utilisation of stan-
dards as a strategy for avoiding problematic lock-in effects [16] and studies have recog-
nised the importance of open source software projects for implementation of standards
[2]. However, research shows that it may be impossible to clarify conditions and obtain
all patent licences for standard essential patents (and all necessary rights) for use of
the O365 solution [21]. In fact, use of specific formal standards that are provided on
FRAND-terms may inhibit implementation in software projects [20, 21]. Such condi-
tionsmay significantly inhibit an effective exit-strategy for a PSO that wishes to abandon
use of a specific SaaS solution.

The importance of an exit strategy has been stressed by various policy recommenda-
tions [11, 23, 38]. For example, the UKGovernment has stated that exit costs from an IT
solution used by a government authority must be associated with the initial investment:
“As part of examining the total cost of ownership of a government IT solution, the costs
of exit for a component should be estimated at the start of implementation. As unlocking
costs are identified, these must be associated with the incumbent supplier/system and
not be associated with cost of new IT projects.” [38] Further, to promote software inter-
operability and avoid lock-in effects, the UK Government highlights the importance of
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open standards when formulating an exit strategy: “In preparation for any technical
refresh projects, or in exceptional circumstances, where extensions to IT contracts or to
legacy solutions have been agreed, government bodies must formulate a pragmatic exit
management strategy. These must describe publicly the existing standards used together
with the transition to open standards and compulsory open standards.” [38].

Policy initiatives in several countries have recognised the importance of open stan-
dards and open file formats in order to avoid lock-in effects into specific platforms and
solutions [20, 26, 27, 31, 38]. To avoid lock-in effects, it is important that an adopted
SaaS solution is able to export digital assets in open standards and open file formats [21,
27].

3 Research Approach

We investigated perceived lock-in effects amongst PSOs as follows (RQ1). First, through
a review of how lock-in effects have been considered by the Swedish Government as
presented in its directive for an investigation of secure and cost-effective IT operations
for the Swedish public sector [32], we establish a contemporary national policy goal for
public administration related to lock-in effects. Second, through a critical review of the
report [37], we establish how the investigation undertaken by the Swedish Government
Offices has fulfilled their task (as detailed in the directive [32]). Third, through a review
of responses from Swedish PSOs (in this case, governmental agencies) to a question-
naire and an analysis of how the report presents perceived lock-in effects, we consider
the extent to which the report [37] reflects responses to the questionnaire by PSOs and
considers fulfilment of the directive related to policy goals concerning planned inves-
tigation of how PSOs are able to address lock-in effects as presented in the directive
[32].

We investigated actual lock-in effects amongst PSOs (RQ2) by drawing from a
previously conducted literature reviewwhich identified four essential factors that impact
on a PSO’s ability to lawfully use a SaaS solution from a global provider [22]. This study
considers two of those four factors, namely availability of all necessary licences and
availability of an effective exit strategy, that impact on a PSO’s ability to lawfully use the
O365 solution whilst maintaining control of their digital assets, both during and after use
of O365. First, we selected 46 PSOs that use O365 (based on indications of use presented
in public sources) for investigation of the two factors. The selected PSOs comprised 13
PSOs under the government, 8 regional PSOs, and 25 local authorities (municipalities).
None of these 46 PSOs were investigated in the previous study [22] covering O365-
using PSOs. Second, we reviewed the availability of all necessary licences based on
documentationwe requested fromeachPSO.Weanalysed the contract terms and licences
provided as part of that documentation with a view to considering whether each PSO
had obtained all licences necessary for using O365 (as detailed in the applicable O365
contract terms) and also whether manipulation, import and export of digital assets was
possible independently of the O365 solution. Third, we reviewed the availability of an
effective exit strategy based on an analysis of the documentation we requested from
each PSO. In particular, we considered whether the exit strategy included provision for
continued maintenance and re-use of digital assets should the PSO cease to use the O365
solution.
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4 Observations on Perceived Lock-In Amongst Public Sector
Organisations

The importance of obtaining all necessary licences for lawful and effective data process-
ing of digital assets has been recognised in different contexts [21, 22, 38]. Related to a
national eGovernance initiative, the Swedish Government has stressed the importance
of open standards for avoiding dependence on specific platforms and solutions [31]. We
find that the first report from the national eGov initiative recognised the importance of
using open standards for avoiding lock-in [36]. Further, on 31 October 2018 we find that
eSam (a subsequent Swedish national initiative) presented a checklist for PSOs related
to use of cloud and SaaS solutions which stresses the importance of availability of a plan
for exit [11].

The recent Swedish government directive recognises lock-in effects as an important
factor which needs to be considered when analysing cost-effective IT operations and
emphasises that a task for the investigation is to review the ability amongst PSOs to
identify risks for lock-in effects [32]. Specifically, the directive states that the investigator
shall survey PSOs’ ability to identify risks for lock-in effects [32].

The survey is based on a questionnaire to “government agencies, case studies of five
agencies and a workshop attended by representatives of 16 agencies” [37]. On 17March
2020 the Swedish Government Offices sent the questionnaire (containing 31 questions)
to 180 Swedish government agencies1 (seeAppendix 3 [37]) with a request for responses
to the questionnaire no later than 31 March 2020. Amongst the respondents, 158 gov-
ernment agencies in total responded to (at least some) questions in the questionnaire
[37].

The report includes results from the survey conducted amongst governmental agen-
cies which show that “lock-in effects” are major obstacles preventing “cost effective
IT operation” [37]. Specifically, the report presents findings from the survey as follows
[37]: “The greatest obstacles to secure IT operations are deficient information classi-
fication and a lack of expertise in IT and security, as well as of procurement expertise.
Lack of expertise is seen as a risk factor for secure IT operations among both small and
large agencies. The greatest obstacles to cost-effective IT operations are high security
requirements and various types of lock-in effects, as well as shortages of expertise.”

We find that 52 government agencies provided a response to the questionnaire with
comments related to vendor lock-in or other lock-in effects which is included as one (of a
total of six) potential factors (in question 27 of the questionnaire) that may prevent cost-
effective IT operations. Further, we find that 83 government agencies provided a response
with comments related to other as another potential factor (in question 27) and that
several of these comments also indicate perceived lock-in effects amongst respondents.
In addition, we find that 88 government agencies provided additional comments (of
which some government agencies highlighted challenges related to lock-in) in their
response to a question about other issues that a respondent wanted to add or clarify as
part of their response (question 31 of the questionnaire).

1 The report states that the survey is based on a questionnaire to 200 government agencies [37].
However, on 24 March 2020 it was clarified (by a representative from the Swedish Government
Offices) that the survey was sent to 180 government agencies.
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Further, we note that amongst government agencies which provided a response to
other (in question 31), several of these agencies did not provide a response related to
the factor vendor lock-in or other lock-in effects. This, in turn, shows that any thorough
analysis of perceived lock-in effects amongst respondents needs to consider, at least,
all responses and comments related to vendor lock-in or other lock-in effects and other
issues (related to question 27) and also other issues (related to question 31). However, we
find that the report fails to present such a thorough analysis, and several critical aspects
of lock-in which have been raised and highlighted by respondents in responses to the
questionnaire have been ignored by the investigation.

The report [37] states (in Figure 4.4) that 21% of the government agencies express
that vendor lock-in or other lock-in effects prevent cost-effective IT operations. However,
from analysis of responses to the questionnaire we find that this is misleading. In fact, we
find that the proportion of government agencies which in their responses have expressed
that vendor lock-in or other lock-in effects prevent their cost-effective IT operations is
much higher.

Based on a dialoguewith representatives for the investigationwe have received infor-
mation2 which stresses that 33% of the government agencies express that vendor lock-in
or other lock-in effects prevent cost-effective IT operations. However, from analysis of
responses we find that this number is also misleading (since responses related to lock-in
effects have been reported under others and also that this proportion is based on the total
number of government agencies (i.e. 158) which responded to some questions). Hence,
since only 52 government agencies responded (and of which more than 80% report lock-
in effects) we find the report is misleading concerning the proportion of agencies that
have experienced lock-in effects.

Many government agencies state in their respective response to the questionnaire
that they experience different types of lock-in effects which prevent cost-effective IT
operations for their own agency. Several respondents experience vendor lock-in and
express concern over dependence of specific global suppliers that prevent cost-effective
IT operations. For example, amongst responses we observe government agencies which
express dependence on a global supplier of a SaaS solution (e.g. responses mention
dependence on Microsoft for O365) and others which express dependence on Swedish
suppliers (e.g. Statens Servicecenter, Ladok, and Försäkringskassan). We also observe
concern over problematic dependencies between software and hardware which imply
problematic dependencies on specific suppliers. Further, some respondents express con-
cern over contract lock-in and yet other over competence lock-in related to use of external
suppliers (cloud and SaaS solutions). Some respondents raise legacy issues with already
procured licences as inhibitors which cause lock-in. In addition, format lock-in is also
mentioned amongst respondents as a concern which prevents cost effective IT opera-
tions, and mention that they try to use open standards to mitigate such lock-in. One
governmental agency also highlights legal issues related to format lock-in as a serious
risk which prevents longevity of digital assets. This, in turn, inhibits cost-effective IT
operations.

2 For example, on 3 February 2021 a representative for the investigation explained that analysis of
responses to the questionnaire (which reports 21%) is based on consideration of all six factors
under question 27 which includes several factors that are unrelated to lock-in.
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Amongst responses we observe government agencies which express positive expe-
riences from their use of SaaS solutions from global suppliers (e.g. several mention
Microsoft 365). Further, one respondent raises concern over risks that government agen-
cies become dependent on solutions from three specific global providers (Amazon,
Google, and Microsoft), whilst at the same time highlighting that it may be unrealistic
for organisations to develop alternatives without international collaboration.

Respondents express different views concerning whether SaaS solutions are cost-
effective. For example, as expressed by one respondent:“We currently have cost-effective
IT operations which fulfil the needs for our organisation. To only use SaaS solutions
or to outsource IT operations in a traditional sense cannot be motivated from a cost
nor a functionality perspective.” On the contrary, another respondent (representing a
small governmental agency) expresses that the internal policy is to avoid using a SaaS
solution from a global provider for legal reasons, even though such solutions may be
more cost-effective.

Several respondents express concern related to legal issues and we find that the
report only addresses a few of these legal issues which may impact on IT operations.
Further, responses to the questionnaire, observations fromcase studies of the five selected
government agencies, and the workshop (attended by representatives of 16 agencies)
highlight challenges under different jurisdictions for any PSO that uses (or plans to use)
cloud and SaaS solutions from global providers. For example, we find that the report
does not address several critical technical and legal issues related to lock-in and use
of a widely deployed SaaS solution (specifically, O365): copyright, patents, archiving,
laws related to governance of digital assets, and national laws (in Sweden and other
countries) which may impact on data processing when PSOs use O365 (e.g. the Swedish
Säkerhetsskyddslagen and theChineseNIL [24]). Reports from the questionnaire and the
case studies [37] show that O365 is used in a number of government agencies. However,
critical licensing issues, lock-in challenges, and several legal challenges identified in
responses to the questionnaire and the five case studies are not addressed in the report
[37]. In addition, we find that the report lacks a comprehensive coverage of several
other legal issues and regulations which impact on widely used SaaS solutions from
global providers, especially in light of the observation that many SaaS solutions use
subprocessors for data processing in several different countries [22].

Further, the directive highlights that public procurement impacts on lock-in effects
[22]. However, we find that the report from the investigation fails to analyse important
strategies for addressing lock-in effects, including experiences from other countries
(despite that a goal for the investigation is to review experiences from the UK). This
includes published strategies for addressing exit costs which have been presented by
eSam [11], adopted in the UK [38] and recommended in a report from commissioned
research published by the Swedish competition authority [23].

5 Observations on Actual Lock-in Amongst Public Sector
Organisations

Concerning availability of all licences necessary for the use of digital assets created and
processed byO365we find that no PSO has obtained all third party licences as detailed in
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the contract terms for theO365 solution. Specifically, the contract terms state:“Customer
must obtain its own patent license(s) from any third party H.265/HEVC patent pools or
rights holders before using Azure Media Services to encode or decode H.265/HEVC
media.” [29] Hence, since the O365 licence explicitly does not provide such licences,
the customer must obtain its own licences from any third party rights holders related to
the ITU-T H.265 standard.

Based on the information that has been provided during the study, we find that it
is unclear if it will be possible to obtain all necessary rights from all third party rights
holders for the ITU-T H.265 standard which the PSOs are bound by when using the
O365 solution. Further, this standard is normatively referenced (via other standards) in
the ISO/IEC 29500 standard (OfficeOpen XML). Observations from the study showed
no indication to suggest that any of the 46 PSOs have obtained (or even considered the
need to obtain) such licences. Consequently, under the assumption that the ISO/IEC
29500 standard is faithfully implemented by the O365 solution it follows that digital
assets exported from the O365 solution (and stored locally as ‘.docx’ files) may impinge
on patents that have been declared as standard essential for the ISO/IEC 29500 standard
(and including all its normative references) in the ISO and ITU-T patent databases (and
also on patents which may be standard essential patents (SEPs) even if those have not
been declared in any of these patent databases).

Concerning availability of an exit strategy which allows for reuse of digital assets
we find that no PSO has access to an effective exit strategy that can be implemented
after exit from the O365 solution at short notice. We find that any effective exit strategy
must cover a PSO’s continuing ability to make it possible to read and write files exported
from the O365 solution. This will require software and associated licences which cover
those formats. It is clear that no PSO has sought to obtain licences for SEPs potentially
impinging on the file format referenced in the Online Services Terms for the O365 solu-
tion. Hence, it follows that no PSO has considered all costs (i.e. costs including potential
fees covering all applicable licences) related to their ability to create and maintain their
digital assets during (and after) use of the O365 solution.

Further, we find that all PSOs have been unable to export files in the PDF/A-1 format
from theO365 solution. The PDF/A-1 format is an open file format [27] which is suitable
for long-termmaintenance of digital assets and required byRiksarkivet for archiving [34,
35]. Hence, it follows that all PSOs that use the O365 solution fail to fulfil requirements
for archiving expressed by Riksarkivet. In addition, any effective exit strategy needs to
consider how to address exit costs at time for the initial investment, for example, as
detailed in the UK policy [38]. However, we note that none of the 46 respondents have
adopted a strategy for how to address exit costs as part of the initial investment (i.e. at
the time for when the PSO procured the O365 solution). Hence, hidden costs (at time
for the initial investment) are ignored by all respondents. Finally, in response to requests
during data collection we find that some PSOs are able to provide files in the closed
file format standard PDF/A-3 and other PSOs in other closed file formats (e.g. PDF 1.5)
which are not even recognised as international standards. In general, we find significant
unawareness amongst PSOs of the need to obtain licences that would prevent format
lock-in.
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6 Analysis

Our study shows that the Swedish Government, the Swedish Government Offices, and
Swedish Government Authorities each have significantly diverging views on the impor-
tance of analysing and addressing lock-in challenges related to the investigation of
cost-effective IT operations for the Swedish public sector.

Concerning perceived lock-in effects, our analysis shows a number ofmisconceptions
related to importance of addressing technical, legal, and societal implications of different
types of lock-in effects amongst key stakeholders which, in turn, have significant impact
on prerequisites for cost-effective IT operations. We specifically elaborate three critical
misconceptions.

First, in acknowledging that the directive [32] states that the investigation shall
analyse risks related to lock-in effects, we find that the directive indicates problematic
misconceptions concerning the opportunities provided by effective public procurement
(with reference to the national procurement strategy, see [33]). Specifically, we find that
underlying assumptions in the directive convey problematic misconceptions concerning
regulations and current practice for public procurement in the IT domain. For example,
we find problematic misconceptions concerning the relationship between opportuni-
ties for use of international standards and how such standards may impact on lock-in
effects [21, 23]. We note that the directive does not refer to previously published studies
from commissioned research, studies which are published by several Swedish govern-
ment authorities, including the Swedish competition authority [23], the Swedish national
agency responsible for all framework agreements for public procurement which are to be
used by all Swedish government agencies [27], and an independent analysis of a strategy
presented by the Swedish Agency for Digital Government [4] that addresses licensing of
software recommended for PSOs. In addition, we note that the directive [32] also lacks
recognition of the importance of open standards. The Swedish Government, it should be
noted, stressed the importance of open standards for addressing lock-in in its directive
for the Swedish e-Government initiative [31] and by Swedish PSOs in the first report
from that initiative [36].

Second, we find that the report [37] lacks a thorough analysis of lock-in effects and
related challenges which impact on cost-effective IT operations through use of cloud
and SaaS solutions. Further, the report fails to recognise significant technical and legal
obstacles related to use of such solutions. We find that lock-in effects prevent lawful
creation, processing, maintenance, and archiving of digital assets through use of SaaS
solutions from global providers that currently are widely deployed amongst Swedish
PSOs. Further, we lack analysis related to patent laws that would address identified
challenges related to format lock-in [20, 21]. We also lack a comprehensive analysis of
laws and regulations (potentially with proposals for revised laws and regulations) related
to archiving [34, 35] and long-term maintenance of digital assets [13], which considers
the potential for lawful use of SaaS solutions (such as O365) from global providers.

Third, we find that the report [37] ignores important policy recommendations pre-
sented by a national policy in the UK [38] which emphasise the importance of using open
standards for promoting software interoperability and avoiding lock-in effects (to avoid
hidden costs caused by unsuitable procurement practices) by stressing the importance
of exit strategies.
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Concerning actual lock-in amongst PSOs, we find significant confusion amongst
PSOs related to critical prerequisiteswhichwould ensure that anorganisation, technically
and lawfully, can create, process, maintain, and archive digital assets during and after use
of a SaaS solution. Specifically, results from the study show that amongst 46 investigated
PSOs that use the O365 solution there is significant confusion related to the need for
obtaining licences and an effective exit-strategy that, technically and legally, would allow
for use and reuse of digital assets created by a PSO during and after use of the specific
SaaS solution. Hence, given that none of the 46 organisations has obtained all necessary
licences for the SaaS solution it follows that any analysis of actual costs for use of the
solution will be misleading. Consequently, any analysis of cost-effective IT operations
for use and reuse of digital assets created, processed, maintained, and archived by PSOs
will be based on misleading and incorrect underlying assumptions.

Further, despite the fact that the investigation undertaken by the SwedishGovernment
Offices has received details concerning challenges related to format lock-in and research
results concerning the need for obtaining licences related to SEPs for a commonly used
SaaS solution, we note that the investigation has chosen to ignore those issues in the
report [37]. Hence, since research shows that patent issues and format lock-in cause
significant costs it follows that any assessment of cost-effectiveness neglecting those
costs becomes speculative.

In summary, since none of the 46 PSOs that use O365 has obtained all necessary
licences and all lack an effective exit strategy (which considers costs for exit) we find
that their actual lock-in may be significantly worse than their (self-assessed) perceived
lock-in. Unavailability of all necessary licences which would allow for data processing
andmaintenance of a PSOs own digital assets also implies significant other risks, beyond
risks related to cost issues.

Finally, based on our analysis of results from the present study and results from
previous research [22], we recommend that any PSO undertakes an analysis which
includes consideration of the following five questions, each requiring a clear “yes” both
prior to adoption and throughout the entire life-cycle of deployment and use of a SaaS
solution from a global provider:

(1) Is the text of all applicable contract terms for the SaaS solution available and
maintained by the PSO?;

(2) Has the PSO obtained all applicable licences for the SaaS solution that provide the
PSOall technical abilities and all necessary rights that allow for creation, processing,
maintenance, and archiving of digital assets during use of the SaaS solution?;

(3) Has the PSO obtained all applicable licences for the SaaS solution that provide the
PSOall technical abilities and all necessary rights that allow for creation, processing,
maintenance, and archiving of digital assetswith available software (provided under
open source software licences) after the PSO has ceased to use the SaaS solution
(i.e. after exit)?;

(4) Is the PSO only exposed to Swedish law for data processing and maintenance of
digital assets when the SaaS solution is used?;

(5) Has the PSO control over which foreign laws, regulations, and jurisdictions may
impact on data processing and maintenance of the PSO’s digital assets when the
SaaS solution is used?
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We find that none of the 46 PSOs in the present study and none of the other 33 PSOs
in a previous study [22] fulfils all these five recommendations (i.e. none of 79 PSOs in
total).

7 Conclusions

Fundamental to IT operations for any public sector organisation is the ability to create,
process, maintain, and archive digital assets that are relevant for individuals, organi-
sations and society at large. When an organisation creates, processes, maintains, and
archives digital assets through use of IT solutions it is critical that the organisation has
autonomy and full control of all its digital assets over the full life-cycle of those assets.
Further, for society at large it is critical to maintain digital and data sovereignty which
allows for cost effective, technically suitable, and lawful IT operations of digital assets
that allow for use and reuse of those assets amongst all public sector organisations. In
particular, for a public sector organisation which uses cloud and SaaS solutions from
global providers there are a number of additional challenges that impact on the organi-
sation’s ability to maintain autonomy and full control of its digital assets. In conclusion,
we find that the investigation undertaken by the Swedish Government Offices has failed
to address several critical factors in its report [37] in order for it to successfully address
the goals detailed in the directive [32].

Any analysis of cost-effective IT operations needs to be grounded in some sort
of realistic perception of actual costs. We find that the investigation by the Swedish
Government Offices fails to address critical aspects which impact on actual costs for
use of commonly used SaaS solutions. Critical aspects, such as exit costs and hidden
costs for IT-operations, are omitted despite the fact that responses to the questionnaire
have highlighted the importance of such aspects. Specifically, the report lacks coverage
of how to address exit costs at time for procurement of an IT solution to be used by a
public sector organisation.

The study shows stark unawareness of critical technical, legal, and societal challenges
which impact on digital and data sovereignty that impact on cost effective IT operations
for public sector organisations. For example, the review of the UK presented in the
Swedish report [37] fails to address effective exit strategies, despite the fact that the
directive from the Government explicitly mentions that experiences from the UK should
be reviewed. We find that exit strategies have been elaborated and recommended in the
UK as a critical factor which needs to be analysed as it often represents a ‘hidden cost’
for IT operations [38].

Findings show that none of the 46 investigated public sector organisations have
successfully addressed critical issues that need to be considered before adoption and
use of a specific SaaS solution (Microsoft Office 365) from a global provider. Amongst
the 46 public sector organisations the study shows that no organisation has acquired all
licences which are needed for IT operations of this SaaS solution. Further, the same 46
organisations have also failed successfully to obtain all necessary licences which allow
for continued use of all digital assets exported from the SaaS solution in a potential
future scenario if the organisation will cease to use the SaaS solution.

Related to perceived lock-in amongst public sector organisations, we find that the
vast majority of organisations in the Swedish public sector express significant concern
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related to use of SaaS solutions from global providers. Further, based on our analysis
of the directive provided by the Swedish government and the report provided by the
Swedish Government Offices, the study shows stark unawareness of critical factors that
impact on previously investigated lock-in effects, and consequently fail to recognise
important prerequisites for any analysis of cost effectiveness of IT operations.

Related to actual lock-in amongst public sector organisations, we find no single
example of any public sector organisation that has obtained all necessary licences that
allow for use of a commonly deployed SaaS solution, and no single example of any
organisation which has access to an effective exit strategy that allows for continued use
and reuse of an organisation’s own digital assets after exit from the specific SaaS solution
currently used. Hence, it follows that no public sector organisation that has adopted a
commonly deployed SaaS solution (Microsoft Office 365) has any idea about the actual
cost for IT operations related to creation, processing, maintenance, and archiving of the
organisation’s own digital assets during and after use of the SaaS solution. As many
public sector organisations lack access to the text of all applicable contract terms for
the specific SaaS solution used (and instead rely on the supplier for maintenance of
its own contracts) we find widespread lack of autonomy and control amongst public
sector organisations. Further, we find that the Swedish Government Offices has failed to
recognise critical factors, such as the need for obtaining licences and calculation of exit
costs, which impact on cost effective IT-operations.
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1 Introduction and Background

The digital government trend has gained ground in the last two decades. World-
wide efforts put in place strategies and measures under this umbrella with many
purposes, namely to reduce the administrative burden, ease the relationship with
stakeholders, encourage e-participation and foster transparency in information
sharing, to name a few. These are vehicles to improve trust in government and
public institutions and increase confidence in their policies and actions [20].

Tolbert and Mossberger [17] sustain a positive link between e-government and
political trust, showing that readily accessible information available on govern-
ment websites facilitates citizen access, promotes greater transparency of local
government and empowers citizens to monitor government performance more
closely. Pina, Torres and Royo [9] suggest that frequent and timely disclosure of
information online increases the transparency of local government and empowers
citizens to monitor government performance more closely. Others highlight the
role of Information and Communication Technologies (ICTs) in helping govern-
ments restore confidence in public institutions, create greater involvement, and
foster greater interaction and political participation [3,6,20]. Although there is
extant literature addressing the positive effects of transparency and data avail-
ability by governments, the same enthusiam is not found in these reflections
around local e-government.

The local level is of utmost importance. It entails basic service delivery with
direct impact in citizens’ everyday life, not only providing information and ser-
vices that are essential for different stages of a person’s lifetime cycle, but also
in terms of problem’s resolution. In a nutshell, it is the most direct interface of
citizens with government. Its importance is grounded on the local government’s
closeness to citizens and on a related sense of belonging [15,16].

ICTs are core for the digital government advances. They have been playing
a pivotal role in organizations as a determining factor in the development and
transformation of the economy and societies, while contributing to the achieve-
ment of the Sustainable Development Goals proposed by the UN [18]. As they
can provide deep integration, interoperability, and effective information sharing,
many countries worldwide have been resorting to them [12]. The public sector in
general and municipalities in particular, are no exceptions to this phenomenon.
Indeed, citizens’ increasing expectations of public services have required con-
stant administrative modernization to streamline processes, reduce costs, provide
information and services in a friendlier and more agile way [5,10]. Aware of this
reality, and although at different rates and following different strategies, local
governments have been using ICT to improve their performance, both regard-
ing internal processes and in their relationship and interaction with citizens and
stakeholders [7,19].

The work presented in this paper draws on the data collected and analysed
within the umbrella of a series of biennial studies about the internet presence
of Portuguese municipalities, published since 1999. These studies and the most
recent data are available online and show how information technologies in gen-
eral, and web technologies in particular, are used by local governments to inform
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citizens and make publicly available information regarding the municipality and
its management, to facilitate navigation and interaction with the website, to
make available online services as well as to foster e-participation and launch
initiatives that can engage citizens in decision-making processes and municipal
public policymaking [14]. In this case, understanding the ICT function in local
governments is crucial for the overall study aiming at knowing and understand-
ing their web presence maturity. Indeed, ICT adoption and usage to promote
digital government is a good indicator of a closer and more citizen-aware gov-
ernment [11].

Web presence is, however, one facet of the use of ICTs by local governments.
Indeed, ICTs have a much broader existence and application comprising a set of
systems, applications, infrastructures, and resources that support all municipal-
ity operations. Understanding the size and organization of these infrastructures,
systems, applications and resources is therefore considered a crucial aspect when
looking for a holistic picture of the state of development of e-government at the
local level [2,4].

This work presents the results of a research to characterize the role of ICTs
in Portuguese local governments, providing a complete and integrated picture of
the efforts and achievements deployed regarding the use of ICTs to improve their
internal functioning and their interaction with citizens and stakeholders. Results
here presented refer to some of the technical aspects surveyed, trying to answer
to the question: “Which technical aspects are limiting the ICT function at the
local government level?”. The main objective is to understand how the technical
components of the ICT function are described and considered by municipalities
within the realm of local e-government objectives.

This paper is organized as follows: the survey methodology is described in
Sect. 2; quantitative results and comparisons are presented in Sect. 3; conclusion
remarks and initial recommendations are summarized in Sect. 4.

2 Methodology

Data was gathered through a survey addressed to all 308 municipalities in Por-
tugal. The questionnaire was developed based on literature review and similar
instruments (questionnaires and other, as scientific and technical guidelines) to
help in the identification of the dimensions and the specific questions to cover. It
was sent to the Mayor’, Mayors’ offices or to the general e-mail addresses found
in the respective websites. It included 93 questions, most of them closed and
mandatory, organized in nine main dimensions: characterization of the munic-
ipality, characterization of the respondent, characterization of the responsible
for the ICT function, human resources allocated to the ICT function, financial
resources allocated to the ICT function, ICT infrastructure, organization and
governance of the ICT function, digital applications and services, and regula-
tions and guidelines.

This paper presents the results of 63 questions and excludes the charac-
terization of human resources, which have been analyzed in a separated work.
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Thus, it covers the following aspects: characterization of the municipality, finan-
cial resources allocated to the ICT function, ICT infrastructure, organization
and governance of the ICT function, digital applications and services, and reg-
ulations and guidelines.

Regarding the first dimension - Characterization of the Municipality - as it
is related to information publicly available on trusted repositories, the answers
were previously filled, so the respondents should only indicate if they agreed
with the presented values and, if not, inform the correct data.

The questionnaire was made available to municipalities through the LimeSur-
vey platform for five months. The data collected were exported and submitted
to a careful “cleaning” process, aiming to detect information that could indi-
cate invalid answers, and for that reason, should be excluded from the analysis.
Two such cases were identified and after some phone contacts with the respec-
tive municipalities to clarify the doubts, they were excluded. Thus, from the
141 submitted questionnaires, 139 were considered valid and used for the final
analysis.

There are a few questions for which the number of valid answers is lower than
139. It happens for one of two reasons: (i) some municipalities did not provide
an answer to that specific question, or (ii) the provided answer presented an
incoherent and dissonant value with the question and the answers provided to
some of the remaining questions; as such, it was considered that it resulted from
an inaccurate interpretation from the respondent of what was asked. In these
cases, only the specific answer was removed, and not the full municipality reply.

During the analysis, some data were aggregated, to better visualize the
obtained results.

3 Findings

The findings reported in this paper include a brief characterization of respon-
dent municipalities, the results related to financial resources, ICT infrasctruc-
ture, organization and governance of the ICT function, digital applications and
services, and regulations and guidelines. As previously indicated, the results of
the dimension on human resources shall be published separately.

3.1 Characterization of the Municipality

Of the total 308 municipalities targeted, which represent all municipalities in the
country, 139 (45%) successfully submitted questionnaire. Table 1 presents the
data analysis of the municipalities by populational dimension (large, medium,
small)1. Among these respondents, more than half (53%) are of small dimension,
with 20.000 inhabitants or less. However, this number represents only 40% of
1 For the purpose of this study, a small municipality is the one with a population

inferior or equal to 20.000 people. In contrast, a medium municipality is the one
with a population superior to 20.000 people and inferior or equal to 100.000 people,
and a large municipality is the one with a population superior to 100.000 people.
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the total number of small municipalities in the country, while 71% of the large
municipalities replayed to the questionnaire.

Table 1. Dimension of municipalities (n = 139).

Dimension category # of Municipalities

in the country

Answers

# of answers % of answers % in the category

Large municipality 24 17 12% 71%

Medium municipality 98 48 35% 49%

Small municipality 186 74 53% 40%

Most of the Portuguese municipalities (138 out of 308) are located in the
interior of the country, while 41% are in the coastline and the remaining in the
islands. Accordingly, most of the answers came from municipalities placed in the
interior of the country (52%), while those in the islands registered the lowest
response rate (9 municipalities out of 30).

According to another territorial classification2, 55% of the municipalities
located in the North region of the country replied to the questionnaire, while in
other regions (namely Alentejo, Center and Lisbon), approximately 50% of the
municipalities in each region submitted valid answers.

3.2 Financial Resources Allocated to the ICT Function

The analysis of the financial resources allocated to the ICT function focused
on the amount of the budget set aside for the ICT function, presented as a
percentage of the global budget of the 135 municipalities that provided this
information, as well as an analysis of the segmentation of the overall ICT budget
by specific headings.

As Fig. 1 shows, in 65% of the municipalities, the budget allocated to the
ICT function is less than 2% of the municipality global budget, and in 21% of
the cases, it is less than 1%. Only in 9% of the cases, the budget exceeds 5%
of the municipality global budget. It is worth noting that in one municipality,
located in the continental coastline of the region Center, and of small size, the
budget allocated was reported as being 11.9% of the municipality global budget.

Also, it was possible to notice the distribution of the ICT budget by headings,
considering the 129 municipalities that provided that information. On average,
the percentage of the budget allocated to “acquisition of goods (equipment and
software)” is 24%, followed by expenses with human resources (17%). “Employee
training” is the heading with the least weight in the allocated budget (2%).

2 NUTS - Nomenclature of Territorial Units for Statistics, established by Regulation
(EC) N◦ 1059/2003 of the European Parliament and of the Council of 26 May 2003.
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Fig. 1. Percentage of global budget allocated to the ICT function (n = 135).

3.3 ICT Infrastructure

This section aims to characterize the ICT infrastructure available and the tools
used by the surveyed Portuguese municipalities.

The most frequent types of equipments available in the municipalities are desk-
top computers (85% on average) and the least frequent are tablets (2% on aver-
age). Two municipalities reported having just desktops (100% of the available
equipment), while two others stated not having notebooks, and 48 not having
tablets. Regarding the network structure, all 139 municipalities reported having
wired internet connections, although 23 of them do not have wireless connections.

Microsoft Windows is the predominant operating system, running on more
than 75% of the computers of 136 municipalities (95%). Apple macOS has a resid-
ual usage in 59 cities (43%). Regarding open-source operating systems, Linux
has a residual usage in 57% of the municipalities, while Unix is residually used
by 37% of the cities. Eight municipalities reported also using other operating
systems, like Android, iOS, BSD, DOS, and Synology DSM 6.3.

As to the most used programming languages to perform development, main-
tenance, and operational activities, SQL and PHP represent more than 50% of
the programming effort in 22% and 12% of the municipalities, respectively. Con-
sidering that these programming languages can be used to manage databases and
develop websites, this data may indicate the concern of those cities to develop
and provide online services to the citizens.

Server virtualization technologies are very used by the Portuguese municipali-
ties, as 106 (76%) of them make intensive use of it, and 23 (17%) make reasonable
use. Only 2% of the cities reported not using this technology. A different situation
can be seen in the use of cloud computing, which is used by only 45 municipali-
ties (32%), with 20 of them recurring to private external solutions, while only 12
store their files in an internal cloud server. Regarding the most used services on the
cloud3, Fig. 2 shows that Infrastructure as a Service (IaaS), Platform as a Service
(PaaS), and Software as a Service (SaaS) are the main ones.

3 IaaS: Infrastructure as a Service; PaaS: Platform as a Service; DaaS: Desktop as a Ser-
vice; SaaS: Software as a Service; CaaS: Communication as a Service; XaaS: Every-
thing as a Service; DBaaS: Data Base as a Service; SECasS: Security as a Service;
FaaS: Function as a Service; MBaaS: Mobile “Backend” as a Service.
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Fig. 2. Services used on the cloud (n = 45).

3.4 Organization and Governance of the ICT Function

Concerning the decision to perform some of the main ICT functions in-house or
to outsource them, it was presented a list with 15 different functions and asked
where they were performed. 40% of the municipalities indicated to fully perform
them in-house, while in 13% of the cases, more than 50% of the ICT function
was outsourced. Systems development is the most outsourced activity, followed
by auditing, compliance, and risk management. On the other hand, outsourcing
management, IT operations, service management, and planning are the activities
most cities (on average, 59%) perform entirely in-house.

Regarding the adoption of ICT frameworks and methodologies, 113 munic-
ipalities (81%) reported not applying any of the 13 presented4, nor any other
than those. The alleged reason, in 69% of the cases, was the lack of knowledge
of their existence. However, of the municipalities that do adopt some framework
and methodology, Fig. 3 shows that 22 use ITIL, five use Agile Scrum, and four
use COBIT5. A similar result was observed regarding the adoption of standards.
Most municipalities (60%) reported not applying any of the six presented5. In
41% of the cases, it was because they were unaware of the existence of those
standards. ISO 9001:2000 is the most adopted standard, used by 39 cities. The
other five cities reported to use ISO 9001:2015, and one to use ISO 9001:2008.
Figure 4 summarizes the results.

3.5 Digital Applications and Services

This section aims to describe a set of elements that allow characterizing how
ICT is being used to offer public services by the municipalities. Providing online
services to citizens is one of the significant goals that municipalities have been
pursuing, with more encouraging results in some cases and less in others.

From the data gathered, it can be concluded that, on average, the percentage
of services that the municipalities provide exclusively online6 is about 12% of
their total services. Further analysis of the answers also show that 99 of the 136
4 COBIT5, Six Sigma, CBPP, Prince2, CMMI, CISM, TOGAF, Edison, SNABOK,

Agile Scrum, HFI, ISTQB, and ITIL.
5 ISO 20000, ISO 27000, ISO 27001, ISO 9001:2000, ISO 10303, ISO 37120:2017.
6 For this study, a service is provided exclusively online if there is no equivalent service

offered in person.
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Fig. 3. Percentage of municipalities that adopt ICT frameworks and methodologies
(n = 139).

Fig. 4. Percentage of municipalities that adopt ICT standards (n= 139).

municipalities that validly answered this question (73%) provide less than 10%
of their total services exclusively online, with a very substantial part of them
(72) not providing any services this way. Only 11 municipalities (8%) indicated
doing so in more than 50% of their services.

Regarding the availability of services simultaneously online and in person, the
data showed that, on average, the percentage of services offered simultaneously
by these two channels is 37% of the total services of the municipalities. Moreover,
in this case, there are still municipalities (16%) that claim not to have any
services offered to citizens simultaneously in both directions, as shown in Fig. 5.

Among municipalities providing services to citizens simultaneously online
and in person, the data collected showed that, on average, 34% of them are fully
available online7, and the others only partially available, i.e., require some form
of presential interaction and eventual use of paper.

The previous data may have some influence on the percentage of online
requests of services made by citizens. The analysis of the 121 municipalities
that stated to have online services available shows that, on average, only 11% of
all requests received throughout 2018 were made online, and 13 municipalities
had less than 1% of requests made online.

As regards to the mechanisms available to citizens who wish to make online
requests of services, 51% of the municipalities declared to request a previous

7 For the purpose of this study, a service is fully available online when it does not
require any face-to-face interaction and without the use of paper.
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Fig. 5. Percentage of municipalities with simultaneous online and in person services
(n= 139).

registration, based on personal data provided by the citizens. The authentication
using “Digital Mobile Key” (Chave Móvel Digital - CMD)8 is not accepted by
most municipalities, with 126 (90%) alleging not to accept this method without
previous registration, and 130 (93%) declaring not to accept it even combined
with the provision of additional data by the citizens.

Concerning the forms of payment available for services requested online, the
most used is face-to-face payment, accessible in 121 municipalities, followed by
the ATM system9, used by 56% of the municipalities, and other online payment
services, like credit card and PayPal, used by only 11 municipalities.

A little more than half of the municipalities keep their websites mobile-
friendly (57%) and send SMS messages to residents (55%). None use applications
like WhatsApp or Telegram to communicate with citizens. And regarding access
channels available to citizens to interact with the municipalities, data shows that,
on average, 60% of the calls are made by personal assistance. The telephone is
the chosen channel, on average, in 12% of the cases, while traditional mail (let-
ters) are sent in 8% of times, on average. Electronic access channels, like web
portals and social networks, are used only in 6% of the calls.

The low use of social networks as an access channel for citizens to interact
with the municipalities is surprising, given the high attention all Portuguese
cities give to these platforms, with more than 85% of them having a Facebook
account and more than 50% having a YouTube account, as observed by [13].

Another intriguing remark from data analysis is related to the acceptance
of qualified electronic signatures by the municipalities, as 65% of them alleged
to accept documents with qualified electronic signatures in all circumstances in
which the citizen wishes to do so, and the law permits. However, four munici-
palities reported not accepting documents with qualified electronic signatures in
any circumstance.

8 The Digital Mobile Key (CMD) is an alternative method of authentication of citizens
in Portuguese Public Administration Internet portals and sites using the mobile
phone, where, after a previous registration, the citizen can authenticate using the
telephone number, a personal PIN, and a security code received via SMS.

9 Portugal’s Multibanco System is a fully integrated interbank network that offers a
wide range of services, including online payment.



82 L. F. M. Ramos et al.

3.6 Regulations and Guidelines

This section aims to characterize how the Portuguese municipalities (i) observe
and act under a set of laws, regulations, standards and good practices that have
been published in the country, and (ii) adopt a set of tools that have been
developed in Portugal in the field of e-governance.

Concerning the adoption of good practices proposed in the usability
guide developed by the Portuguese Agency for Administrative Modernization
(AMA)10, only 9% of the municipalities reported fully adopting the practices set
out in the guide, while most cities (41%) alleged to adopt it partially. The lack
of adoption of good practices by 27% of the cities is because they are unaware
of its existence. A similar situation occurs with the adoption of accessibility rec-
ommendations issued by law11. Most cities (64%) reported to partially adopt it,
while 13% not adopting it for being unaware of its existence.

The adoption of standards presented in the procedure manual about the
application of the “once only” principle aims to ensure the procedural right of
citizens to ask to be released from delivering information already held by the
Public Administration bodies. Regarding that, only 2% of the cities alleged to
fully apply this principle according to the manual, while 44% of the municipalities
stated not adopting it for being unaware of its existence.

Regarding open data publication, only 31 cities (22%) stated to pub-
lishing datasets in the Portuguese Public Administration’s open data portal
(dados.gov.pt).

About the application of the EU General Data Protection Regulation, 47%
of the municipalities reported being in an early stage and without a designated
Data Protection Officer (DPO). All other cities alleged to have a designated
DPO, although they are still on different implementation levels of the regulation.

4 Discussion and Conclusions

Globally, the results from the survey show how vital the ICT function is for the
Portuguese municipalities, but also reveal how much it can improve, with many
aspects to enhance and promote.

Adequate level of financial resources for training IT officers allows a higher
level of knowledge and skills in technical activities, e.g., system development and
maintenance [8]. However, the budget allocation in the Portuguese cities is still
low, with 65% of them applying, on average, less than 2% of the total budget for
ICT-related activities, and only 2% of that amount is allocated for staff training.

The data presented in this paper shows that of the available ICT budget, 1
4

of the total is focused on acquiring goods (equipment and software). However,
without adequate training, these goods may not be used in their full potential. It

10 Within the objectives of the usabilidade.gov.pt initiative.
11 Stated in Decree-Law n◦ 83/2018 of October 19, that implemented Directive (EU)

2016/2102, on the accessibility of the websites and mobile applications of public
sector bodies.
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would be interesting to follow up the level of allocated financial resources and its
distribution within the surveyed headings, to see if an increase in the investment
in this sector by the Portuguese municipalities, reflecting the importance of these
functions to better provide digital services to the citizens.

A better trained ICT personnel may impact the municipality’s online pres-
ence and digital performance, as well as facilitate the adoption of ICT frame-
works and methodologies, which represents a considerable gap identified in the
survey. It may also contribute to the availability of new digital services offering.

Mobile communications in Portugal are in constant growth in the last years,
where the number of mobile lines effectively used in 2019 reached 120 per 100
inhabitants, and about 76% of the population use mobile Internet [1]. However,
the adoption by the municipalities of services through mobile devices is shallow,
as described in Sect. 3.5. There is here an excellent opportunity to develop new
ways for the municipalities to interact with citizens.

An increased availability of online services may represent a reduction of oper-
ational costs, administrative burden, and bureaucracy, eliminating the need of
personal interactions and paper-based procedures. As the Portuguese national
government incentivizes the use of the Digital Mobile Kye (CMD) for personal
authentication on various online services, both public and private, and for signing
digital documents, it should be adopted by a growing number of municipalities,
in order to ease the interaction of its citizens with the services they offer.

In the last years, Portugal has developed a regulatory framework to assist
the adoption of user-friendly tools by the municipalities, but as identified in this
work, most cities still are not aware of them. Further efforts must be made, not
only to disclose these regulations but also to encourage their adoption.

The municipalities can use this work as an opportunity for improvement and
as an evidence-based tool for internal decision-making. It allows performance
assessment and peer comparison. This comparison, in conjunction with their
general strategic priorities, can lead the way in informing the process of defining
a digital transformation policy.

For national policymakers and governance structures, this work contributes
for a clear perspective on the status quo of local ICT use and to think of national
strategies and recommendations for e-Government globally, and targeted to the
needs and interests of entities at all levels of government, so that conditions are
created for the gradual and convergent development of digital governance in the
country.

Also, this work is equally important both for academics and researchers in the
field of digital governance, for showing how ICTs can be used to transform coun-
try governance mechanisms, as well as for ICT companies and service providers,
particularly those with management as one of the main sectors of activity.
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Abstract. This paper contributes to e-government research by presenting a con-
ceptual framework of citizens’ needs and goals for bureaucratic encounters. The
framework is developed through a qualitative hermeneutic approach involving sev-
eral different literatures. The framework goes beyond the prevalent focus on sub-
stantive needs. It identifies four needs related to the BE process: process-security,
relational security, discretion and efficiency and effectiveness; and three outcome-
goals: substantive outcome, identity-related outcome, and justice- and fairness
outcome. These interrelated needs and goals may guide citizens’ approaches to
the bureaucratic encounter and their choice of channel(s) for the encounter. The
degree to which these needs and goals are met may have consequences for the
efficiency of the service delivery seen from the authorities’ perspective as well as
for the citizens’ satisfaction and sense of a fair and just application of authority.
The framework can be a useful tool for analysing citizens’ strategies concerning
the bureaucratic encounters and their use of self-service systems and the effects
thereof for both citizens and authorities. In addition, the framework can be used
by researchers and practitioners alike to analyse self-service-systems and multi-
channel strategies and service designs to identify how they take the different needs
into account.

Keywords: Citizen-government interaction · Digitalization · Theory-building ·
Digital services · Needs and goals

1 Introduction and Background

Asmore of citizens’ interactions with government occur online [1], it becomes important
to understand what citizens seek from these encounters. Citizens’ needs and goals may
affect their approaches to the differentmediations of the encounters andhave implications
for the design of systems and services.

Citizens encounter government in a wide range of situations and for a wide range
of reasons. In this paper, the focus is on what Goodsell calls “bureaucratic encoun-
ters” (BE) [2, 3]. This is where most people have direct experience with government
authorities. Goodsell’s work focuses on face-to-face encounters. As Nass and Moon
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have shown [4, 5], people unwittingly apply social and human attributes to interactive
systems such as self-service systems. Thus, interactions with self-service systems may
qualify as encounters with proxies for humans and the organizations they represent. In
this paper, “Encounters” covers all types of “bureaucratic” interactions between citizens
and authorities, no matter what channels are used.

What citizens want and expect from BEs (their needs and goals) has, in the e-
government literature, primarily been studied from a channel-choice (CC) perspective
[6–9]. In the CC literature, goals and needs are often treated as independent variables
for channel choice. However, a gap exists when it comes to examining needs and goals
as the focus of the analysis and analysis from a situated, citizen perspective where the
citizen and not channels are the unit of analysis [10, 11].

The need for citizen-centred research has been stated repeatedly in the literature [9,
12–14], and not understanding the citizen perspective may have consequences for the
authorities as well as for citizens. As Kolsakker and Lee-Kelly [15]:73 puts it, “if the
needs of the citizens are not understood, provision will be designed around the needs
of the state”, which often implies the dominance of an economic/administrative rational
[16, 17].

The present study contributes to the e-government literature by presenting a concep-
tual framework of the needs and goals that are important for citizens and their actions
and strategies regarding bureaucratic encounters. Thus, the study answers the repeated
call for native theory development within e-government studies [9, 18]. Scholars can use
this framework to investigate the effects for citizens of applying different technologies
in the BE. Practitioners can use the framework in the design of self-service systems,
the organizational designs of BE service delivery, and in the design of multichannel
strategies.

The paper is structured as follows: Sect. 2 outlines the research approach. Section 3
describes the framework that has been derived from this review. Section 4 provides
a discussion of the framework’s implications for different mediations and outlines an
agenda for future research.

2 Method

The framework presented here is an artefact developed through a “hermeneutic literature
review” [19], based on the principles of the hermeneutic circle [20], synthesising theory
and findings from previous research. Following Rose et al. [21], I examine literature five
different literatures which can shed light on citizens needs and goals for their BEs: 1)
the public administration literature, 2) the E-government literature, 3) the private sector
service encounter literature, 4) literature from the legal field on justice and fairness
in citizens encounters with authorities, 5) Literature on the sociology of encounters.
Each field of research contributed with perspectives on goals and needs which could be
relevant for the framework.

The selection and search of these literatures is based on a set of initial assumptions.
These assumptions are founded both in previous literature readings and on my career as
a civil servant with extensive experience serving citizens at the frontlines (Table 1).



88 S. Skaarup

Table 1. Initial assumptions

Assumption Inspired by

1 The trigger for initiating a bureaucratic
encounter/set of encounters will typically be
because the citizens have some substantive
need (benefit, permit, service) or must fulfil
some obligation

Godsell 2018 [3], Lindgreen et al. 2019 [9]

2 The BE is a highly asymmetrical encounter,
where the citizen typically has less power,
information, and resources than the authority.
The assumption is that citizens will have
needs related to handling this asymmetry,
maintain a sense of control and project and
protect a positive identity), and feel that they
are treated fairly by those in authority

Godsell 2018 [3], Lenk 2002 [22]

3 Much of the process in and around a BE may
be complex and opaque for citizens resulting
in uncertainty and ambiguity. The
assumption is that citizens will have needs
related to handling this uncertainty and
ambiguity, to feel secure in their
understanding and actions, and in the
functioning of those elements of the process
that takes place in back-offices or are
inscribed in IT systems

Pieterson 2009 [6], Jarvis 2014 [23]

4 In BEs, citizens will often find themselves in
unfamiliar situations with insufficient
domain skills. The assumption is that citizens
will have needs related to establishing a
sufficient understanding of what they can
and should do and what is going on

Skaarup 2020 [24], Madsen and Christensen
2019 [25], Grönlund, Hatakka, and Ask
2007 [26]

The process included the steps outlined by [19]: 1) reading, 2) identifying ideas and
concepts of relevance for the research objective and placing them into the emerging
conceptual framework, 3) critically assessing the literature, 4) developing and revising
the framework as new concepts and ideas were identified 5) Identifying areas for further
study and possible applications of the framework, 6) searching based on references
and new perspectives found in the literature consulted so far. These steps were applied
iteratively and not necessarily in the order presented here. Searching, reading, analysing,
and framework development were closely interconnected.

During this iterative process of searching, reading, and analysis, I synthesise the
framework through a series of revisions and elaborations. The process stopped when
saturation was reached, and no further dimensions for the framework were identified
[19].
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3 Conceptual Framework

The result of the literature review is a conceptual framework intended to serve as a
foundation and reference point for further investigation [27]. The framework identifies
relevant citizens’ needs and goals for the BE. Table 2 presents this framework. Note
that the distinctions here are analytical. While the table format indicates a certain order
and linearity, a specific BE may not include all the needs and goals in equal measure or
follow this order.

The citizen’s needs and goals presented in Table 2 covers two phenomena. (1) the
process-internal aspects of the encounter (needs): process-security, relational security,
discretion, and efficiency and effectiveness. (2) the outcome goals, i.e., what the citizen
hopes to achieve through the encounter: substantive goals, identity-related goals, and
justice- and fairness goals. Each need and goal can be achieved through one or more
aspects of the encounter.

The needs and goals in the framework are not mutually exclusive. While they are
sufficiently distinct to constitute separate elements in the framework, they still overlap
and may sometimes, in concrete cases, be contradictory to some extent.

Table 2. Framework of needs and goals

Need Achieved through Description References

Process-related needs

Process-security A) A sense of
understanding

Framing the problem or task in a
way the fits the bureaucratic
conceptualization and
organization of information and
services in order to search for
information, plot a course, find
the right authority(ies), etc., and
reducing ambiguity to a level that
allows the citizen to proceed with
a sufficient level of security

[28–32]

B) A sense of SLB
competence

Gauging whether the street-level
bureaucrat (SLB) or the authority
appears competent in what they
do - to bolster the sense of
security further

[33–38]

C) A sense of
closure

Need for clarity about what the
citizen has done and what is
going to happen next

[6, 8, 39–41]

(continued)
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Table 2. (continued)

Need Achieved through Description References

Relational
security

A) A sense of
respect and
recognition

Being allowed to project the
identity you wish to project
(typically a situationally relevant,
positive identity) and being
recognized as a competent
individual and member of society

[3, 33, 35, 42–53]

B) A sense of
positive
intentions

Establishing a rapport and
gauging attitudes and intentions
of SLBs involved increasing the
sense that your case is in the
hands of someone with a positive
attitude towards you and your
needs

[28, 42]

C) A sense of
justice and
fairness

Feeling that one is being treated
justly and fairly in the process

[54–63]

Discretion Flexibility in the
process, in
interaction and the
interpretation of
rules

A process that to some extent can
be adapted to you and your
situation, allowances for
interaction that goes beyond the
strict needs of the authority for
data, and some flexibility in the
interpretation of rules where grey
areas exist or can be construed

[50, 64–68]

Efficiency and
effectiveness

A sense of time
and resources well
spent

Procedures and systems that fit
the citizens’ preferences and
skills, investing what the citizen
considers a reasonable effort.
Providing a sense of self-efficacy,
including ease of use and a sense
of convenience

[6, 43, 45, 69–74]

Outcome goals

Substantive
outcome

Process-security
and discretion

Achieving the substantive goals
for the BE

See process
security and
discretion above

Identity-related
outcome

Relational security Feeling respected and recognized
as a valued member of society
and preserving a positive sense of
situationally relevant identity

See relational
security above

Justice and
fairness outcome

Relational security
and discretion

Feeling treated justly and fairly
by the authority, regardless of the
substantive outcome

See relational
security and
discretion above
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These needs and goals are fundamentally technology-neutral, but fulfilling themmay
require different strategies and skills and be provided different affordances in different
channels used for the encounter.

Needs and goals may not be fulfilled and reached through one encounter. It may, in
some cases, take several encounters with the same authority or several different author-
ities using different mediations. Also, all of the needs and goals are not necessarily
important for a specific encounter and a specific citizen. In many encounters, only a few
of the needs and goals may be important, while in some encounters, most of them could
come into play. What goals and needs are important would presumably depend on the
individual and the circumstances of the situation.

3.1 Process-Security Needs

Process-security needs focus on the course of the BE process as a means for achieving
a sufficient level of certainty or security that everything necessary has been done, and
done correctly, and to optimize the chances of achieving the desired outcomes, with an
effort that feels manageable and appropriate for the task.

Research by Pieterson, Ebbers, and others [6, 8, 39, 40] indicate that the course of
the BE process may involve its own needs. Process needs are related to the encounter
experience and to the way outcomes are achieved. Three such needs stand out in the
e-government literature: “sense of closure”, “ease of use”, and “efficiency”, in other
words: the process has to be easy, efficient, effective, and provide a sense of security
that the task is done, and everything is OK. Similar process needs are described in the
private sector service-encounter literature. This literature also has a focus on what Dasu
and Chase [75] call the “soft side of customer service”: emotions, perceived control, and
trust, and it has a focus on the perceived competence of the service personnel as a source
of assurance and security.

A. A sense of understanding – through frame-alignment and disambiguation
Establishing a sense that you understand where you have to go, what information you
need, understanding the information you find or receive, and what you have to do, is
important for fulfilling a need for security in the process. In BEs, citizen will often
find themselves in situations that are unfamiliar to them, with insufficient domain skills
[24] to assists them in plotting a course, searching for, understanding, and evaluating
information, and translating their problems and needs into something that fits the relevant
bureaucratic framing [30], and to “overcome different frames of reference or clarify
ambiguous issues and change understanding in a timely manner” [29]:560.

A “frame” is “a perceptual matrix that systematises experience and helps one
define a situation and make it understandable and to some extent predictable” [31]:150.
Frames usually only become visible when non-alignment is discovered and acknowl-
edged [28]:39. Frame alignment is necessary when two different ways of understand-
ing or structuring the issues exist and have to be reconciled, giving rise to disambi-
guity and uncertainty. If agreement on framing is not reached, we may get (potential)
conflict (if disagreement is acknowledged) or misunderstandings (if unacknowledged).
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Highly ambiguous messages are open to interpretation, and a shared definition must be
constructed through some form of interactive communication [32]:1546.

B. A sense of authority competence
In order to feel secure in the process, itmaybe important for the citizen to have a sense that
the people he or she interacts with (directly or indirectly) are competent and know what
they are doing. Service encounters in general and BEs, in particular, are asymmetrical
encounters where one party possesses skills and knowledge the other typically does not
[35]. In the BE, there is also a clear underlying asymmetry of power. Credibility and a
sense of competence, therefore, become important [33]. This can be achieved through
a projection of competence by the SLB: understanding customers’ (citizens) needs,
knowing the rules, procedures, and services involved and performing effectively in the
service process [45]. As the citizen usually does not have the knowledge necessary
to evaluate this competence directly, it may have to be assessed through surface- or
“proxy”-indicators [36, 37], often connected to immediately ascertainable behaviour
[38] such as the assuredness with which the SLB performs and cues in body language,
facial expressions, and tone of voice.

C. A sense of closure
Having a sense that you have done things correctly and that your application is in the
right hands and will be taken care of within a reasonable timeframe may be important
for fulfilling a need for security in the process. Pieterson and van Dijk [39] and Pieterson
[6]:188ff talks about how citizens may need “uncertainty reduction”, “a sense of clo-
sure,” or “a need for clarity” and how thismay influence their strategies for the encounter.
Ebbers et al. [8] describe how this need may be particularly salient in situations char-
acterized by a high degree of uncertainty for the citizen. The “need for closure” is also
recognized in the private sector service literature [41].

Vermeir (ibid.) highlights the informational aspects of achieving a sense of closure
when he defines it as “an individual’s desire for clear, definite, or unambiguous knowl-
edge that will guide perception and action, as opposed to the undesirable alternative of
ambiguity and confusion.” (ibid.:xvi).

3.2 Efficiency, Effectiveness, Ease of Use and Convenience

Feeling that you have spent your time and resources efficiently and effectively in a
way that suited your skills and preferences could be considered a need in its own right.
Efficiency – conducting the process with minimum use of time, cost and effort, and
effectiveness – the process achieving its goals are important process needs in both the
e-government and service-encounter literatures [6, 43, 45, 72, 73]. However, efficiency
may not so much be a matter of the objective amount of time and resources spent, as a
subjective feeling of being efficient often connected with a feeling of being able to act
[69], and of being capable and competent to act – a sense of self-efficacy [71]. This is
also related to the need for respect and recognition (see below).
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Perceived Ease of use is a key factor in the often-cited Technology Acceptance
Model, defined as “the degree to which the user expects the system to be free of effort”
[70]. For the purpose of this study, I would argue that this is an aspect of the encounter
experience that contributes to the feeling of being efficient and the sense of competence
on the part of the authority. This also applies to the concept of convenience - receiving
the service where, how, and when desired [74].

3.3 Relational Security Needs and Goals

While process-security needs are process-internal, relational security can be seen both
as process-internal needs and as “soft” outcome goals.

Relational security has to do with being able to project and protect a positive identity
throughout the encounter, feeling recognized as a competent and valued individual, and
feeling treated fairly and with respect. As process-needs, they contribute to a sense
of security, a sense that the authority is acting fairly, taking all relevant aspects of the
individual and his or her situation into account, thus contributing to a fair and just decision
on the substantive outcome. As outcome-goals relational security has to do with how the
process has affected the citizens’ sense of “citizenship” and sense of fairness and justice
in the way authority is practiced.

A. Respect and recognition
Needs and goals of respect and recognition are related to the citizen’s sense of identity.
It has to do with being treated with respect, being able to project and defend a positive
identity, and being recognized as a competent member of society [42, 48]. In the private
sector service-encounter literature, aspects of the encounter related to respect, courtesy,
responsiveness, empathy, helpfulness, and sociability play a significant role in customers’
evaluation of encounters [33, 35, 43, 45]. These all have to do with recognizing the
customers as worthy individuals.

In the context of the BE, there is, as we have seen, a clear asymmetrical distribution
of power which may assign additional importance to the need for recognition. Bureau-
cratic encounters may, as Goodsell [3] found, besides their instrumental goals (providing
benefits and services), also constitute “social exchanges which confirm or alter the sta-
tus position of clients.” BEs may involve the display, negotiation, confirmation, and/or
rejection of identities [46, 47, 49, 50].

The identity citizens bring to the encounter and, to some extent, attempts to project
and defend is a social self [44]:6–7, a communicated self, created in social interaction
it is also, as Goffman argues, a controlled and situated self [51]:156. The conflict that
arises between the institutional identities recognized by the authority and the social,
moral selves the citizens wish to project and defend is described by Spencer [52] as a
conflict between a formal, standardized discourse of rules and resources and a discourse
of individuality and morality or, as Hopper puts it, between moral selves and legal
selves [76]. The discourse citizens apply in their claim to moral selves often includes
information that is irrelevant to the construction of institutional identities [53].
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A successful social encounter must allow for “the projected claims to an acceptable
self” [42]:105. The individual can only maintain this positive identity and a positive
self-relation with the help of the accepting or confirming feedback [48]:85.

B. A sense of positive intentions
Just as competence is often evaluated through proxy indicators, so a sense of respect and
recognition may rely on more than the surface of what is said and done. It may depend
to an extent on the back channels, which carry the subtle “keyings” [28] that contain
information about the modality of what is being said (humour, irony, good-naturedness,
etc.) and facilitates a close and nuanced reading of intentions and attitudes [42].

Different mediations of the encounter may allow for “unnecessary” information,
confirming feedback and “keying information” to varying degrees.

C. A sense of justice and fairness
Justice and fairness needs have to do with the feeling that the power of the authority is
applied in a manner that is just and fair to the individual. In highly asymmetrical encoun-
ters, such as BEs, it may be especially important for citizens to feel that they are treated
justly and fairly [54–56, 58–60]. The literature on justice and fairness often distinguishes
between three types of (perceived) justice [61]: distributive justice: the degree to which
the outcome is considered fair, also in relation to what others are assumed/perceived to
get; 2) procedural justice: the perceived fairness of practices, policies and procedures;
and 3) interactional justice – the enactment of the encounter such as fair treatment,
friendliness, objectiveness, honesty, genuine interest, respect, and sensitivity [57].

Tyler and colleagues find that “procedural justice”, the way people are treated and
their cases are handled in relation to authorities, has an effect independent of any impact
on the decisions made and may even be more important for citizens than the substantive
outcome (see also [62] and [63] for parallel findings from the private-sector service liter-
ature). Blader and Tyler [59] show that how decisions are made in concrete encounters,
including the degree of citizen involvement and voice, and the quality of the way citizens
are treated (respect, politeness, dignity) is key to the production of a sense of procedural
justice (just as it is key to customer satisfaction). While a product of the process, I would
argue that justice and fairness is not so much a process-goal as it is another soft-outcome
goal, parallel and related to respect and recognition.

3.4 Discretion

Madsen andKræmmergaard [64] talk about how citizens’wishes to affect the substantive
outcome may lead them to choose mediations that allow for some degree of negotiation
of the outcome – that is, some degree of discretion.

And indeed, the needs and goals outlined above all, to some extent, imply some
degree of flexibility or “discretion” in the process. Discretion has been defined as the
power a public officer has “…whenever the effective limits on his power leave him
free to choose among possible courses in action or inaction” [77]:166. As Lipsky [65]
described, discretion can be a tool for the abuse of power, as it allows SLBs to induce
their own prejudices, values, and interpretations of rules and policies into their practice
and decision-making. At the same time, many analyses of the “law in practice” suggests
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that “any policy or rule needs to be modified to fit the circumstances in which it is
implemented” [66]:207, and even Lipsky admits that: “Equal treatment may require
treating people differently to achieve equal results” [65]:232. Lipsky describes discretion
as primarily an aspect of the role of SLBs, but citizens themselves may have an active
part in the negotiation of discretion [50]. Dworkin [67] distinguish between “strong”
and “weak” discretion. Weak discretion tends to allow for some degree of technical
autonomy [68] – focusing onprocedural and interactional control,while strong discretion
tends to allow also for “ideological” autonomy, with more control of procedures and
outcomes. On this basis, I will distinguish between 1) Substantive discretion, which
has to do with determining eligibility for benefits and services – the substantive goal of
encounters. Here discretion, especially in BEs, may be very limited (weak) due to strict
objective criteria for eligibility. 2) Procedural discretion, which allows for flexibility in
the process. Procedural discretion in the BE has traditionally been fairly strong but may
be circumscribed by the IT systems used for casework and processing. 3) Interactional
discretion, which has to do with the way citizens are treated, whether the citizen feels
listened to and taken seriously. Citizens may appeal to discretion in order to affect the
substantive outcome of the encounter, but as this, in BEs is often highly rule-based,
discretion in the other two areas may become important, even when it does not actually
affect the substantive outcome. Depending on the citizen’s expectations and experiences
with authorities, discretion maybe something one seeks to avoid because of the risks
it entails, or it may be something one actively seeks out and engage in because of its
possibilities.

3.5 Substantive Outcome Goals

The substantive outcome has to do with the original goals for the encounter, that is, the
fulfilment of some basic need(s) the citizen has outside of the encounter. This may, for
example, be to get a benefit or permit, be afforded access to a service, or fulfil some
obligation, like filing taxes. Assuming citizens rarely enter into BEs for the experience,
there will arguably always be some substantive goal that triggers the encounter(s). Sub-
stantive goals appear so self-evident that they are not the object of much discussion in
the literature.

3.6 Summing Up

Based on this review of several literatures, I have identified five interrelated types of
needs and goals for the bureaucratic encounter: (1) Process -security: achieving certainty
in understanding, in the competence of the SLBs, and of having completed the process
correctly; (2) Relational security: achieving a sufficient sense of respect and recognition,
of positive intentions of the SLB, and of being treated justly and fairly in the process, (3)
Discretion: a sufficient level of flexibility in the process; (4) Efficiency and effectiveness:
a feeling of self-efficacy and timewell spent; (5) outcomegoals: achieving the substantive
goal, feeling recognised and accepted and feeling that the substantive outcome has been
achieved in a fair and just manner.
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The importance of these goals and needs will arguably not be the same for every
citizen in every situation. It may depend on how much is at stake for the citizen –
substantially or identity-wise. Or it may depend on the citizen’s familiarity with the
situation/service/authority and his or her domain skills.

4 Discussion and Conclusion

This paper set out to establish a conceptual framework for describing and analysing
citizens’ needs and goals for bureaucratic encounters, thorough a hermeneutic litera-
ture review. The resulting framework shows that several needs and goals besides the
substantial goals that usually “trigger” an encounter may be important for the citizens.
Most of these needs and goals are “soft,” relying mainly on feelings and experiences.
All of the needs have some bearing on the perceived chances of achieving the substantial
outcome: fulfilment of process-security needs increase the sense of having understood
and done things correctly. Relational security needs may be important to the citizen’s
sense of identity, sense of empowerment, sense of citizenship, and sense of being a val-
ued member of society. The fulfilment of these needs also increases the sense that the
SLB has positive intentions and will do what he or she can to help the citizen achieve
the substantive goal. Needs for discretion and flexibility may also contribute to a sense
of empowerment and citizenship, and of being seen and treated as an individual, at the
same time as a sense of discretion – even if “only” interactional or procedural, may
contribute to a feeling that the decision reached will be a correct one. These needs are
primarily evaluated based on feelings and experience rather than on measurable aspects
of the encounter. This may apply even to efficiency and effectiveness needs to the extent
that these are not evaluated based on strict measurements of time and resources spent.

I would argue that the framework is, in essence, technology-neutral. All of the needs
and goals could arguably be fulfilled to some degree through any mediation, and all
mediations could be implemented in a way that did not support any of the needs and
goals well. The expectation would, for example, be that face-to-face encounters would
be good at supporting most of the “soft” needs, but face-to-face BEs may indeed be
practiced in ways that offer limited support to these goals and needs and even in ways
that undermine them. Conversely, we might expect BEs conducted through self-service
systems to have limited support for the relational and identity-related needs and goals,
but that may depend very much on the design of the service.

The framework indicates that the bureaucratic encounter may have purposes beyond
the immediate ones identified by Goodsell “to exchange information, provide public
service, or control or constrain citizens.” They may also have the broader purpose –
for citizens and authorities alike – of confirming/strengthening/weakening the citizens’
sense of competence, fairness, and reliability of the specific authority involved in the
encounter and even of authorities in general. This, in turn, may have implications for the
citizens’ sense of trust in the authority, for the sense of the legitimacy of their decisions,
for compliance with the decisions, and their general support of the authority.

Thus, it is important for e-government researchers to look beyond the immediate
goals and effects of digitalization of the BE and take citizens’ needs and goals as well
as the wider implications of the practices of e-government into account.
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4.1 Suggestions for Application and Further Research

The framework provides a valuable tool for e-government researchers to study channel-
choice and e-government adoption from a needs- and goals-perspective and for studying
the authorities’ strategies and choices in designing systems and services. The framework
could also serve as a tool for practitioners in designing and evaluating systems, services,
and strategies.

The framework contributes to the e-government field in addressing the need for
citizen-centred research and understanding the users’ needs and resources [13, 14, 17],
and in engaging other theoretical fields to advance e-government theory building [18,
78].

To bring the field further forward, I propose a research agenda for the e-government
community with the following research questions:

1. How do needs interact with each other and with the outcome goals? Are the process
needs, for example, primarily of importance for successfully completing the tasks
contained in and around the encounter, or do they have significant implications for
how the outcomes are evaluated?

2. What features of systems and user journeys in which they are typically embedded
contribute to fulfilling the different needs and goals – or do the opposite?

3. What features of the situation in the citizen’s life that gives rise to the encounter
contribute to the relative importance of the different needs and goals?Will unfamiliar
situations or significant consequences of the outcome, for instance, increase the
importance of certain needs?

4. Are some needs and goals more important to some categories of citizens than others,
and how can these needs best be met or lowered for these citizens? Are certain needs,
for example, more important for citizens with fewer resources or lower skills?

5. What is the effect on the efficiency of service delivery of better addressing citizens’
needs and goals? Will an improvement in process security, for example, decrease
the need for contact on other channels during or after a self-service encounter?

6. What is the effect of improvements in the way needs and goals are met in delivering
a service on compliance and, for cases that require contacts between the citizen and
the authority over a longer period of time, on cooperation between the citizen and
the authority during that process?

Apart from answering these specific questions, such research could also contribute to
further refinement and elaboration of the framework through its application to empirical
data. Practitioners could also apply the framework as a tool in the design of services and
systems. They could, for example for investigating the importance of the different needs
and goals for a given target group/situation before designing a new service/system as
input to a multi-channel service design or for evaluating existing systems and services.

4.2 Limitations and Concluding Comments

While I have investigated a wide range of literatures in this paper, my aim has not
been an exhaustive investigation of them all, but through an interpretive, hermeneutic
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approach to identify salient and important perspectives on citizens’ needs and goals for
the bureaucratic encounter. Through this, I hope to have provided a framework for a
more holistic investigation and understanding of citizens” needs and goals.

Dahler-Larsen [79] establishes four criteria for the quality of qualitative research:
1) craftsmanship – applying suitable methods in a proper way, 2) transparency in the
way the methods are applied, showing how the data (in this case, the literature) lead
to and supports the conclusions (in this case the framework), 3) communicative quality
– presenting the work that makes it open and accessible for investigation and discussion
with others, and 4) the “heuristic criterium” – that the analysis leads to new insights
and perspectives. All four criteria are ultimately subjective as they rely on the reader’s
assessments.

An interpretive, hermeneutic approach will always and unavoidably rely on the
researcher’s pre-understanding. As Dey [80]:251 puts it: “There is a difference between
an openmind and an empty head.”What is important is tomake these pre-understandings
explicit, as has been done here with the initial assumption.

The initial assumptions have also served to seek alternative perspectives on the
encounter that are not usually represented in the e-government literature. At the same
time, the selection of literature has been limited by these assumptions. Other literatures,
such as the service-design and digital-design literatures, could have provided additional
insights. However, the intention of this study has not been to conduct an exhaustive
survey of all relevant literatures but, through a limited search of selected literatures, to
provide a framework that covers a wider range of citizen’s needs and goals for the BE. I
hope that the use and applications of this framework by scholars and practitioners will
contribute to its improvement and elaboration.
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Abstract. The international trade flow of e-commerce goods have reached
unprecedented volumes. Ensuring undisrupted flow of cross-border eCommerce
goods has become one of the top priorities for customs administrations around the
world. Customs has a role in safeguarding public values such as safety and security,
revenue collection, and stimulation of the economy. Customs administrations are
now looking into innovative ways to be able to fulfil their duties for controlling the
trade flowswhile at the same time not hindering trade. But in a broader sense, other
government agencies also have responsibilities for safeguarding public values such
as product and consumer safety or sustainability and are currently confronted with
these eCommerce flows. While eCommerce is a phenomenon that is widely stud-
ied in business literature, it is largely unexplored both in research and practice how
governments can understand and engage with these eCommerce developments. In
this study we focus on the issue revenue collection related to cross-border eCom-
merce goods. Empirically, our paper builds on insights from the PROFILE EU
project, which focuses on the use of data analytics for customs. Theoretically we
build on research on control mechanisms in eCommerce platforms and digital
trade infrastructures. We present an eCommerce platforms evaluation framework
for customs. The evaluation framework consists of two distinct perspectives (i.e.
a data analytics and a partnership perspective) that customs can explore when
defining their engagement strategies with eCommerce platforms. We limited our
study to the interactions of customs with eCommerce platforms and the issue of
revenue collection. Further research can study the safeguarding of a wider range
of public values by a range of government organisations to account for effects of
the vast growth in international flows of goods via eCommerce platforms, such as
monitoring product safety and sustainability effects.
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1 Introduction

With the emergence of the Internet, we have seen the rise of eCommerce and eCommerce
platforms. More than two decades ago researchers have turned attention to understand-
ing the eCommerce phenomenon. Now we live in a world where eCommerce platforms
like Amazon, eBay and Alibaba have become dominant players in the global arena.
eCommerce has so far been largely business driven and has received limited attention
in eGovernment research and practice. Over the last years, however, this has changed.
eCommerce is now a key priority for governments across the world due to the unprece-
dented growth of cross-border eCommerce. In the Netherlands alone, eCommerce has
led to an increase from 26 million customs import declarations in 2018, to 61 million
in 2019, to 161 million in 2020, and to expected 740 million import declarations of
goods below e 150 in 2021. Many governments administrations are confronted with
eCommerce; but the eCommerce challenge has become particularly pressing concern
for customs, due to their key role in the logistics processes. Operating directly in the
logistics flows, customs needs to safeguard public values such as safety and security, and
revenue collection, which requires stricter control. At the same time customs also needs
to safeguard the economic competitiveness: delays of packages at the border have direct
negative economic consequences. eCommerce is regarded as one of the key areas for
customs in the newly published Customs Union Action Plan of the EU [4] that outlines
the strategic activities of customs in the EU for the coming years. Of particular interest is
the value added tax (VAT) collection form eCommerce transactions. This VAT revenue
is a substantial source for funding the national budgets of EUMember States. If customs
is not able to efficiently and effectively collect the VAT this means loss of revenue for
the Member States, which is very needed so that governments can provide citizens and
businesses with public services and benefits. For countries with large eCommerce flows
this loss can amount to hundreds ofmillions of euros per year. At the same time, allowing
goods for which VAT has not been included in the price on the European market is a
disadvantage for businesses operating in the EU. Hence, customs also plays a key role
in establishing a level playing field in the eCommerce market.

While customs is currently heavily affected by the eCommerce flows as it acts at the
front line when goods cross borders (in our case the EU borders), the effect of eCom-
merce on government is much broader. Other government agencies are also responsible
for safeguarding public values such as consumer and product safety of products sold
on the EU market, or public values related to sustainability such as CO2 footprints, and
assurances that no child labor was used in products entering the EU market. While tra-
ditionally governments have established mechanisms (or are in a process of establishing
such mechanisms) to address these issues in a business-to-business setting, it is an open
question how to address these concerns in the eCommerce context. With these enormous
flows of small eCommerce packages addressed directly to consumers, it is very hard for
governments to assure that the product hidden in the package complies with EU product
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safety standards, and that no child labor was used in its production. Such eCommerce
packages also come with a considerable cost for the environment and increased CO2
footprint. Therefore, while Customs is the first to experience the eCommerce impact,
the consequences for other government inspection agencies is equally far-reaching.

Central to customs in their operations is the availability in advance of data to execute
their tasks related to risk analysis in differentiating the trusted from less-reliable trade
flows. Researchers in the domain of e-government research advocate that government
organizations have the opportunity to create more public value if they go beyond the use
of data from governmental organization by also using data provided by business actors
and develop collaborative relationships with them [5]. Recent research addresses how
business-to-government (B2G) information sharing and collaboration can contribute
to the public value creation (see e.g. research on data collaboratives [e.g. 19, 23] and
research focusing on the use of business data to create public value [17]). However,
so far there is very limited research that explores how government (and in particularly
customs) can profit from the large amount of data available in eCommerce platforms.

Therefore, the objective of this paper is to develop an eCommerce platforms evalua-
tion framework for customs. Empirically, this work builds on a case study conducted in
the context of the PROFILE project, focusing on the use of data analytics for customs,
and specifically the Dutch Living Lab, which focusses on eCommerce. Theoretically we
build on research on control mechanisms in eCommerce platforms [15] and digital trade
infrastructures [7, 12, 17].

The remaining part of this paper is structured as follows. In Sect. 2 we discuss
our theoretical background. In Sect. 3 we present our interpretative case methodology
and we describe the iterative process that we followed for developing our eCommerce
platforms evaluation framework for customs.Wepresent and demonstrate our framework
in Sects. 4 and Sect. 5 respectively. We end the paper with discussion and conclusions.

2 Theoretical Background

2.1 Conceptualizing the eCommerce Business Setting, the Role of Government,
and Public Values Safeguarded by Government

In order to understand how government organization can engage with the eCommerce
phenomenon, it is important to provide a conceptualization that clarifies the role of
business and government in eCommerce transactions. Figure 1 captures the business
eCommerce context (marked with (1)), and the government level (marked with (2)), as
well as public values that governments pursue (marked with (3)). On a business level, we
capture typical actors1 of a business transaction (i.e. the seller (marked with A), and the
buyer (markedwith B)), as well as the delivery provider such as express couriers (marked
with C), and the payment service providers (marked with D). eCommerce platforms
(markedwithE) have also emerged as important actorswho act as intermediaries between
the buyer and the seller. Due to their digital nature, eCommerce platforms now are major
hubs containing data about eCommerce transactions. The role of a platform can be a

1 Although in some cases other actors may also play a role (e.g. customs brokers), in view of
reducing complexity in this general model we include only the key actors.
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reseller (goods owned by other suppliers) or a retailer (own goods). This difference is
crucial for the level of data availability, data quality, controlmechanisms, etc. In Fig. 1we
also included a vertical line to denote the concept of border crossing (in our case entering
the EU). This border crossing aspect is very important, as it triggers involvement and
responsibilities of government, related to various public value functions that government
performs.

Fig. 1. eCommerce context and the role of government.

Whereas we are interested in the role of customs in this paper, our conceptualization
shows that other government organizations can also have an interest in eCommerce flows
(see 2 in Fig. 1).

Government organizations have the mandate to perform various tasks to deliver
public value (see 3 in Fig. 1). While there are various classifications of public values
in the literature [1], for the purpose of our research we are interested in public values
that are directly related to international trade flows. These include, but are not limited
to: ensuring safety and security (e.g. safety and security checks on goods performed by
customs), revenue collection (e.g. collection of VAT and import duties), and facilitation
of the economy (e.g. faster goods clearance and trade facilitation arrangements that
customs offers to companies). But, as discussed earlier, government organizations have
a broader mandate including product safety, values related to sustainability such as
ensuring that products involving child labour do not enter in the EU market, or values
related to climate goals and CO2 reduction. While in the eCommerce developments that
we see at the moment governments are mainly focussed on revenue collection (mainly
VAT), the broader spectrum of responsibilities that governments have in relation to the
traditional trade flows is also very relevant to consider in the context of eCommerce.

For the purpose of this paper we will focus on exploring the relationship between
customs and eCommerce platforms, and taking the specific focus on fiscal matters (VAT
collection). These choices are marked with stars in Fig. 1.

2.2 Customs Interactions with eCommerce Platforms in the Context of VAT
Collection

In order to address the issues of eCommerce, the EU develops a diversity of measures
and scenarios. Some of these measures refer to legislative changes. For example, for
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small packages that were previously exempt from VAT (e.g. in the Netherlands: value is
max e 22), VAT will be due by July 2021. Next to that, the EU legislation also allows
(on a voluntary basis) the use of a new system called Import One Stop Shop (IOSS)2,
which enables eCommerce platforms to collect the VAT for consignments with a value
of max e 150, transfer this to a EU tax administration, which will then distribute the
VAT to the respective EU Member State where the buyer resides. In this case, the VAT
collection is ensured via relationships with eCommerce platforms and in return the sell-
ers on these platforms can receive facilitation in terms of faster import clearances. The
participations of platforms in the IOSS is still voluntary. The IOSS procedure allows all
eCommerce platforms to participate if they meet certain legal requirements (e.g. having
a registered legal representative in the EU). Initial case studies on IOSS developments
and challenges have already been reported in literature [14]. Other models of engage-
ment have also been envisaged, where the burden for VAT collection is not put on the
intermediaries (the eCommerce platforms) but on the parties that are directly engaged
in the eCommerce transaction like the buyer and the seller [8]. Even in such scenarios,
it is likely that platforms will play a role in providing services to facilitate payment of
VAT between the buyer/seller and customs (possibly in partnership with other payment
provider platforms)3, even though not being the direct responsible party for the VAT
payment, such as in the IOSS scenario.

Other countries in theworld have developed other approaches. For example, theAus-
tralian government has introduced a “Vendor CollectionModel” to enhance the country’s
capacity to collect the Goods and Services Tax on overseas e-commerce imports4. In the
Australian scheme, foreign vendors of e-commerce goods that sell goods worth more
than 75000 AUD a year, must collect the Goods and Services Tax at the point of sale, that
is from Australian online shoppers, and pay this tax to Australian authorities eventually.
To detect fraudulent overseas e-commerce operators who try to evade the tax collec-
tion responsibility, the Australian Tax Office makes use of “data matching, conducts
investigations, receives information from industry and the public, and uses import data
to monitor compliance”5. The media report on other examples of customs-eCommerce
cooperation that can someday lead to a direct exchange of data from eCommerce plat-
forms to customs. Alibaba, the Chinese e-commerce giant, is currently building the
first European logistics hub in the Belgian city of Liège6. The Belgian government and

2 Import One Stop Shop scheme (IOSS) as set out in Title XII, Chapter 6, Section 4
of the VAT Directive as amended by Council Directive (EU) 2017/2455 See
also: https://ec.europa.eu/taxation_customs/sites/taxation/files/guidance_on_import_and_exp
ort_of_low_value_consignments_final.pdf.

3 Different scenarios may be considered if platforms are to play a role in facilitating VAT pay-
ments of buyers/sellers to Customs, where for the actual VAT payment platforms may also need
to develop partnerships with global payment providers, or that some dedicated VAT payment
platforms may emerge to which the eCommerce platforms may link to.

4 https://mag.wcoomd.org/magazine/wco-news-88/australias-vendor-collection-model-explai
ned/.

5 World Customs Organization (2019). Cross-border e-commerce. Available at: http://www.wco
omd.org/en/topics/facilitation/activities-and-programmes/ecommerce.aspx.

6 https://www.theguardian.com/business/2021/feb/14/open-sesame-alibabas-push-into-europe-
a-mixed-blessing-for-liege.

https://ec.europa.eu/taxation_customs/sites/taxation/files/guidance_on_import_and_export_of_low_value_consignments_final.pdf
https://mag.wcoomd.org/magazine/wco-news-88/australias-vendor-collection-model-explained/
http://www.wcoomd.org/en/topics/facilitation/activities-and-programmes/ecommerce.aspx
https://www.theguardian.com/business/2021/feb/14/open-sesame-alibabas-push-into-europe-a-mixed-blessing-for-liege
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Alibaba have formed a partnership that will promote digitalisation of customs processes
and facilitated clearance of goods, especially for the benefit of small and medium-size
companies (AP 2018)7. Although these international examples are diverse, they indicate
some kind of relationship or partnership between eCommerce platforms and customs.

Alternatively, other custom administrations regard eCommerce platforms as sources
of external data. This is a more data analytics-driven approach to eCommerce platforms,
where the goal is to use external data (e.g. price data for specific products) available
on eCommerce platforms [see e.g. 15, 16, 18]. These data analytics approaches aim
to obtain additional external (non-customs) data to help customs cross validate cus-
toms declarations and identify possible undervaluation of goods. Despite these practical
examples, the eCommerce world is still new to customs and customs has limited knowl-
edge on eCommerce platforms, the data they contain, as well as how to engage with
them to handle the enormous increase in eCommerce transactions. In the next section
we explore approaches that customs has been developing in the context of the traditional
business-to-business trade to deal with the increase in trade volumes.

2.3 Digital Trade Infrastructures and Trusted Traders

Customs administrations have been facing challenges with increased volumes of tradi-
tional trade for decades. In order to keep up with these challenges, customs administra-
tions have been looking into innovative technologies and how to deploy them. Heijmann
et al. [7, 8] discuss the vision of Dutch customs of how to deal with the large volumes
of trade by looking at different innovative technologies such as the use of detection
technology, big data analytics, as well as partnership with companies for sharing data. In
the enforcement vision of Dutch Customs8 [2], a differentiation is made among trusted
traders, trusted trade lanes, and flows of goods of traders that are less known [7]. The
more visibility customs has on the trade flows and the traders, the more facilitation it can
provide to these businesses (e.g., faster clearance time and less delays when crossing
borders). In the traditional trade flows over the last decades, a series of research projects
advocated the idea of the data pipeline [9, 12, 17, 20] as a digital trade infrastructure
that allows voluntary information sharing among businesses and government. The data
pipeline can be seen as a sort of internet for logistics, which allows supply chain partners
to make their business data available to customs (on a voluntary basis), while customs
can provide these companies with trade facilitation in return (see e.g. [17]). For those
streams of trade that are less known to customs (also referred to as blue streams), cus-
toms relies more on physical inspection of the imported goods. In these cases, the use of
data analytics and external business data allows customs to gain more information into
less-transparent flows.

At themoment, eCommerce flows lack in visibility; customswould need to find other
sources to be able to better assess the eCommerce declarations and to cross-validate them.
Regarding concepts like trusted traders and trusted trade lanes, which heavily rely on
trust relationships between customs and businesses, these have been receiving attention

7 https://apnews.com/press-release/pr-businesswire/01e863a2183244f8bfa03dfb00869243.
8 See https://youtu.be/iiNKkIBO99k.

https://apnews.com/press-release/pr-businesswire/01e863a2183244f8bfa03dfb00869243
https://youtu.be/iiNKkIBO99k
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in the context of the traditional trade but have been of very little applicability so far in
the eCommerce context.

2.4 Trust and Control Mechanisms Applied in e-Marketplaces: Insights
from the Literature on eCommerce and Customer

While currently customs is looking at eCommerce transactions from the control per-
spective from the point of view of undervaluation, in eCommerce research studies have
examined the eCommerce transactions from the point of view of customers. In this area
already decades ago research examined issues like trust [11] and control mechanisms,
such as third party guarantees as mechanisms to mitigate risk and uncertainty [13], as
well as customer reviews as a control mechanism on the quality of the goods or services
[22]. Building on earlier research on trust and control mechanisms in eCommerce, a
recently published study [15] proposes an evaluation framework for assessing eCom-
merce platforms. This framework was developed in the context of customers buying
hand-made products. Both customers as well as customs share an interest in particular
types of information, such as knowing the seller and their trustworthiness. When cus-
tomers buy goods from an eCommerce platform they want to ensure that they can trust
the seller and the quality of the product before committing to pay and they want to avoid
fraudulent behaviour at all costs. Similarly, customs alsowants to prevent fraud in eCom-
merce. The framework of Ratnasari and de Reuver [15] builds on control mechanisms
as discussed by Tiwana [21]. These control mechanisms help platforms to define crite-
ria for parties to join the platform (gatekeeping), as well as other control mechanisms
such as process control (related to compliance of participants on the platform), metrics
control (relates to the involvement of participants on the platform) and relational control
that reflects on shared values and norms that influence the behaviour. In [15] dimensions
and control mechanisms of eCommerce platforms are identified. The framework is used
to compare and evaluate eight e-marketplaces (local in Asia, as well as international,
including Amazon and Alibaba). The framework identifies four dimensions: (1) Trust-
worthiness of the platform: control mechanisms in this dimension include on-line credit
card guarantee, escrow services, privacy protection, intermediary protection, third party
guarantees and third party trust seals; (2) Reputation system: control mechanisms in this
dimension include reputation, on-line product reviews, rating, feedback, word-of-mouth,
transaction history and reviewer photos. These control mechanisms enable the on-line
platform to collect signals from customers and to have a better indicator for the quality
of the products, as well as the performance of the sellers operating on the platform; (3)
Product: control mechanisms in this dimension include product information, product
quality information, control quality product, and user generated photos. (4) Other: this
dimension includes various control mechanisms such as seller identity/profile, legal sta-
tus of the seller, high quality delivery services, historical sales records, shop and product
tagging.

These control mechanisms attributed to eCommerce platforms brings interesting
insights in the context of customs in a number of ways. First, the idea to evaluate the
trustworthiness of a platform can be interesting for customs, as some platforms may
have embedded more control mechanisms than others to ensure a higher degree of
trustworthiness. Second, it seems that the platforms have implemented a number of
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control mechanisms related to the sellers as well as to the products. In risk management
of traditional trade flows, knowledge on the true seller and correct information on the
product as well as the value of the product is of key importance for customs. Therefore,
the platform control mechanisms related to the seller and the product can be also of
interest to customs and we will explore this in this paper. In the next section we discuss
the empirical context of our investigation and we briefly explain the method used.

3 Method

For the development of our eCommerce platforms evaluation framework for customs
we used an interpretative and contextualist case study approach [24], as in our study we
were interested in examining how customs approaches eCommerce platforms. In terms
of theory types [6], the framework that we developed is aimed at developing theories for:
(1) analysis, and (2) explanation. As an empirical context we used the Dutch Living Lab,
part of the PROFILE project. The Dutch Living Lab focusses on using data analytics
and external data from eCommerce platforms to address the issue of undervaluation in
eCommerce declarations. The Living Labs research approach examines innovation in
a complex real-world setting [10]. For this study the Dutch Living Lab provided rich
access to the empirical setting with regular bi-weekly calls with the key involved parties
to follow the progress. For the development of our detailed eCommerce evaluation
framework we followed an iterative approach. Using an iterative approach helps to
develop theories that are deeply informed by the empirical context [3]. In our study the
empirical context guided us in search for relevant theories, which in turn helped us to
structure our observations.

The framework development progressed through a number of phases. Phase one
was empirically driven, where we engaged with the Living Lab, followed closely the
data retrieval and data analytics technical work that was performed by the data analytics
experts related to API access to price and product data from the platform and related
analytics.

Subsequently in Phase 2 we engaged with existing theories to better understand the
role of platforms. We identified a recently published study that took a trust perspective
in the context of eCommerce from the perspective of the customer [15]. Based on these
insights the scope of the Living Lab was expanded to include the exploration of seller
data and trust mechanisms in eCommerce platforms, which provided a bridge to the EU
developments and engagements like with platform (i.e. IOSS) and enabled us to make
the link to the partnership perspective. Subsequently in Phase 3 this resulted in our final
framework, which we present in the next section, and which combines data analytics
and partnership perspective.

4 eCommerce Platforms Evaluation Framework for Customs

In Fig. 2 we present our eCommerce platforms evaluation framework for customs.
We briefly explain here the components of the framework; the further discussion and
elaboration will follow in the next section with case examples.
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Fig. 2. eCommerce platforms evaluation framework for customs.

On the top of Fig. 2 we capture key elements from the enforcement vision of Dutch
Customs. As discussed, key in this vision is the possibility to differentiate among trusted
traders and trusted trade lanes and less trusted trade flows. At the moment, for many of
the eCommerce shipments little information is known to customs beyond the declaration
data that customs receives (i.e. they would fall under the less trusted trade flows in the
enforcement vision).

Subsequently, our framework distinguishes two engagement strategies that customs
can pursue when engaging with eCommerce platforms, i.e. the partnership perspective
(indicated with arrow A in Fig. 2) and/or the data analytics perspective (arrow B in
Fig. 2). In Fig. 2 we repeat two times the basic image of the commercial eCommerce
transaction discussed in Sect. 2, as both the data analytics and the partnership approach
that Customsmay follow refer to the same basic eCommerce transaction. The differences
between the partnership and data analytics perspectives (reflected in the bottom part of
Fig. 2) is the kind of information customs would need and the approach customs would
take.

Under the partnership perspective (A), we distinguish between trust perspective
(a1) and a service perspective (a2). The trust perspective examines control mecha-
nisms related to trust in the platform or trust in the sellers on the platform. The service
perspective looks at services that the platform implements to facilitate VAT payment.
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In the service perspective, we could further differentiate services whether the platform
is responsible for the VAT payments to customs (as in the case of IOSS). Alternatively,
the platform may play a facilitating role where the obligation remains with the seller or
the buyer, but the platform facilitates the VAT payment. Introducing such a facilitation
servicemay also require other partnerships (with global payment providers for example).
In the data analytics perspective that customs can take towards platform, the focus of the
engagement is data-driven (arrow B). Aspects that are more relevant for a data-driven
approach include information on the product (e.g. product information) and information
on the seller (e.g. seller identity, legal status of the seller).

5 Demonstration of the Framework

In this section we demonstrate the framework by means of examples. We start with the
data analytics perspective and examples from the PROFILE project in Sect. 5.1, and
then move to the partnership perspective in Sect. 5.2.

5.1 Data Analytics Perspective

In the PROFILE project a key issue was to address a specific type of risk, namely under-
valuation in eCommerce declarations. This type of risk was leading in searching for
relevant data on the eCommerce platform.TheDutchLivingLab focussed onone specific
eCommerce platform (Platform X). Next to that the immediate data of relevance was
for specific key product types (e.g. mobile phones) and the goal was to search for price
information. API access and web-data retrieval to search for real-time price information
on specific product categories on different national branches of the eCommerce platform
yielded average price ranges per product per country. However, in customs declarations
goods are not described in such simple terms as the key categories defined for the search
assignment (e.g. mobile phones). Customs declarations, but also the product descriptions
found on the eCommerce platform, often come with vague text descriptions. Therefore,
as a next step, Natural Language Processing (NLP) techniques were used to improve the
accuracy of the search result. As a next iteration, also inspired by the eCommerce trust
research (see Phase 2 of our framework construction in the method section), the seller
information was identified by customs as an important element for the risk analysis. By
browsing through the eCommerce platform that was selected for the analysis (Platform
X) it was possible to identify that the platform contained (at least for some sellers)
rich information on sellers, including information on Seller user name, Seller feedback
percentage, Seller feedback score, Seller account type (business), Seller legal info in
terms of name and legal contact, its legal address, VAT details and VAT ID, and the
issuing country. Furthermore, additional search revealed that at some moment in time,
Platform X published a list of top sellers. This entails that customs can potentially tap
into a carefully measured and maintained reputation system of eCommerce platforms if
the right incentives are in place. This brings us to the second view in our framework, i.e.
the partnership view with which customs can approach eCommerce platforms.
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5.2 Partnership Perspective

Customs taking a partnership perspective for engaging with eCommerce platforms is
different compared to when taking a data perspective. In the data analytics perspective
the focus is on the available data on the eCommerce platforms and how customs can
use data analytics to create value in terms of better detecting undervaluation fraud. In
contrast, in the partnership view the focus is on the relationship between the platform
and customs and how it can be of value. Within the partnership view we identified two
perspectives, i.e. the trust perspective (a1) and the service perspective (a2) (see Fig. 2).

When taking a trust perspective (a1) customs can evaluate platforms in terms of the
trustworthiness of the platforms and in termsof the controlmechanisms that the platforms
have put in place to control their sellers. Tapping into these control mechanisms may
open further opportunities for customs to develop trusted relationships with platforms
and a sub-set of their sellers that are trustworthy and turn these eCommerce flows into
trusted flows which require limited inspections and allow for trade facilitation. This
would mean allowing customs to move some of the unknown eCommerce flows (blue
flows) towards trusted eCommerce flows, i.e. yellow or green flows in the enforcement
vision.

Platform X that we studied had clear rules for engagement, as well as a system for
rating the sellers, based on buyer’s feedback on issues like: item description or how
accurately the goods were described; communication with the buyers, the shipping time
and whether the shipping handling charges were reasonable. Next to that, sellers that
score well are offered privileges and the top list of sellers is published, which provides
additional publicity for these sellers. Platform X also managed a network of preferred
partners related to the delivery services and offers managed payment services. In this
way Platform X keeps more control over the complete transaction, knowing the sellers,
the delivery partners, and offering payment services. The closer the seller is involved
in the managed network of Platform X, the more knowledge the platform has on this
seller. In some cases Platform X can even act in approaching sellers in case copyright
infringements are identified and request them to solve the infringement. While it is clear
that Platform X has a variety of sellers and it will not have the same knowledge about the
whole population of sellers, there is a particular sub-set of sellers with high reputation
andwhich are well trusted by the platform. Looking at this sub-set, the situation becomes
similar with situations in traditional trade flows, where one party with deep knowledge
of a trusted network and embedded control mechanisms in the network is able to play the
role of an orchestrator of a trusted trade lane. For example, in an earlier studyof traditional
business-to-business trade flows on trusted trade lanes [17], a cooperative of growers
was in principle able to take up such an orchestration role due to the trusted relationship
with their growers, as well as its strong position in facilitating the payment and logistics
processes. In that case [see 17], the cooperative of growers was the orchestrator of the
trusted trade lane: documents such as invoices and packing lists were made available by
the grower to customs via the cooperative of growers. Similarly eCommerce platforms
in principle can adopt the role of an orchestrator in a trusted eCommerce flow in a
business-to-consumer context.

Alternatively, the partnership between customs and eCommerce platforms can be
considered from a service perspective (a2) when platforms are willing to implement
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services to facilitate VAT collection for customs. As discussed earlier, this service per-
spective is to some extent already inherent in IOSS developments at the EU level. In
IOSS, eCommerce platforms can develop extra services (compliant with pre-defined
requirements) to collect VAT and to transfer it to the EU to further distribute it to the
respective Member States via established mechanisms.

However, as argued by Heijmann [8], other perspectives can be taken, e.g. when
customs puts the VAT collection burden on the buyer or the seller. In this case, the
platforms can still provide services related to VAT payments but in a more facilitative
role (and possibly in partnershipwith other payment service providers), rather than being
direct responsible for the VAT collection.

6 Discussion and Conclusions

eCommerce is a challenge for customs for two reasons. First due to the huge volumes;
second due to the lack of visibility for customs on who is behind these streams of pack-
ages, what the packages contain, and the value of the goods that are shipped. Customs
administrations are now looking for solutions in order to collect the VAT due and to
ensure a smooth import process. In this paper we present an eCommerce platforms
evaluation framework for customs. Theoretically the framework that we developed is
based on literature on control mechanisms of eCommerce platforms, as well as work on
digital trade infrastructures in the context of trusted traders and trusted trade lanes. Our
eCommerce platforms evaluation framework for customs proposes (A) a partnership,
and (B) a data analytics perspective, which customs can take when defining their strate-
gies of engagement with eCommerce platforms. These two elements are crucial parts
in the system-based approach from Dutch Customs. Taking a data perspective allows
customs administrations to see what kind of data of value can be found on the eCom-
merce platforms depending on the risk they would like to address. Taking a partnership
perspective, customs can look at platforms in terms of how to establish relationships
with these platforms. The partnership perspective is further refined into (a1) a trust (a2)
a services perspectives.

Further research can proceed in a number of directions. Regarding the data analytics
view, follow-up research can conduct a comparative study by examining different eCom-
merce platforms and providing an overview of which data can be of value for customs
risk assessment purposes. Such an overview can lead towards a knowledge base on the
eCommerce platform data sources. Second, taking a partnership perspective, a follow-up
study can focus on cross-case comparison on how different countries/regions engage in
partnerships with platforms or other actors in the eCommerce transaction. This allows
to identify different partnership engagement models between customs and eCommerce
platforms.

A limitation of our study was that we focussed specifically on examining the link
between customs and eCommerce platforms and the focus on fiscal matters. Looking at
our broader conceptualization of how government can view the eCommerce phenomena
(see Fig. 1) allows to identify additional research opportunities as follows. First, customs
can examine in detail other possible scenarios of customs engaging with eCommerce
actors. This entails not only looking at the platforms, but also at sellers and buyers, aswell



eCommerce Platforms Evaluation Framework for Government 115

as possible partnerships with the delivery and payment providers, or other intermediaries
like declaration service providers. Second, further research can go beyond customs
to include other government agencies interested in controlling other public values in
eCommerce flows. Further research can look at eCommerce from a wider range of
public values and wider range of governments to account for effects of the vast growth
in international flows of goods via eCommerce platforms, such as monitoring product
safety and sustainability effects.
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Abstract. Crisis Information Management Systems (CIMS) have been used in
Emergency andDisasterResponseManagement for decades.However,while these
systems have emerged and improved over time, they still appear to provide lower
efficacy when incidents become more complex, and, in particular, when used in
the context of multijurisdictional responses to large and growing incidents and
extreme events. Most CIMS like E Team, Veoci, or WebEOC are commercial
off-the-shelf systems (COTS), which allow for and also require from emergency
response units the customization of the application to their own specific needs.
This survey-informed study took a look at practitioners’ experiences with one
of the most widely used CIMS, that is, WebEOC. The results were mixed at
best and confirm other studies, which pointed at WebEOC’s lack of scalability,
interoperability, network security, and ease of use. The study concludes that in the
face of ever more frequent incidents of greater magnitude the case for developing
and deploying securely interoperable and scalable CIMS is compelling and has to
be addressed.

Keywords: Disaster response management · Coordination of emergency
responses · Information and communication technologies · ICTs · Crisis
Information Management Systems · CIMS ·WebEOC · National Incident
Management System · NIMS · Incident command system · ICS · Commercial
off-the-shelf systems · COTS

1 Introduction

Contemporary commercial Crisis InformationManagement Systems (CIMS), it has been
suggested [1, 2], support emergency managers and responders relatively well when
used in response to smaller, every-day, and geographically isolated incidents. When,
however, multiple jurisdictions and different levels of government agencies need to
coordinate their responses, they appear to exhibit limitations and rigidities in terms of
interoperability, scalability, reliability, network security, and ease of use. Unfortunately,
not only when different vendors’ systems have to interact, but rather also when the
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same system such as WebEOC has to scale up to meet the needs of a more demanding
multi-level and multi-jurisdictional context [3], this experience of constraints and lack
of scalability seems to be commonplace [4, 5].

As discussed elsewhere, given the wide range of incidents in terms of scale, scope,
and duration [6] spanning from local emergencies such as leaks of hazardous materials
or a building afire to large-scale, large-scope, and long-duration catastrophes such as the
Indian Ocean Earthquake and Tsunami of 2004, the Galveston Hurricane of 1900, or the
East Japan Earthquake and Tsunami of 2011, the coordination, integration, and scala-
bility of operations is essential to the effectiveness of the response [7, 8]. In the United
States, the National Response Framework (NRF) and the National IncidentManagement
System (NIMS) with its Incident Command Structure (ICS) were designed exactly for
the purpose of providing a common terminology and a framework of principles, prac-
tices, processes, which would be scalable, flexible, and comprehensive enough to guide
responders of any discipline along thewhole spectrumof possible disasters (ibid.).While
these response frameworks entail a certain degree of organizational standardization, the
information management portion of the framework and its supporting information and
communication technologies (ICTs), that is, the CIMS would have to carry the burden,
as the NIMS/ICS planners anticipated,

“Communications and information systems should be designed to be flexible, reli-
able, and scalable in order to function in any type of incident, regardless of cause,
size, location, or complexity. They should be suitable for operations within a single
jurisdiction or agency, a single jurisdiction with multiagency involvement, or mul-
tiple jurisdictionswithmultiagency involvement.Communications systems should
be applicable and acceptable to users, readily adaptable to new technology, and
reliable in the context of any incident to which emergency management/response
personnel would be expected to respond” [7, p. 24].

By the time, these guidelines were formulated, CIMS such asWebEOCwere already
in use at all levels of government across the United States, and although WebEOC was
still far from having become a kind of de-facto standard, a rather wide variety of non-
interoperable CIMS was already in use around the Country. This, however, began to
slowly change when in 2012 the US Federal Emergency Management Agency (FEMA)
also adopted WebEOC for their internal use [9]. Yet, only a few years into FEMA’s use
of this particular CIMS, it became evident that for security and performance reasons
the WebEOC implementation at FEMA would not interoperate with State, Territory,
or Tribal WebEOC sites forcing both FEMA and the respective agencies into tedious,
error-prone, and time-consuming double work for necessary data exchanges [10]. It
immediately follows that during responses to larger incidents, when the coordination
and collaboration between and among agencies, both vertically and horizontally, are
badly needed such bottlenecks would be counterproductive and costly. This study’s
intent was to find out, document, and analyze how practitioners experience their work
with WebEOC during a response with the aim of better understanding the efficacy and
usefulness of this commercial CIMS along the entire spectrum of emergencies and
disasters.
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The publication is organized as follows: First, related work on WebEOC in the aca-
demic literature is reviewed. Next, research questions and the methodology are detailed.
Then, the findings for each research question are presented followed by a discussion of
the findings. Finally, concluding remarks and directions for future research are presented.

2 Related Work

While professional response organizations in the United States have chosen from and
implemented a wide range of COTS CIMS for the purpose of supporting their respective
response operations, WebEOC appears to have become the most proliferated CIMS
[4, 11]. Interestingly, in academic research, although CIMS are at the core of modern
information management in emergency response, they have not yet systematically been
assessed and evaluated in terms of their efficacy over the entire spectrum of incident
responses. As a recent study suggested, “the role of information management tools
used in <emergency management>… needs further investigation,” which according to
the authors required to include “studying differences between centralized control and
distributed participation; incorporating multiple incident data into a visually informative
form for decision makers (e.g., hazardous conditions); and improving designs suitable
for updating information in a timely manner” [12, p. 10]. Nevertheless, some research,
even with regard toWebEOC, has been conducted while the overall picture has remained
spotty. The first well-known quasi-academic comparison of contemporary CIMS was
conducted as early as 2002 by the Hart study, which was sponsored by the Department
of Justice’s National Institute of Justice (NIJ). The study performed a 106 “features”
comparison of then contemporary CIMS, among which WebEOC scored highest with
102 desirable “features” identified [13].

A number of WebEOC-related studies went down a similar pathway, when inves-
tigating features (such as “boards”) and their relative usefulness in incident responses
[11, 14–17]. Some studies took a high-level descriptive approach without concerning
themselves with any technology or feature details [16, 18]. WebEOC was also found as
a unifying connecting link in private-public partnerships between business communities
and government agencies [2, 19].

While studies like the former portrayed WebEOC’s versatility, others emphasized
more critical findings. Around the time that the NIMS/ICS designers detailed their rec-
ommendations regarding necessary interoperability, interconnectivity, and scalability
requirements for CIMS (as quoted in the introduction), academic research also came to
similar conclusions [5, 20]. Along these lines, WebEOC was found incomplete in terms
of the availability of needed information [21] also with regard to information sharing
between and among different agencies [22]. During a multi-jurisdictional response to a
major landslide disaster, WebEOC implementations at Federal level (FEMA) and State
levels were found unable to interoperate in most basic ways for security concerns on
either side [23]. Similarly, in the simulation of a catastrophic incident, that is, under arti-
ficial exercise conditions when no damage of critical infrastructure had actually occurred
or was even assumed under the simulated scenario, the interoperation and information
sharing between a State-operated WebEOC site and two dozen county WebEOC sites
broke completely down under the sheer load of requests [24].
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Besides these serious load-related issues, other reports found a lack of automatic
information summarization technologies implemented in WebEOC [15], which made
it hard for responders to see the forest for the trees, once an incident response began
growing, so that information had to be manually aggregated on paper to be useful [25].
The latter study also found “poor interoperability” within the network infrastructure
[25, p. 9] resulting in poor information sharing exacerbated by ineffective ex-ante staff
training and unaddressed communication gaps.

Other studies found that in order tomake good use ofWebEOC, the incident response
had to accommodate to the “tool” rather than that the tool accommodated to the demands
and needs of the response [26]. The same study also reported that WebEOC’s customiz-
ability, while giving the respective agency the flexibility to tailor the tool to its spe-
cific needs, by so doing it also sacrifices standardization and compatibility with other
WebEOC implementations. Many agencies, particularly resource-poor ones, may even
have great difficulty with setting up WebEOC in a tailored fashion [5, 26].

When analyzing the efficacy of a particular CIMS in response to an incident, scale,
scope, and duration of this particular incident present the first benchmarks to consider. As
mentioned in the introduction, a CIMS, which performs reasonably well in the response
to incidents of small scale, small scope, and short duration may not perform as well
when scale, scope, and duration of the incident increase, let alone when catastrophic
proportions are reached. However, few studies such as Son et al. on CIMS efficacy have
taken this consideration into account. When, for example, taking Fischer’s scale [6],
which categorizes emergencies and disasters in a range from “DC (for disaster category)
1” to “DC 10” with “DC 1” standing for an everyday local and small incident and “DC
10” representing a catastrophe of extraordinary magnitude and annihilation, it appears
intuitively evident that a CIMS has to be extremely scalable to cover this enormous
range.

In summary, the efficacy of existing CIMS, and especially, WebEOC, in emergency
and disaster response management is understudied; therefore, it has remained an open
question of whether or not current CIMS, and here,WebEOC, are fit to task, in particular,
when it comes to larger and dynamically growing incidents towards the upper end of the
Fischer scale.

3 Research Questions and Methodology

3.1 Research Questions

As the literature review illustrated the gap of understanding with regard to the efficacy
of CIMS, and specifically WebEOC, in practical disaster response management is wide.
Moreover, it will be a potentially life-saving and likely disaster-mitigating contribution if
this known gap in understanding could be narrowed. It also appears that the most impor-
tant stakeholders, that is, disaster responders would bring first-hand practical experience
to the table, when it comes to the efficacy of WebEOC, which leads to the following two
research questions:
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Research Question #1 (RQ #1):
How do professional emergency responders perceive the efficacy and fitness to task of
WebEOC in emergency response management?

Research Question #2 (RQ #2):
What specific, if any, concerns regarding WebEOC (and its use) do professional
emergency responders express in emergency response management?

3.2 Data Selection and Analysis

Instrument. Owed to the paucity of research on the subject and the concurrent absence
of a guiding theoretical framework, the inquiry had to be of exploratory nature. For this
purpose, an online (Google Forms) fourteen-question survey was devised. All questions
except the last were either single or multiple choice questions. The first two questions
established demographics (affiliation, WebEOC licensing status). The next eleven ques-
tions queried about use and performance aspects of WebEOC. The last question was
free-format and open-ended, which gave participants an additional opportunity to enter
their own observations in a narrative.

Sample. The intention of the researchers was to reach out and receive feedback from
both the managerial and professional levels of disaster responders around the country.
As a reminder, this inquiry did not seek to statistically test any hypotheses regarding the
usefulness of WebEOC in disaster response. It rather intended to explore the perception
of usefulness of WebEOC on part of professional disaster responders who had gained
practical experience with this particular CIMS, which suggested a convenience sample
was to be used [27]. As a long-term practitioner and a leader in the field, the second
author has run a regular and well-respected blog for several years, which is read by a
large audience of response professionals. In order to attract responses, the survey was
attached to an opinion editorial that the second author posted on his blog site [28]. The
tone of the blog was critical towards WebEOC, which was hoped to prompt professional
responders into reacting and taking the survey, either for reasons of strong disagreement,
or for the opposite.

Data Collection. The vast majority of the data were received and collected within two
and a half weeks after the publication of the opinion piece. Very few responses were
entered weeks after the publication. A total of 83 responses were received, and 48
respondents also took the time to enter a narrative, some of which was extensive and rich.
Half of the respondents were County-level responders, 26.3% State-level responders,
13.1%Municipal Government-level responders, just under 5%Federal-level responders,
2.4%other governmental institution-level responders, and3.6%werenon-governmental-
organization-based responders. The vast majority of responders (72.6%) represented
organizations that had active WebEOC licenses, and 17.9% of responders represented
organizations that previously held a WebEOC license.

Data Analysis and Coding. Data were analyzed in an open coding approach [29, 30],
in which tentative concept labels were attributed to chunks of texts and their particular
attributes. The concept labels were connected with regard to their relationships to each
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other in an axial-coding exercise [31] and compared to the results of the eleven single and
multiple-choice survey questions for plausibility, consistency, and further explanation.

Neutrality/Impartiality. This research has not been funded nor otherwise supported by
any commercial or other vested interest.

4 Findings

In the following the findings are presented in the order of the research questions. The
findings from both the single/multiple-choice questions and the free-format narratives
are integrated in each findings subsection.

Ad Research Question 1 (RQ #1)—(How do professional emergency respon-
ders perceive the efficacy and fitness to task of WebEOC in emergency response
management?).

The first survey question attempted to establish the overall satisfaction or dissatis-
faction of survey respondents withWebEOC.Without undue speculation it was assumed
that responders’ satisfaction or dissatisfaction with WebEOC would largely correspond
to the system’s perceived efficacy and fitness to task. It was found that 33.7% of respon-
dents were either very satisfied or at least somewhat satisfied whereas a majority of
respondents (53%) across all groups were either very dissatisfied or somewhat dissatis-
fied, while 18.1 percent of respondents fell into neither camp. In other words, with only
about one third of respondents expressing satisfaction of some kind with the system,
WebEOC’s efficacy and fitness to task in emergency and disaster response management
appears to be called into question for the most part. However, based on the demographic
and other data derived from the survey, it was possible to provide sharper contours and
more granular detail for painting this mostly unfavorable overall picture of WebEOC
performance in US emergency and disaster response management.

As Fig. 1 shows when breaking down the distribution of satisfaction and dissatis-
faction along government levels, WebEOC-related satisfaction is strongest at Federal
and State levels, whereas on County and municipal levels dissatisfaction prevails. It is
noteworthy, though, that while the survey produced only four responses from the Federal
level, the four responses were widely spread with regard to the degree of satisfaction,
and no Federal-level response indicated the highest level of satisfaction with WebEOC.

Taking County and municipal levels together, overall dissatisfaction with WebEOC
was more than twice as frequent as was overall satisfaction with the tool. Among the
variables, which might influence the degree of satisfaction or dissatisfaction, the authors
suspected “frequency of use,” “ease of use,” “functionality,” and “degree of customiza-
tion” (see Fig. 1). Upon inspecting the percent values, one might tend at first sight to
associate, for example, far more frequent, that is, “daily use” with higher degrees of sat-
isfaction; as Fig. 1 shows, only 17.9% of “somewhat or very dissatisfied” respondents
indicated that they used WebEOC on a daily basis, while, in contrast, outright 60.7%
of “somewhat or very satisfied” respondents suggested they used the system on a daily
basis. One might argue that more frequent use leads to, or, at least, illustrates higher
degrees of satisfaction. However, regression analyses on all independent variables spec-
ified above and their combinations did not produce any statistically significant prediction
of the dependent variable (satisfaction/dissatisfaction).
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Fig. 1. WebEOC user satisfaction/dissatisfaction per government level

Table 1. WebEOC user satisfaction/dissatisfaction relative to other factors

Variable values (variables:
frequency, ease of use,
functionality, &
customization)

Very or somewhat dissatisfied
(%)

Very or somewhat satisfied
(%)

Daily use 17.9% 60.7%

Weekly use 28.2% 14.3%

Monthly use 15.4% 14.3%

Infrequent use 38.5% 10.7%

Very complicated 37.5% 0.0%

Somewhat complicated 32.5% 37.0%

Neither complicated nor
easy

20.0% 22.2%

Somewhat easy 10.0% 29.6%

Very easy 0.0% 11.1%

Basic functions 26.3% 17.9%

Advanced functions 73.7% 82.1%

No/Little customization 28.2% 11.1%

Some customization 25.6% 25.9%

Substantial customization 25.6% 33.3%

Extensive customization +
add-ons

20.5% 29.6%

Despite this particular finding, it is noteworthy that WebEOC customization is the
greater the higher the level of government (see Table 1). For the Federal level, substantial
WebEOC customization was reported in all cases, on State level, customization is over
82% with half of this attributed to “extensive customization with add-ons.” On County
and municipal levels, customization of WebEOC is also found in or slightly above
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70% the responses; however, on the municipal level no “extensive customization with
add-ons” is reported.

Table 2. WebEOC customization per government level (%)

Degree of customization Federal State County Municipal

Little or no customization 0.0% 13.6% 25.6% 30.0%

Some customization 0.0% 18.2% 23.1% 50.0%

Substantial customization 100.0% 22.7% 30.8% 20.0%

Extensive customization/add-ons 0.0% 40.9% 20.5% 0.0%

Not sure 0.0% 4.5% 0.0% 0.0%

Totals 100.0% 100.0% 100.0% 100.0%

Table 3. WebEOC functionality usage per government level (%)

Functionality Federal State County Municipal

1 = Basic functions 0.0% 0.0% 30.8% 70.0%

2 = Advanced functions 100.0% 100.0% 66.7% 30.0%

3 = Not sure 0.0% 0.0% 2.6% 0.0%

Totals 100.0% 100.0% 100.0% 100.0%

With regard to functionality, again the higher the government level the more the
advanced functionality of WebEOC is employed. At municipal level, overwhelmingly
basic functionality of WebEOC is adopted, which illustrates an enormous gap of sophis-
tication and experience between the local level and even the next higher level (County),
let alone the State and Federal levels (see Table 2).

One of the most important, if not themost important task in emergency management
is gaining and maintaining Situational Awareness (SA), which is the prerequisite for
developing and also maintaining a Common Operating Picture (COP). Fully developed
and vetted SA/COP are at the core of any effective and successfully targeted response
to any incident [7, 32]. In this particular context, the detailed geographic location of
incident-related information is essential. Many response units employ highly specialized
Geographic Information Systems (GIS) such as the Environmental System Research
Institute’s ArcGIS. However, WebEOC also comprises a mapping component of its own
and affords some GIS record integration with ArcGIS, although the WebEOC mapping
component lacks the sophistication of ArcGIS.

As Table 3 demonstrates,WebEOC-basedmapping is rarely if ever used at municipal
level, and also at Federal level its usage is relatively low, which in this latter case is most
likely attributable to the use of more powerful GIS at Federal level. But on County and
State levels, this particular mapping functionality is never or rarely used in almost 70%,
or almost 50%, of the cases, respectively. Similar to the Federal level, it is likely that
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Table 4. Usage of WebEOC mapping per government level (%)

Usage of WebEOC mapping Federal State County Municipal

Mapping never used 75.0% 22.7% 48.7% 60.0%

Mapping rarely used 0.0% 27.3% 20.5% 40.0%

Not sure 0.0% 9.1% 2.6% 0.0%

Mapping regularly used 25.0% 22.7% 17.9% 0.0%

Mapping key functionality 0.0% 18.2% 10.3% 0.0%

Totals 100.0% 100.0% 100.0% 100.0%

both County and State responders utilize more powerful and more specialized tools like
ArcGIS instead. As before, a major gap in functionality utilization, and consequently,
sophistication with regard to WebEOC-based generation and preservation of SA/COP
appears to exist between municipal levels of government and higher levels (Table 5).

Table 5. Intra-/extra-jurisdictional connectivity per government level (%)

Connectivity Federal State County Municipal

Not connected (intra-jurisdictional) 75.0% 15.0% 23.7% 22.2%

Some connected (intra-jurisdictional) 25.0% 65.0% 57.9% 66.7%

All connected (intra-jurisdictional) 0.0% 20.0% 18.4% 11.1%

Totals (intra-jurisdict’l connectivity) 100.0% 100.0% 100.0% 100.0%

Not connected (extra-jurisdictional) 75.0% 10.5% 30.8% 0.0%

Some connected (extra-jurisdictional) 25.0% 36.8% 43.6% 88.9%

All connected (extra-jurisdictional) 0.0% 52.6% 25.6% 11.1%

Totals (extra-jurisdict’l connectivity) 100.0% 100.0% 100.0% 100.0%

Upstream log in n/a 40.9% 27.8% 33.3%

No upstream log in n/a 59.1% 72.2% 66.7%

Totals (upstream log-in connectivity) n/a 100.0% 100.0% 100.0%

Problems with connectivity have been a known WebEOC characteristic, which
encompass network load issues, connection security issues, slow or no responses, con-
nection failures, among others [22–24, 26, 33]. The survey instrument distinguished
between same-jurisdiction connections (including resource requesting and tracking)
and cross-jurisdictional connections (also, including resource requesting and tracking).
Since most respondents were believed to be non-experts on ICT network-related matters
a control question was included that prompted for the type of establishing connections
to WebEOC systems in other jurisdictions (upstream log-in for access). For example,
FEMA does not allow for their WebEOC implementation to directly interoperate with
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States’ WebEOC implementations. Rather State responders have to remotely log on to
the FEMA system via a secure connection, where an account for them is maintained.
Many States act likewise with their lower-ranking jurisdictions. If upstream log-in is
provided as a connectivity mechanism, then in all likelihood there is no other connec-
tivity mechanism established in that particular direction. It is obvious that this type of
interoperation is anything but seamless and has to be seen as an inelegantworkaround.As
Table 4 shows, Federal-level respondents confirmed that most of their WebEOC imple-
mentations do not connect to other systems. In contrast, a majority of State, County,
and municipal respondents corroborate that most of their WebEOC implementations
interoperate in some fashion with other WebEOC systems, both intra-jurisdictionally
and extra-jurisdictionally. The highest numbers of upstream log-in access were found at
State level (40.9%) followed bymunicipalities (33.3%) and Counties (27.8%). However,
that means that in most cases no upstream log-in appears to exist or to be used.

When looking at the narratives in survey responses, only a single highly positive
comment stood out from a State-level responder who reported on a decade-long expe-
rience also praising the cost-benefit ratio of WebEOC. Unfortunately, the responder did
not give more details, for example, regarding the use of the system across emergen-
cies of different magnitudes, or regarding the coordination with other agencies. Another
State responder stated that all lower-level jurisdictions log on to their State WebEOC
system during an incident response, so that the incident is dealt with from a unified
SA/COP perspective. Another State responder referring to an identical log-in-from-
remote setup between the State and lower-level jurisdictions, however, remarked that
the system was “clunky” and not easy to use, and unlike the other two respondents who
were very satisfied with WebEOC, this respondent was somewhat dissatisfied. Some
County respondents noted that their upstream log-in setup was a one-way street only for
sharing State information downstream. Interestingly, WebEOC’s mapping functionality
was mentioned in the narrative responses only twice: Despite one County respondent’s
overall dissatisfaction withWebEOC, this individual was highly appreciative of the inte-
gration of ArcGIS andWebEOC, which allowed for importing some data fromWebEOC
into ArcGIS (sic!). Another respondent who was neither satisfied nor dissatisfied with
WebEOC had not come across this integration functionality and rather urged for GIS
integration. Although mildly satisfied with WebEOC, but implicitly acknowledging the
system’s problems, one Federal responder stated,

“Big Tech could solve this easily; look at the interoperability within Apple or
Google apps - maps, sharing, email, messaging, browsing are instinctively linked.
Imagine what they could do if given the task to package existing apps into an EM
layer” (quote #1—from survey responses).

In summary, dissatisfaction with WebEOC among survey respondents was found
much stronger and more outspoken than satisfaction thereof, and, in particular, the “very
dissatisfied” outnumbered the “very satisfied” by a margin of more than two to one in the
responses. When analyzing, which (independent) variables might have influenced these
particular outcomes, neither “frequency of use,” nor the “functionality used” (basic or
advanced), nor the “degree of customization”, nor “ease of use” were found predictors
for satisfaction or dissatisfaction on part of the respondents. Furthermore, WebEOC
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mapping was relatively sparsely used, and certainly not as a core function, but rather
as an add-in, which was connected to a more powerful GIS. Finally, overall WebEOC
connectivity was only moderately implemented with States most highly engaged. Given
the relatively high levels of dissatisfaction in the perception of responding practitioners
WebEOC’s fitness to task appears to be debatable, and it appears that the reasons for this
dissatisfaction are multifold.

Ad Research Question 2 (RQ #2)—(What specific, if any, concerns regarding
WebEOC (and its use) do professional emergency responders express in emergency
response management?).

Respondents expressed most of their concerns in the open-ended narrative at the
end of the survey. However, one multiple-choice survey question was geared at eliciting
potential concerns regarding moving away from WebEOC. Nine choices were given
including one “other” as shown in Table 6 below. The respondents marked a total of
222 choices, or on average 2.7 per respondent. It appears that no single concern stood
out above all others with the exception of “budgetary concerns” with 33.3%, which was
most pronounced on Federal level than on any other government level followed equally
with 16.7% each by concerns regarding “going outside the norm” (sic!), “difficulty of
adopting a new system,” and both the institution and its internal stakeholders too “deeply
invested” into the status quo with WebEOC.

Table 6. Concerns and obstacles perceived (when switching from WebEOC – in %)

Concerns/Obstacles Federal State County Municipal

State standard 0.0% 20.6% 18.8% 18.2%

No known alternative 0.0% 16.2% 15.8% 21.2%

Budgetary concerns 33.3% 11.8% 10.9% 6.1%

New system might not be working 0.0% 4.4% 6.9% 9.1%

Changing means going outside the norm 16.7% 7.4% 9.9% 18.2%

Difficult adoption of a new system 16.7% 16.2% 6.9% 12.1%

Institution deeply invested 16.7% 13.2% 10.9% 9.1%

Internal stakeholders deeply invested 16.7% 8.8% 9.9% 6.1%

Other 0.0% 1.5% 9.9% 0.0%

Totals 100.0% 100.0% 100.0% 100.0%

In lower-ranking jurisdictions the implicit or explicit de-facto standardization on
WebEOCas the emergency and disastermanagement system represented themost highly
cited concernwith 20.6%/at State, 18.8% at County, and again 18.8% atmunicipal levels.
Furthermore, at municipal level a higher-ranking concern with 21.6%was the absence of
a “known alternative” toWebEOC. Since only very few “other” concerns were specified,
the first eight choices in this multiple-choice question on the subject must have covered
the prevailing concerns and perceived obstacles fairly comprehensively.
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On the municipal level, respondents’ concerns revolved around the perceived high
cost of changes in system versions, system administrators, and when adding function-
ality by coding and recoding. Some municipal responders felt that WebEOC was over-
sized for their respective needs, while others bemoaned the absence of mobile versions.
Quite a number of municipal responders decried the perceived lack of ease of use and
straightforward task-relevant functionality. Said one respondent,

“Having used both <another system> and WebEOC, I have found WebEOC is
clunkier and less user friendly. <The other system> is easier to build what is
needed by the user.” (quote #2—from survey responses).

And another municipal respondent explained,

“WebEOC is designed for large agencies not the majority of EM offices with one
or two staff” (quote #3—from survey responses).

County respondents also criticized that WebEOC’s lack of intuitiveness and ease of
use, which they felt did not take into account the relatively modest ICT savviness of
average emergency responders, in particular, in the more typical case that responders
would not use the system frequently enough to maintain familiarity. Like respondents on
municipal level, the county respondents also expressed dissatisfaction with WebEOC’s
lack of functionality and unintuitive user interface. In this context some respondents
used explicit language to illustrate their personal frustration with WebEOC (“It sucks.”
“Terrible old system that has become a failure.” “Outdated and obtuse system that wastes
an agency’s limited resources.” “Lots of money spent. Still doesn’t work.” “After using
WebEOC for numerous large and small emergencies and disasters over the past years,
I give WebEOC functionality and “usability” a grade of C/C-.”). Respondents on this
government level also pointed at compatibility and interoperability problems, which
emanated in part from a lack of standards set and followed inWebEOC implementations
resulting in a wide variety of organizationally incompatible implementations. Some
of these incompatibilities could be attributed to different needs at different levels of
government. As one County respondent shared,

“Local EOCs who have adopted WebEOC as their software of choice in this
State are buying and operating their WebEOC systems independently (State and
local WebEOC systems do not interface with each other). If the locals buy their
own WebEOC system, they tailor boards also to their respective EOC needs and
unfortunately all the boards do no match each other at all the respective EOC
levels” (quote #4—from survey responses).

On State level, the concerns of lower-ranking jurisdictions were echoed regarding
the lack of “ease of use” and “functionality” as well as the high cost of maintenance
including extensive training needs for coping with WebEOC’s complexity. Frustration
with WebEOC was also expressed on this level in no uncertain terms (“WebEOC is very
clunky.” “<WebEOC> has outlived its usefulness and should be trashed.”). As men-
tioned while for States “interconnectivity” exists via secure upstream single-user log-in
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onto FEMA’s WebEOC implementation (and not, as manifest, via a bidirectional State-
WebEOC-to-FEMA-WebEOC interoperation protocol), this type of interconnection is
limited in capacity and bi-directionality, which creates unpleasant bottlenecks and redun-
dancies, in particular, in the resource request process, which employs so-called resource
request forms (RRFs). As a State respondent explains,

“Throughout our response in various disasters, missions could easily get lost as
hundreds of mission requests flowed into WebEOC in a short period of time.
This was problematic and challenging. We created alerts if missions were time
sensitive or not updated in a timely fashion. Having no interface between our State
and FEMA’s WebEOC platform is problematic and time consuming as we submit
RRF’s, we have to submit paper RRFs to FEMA which defeats the purpose of
WebEOC” (quote #5—from survey responses).

Another respondent summed up the experience with WebEOC this way,

“The biggest problem with WebEOC is that emergency managers all too often
have to manage WebEOC instead of using it as a tool (quote #6—from survey
responses).

On Federal, respondents did not leave comments except for one (see quote #1 above).
However, this respondent also highlighted the high licensing cost and the limitations
(“single channel”) of WebEOC.

In summary, respondents from all levels of government were critical with the rela-
tively high cost of licenses for using and maintainingWebEOC. In particular, a dearth of
functionality, a deficit in true interoperability, and a lack of ease of use were criticized
on all levels of government. The terms “clunky” and “outdated” were used repeatedly.

5 Discussion, Future Research, and Concluding Remarks

5.1 General Observations

Crisis InformationManagementSystems (CIMS)differ fromother and, particularly, non-
mission critical information management systems in at least two ways: (1) With regard
to their specific purpose, and even more so, with respect to their centrality in the overall
critical information infrastructure, CIMS must be resilient, that is, robust, resourceful,
redundant, and rapid (in operational usability and response time) [7, 34]. The findings of
this study along with those of earlier academic reports, however, suggest that WebEOC
would not qualify as a resilient CIMS along these lines, at least not in terms of robustness
nor rapidity. It rather appears to slow down in response time and even to break down
under only moderate loads, which apart from security and network safety concerns
also explains the lack of true multiway interconnectivity (with FEMA presenting the
most prominent example). Interconnectivity is at the core of any system’s scalability.
If interconnectivity is limited, then scalability is limited. With limits in scalability the
respective CIMS can only be reasonably and safely used in responses to relatively small-
scale incidents. (2)CIMSare supposed to be extremely easy to understand anduse [7, 35],
since under the typically increasingly stressful circumstances of an incident response,
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professional responders have no time nor do they have the stomach for struggling with
idiosyncrasies and peculiarities of any given CIMS. The respective CIMS has to support
the response seamlessly and without putting additional burdens on its users. However,
WebEOC reportedly appears not to be in this category of seamless CIMS. Paraphrasing
one respondent’s words, when using WebEOC in more complex incident responses,
rather frequently the tail appears to be wagging the dog.

In a nutshell, in terms of flexibility, reliability, scalability, and ease of use, WebEOC
does not appear to meet the CIMS standard requirements formulated in the basic NIMS
document of 2008 [7, p. 24] according to this study’s findings.

5.2 The Need for a Widely Accepted, Resilient, and Scalable CIMS

In a recent studyon the subject, Son and colleagues performed ameta-analysis of the liter-
ature [12] and confirmed earlier insights regarding resiliency in emergency management
that highlighted factors including “collective sensemaking,” “team decision making,”
and “interaction and coordination” (p. 10), all of which heavily rely on the availabil-
ity and proper functioning of a capable and robust CIMS as a prerequisite. As has been
shown elsewhere, it does not suffice that a system can actually perform certain operations
under certain circumstances. It rather also matters what the respective system’s overall
performance expectancy is, which is colored by past and present experiences from a
human agent’s (and here professional responder’s) perspective [5]. If human agents who
have to perform together as a coordinated group grow increasingly frustrated with a
system’s expected performance, then the acceptance of using such a system plummets,
which seems to be the case with WebEOC among numerous responders on all level of
government. In other words, if WebEOC’s reputation among a large group of responders
is turning unfavorable through lived and repeated negative experience, then the impact
on the adoption and use of the system in the larger community of responders becomes
problematic through the social influence of the disenchanted group. Conversely, if a
CIMS, satisfies the performance expectations of a group of human agents, then the sys-
tem’s adoption and use is strongly and more widely supported also through the group’s
social influence. As seen in the findings, some responders suggested alternative COTS
CIMS, while still others preferred a national initiative and a system standardized and
centrally supported for all levels of government at affordable cost. The idea of using
cloud-based services and existing standard tools for such undertaking might also be a
viable path, which deserves study and evaluation.

It has been argued elsewhere that scalability is not only an upward affair, but rather
also includes downward capabilities in case that power and networking capabilities
are completely lost for an extended period of time and low-tech solutions have to be
employed temporarily. While these incident scenarios might still be rare, incidents of
larger magnitude will undoubtedly encompass situations, in which, on the one hand,
multijurisdictional collaboration and coordination of the response is badly needed,while,
on the other hand,major portions of the critical (information) infrastructure are destroyed
or degraded to an extent, which makes such coordination and collaboration extremely
difficult. CIMS redundancy then means that critical functions in such scenarios need to
be performable elsewhere, and logistical support for equipping responders on the ground
who have limited or no direct connectivity with updated stand-alone CIMS from remote
sites via appropriate means of physical transportation.
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5.3 Limitations of the Study

WebEOC is a CIMS predominantly used in the United States. The results reported here
may be different for other CIMS in other countries. Also, software systems undergo rela-
tively frequent revisions. This study did not discriminate between respondents reporting
on the most recent version as opposed to older versions of this particular COTS. As a
result, experiences with newer versions of WebEOC might have produced more favor-
able results. However, the convenience sample still reports on “what is currently out
there;” yet, a large random or systematic sample might have produced more accurate
results.While the number of respondents (83) who fully took the survey cannot be called
small, it nevertheless was not large enough to produce highly robust results, whichwould
lend themselves subject to elaborate statistical analyses. The study attracted participa-
tion by attaching the Web survey to a subject matter blog widely read by practitioners in
emergency management. This particular blog entry on WebEOC was highly critical of
the system, which might have primed and incentivized more respondents with negative
than positive views to also share their own mainly negative views on WebEOC. There-
fore, besides the sampling situation also from this latter perspective of potential bias, no
claim of results-based generalizability can be made. Furthermore, when testing for pre-
dictors for the dependent variable (satisfaction/dissatisfaction) via regression analysis,
none of the independent variables was found as outcome predictors. This might change
in case of a larger and systematic sample. While these limitations are acknowledged,
the study nevertheless was able to document in detail considerable dissatisfaction with
WebEOC on part of practitioners on all levels of government who gave ample comments
in support of their views. The study, hence, represents a broader exploratory step than
previous studies also geared at better understanding the current problem space involving
WebEOC.

5.4 Concluding Remarks and Future Research

It has been the object of this exploration to identify and document practitioners and
system users’ perceptions of fitness to task of WebEOC, the leading crisis informa-
tion management system (CIMS) in the United States. This study contributes to the
understanding of challenges and potential pitfalls when using commercial-off-the-shelf
systems (COTS) in the context of emergency and disaster response management. While
WebEOC appears to have some support among practitioners (mainly on Federal and
State levels), a far larger number of practitioners on all levels of government was found
to be highly critical of the system with respect to its perceived high cost, difficult main-
tenance, low performance, insufficient functionality, limited interoperability, and weak
scalability. Since CIMS are the backbone of effective all-hazard and all-magnitude inci-
dent responses, these findings, which are supported by other studies, have to prompt
further research, since they suggest a serious vulnerability in the Nation’s capacity to
effectively cope with emergencies and disasters, which can have adverse consequences
for lives and assets.

Future research therefore needs to focus on how CIMS can be devised that meet the
long established criteria and performance benchmarks [7, 36] and what obstacles must
be cleared in order to implement them.
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Abstract. The purpose of this paper is to identify the roles municipalities take
when engaging in Open Government Data (OGD) and the expectations of user’s
roles they imply. According to the output delivered, the user can relate to data
or data-based solutions. OGD is data released by public organisations to enhance
government transparency, innovation, and participation. The realization of those
benefits involves different roles, from providing data, developing solutions, to
using them for a certain purpose. However, the definition of the municipalities’
and users’ roles in that context is unclear, which can impact the realization of
the OGD benefits. This study uses Role Theory’s concepts as an analytical lens,
following the Design Science Research approach to create a typology. We con-
ducted a hermeneutic literature review, identified, and analysed 52 papers, to build
a typology of the municipalities’ roles based on the goals, tasks, output delivered,
and the expected users’ roles they generate. It results in seven classes of roles
coming in pairs. We tested the typology on empirical cases: the 28 Belgian and
158 Swedish municipalities engaged in OGD. Five role pairs were encountered
in the empirical cases, and two occurred only in previous literature. The typology
can help municipalities to understand how their role choice calls for a certain type
of users that cannot be generalized as a “citizen”. Role Theory opens new per-
spectives of research to understand their interdependence and raises fundamental
role-related questions that should be given the same importance as technical and
technological challenges.

Keywords: Open Government Data ·Municipalities · User · Roles · Typology

1 Introduction

In 2013, the European Commission adopted the Public Sector Information (PSI) Direc-
tive (Directive 2013/37/EU), which encourages public organisations to share their infor-
mation and data for reuse. The idea is that Open Government Data (OGD) is funded by
public money and can generate social and economic value [1], therefore it should be
made accessible to all. OGD is data released by a public organisation, the publisher, for
secondary use, by a user, without any restriction or limitation in use. For a public organ-
isation, the benefits of publishing OGD can be better transparency and accountability,
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innovation and improved efficiency, and/or an increased engagement and participation
in governance [2]. The municipalities play an important role because they own plenty
of data (e.g., on transport, pollution, geographic data) [3] that can supply the regional
and national portals and are amongst the most reused data sets [4].

However, publishing OGD is new for most municipalities and creates ambiguities in
terms of role and scope of action, compared to their traditional role. To serve the common
interest, several institutional paradigms co-exist, have different views about what is at
stake, and bring different answers on how to achieve efficiency, accountability, and equity
[5]. They create a variety of citizens’ roles and modes of interaction [6]. In the same
vein, what is included in the actors’ roles to realize the OGD benefits is variable. For
example, the public organisation can be limited to the publisher role [7] or considered as
a data user [8, 9], a duality that is under-researched [10]. The citizen, which involvement
in OGD is lacking empirical evidence [11], is broadly assimilated to a group of data
users, or indirect beneficiaries (end-users) depending on intermediaries, developers or
companies, to benefit from OGD [11, 12].

There are different approaches of role classifications in OGD literature: a process
approach based on data value chain (e.g., [1, 7]), the data provision (e.g., [13]), the
reuse process (e.g., [12, 14]) or the data ecosystems (e.g., [15]). They help to model
roles to reach data value creation in an ideal world, as things happened in a continuous
process and perfect interactions. However, they provide little insights about the influence
of other roles (municipality and publisher) and projected expectations towards others.
The purpose of this research is to investigate the possible roles of the municipalities,
considering that they can be publisher and user, and deliver a certain type of output, data
or solutions, for others to use. They generate expectations towards the user. To this end,
we develop a typology of roles through the lens of Role Theory’s concepts, following a
Design Science Research approach. The research questions guiding the study are:

– What are the possible municipalities’ roles within OGD release and reuse?
– What expected users’ roles are implied by the municipalities’ roles?

The typology should help to differentiate the municipalities’ approaches to OGD,
roles, and type of users they call for, and raise role-related issues that can impede the
realization of benefits. The paper is structured as followed: the background introduces
role ambiguities and the Role Theory’s concepts used to develop the typology. Then, we
explain the research approach, present the findings, discussion and conclusion.

2 Background

2.1 OGD Roles, Outputs, and Ambiguities

To generate benefits, the data needs to be made available. Then, it needs to be accessed
by users, handled and repurposed to give it a new use and a broader value (e.g., insights,
visualisations, or information solutions) [14]. Therefore, in OGD, the most comprehen-
sive and acknowledged roles are (1) the publisher, the actor who publishes data, and (2)
the user, the actor who makes a secondary use of it. Publishing and reusing data is not
easy and can require new roles and intermediaries between the publisher and the user.
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For example, a publisher might need the help of a portal provider to structure the data
released on the web. A user might need the help of an enabler who provides tools or
visualisations to facilitate data reuse in context [4]. The user can also have the expertise
to develop solutions for others, make decisions, participate in governance processes, or
benefit from new digitalized services. A complexity of OGD lies consequently in the
role coordination around an output, to reach a higher purpose. The output delivered by
the municipality can vary from raw data in an excel spreadsheet, datasets on a portal,
visualisations and charts, or a complete information solution. To use the output, the
user can need analytical skills or just be able to use a computer or smartphone. The
expected user is moreover coloured with citizen’s roles, to participate in the discussion,
exchange of ideas and decision-making process with the government [16], enabled by
OGD. Users can collaborate with decision-makers to create solutions based on OGD
that will be implemented in the city [17] or consume the developed services.

The extent to the municipalities engage with OGD, therefore, has an impact on the
user expected tasks and activities, to realize the higher purpose.When themunicipalities’
role and expectations are not in linewith the user capabilities, resources, andmotivations,
there is a risk that the expected benefits will not be realized. To understand the relation
of the actors through their role, Role Theory provides a relevant lens.

2.2 Role Theory

The concept of roles is widely used in the area of social sciences to explain human and
organisations’ behaviour patterns. It assumes that people have social positions and hold
expectations for their own behaviours and those of other persons, according to their
role [18]. The concept of role can be extended to the concept of actors, understood as
persons, entities, or organisations. “Role Theory” is a catchphrase grouping different
research streams that study roles, with different perspectives and terminologies. In our
context, three approaches can complement each other to understand roles in OGD.

The functional approach has focused on the behaviours of individuals occupying a
social position within a stable social system. This perspective suggests that individuals
within their social systems are taught norms and are expected to conform to those norms
and sanction individuals who do not [18]. In the traditional conception of roles of the
citizens and the government, as voters vs. elected representatives, or public managers
vs. users, the boundaries of the roles are shared, normative. Clear expectations prescribe
and explain behaviours. In OGD, the municipality might expect the public to reuse OGD
as a tool to monitor public action because it is the duty of the citizens.

The symbolic interactionist approach assumes that roles are not consequences of
one’s position in a social structure, but that an actor can change its position as roles
are context-specific [19, 20]. Roles are created through interactions with others, they
are emergent and negotiable [18]. Network and innovation studies have focused on a
processual aspect of roles that describes what actors intend to do. It implies that actors’
roles can also be used for granting access to important resources. The roles are products
of actors’ interpretations of situations [19]. In OGD, it explains how the publishers rely
on the users to innovate, providing creativity and skills that it has not internally. They
bring essential resources to realize the expected benefits. The first two approaches of
Role Theory can be considered normative.
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Finally, the task-based approach, as suggested by Nyström et al. [21] for the study
of open innovation networks (in Living Labs), looks at individuals using an ideal role to
achieve a certain goal. The actor’s role is created through action: the goal and the related
tasks determine the role, which resources are allocated, and which actors are teamed up
with. The roles emerge in the innovation process and, as the process is open, roles are
not predefined. The same actor can have different roles. This approach is particularly
relevant for our study, as the OGD reuse is an open innovation process by principle. It
gives the appropriate flexibility to create role categories, necessary in OGD, where the
roles are emerging and varying with the local contexts.

In sum, the roles are functions, tasks, and behaviours expected of parties in particular
positions and contexts [22]. A role-set of an actor is related to the expected acting out
of a role: required duties, activities, standards, objectives and responsibilities [23]; a
role-set emphasises the interdependence between the actors within a certain structure:
the actor who sends the role through expectations, and the focal actor, who receives
the role [24]. The role expectations can be explicit (e.g., job description) or not (e.g.,
informal notions, agreements) [22].

Herrmann et al. [22] argue that the repetition of social interaction patterns until they
can be anticipated, based on patterns of expectations, gradually develops new roles. They
add that the development of roles is accompanied by role-mechanisms, i.e. interaction
patterns for role-taking and role-making. The role-taking is acting with respect to the
expectations, which can be potentially enforced by sanctions being imposed on the role
actor [22]. The role-making is how a person lives a role, and how she transforms the
expectations into concrete behaviour [22]. Role expectation is, therefore, a key con-
cept in Role Theory. In the functional approach, the focus is on the given expectations
(role-taking). In the interactionist approach, roles are emergent and negotiable, conse-
quently, the actors interpret, organise, modify the expectations (role-making). In the
task-based approach, the roles are defined by the network’s goal and needs depending
on the situation, there are constant occurrences of role-making and role-taking [21].

The study of role-sets and expectations can help to understand dysfunctions in the
role-taking or making and its impact on the process. For example, role ambiguity is the
lack of clarity of role expectations and the degree of uncertainty regarding the outcomes
of one’s role performance [25]. Role overload occurs when a person is faced with too
many expectations [18]. Role malintegration occurs when interdependent roles do not fit
well together [18]. In this study, we use concepts of Role Theory to develop a typology
of roles and discuss the role-related issues.

3 Research Approach

The research approach to develop the typology is based on Design Research Science
(DSR). This paradigm of research aims at developing solutions (artefacts) meeting
defined goals, that contribute to the scientific knowledge base (rigour) and provide utility
in the environment (relevance). To reach that purpose, a research project should, in as
many iteration loops as needed, follow 6 steps: identify and motivate the problem domain
(1), define the objectives of the solution (2), develop (3), demonstrate (4), evaluate (5),
and finally communicate (6) the results to the audience [26].
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The problem (1) we identified is the lack of clarity in the role of the municipality
and citizens identified in the literature. Accordingly, the motivation and objective (2)
of this study are to design a typology of municipalities’ roles when dealing with OGD,
enlightening the expectations they project on the users. Such a typology can be used as a
tool to diagnose the OGD approach of municipalities and help them to raise the critical
questions of new role integration that OGD implies for all the actors.

To develop the typology (3), we used the method suggested by Nickerson et al. [27]
anchored in DSR. A typology is a system of conceptually derived grouping. The method
of Nickerson et al. [27] starts with the determination of the meta-characteristic, the most
comprehensive characteristic that will serve as the basis for the choice of dimensions and
their characteristics in the typology. In this research, it is the interdependence between
the role of the municipality releasing or reusing OGD and the user of the provided out-
put. Each characteristic should be a logical consequence of the meta-characteristic, in
our case, relevant concepts from Role Theory: components of the role-set (e.g., tasks,
responsibilities), output, and role expectation. The typology development, made in iter-
ations, combined a conceptual method (deductive: conceptualizing the dimensions of
the taxonomy without examining actual objects) and an empirical method (inductive:
identifying a subset of objects that we want to classify).

The typology development was based on previous literature as it helped us to access
more cases and potentially identify more roles than an empirical method. To review
the literature, we used the hermeneutic method of Boell et al. [28], consistent with the
DSR approach. It allows a progressive and critical understanding of a body of litera-
ture, through two intertwined circles of research that can be repeated several times: the
searching and acquisition circle, and the analysis and interpretation circle. The software
NVivo was used to store, code, analyse, and sort the selected papers. We conducted three
cycles. We used the databases Google Scholar and Science Direct and, in the first cycle,
the keywords “role”, + “Government”, + “Citizen”, + “Open Government Data”, then
“Task”, “Actors”. We selected empirical papers wherein the words “role” and “open
(government) data” appeared in keywords, abstract or body text, with the cities as a
context. It resulted in the first iteration of the typology, with roles based on the level of
engagement of the municipalities and the user’s roles as citizens. For the second cycle,
we extended the research with citation tracking (backward and forward literature search)
and keywords of concepts discovered in the papers to find new papers. We came to the
second iteration of the typology, but noticed overlaps between roles and dimensions
due to conceptual ambiguities in the chosen characteristics and reuse of role classes of
previous research. We detached ourselves from previous role classes and re-focused on
the key concepts of Role Theory for the third iteration. We analysed one more time the
goals, tasks, outputs and expectations to let emerge classes of municipalities’ roles, and
sort the empirical literature. In the third and last cycle of literature search, we focused
on acquiring empirical and conceptual papers for the less covered roles (e.g., OGD +
“commercial reuse”, OGD + “citizen participation”) and refined the typology in its
fourth iteration. Conceptual papers helped us to strengthen the logic of the typology, i.e.
its dimensions in accordance with the research purpose, and to understand the school
of thoughts of the empirical studies. We coded and used 40 empirical papers and 12
conceptual papers to develop the typology. The roles are more often indirectly presented
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than explicitly researched in the current OGD literature. They were not found with the
names and the combinations presented in the typology, as they result from the analysis
and understanding of the researchers.

To consolidate the typology and demonstrate (4) its relevance in practice, we col-
lected primary empirical data for two national cases, Belgium and Sweden, wherein we
analysed the municipalities engaged with OGD. Two cases allow better generalization.
Those countries were chosen for their different level of maturity in OGD, according to
the European Maturity Report1, Belgium and Sweden being respectively follower and
fast-tracker. Both countries have translated the European PSI Directive into their laws
and encourage their municipalities to publish data. Belgium counts 581 municipalities,
and Sweden 290. By comparing national data portals and lists of publishers, we identi-
fied 28 municipalities in Belgium and 158 in Sweden publishing or reusing OGD at the
time of the data collection (January-February 2021). We applied the typology to each
of them and used a directed content analysis [29]. We analysed the websites, portals,
and all type of reported off-line activities that constitute the output and create a channel
for interaction between the municipality and the user. We identified and tabulated their
stated goals, expected users, activities and tasks through the output delivered to sort
them per role classes. At the end of the analysis, we evaluated (5) the typology based
on the ending conditions of Nickerson et al. [27] and concluded that they were met. The
publication of the findings in that paper is part of the communication (6).

4 Analysis and Findings

This section presents the typology of the municipalities’ roles and expected user’s roles
(Table 1). The first column lists the municipalities’ role, characterized by a set of goals,
tasks, and output. In pair come one or several expected users’ roles that interact with
the municipalities in unique ways. Key references and the number of occurrences are
specified. The sum of occurrences is higher than the total number of municipalities
analysed, as the combination of roles is possible, which is further presented in the
findings. Each pair of role class is subsequently elaborated with empirical examples.

The compliant data provider goes for the simplest way of providing data by
responding to external data demand or pressure. For example, in Sweden, municipalities
can freely upload their data on a platform managed by an association (Kolada), to allow
the citizens to compare their performance. Ninemunicipalities refer to that website under
a page labelled “Open data” or “PSI data”, 118 just imported a script fromKolada’s web-
site that displays a selection of datasets, and only 13 of those provided contact details.
For very broad goals (e.g., “promote participation, democracy and growth”), the munic-
ipalities provide what is strictly necessary and create huge expectations on the users.
They are true data hunters: to find data, they have to be ready to explore websites and
dig into unstructured datasets. These roles are not very documented in research, since
they bring little knowledge about OGD, but they are the case of most municipalities that
have not intention to invest time and resources in OGD.

Municipalities and citizens can both be partners and collaborate in projects led by
third parties for new service development (user-centred approaches) and governance

1 https://www.europeandataportal.eu/en/dashboard/2020.

https://www.europeandataportal.eu/en/dashboard/2020
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Table 1. Typology of the municipalities’ roles and expected user’s roles

Municipalities’
role

Role-set (G: goal, T:
examples of tasks and
activities)

Example of output
delivered to the
user

Expected users’ roles Key
references
and number
of
occurrences
in Belgium
(BE) and
Sweden
(SE)

The
Compliant
Data Provider

G: Compliance with
the law and public
values (e.g.,
transparency)
T: Answer requests;
send data on demand,
without specifically
publishing it. Open
“on-demand”

Unstructured data,
formatted for
internal use,
delivered
on-demand by
email, or imported
web pages showing
a selection of data,
with low
engagement to
improve it

The Data Hunter: The
users are experts in data
reuse and know what
data they need to satisfy
their goals (find
information, innovate)

[30]
BE: 0
SE: 127

The Partner G: Support the
development of new
services and public
value
T: Participate in
collaborative
processes (for
innovation,
governance)

Client briefing,
guidance and
feedback, expertise
for the
under-development
solutions, funds

The Partner in
governance or
innovation processes, as
a project led by third
organisations or
researchers

[31–33]
BE: 0
SE: 0

The
Stand-Alone
Publisher

G: Openness,
transparency,
economic growth,
innovation,
participation (multiple
and broad goals)
T: Publish data on a
website or portal, with
a supply-driven and
often scattered
approach

OGD portal or
website, with data
as the main
content. Do not
always provide
contact forms

The Rare Bird: the
users are the expert and
can conduct all type of
activities required to
reuse data (searching,
finding, cleansing,
enriching, combining,
visualizing, developing
solutions). The
provided data is
believed to be enough

[34–36]
BE: 23
SE: 24

(continued)
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Table 1. (continued)

Municipalities’
role

Role-set (G: goal, T:
examples of tasks and
activities)

Example of output
delivered to the
user

Expected users’ roles Key
references
and number
of
occurrences
in Belgium
(BE) and
Sweden
(SE)

The Dedicated
Publisher

G: Make the data
appealing to reach the
above mentioned
multiple goals
T: Make the data easy
to use, accessible,
provide extra tools
and resources,
publicize the data
released and reuses
(apps), release new
data on a regular basis

OGD portal with
extra content and
functionalities to
provide support
and feedback
(tools, tutorial,
documentation,
API’s, technical
standards,
selection of best
cases of reuses,
feedback form)

The Data Analyst and
Developer: develop
new applications and
solutions based on data,
exchange ideas with the
open community
members, gives
feedback to the
publisher, analyse data
for monitoring the
public action

[1, 37, 38]
BE: 4
SE: 6

The Enabler G: Make the data
reused to outsource
innovation, service
development, or to
solve identified
problems
T: Raise the awareness
and capabilities of the
ecosystem, identify
public issues, provide
means and call for
actions

Beside the portal,
organizes
hackathons,
training programs,
workshops,
ideation platforms,
innovation
contests,
guidelines,
policies, places of
collaboration and
exchanges (ideas,
resources)

The Ideator,
Innovator,
Co-producer,
Co-implementer: share
community needs,
provide ideas,
prototypes of solutions,
applications, technical
know-how, creativity,
solve public challenges

[39–41]
BE: 4
SE: 2

The Solution
Provider

G: Provide public
e-services and digital
tools based on data for
the citizens
T: (Co-)fund
solutions, develop
tools

Dashboards, policy
evaluation tools,
improved public
services

The Smart Citizen:
use enhanced public
services, make informed
decisions, participate in
governance processes

[8, 42, 43]
BE: 8
SE: 2

The
Orchestrator

G: Coordinate means
and strategies together
to reach a vision and
purpose (smart city,
data ecosystem)
T: Develop policies,
strategies, tools

Living labs,
policies, change
management
strategies, global
approach of data
production,
management and
reuse, pilot
projects

The Data Producer:
generate data that is
reused by the
municipality
Innovator, Smart
Citizen

[44, 45]
BE: 0
SE: 0
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(decision-making, policy-making, monitoring). As the goal of the data reuse is clear,
the process led and facilitated by a third party, municipalities and users can be called
for expertise other than data analytics: field knowledge, community needs, creativity,
voices in public debate. The expectations are directed to a role in society (user of public
service, citizen), instead of technical expertise. However, the collaborative processes
identified in our literature review were research-led projects and no cases were reported
in the empirical material. These roles are temporary and reactive to external impulsion.

The stand-alone publisher, unlike the compliant data provider, shows intentions to
join the OGDmovement. Still, it has either not stated or very general goals (e.g., “foster
innovation and the development of applications”, “promote the participation of all”).
The output can consist of only one to five datasets on a regional or national portal, a
catalogueon thewebsite, or owned external portals. Thepublisher follows a supply-logic:
what is in house, cleanable and openable, or thought as a priority by the municipality,
is released [34]. The publisher expects the rest of the reuse to be undertaken by the
user, a rare bird. Despite the little resources provided and lack of channels to interact
with the publisher, he would navigate between portals, find and reuse data, develop new
solutions, and participate in governance processes and public debate, empowered by the
information he would have extracted himself [35, 36].

The dedicated publisher has understood data only gain value being reused and tries
to make it appealing. A common strategy to enhance reuse is to publish as much data
as possible on an owned portal, which accessibility and user-friendliness depend on
the functionalities offered by the portal provider. Besides extra information, technical
documentation, portals can also include tools to visualise data and improve the data
reusability, discoverability [37], even extent the technical development of data (e.g.
linked open data, 1 municipality, BE). The municipality is aware of the difficulty of
reusing OGD, but the output (portals, tools), can still be complex for a lay user. Part of
the support is addressed to the developers and data analysts, who still are expected to
develop services and solutions for the community.

As an enabler, the municipality moves beyond the publishing activities, seeing the
need for a more interventionist approach. It enables the actors of an ecosystem to realize
the benefits of OGD. It has still no control over the developed services but shows more
leadership because its goal is to create public value, stimulate innovation to solve public
issues and meet the citizen’s needs. To achieve that, the municipality undertakes an
enabling role that can be oriented towards the capabilities of the actors, the functioning of
the ecosystem, or the motivation to solve specific issues. This role was well documented
in previous research, as it was an ideal to aim. In practice, only six municipalities took
that role, and organised workshops and hackathons. They serve as places to meet, raise
public needs, exchange ideas and develop prototypes based on data. The municipality
expects the citizens to be an innovator, ideator, co-creator of new services of public
interest. Interestingly, that role can be limited in time, as it relates to a specific project.
Three municipalities organised a single hackathon or similar, in two cases, funded by
European projects, two ran yearly hackathons but stopped due to the pandemic, and one
stopped due to the lack of sustainable results but is considering new ways to energize
the user community.
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When themunicipality reuses its data, it becomes a solution provider. It can improve
its processes and digitalized its public services [8]. Innovation and reuse are internalized.
The user is a smart citizenwhogets tools like dashboards and visualisation of key facts to
monitor the performance of the city [8, 42] (9 municipalities), make better decisions, and
trust the government [43]. Municipalities try to reduce the information asymmetry and
encourage “citizen participation” in the decision-making process, but in the empirical
cases, dashboards do not come along with off-line governance processes. It is more
an open window on key figures and performance. Information can also be developed
into applications (2 municipalities, e.g., an app for parking spots, cemeteries). Open
data is integrated to the municipalities’ core activities, and the key outputs are tools for
transparency and digitalized information services.

In the role of orchestrator, the municipality put means together to reach a cer-
tain purpose (under its control), the transformation of the city into a smart city [44], a
smart data ecosystem [45] or a platform model of data-driven public services [46]. The
municipality takes the lead to fulfil its goal and strategy. The OGD is a piece of a larger
program, which can enrol any of the municipality and citizens’ roles previously cited.
The difference is that the goal of the municipality is clear and its maturity in reusing
data enables it to make strategic choices instead of experimentations with OGD. These
roles were not observed in the empirical material.

We observed municipalities combining roles. One municipality (SE) was a stand-
alone publisher (basic data catalogue) and temporary enabler (European project
addressed to the citizens), three were stand-alone publishers and solution providers
(app of visualisation of the key figures). Two added to the latter combo the enabler role
(organisation of single or yearly hackathon). Finally, the dedicated publisher role was
combined once with temporary enabler (unique hackathon), once with solution provider
(app of cemeteries, visualisation of key figures), and twice with solution provider and
permanent enabler (yearly activities with the users).

5 Discussion

The purpose of this study was to create a typology of roles for the municipalities within
the spectrum of data release and reuse. Previous research on OGD roles took a technical
perspective, dividing them between a succession of tasks and operations to reuse data
and create value (e.g., [1, 7, 12, 14, 15]). Sieber et al. [13] take a government-citizen
perspective, limiting the scope to data provision.Weweremissing amore comprehensive
definition of roles, considering that in our context the data provider is also and first a
municipality. They have to define the limits of their new OGD roles, which creates
expectations towards the user. In this section, we further discuss the nuances between
the identified roles and role-related issues. Then, we highlight discrepancies between
the given importance to the roles identified in the literature, and their occurrences in
practice.

Through the lens of the Role Theory’s concepts, we can highlight three ways munic-
ipalities approach the OGD roles, as shown in Fig. 1. The partner and the compliant
data provider are in reality in a focal role [24]. The role sender can be a citizen asking
for data, a supra-government or an institution that push the municipality in the role of
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data provider or partner. The stand-alone, dedicated publisher, and enabler, believe in
the benefits of data and embrace a new but distinct role, imposed by the new activities
coming along with data release. The stand-alone is doing what Sieber et al. [13] call
“data-over-the-wall”. The dedicated, with better tools, expects the user to provide new
public services themselves (“Do-it-Yourself Government” [47]). The enabler makes its
resources and knowledge available to the public, provides support to foster greater public
value, embedded in an ecosystem view, but without active involvement in the develop-
ment of solutions (“Government as a platform” [47]). However, the solution provider
and orchestrator integrate data reuse in their operations to deliver digitalized services or
improve public management.

Fig. 1. The municipalities’ roles combinations, characteristics, and issues (Authors)

More complex municipalities’ perspectives on OGD show through the combina-
tion of roles. The stand-alone/service provider goes for the quick-wins: basic portals
for the experts, easy to read visualisation for the other and transparency. The stand-
alone /enabler/solution provider adds user interactions, which is interesting when the
enabler role is recurrent: basic portals are balanced with regular hackathons. The stand-
alone/temporary enabler is an experimenter, and the dedicated publisher/temporary
enabler chooses to invest in a rich portal more than in user interaction. The dedicated
publisher/solution provider is a logical combination that comes with experience and
time: the more they publish data, the more they see opportunities for new services. The
dedicated publisher/permanent enabler/service provider is probably the most engaged
in OGD, intending to become a “data-driven” city.

Role Theory also allows identifying issues and ambiguities that can impair the real-
ization of OGD benefits, as presented in Fig. 1. In a focal role, the municipality is in a
position of role-taking that can be potentially enforced by sanctions [22] (laws regarding
OGD), which can increase a role distance [22] and the absence of interest in providing
data. The stand-alone publisher has an unidentified focal role (“anyone”, role ambiguity),
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without interaction with the user. Consequently, the output might meet the requirements
of no one: there can be a role discontinuity [18] between the publisher and the user in
terms of skills, objectives, and data available. The stand-alone, dedicated publisher, and
enabler can raise a role conflict [25] for the municipality. If the data reuse is entirely
delegated to independent users, can the public interest be guaranteed? Who is responsi-
ble for? The provided data (limited in quality, interoperability) combined with the high
expectations (create applications for the citizens) can also generate role overload [18],
a role wherein few users recognize themselves. In the context of OGD, where roles
develop and are performed through the provision and the use of a complex output, a
functional approach, which can fit with the organisational culture of traditional public
organisations, can impede the OGD reuse and realization of its benefits.

In terms of occurrences, five of the seven roles were taken by the municipalities.
The most represented role is the compliant data provider, in Sweden. Importation of
Kolada’s datasets on their website is considered sufficient to complywith their obligation
of delivering data for transparency. It is reasonably arguable, however, that this operation
results in the claimed objectives (“promote participation, democracy and growth”), as
none of these pages reported initiatives making use of the data.

The most documented role, in our literature review, is the enabler (13 papers identi-
fied). According to research, the municipalities can, among others, provide training to
build data-literacy [39], hackathons, workshops, understand the needs of the users [41],
develop policies that focus on the availability of resources and good governance [48],
encourage participation and balance the benefits of all type of users (companies, citizens,
social organisations) [37]. In practice, the instances of enabler’s roles are focused on the
organisation of hackathons, which remained a unique or abandoned experiment for four
cities. The lack of resources can be a reason, as two projects relied on external funding,
but also the question of the role attribution: is that the role of the municipality?

Finally, the roles of partners and orchestrators did not occur. The partner, as under-
stood in the literature, is, in fact, a reactive role: the municipality joins an experimental
process that intends to create value with data, led by other organisations. It depends
therefore on external impulsion. The orchestrator is a role that requires a certain matu-
rity with data and digitalization, together with ambition, vision, and resources. Capitals
can more easily gather these conditions, such as London [45]. Brussels and Stockholm
appear to be dedicated publishers. They invest more in appealing and well-provided
portals than in the integration of the data in their operations with a coordinated vision.

The “citizen” turns out to be an elusive role that does not help to grasp the nuances
between the expectations generated by the different municipalities’ roles. This lack of
clarity is substantial in the empirical material. The citizen’s role is not stated (“Open
data is available for anyone”) or implied (transparency for the citizen to monitor) by
the compliant data provider. For the stand-alone publisher, the citizen is the data user
or user of future applications. The dedicated publisher addresses clearly its output to
experts, while the enabler can see the citizens as idea providers. Solution provider and
orchestrator, on the other hand, have a clear objective and output, and therefore defined
user groups of democratic processes or digitalized services.

Implications for practice are that an interactionist and task-based approach would
enable the actors to shape their role in relation to each other and the resources available,
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through time and experience. “Open” should not mean “abandon” of and disconnection
with the users. Until then, if the municipality can combine the role of solution provider
with other roles, it can increased the perceived value of OGD for both municipalities and
lay users, and avoid a role conflict that could cease the municipality’s engagement in
OGD. For research, Role Theory offers a new perspective to understand the difficulties
and barriers faced by the actors in OGD. It raised fundamental role-related questions
that should be given the same importance as technical and technological challenges.

6 Conclusion

Municipalities are encouraged to publish OGD, which is for most, a new role. There is
no definition or limits regarding what a municipality is supposed to do and deliver to the
user. However, the way they frame their role creates expectations towards the user. The
interdependence between roles and generated expectations is not researched in previous
literature, as roles are defined from technical and process perspectives. The expectations
are ironed out or ignored, although it is a central concept in Role Theory. This study
is the first to use Role Theory’s concepts in the OGD field. With that theoretical lens,
we develop a typology of municipalities’ roles, coming in pair with expected users’
roles. The way each pair interacts is unique. Seven pairs were identified and applied
to the municipalities of two national cases, Belgium and Sweden. One of the main
findings is that municipalities can detach themselves from the OGD roles, create new
ones focussing on the provision of data and support for the user, or integrate OGD as part
of their main operations. The aim of the typology is not to suggest an ideal-type role or
path to follow, but to allow identifying municipal approaches to OGD and highlighting
the possible role-related issues that could impede the realization of OGD benefits. The
main contribution lies in the originality of the theoretical lens used, which opens a new
perspective to understand the difficulties and barriers faced by the actors in OGD.

The study has limitations. It has focused on the municipalities and their users. It
is however evident that they do not work in closed environments and other factors and
actors influence the way they perceive and deliver output. The analysis of the data,
information, tools and activities provided by the municipalities, pictures a situation at a
time. It does not reveal uncommunicated intentions or future projects that could affect
the role classification of the cases.

Future research could use the typology to conduct case studies and explore the
factors or conditions that encourage the municipalities to take certain roles. With a time
perspective, future research could explore what experiences and learnings make them
evolve between roles, combine them, or stop and leave OGD. The typology could also be
comparedwith the user perception of themunicipality role, and explore how role-making
interplays with role-taking for both users and municipalities.

Acknowledgements. The study was performed with financial support by the FEDER and the
Walloon Region (H2020), as part of the project “Wal-e-cities”.
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Abstract. The implementation of open data policies requires the efforts
of many public employees across different levels of government, who may
be unaware of the benefits and risks of open data. Serious games have
demonstrated potential for training in a professional environment. For
this research, a collaborative digital serious game about open data was
developed. A sample of 24 civil servants played the game. Pre-test and
post-test surveys were used to evaluate the effects of the game on partici-
pants’ perception of open data. Likert score changes between pre-test and
post-test indicated that the game had a positive effect on the willingness
to share public sector data. By simulating the setting of a public office
and by having players make decisions about whether to open certain
datasets, the game facilitated learning about the benefits and disadvan-
tages of opening data.

Keywords: Serious games · Gaming · Open data · Open data policy ·
Covid-19

1 Introduction

Open government data is data produced by governmental organisations and
released to the public without any limitations on its use and redistribution
[12,13]. Open data can be released either as dynamic APIs or as static datasets
[21], which can be accessed via web-portals such as data.europa.eu. A number
of stakeholders, such as transparency activists, entrepreneurs and government
employees need open data to increase accountability, deliver better services, or
support new business models [22]. Open data is one of the pillars of open govern-
ment, which promotes the release of public sector data in order to enable public
oversight into the government [12]. The release of open data ultimately rests on
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the decisions made by civil servants across different levels of government, from
municipalities, to central government institutions. Public employees involved in
the release of open data need to be willing to publish datasets, while at the
same time being aware of the risks and benefits of doing so. Several behavioral
factors can affect a civil servants’ willingness to release data, such as a lim-
ited understanding of its benefits, the perception that it might be useless, and
a general risk aversion and overestimation of security risks [16]. Serious games
are a possible solution, as they offer a powerful tool to implement policies and
create behavioral change [7]. They also offer a safe environment for players to
experience decision-making and policies in a practical way [7]. In the context
of open data, serious games can facilitate learning about how data is generated
[24], show ways in which datasets can be combined to provide services [4,11] or
have players decide whether or not to share certain datasets and provide feed-
back on their decision [14]. Winning Data by Kleiman et al. [14] was successful
in changing civil servants’ attitudes towards open data, but requires the pres-
ence of 4 people in the same room, which is temporarily prohibitive during the
COVID-19 pandemic. Beyond the pandemic, this limitation will remain relevant
for governmental teams working remotely or following a hybrid model. There-
fore, there is a need for an online game that lets public employees learn about
the opening of data. For this research, a collaborative digital serious game was
developed, called Data Belt. By digitalising the game and observing the online
gameplay it is possible to produce new insights and knowledge about open data
gaming interventions. Data Belt is based on the in-person role-playing game
Winning Data [14]. Like its in-person counterpart, Data Belt allows participants
to make decisions on whether or not to open certain datasets and encourages
them to evaluate the benefits and risks of opening data. However, in Data Belt,
participants can play via video conference, instead of being in the same room.
No other game designed for online multiplayer interaction on the topic of open
data was found in the literature review. The game’s multiplayer interactions are
designed to foster knowledge sharing and create new insights about open data
among players. A sample of 24 civil servants played remotely and the effects
of the game were observed by measuring changes in responses to pre-test and
post-test questionnaires. This research presents a preliminary analysis of the
responses to the most relevant survey items, together with statements made by
players during the game session debrief.

In the next section, barriers to open data are presented, along with examples
of the use of serious games in government and serious games for open data. Next,
the methodology for the game and experiment design are presented. Differences
between pre-test and post-test survey responses are shown and discussed, before
presenting the conclusions and limitations of this research.

2 Theoretical Background and Literature Review

By opening public sector data, governments can become open systems and
engage in feedback loops with citizens, thereby becoming more responsive to
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their needs [12]. Opening data can also facilitate the creation of citizen-made
digital tools for public use, such as portals to monitor lobbying activities, or
even email notifications to avoid parking violations [13]. Still, a number of bar-
riers and myths still exist around open public sector data [12]. Barriers to the
opening of data affect the identification of suitable datasets, the decision to
release, the publication process, usage of the dataset and the evaluation of its
impact [6]. For example, when trying to decide whether or not to release data,
public employees might not see the value of sharing a certain dataset or might
overestimate the privacy risks [12,16]. In the same context, civil servants might
fear “unexpected and unwanted responsibilities” [6] due to unclear liabilities for
the consequences of opening a dataset [6]. It should also be noted that open data
decision-making does not happen in a vacuum; civil servants might be confronted
with risk-averse stakeholders (politicians, administration officers) or they might
lack the necessary tools and resources to open data [17]. On the other hand, the
benefits of open data might also be exaggerated, as in the myth that releasing
data will create immediate and automatic benefits or that it is good practice
to release any sort of data unrestrictedly [12]. The barriers listed are ultimately
common issues arising from policy implementation, and the consequent need for
a change in behaviour, which serious games can facilitate [7].

2.1 Serious Games in Government

Games are uniquely positioned to facilitate learning in governmental organisa-
tions. When games are used for policy implementation, they can contribute to
“sense giving” and facilitate the understanding of policy documents and guide-
lines that otherwise might not have clear operational value or actionable elements
[7]. By playing a game, participants can experience exactly what the policy is
about on a practical level and understand it more deeply [10]. Moreover, players
are presented with a safe space, which they can use to experiment new ideas and
behaviors, some of which may be unexpected to the game designer or facilitator
[7]. Learning outcomes are deeply connected to the use of game mechanics [2].
Game mechanics encompass “everything that affects the operation of the game”
[1], including how players can behave within the game and the tools, items
and attributes that they can use, such as bonus cards, incentives and penalties
[1]. Game mechanics are also media-independent, that is, one mechanic can be
brought over from a physical game to virtual one [1], as was done for this study.
The use of serious games in government is not new [19]. For example, Bharosa
et al. [3] developed an in-person role-playing game for civil servants aimed at
synthesising principles for service delivery. Players interacted in the role of cus-
tomer, front-office and back-office employees according to purposefully flawed
scripts. Participants could relate to the role they were playing and, after the
game session, identified insightful principles and rationales which can improve
professional interactions. Open data policies can benefit from a similar bottom-
up approach to explain policy contents to civil servants from different levels of
government.
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2.2 Games About Open Data

There are several serious games dealing specifically with the topic of open data.
Datopolis [4] is a board game in which players need to negotiate with each
other in order to make data open and in turn build services. The game can be
played in its physical version, as well as in an online environment for virtual
tabletop games. While Datopolis can technically be played online, it was not
initially designed for this mode of interaction and the digital version is simply a
simulation of a tabletop environment. The Open Data Card Game [11] is another
game about open data in which players are divided into groups of three, asked
to freely combine different cards representing datasets, and think about ideas for
the services that can be built using the data at hand. In Datascape [24], players
are presented with a map showing different features and data sources. They are
then asked to identify the data sources that can answer the questions they are
presented with. Winning Data by Kleiman et al. [14] is an in-person role-playing
game in which one player acts as the citizen and the other three as government
employees. By processing the citizen’s requests, government employees generate
datasets and decide whether or not to open them by evaluating the sensitivity
of their contents.

The examples of open data games listed until now all require the partic-
ipation of multiple players. Still, none of these group games were designed for
digital gameplay, and, with the COVID-19 pandemic, in-person participation has
temporarily become prohibitive. A solution is also needed for remote or hybrid
teams which have limited opportunities for in-person training. Multiplayer seri-
ous games are hard to find, in part due to the additional challenges posed by
concurrent gaming and player interaction [23]. A multiplayer game is useful to
exploit the effectiveness of collaborative learning [9] and its ability to leverage
pooled knowledge and observational learning [20]. In the context of governmental
organisations, a multiplayer game can also better reflect the reality of a public
office. At the time of writing, no collaborative digital serious game on open data
could be found in the literature. This research attempts to address this gap by
creating a new game about open data for civil servants which makes extensive use
of concurrent gaming and player interaction. The methodology used to design
the game and to test its effectiveness are presented in the following section.

3 Methodology

3.1 Game Design

By looking at the already existing Winning Data [14], which has proved to be
effective at changing civil servants’ attitudes [15], a list of essential features that
had to be brought into the new, digital version of the game was drafted: (1) play-
ers must be situated in a fictional municipal office where they (2) rotate between
different roles, each of them having a specific skill, (3) at the office, players need
to process the citizen’s demands, in turn generating datasets that can be opened,
partially shared, or kept closed, (4) players must receive a reward by the game if
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their decision to open or close datasets matches the recommendations found in
the literature. The four essential features found in Winning Data also converge
with the seven lessons learned from board games found in Zagal et al. [25]. In
order to bring these dynamics into the digital game, the user interface and flow
of the game were sketched and a basic prototype was developed. The prototype
was then tested with university students and incremental changes were made
after each game session, with more than a dozen different iterations.

3.2 Game Mechanics

Fig. 1. Screenshots representing what each player sees during gameplay. From left to
the right, the civil servant, citizen, colleague, and boss. Reprinted from Di Staso, D.,
Kleiman, F., Crompvoets, J., Janssen, M.: Changing Civil Servants’ Awareness about
Open Data Using a Collaborative Digital Game. In: DG.O2021: The 22nd Annual
International Conference on Digital Government Research [In Press]. ACM, Omaha,
NE, USA. Copyright 2021 Di Staso et al.

As already described in [8], in the version played by civil servants for this
research, Data Belt requires the participation of exactly four players, connected
via video conference, who are assigned to the roles of civil servant, colleague,
boss and citizen. Each of these roles have specific abilities which are needed by
the team to complete their tasks, therefore forcing players to collaborate. The
game is divided into four rounds, at the end of which players rotate into a differ-
ent role; participants never play in the same role more than once. During each
round, the civil servant and colleague need to process the five files brought to
them by the citizen (data processing). Each correctly processed file generates a
dataset, which can be released to the public to different degrees or kept closed.
For each dataset, the citizen, civil servant and colleague are shown a descrip-
tion and asked to suggest the boss what to do with the dataset (data labelling).
The suggestion is synchronised across the three devices, meaning that any of
the three players can see the current pick and change it, if they want to. For
example, the dataset on budget, adapted from [14], reads:
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By assessing public lawsuits, citizens can monitor problems related to pub-
lic life. Tax evasion, misuse of public assets could be shared with citizens?
Are there risks for individuals or security?

Through a synchronised checkbox, the citizen, civil servant, and colleague can
suggest as a group to either open the dataset as is, anonymise it and then share
it or keep it closed. The datasets and the labelling suggestions will be passed to
the boss, who will make the final decision. The boss does not receive any special
guidance or instructions; this role was created in order to place the burden of the
final decision-making process on each player at least once during the game session
(as noted earlier, players rotate among roles). Lastly, all players are brought to
a summary screen, where they can see the datasets they processed, how the
boss decided to label them, and the correct labelling according to the literature
review. The dataset descriptions and labelling were adapted from Kleiman et al.
[14]. In case a dataset has been labelled incorrectly, a penalty is given by the
game, and the facilitator gives feedback on why the literature indicates a different
labelling.

While porting the game to a digital environment, several adaptations had to
be made. For example, in the data processing phase of Winning Data, the player
with the role of civil servant walks to the other players’ desks and passes them
the files that need processing. In Data Belt, when players want to pass a file,
the sender reads the file’s unique code out loud and the addressee transcribes it
into a keypad. In Fig. 1, the civil servant (second screen from the left) retrieved
file 1451 (Budget) from the citizen and is processing it by putting stamps. The
keypad used to retrieve files is visible in the colleague’s screen (third screen from
the left), who has used it to retrieve two files that will need to be opened and
processed as well.

3.3 Pre-experiments

This research focuses on evaluating the effects of the game on participants’ per-
ception of open data in a pre-experimental setting. Having already established
that a game has the potential to impact players’ behaviour, there is a need
to evaluate its specific effects [18]. Because the game was tested with a non-
random sample participating remotely and because there was no control group,
the setting in which the game was tested is a pre-experiment [5]. Data Belt
aims at changing perceptions of players, which demands experimentation. A pre-
experimental set-up can be appropriate to conduct a preliminary investigation
of the effects of the game on its players. It converges with de Caluwé et al. [7],
who identified that gaming or simulation solely developed for research purposes
can leverage the benefits of experimental research, such as “the possibility of
applying statistical methods in a study that is, in essence, a qualitative project”
[7]. Additionally, games can offer insights into decision-making processes that
are usually kept private and obscure and could not otherwise be studied [7].
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3.4 Game Sessions and Surveys

Questionnaires from the existing literature [14] were adapted to an online envi-
ronment so that they could be used for this research. Participants were arranged
in groups of four people and sent the pre-test survey, which they filled some time
before the game session. At the beginning of the session, players connected via
video conference and were invited to briefly introduce themselves. The facilitator
then gave a 10 to 15 min presentation explaining the game’s rules and interface.
Participants then played together using smartphones, with the actual gameplay
lasting 30–40 min. At the end of the gameplay, participants filled the post-test
questionnaire, were debriefed and asked to provide their impressions about the
experience. Most game sessions were organised and scheduled with governmental
organisations in the Netherlands: Digicampus (12 participants), Provincie Zuid-
Holland (4), ICTU foundation (4). One game session was organised as part of
Brazil’s National School of Public Service Innovation Week (4 participants).

The dataset used for this research only includes participants who played the
finalised version of the game and who successfully completed the session with-
out encountering game-breaking bugs or complete disconnections. This research
presents responses to the items of the questionnaires focused on the learning
aspect, which could be answered using a Likert scale going from one (strongly
disagree) to seven (strongly agree). The idea is that the loop of processing data,
deciding whether or not to open it and then receiving feedback for that deci-
sion leads to civil servants being more willing share public sector data, while at
the same time knowing more about the possible benefits of doing so (Q1, Q5)
and feeling that the process is less threatening (Q6). When participants released
a sensitive dataset which should have been kept private or anonymised before
publishing, the game assigned a penalty and the facilitator explained the associ-
ated issues, which would often include privacy. Therefore, a change in awareness
about privacy issues (Q4) was expected. Some of the items presented (Q2, Q3)
ask about participants’ knowledge on how to open datasets. The game repre-
sented this process in a very abstract way, and therefore we did not expect a
significant effect on these items.

4 Results and Discussion

The game was played with 24 civil servants, pre-test and post-test surveys were
distributed some time before the session and immediately after the gameplay
was completed. Data Belt was effective in increasing civil servants’ willingness
to release datasets and in facilitating learning about the general risks and ben-
efits involved. However, findings suggest that there was no significant effect on
participant’s knowledge about how to open datasets. The game invited players
to collaboratively decide whether or not to share some public sector data and
gave feedback on their choice. Table 1 summarises the initial results of the pre-
experiment. Respondent’s age ranged from 25 to 53 years old, with an average
of 41.6; 15 subjects were male and 9 female. A paired sample t-test was per-
formed on each individual item, comparing pre-test and post-test responses.
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The results of this analysis are shown in Table 1. The following paragraphs
present the change observed between pre-test and post-test, discuss whether
this change is consistent with our expectation and present a possible explanation
behind it. Quotes from the players during the debrief session are also presented
to support the explanations.

Table 1. Most relevant survey items selected from the preliminary data analysis

Description n Pre-test Post-test Δx̄ p

x̄ σ x̄ σ

Q1 Some public sector data can be shared 24 5.08 1.91 5.88 1.36 0.79 0.02

Q2 I know how to make public sector data
available for others to access

24 4.12 1.75 4.21 1.72 0.08 0.79

Q3 People in my office know how to make pub-
lic sector data available for others to access

24 4.79 1.86 4.83 1.27 0.04 0.91

Q4 Public sector data that results from my
work cannot be shared for privacy issues

24 3.42 1.53 3.12 1.26 −0.29 0.37

Q5 Providing open public sector data has ben-
efits which are difficult to explain

24 3.75 1.73 4.62 1.71 0.88 0.02

Q6 Providing public sector data is a threat 24 1.96 0.91 2.83 1.52 0.88 0.01

Q1 - Some Public Sector Data Can Be Shared. The average score went
from 5.08 to 5.88 in a statistically significant way (p = 0.02). A positive increase
was expected for this item and it indicates that playing Data Belt had a positive
impact on players’ perceptions of data sharing. This effect can be explained
by the fact that players, while labelling together each dataset, became more
confident about releasing some public sector data. As stated by one of the players:

...it’s spot on really...the questions...I can recognise immediately what it’s
about. The fact from the game...it’s a bit overwhelming because of the
information. There is no difference in real life, too many questions, too
much information, hard, partial information, and I have to make a decision
and plan some action and I’m not really confident. That’s real life.

Q2 - I Know How to Make Public Sector Data Available for Others
to Access. The average Likert score went from 4.12 to 4.21 and the change was
not statistically significant (p = 0.79). A significant change was not expected for
this item, as the game did not address the real-world procedures involved with
making data available to others.

Q3 - People in My Office Know How to Make Public Sector Data
Available for Others to Access. For this item, the mean score went from
4.79 to 4.83 with no statistical significance (p = 0.91). For this item, just like
for the previous one, a significant change was not expected.
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Q4 - Public Sector Data that Results from My Work Cannot Be
Shared for Privacy Issues. The mean Likert score went from 3.42 to 3.12
with no statistical significance (p = 0.37). The expectation was to see a sta-
tistically significant increase caused by players becoming more accustomed to
managing privacy risks. Instead, it appears the in-game content about privacy
did not affect participants’ perceptions. While more research is needed to con-
firm this outcome, it is possible that the penalties given by the game for privacy
violations were not evident enough.

Q5 - Providing Open Public Sector Data Has Benefits Which Are
Difficult to Explain. This item saw a positive increase from 3.75 to 4.62,
which was statistically significant (p = 0.02). Open data is seen as a complex
topic, and the game provided reinforcement on this aspect, therefore a positive
change on this item was expected. During the debrief, one of the players said
that the feedback given by the facilitator at the end of each round (when looking
at the results) was helpful:

...the explanation you [the facilitator] gave was sometimes helpful, like why
some data can be shared or cannot be shared, can be open or cannot be
open. I think we can learn from that, because a lot of times people ask me
to provide data, and a lot of times I cannot explain why it should be open
or not.

The feedback provided by the facilitator is a fundamental aspect of the game.
At the end of each round, the facilitator explains why a certain dataset might be
too sensitive to be shared or why it does not actually pose a threat. The feedback
highlighted hidden risks, such as data becoming personally identifiable in small
datasets, even when anonymised, or hidden benefits, such as how a dataset is
used by private entities or other governmental organisations.

Q6 - Providing Public Sector Data Is a Threat. The mean Likert score
for this item went up from 1.96 to 2.83 in a statistically significant way (p =
0.01). This change seems to contradict the effects observed for Q1 and Q5. The
assumption was that, by experiencing the process of opening data, players would
perceive it as less of a threat, therefore an increase in this item’s score was not
expected.

Overall, changes in the responses between pre-test and post-test are coherent
with the game’s main focus, which is to collectively decide whether or not to
open a certain dataset and then receive feedback on the decision. From the
observations that player made during the debrief, it appears that game was
generally well received.

5 Conclusion

The purpose of this research was to design a collaborative digital serious game
about open data and measure its effects on civil servants. As there was no prior
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work on a game for open data designed for the online environment, we derived
the game mechanics from another game and conducted game sessions with par-
ticipants connected remotely. One of the requisites was for the new game to
allow for remote participation via video conference, both due to the temporary
restrictions imposed to contrast the COVID-19 pandemic and due to the need
for a game than can be used by remote or hybrid government teams. Based
on the in-person game Winning Data [14], the requirements and characteristics
for the new, digital game were listed, and a prototype was developed. The new
game, called Data Belt, was played by civil servants, who filled pre-test and
post-test surveys to measure learning about open data. Data Belt used game
mechanics such as collaboration, time pressure, and feedback loops to facilitate
learning. Findings indicate that these game mechanics were suitable to enable
learning about open data. Having multiple players collaborate to satisfy citizen’s
requests more closely reflected the environment of a real public office. Moreover,
forcing players to make one common choice about data release fosters discussion
and reflection on the contents of each dataset and on whether or not it can be
shared. However, it appears that the game did not have significant effects on civil
servants’ concerns about privacy issues. This result is possibly explained by the
penalty for sharing too much being too weak or not evident enough. After play-
ing the game, participants were more inclined to believe that some public sector
data can be shared and seemed to be more aware about the hidden benefits of
opening data. At the same time, it seems that, after playing the game, partici-
pants perceived the provision of public sector data as more of a threat, a finding
which seems contradictory and which requires further research. The game was
designed to be played only once, therefore its scope is limited by the short game-
play time. For example, the game does not address the specific procedures and
tools needed to open data, and, accordingly, there was no significant change in
participant’s self-reported knowledge about how to open data. Since Data Belt
was designed to be played by civil servants working for different organisations in
different countries, it did not detail the technical aspects involved in the opening
of data, which might change from one department to another. The conclusions
presented in this study are limited by the small sample size, lack of a control
group and lack of data to establish if the effects of the game are still present after
an extended period of time. Future research should further investigate the effects
of the game, including the contradiction observed for some of the survey items.
More research is also needed to compare the outcomes of the in-person game
with Data Belt. Finally, improvements to the game could be explored, such as
removing the requirement for a facilitator by introducing a tutorial mode, intro-
ducing new game modes to allow smaller or larger groups to play together, and
including new game mechanics describing some of the most common procedures
involved in opening datasets.
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Abstract. The provision and dissemination of Open Data is a flourish-
ing concept, which is highly recognized and established in the govern-
ment and public administrations domains. Typically, the actual data is
served as static file downloads, such as CSV or PDF, and the established
software solutions for Open Data are mostly designed to manage this
kind of data. However, the rising popularity of the Internet of things
and smart devices in the public and private domain leads to an increase
of available real-time data, like public transportation schedules, weather
forecasts, or power grid data. Such timely and extensive data cannot be
used to its full potential when published in a static, file-based fashion.
Therefore, we designed and developed Ronda - an open source platform
for gathering, processing and publishing real-time Open Data based on
industry-proven and established big data and data processing tools. Our
solution easily enables Open Data publishers to provide real-time inter-
faces for heterogeneous data sources, fostering more sophisticated and
advanced Open Data use cases. We have evaluated our work through a
practical application in a production environment.

Keywords: Open Data · Big data · Real-time

1 Introduction

The ongoing digitization leads to a growing availability of real-time or very
frequently updated data sources. This process is supported by the increasing
adoption of smart devices and the growth of the Internet of things. Many of
these original data sources are strongly connected to public organizations and
administrations, such as urban, energy, transportation, or environment data.
Therefore, plenty of such data will be and is supposed to be available as Open
Data. This requires to facilitate the technical means and processes to enable
the publication of real-time Open Data. Popular open source solutions for Open

c© The Author(s) 2021
H. J. Scholl et al. (Eds.): EGOV 2021, LNCS 12850, pp. 165–177, 2021.
https://doi.org/10.1007/978-3-030-84789-0_12
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Data, such as CKAN1, are mainly designed to serve static metadata and file
downloads, usually containing aggregated information over a past period of time.
However, the timely and raw provision of data is one central requirement in
Open Data [1], which cannot be satisfied with the current solutions. Especially
the demand in volume and velocity cannot be handled by plain file downloads.
From a technical point of view this creates an intersection between aspects of
Open Data and big data. Among other things the field of big data provides
concepts and tools to handle data, which cannot be managed by traditional
methods. [1] Therefore, our general hypothesis is that, established open source
big data technologies and practices constitute a proper foundation for enabling
Open Data portals and ecosystems to consume, process and provide (near) real-
time data.

The focus of our work is the architectural design and implementation of a
reusable and extendable big data platform which can hold Open Data collected
from heterogeneous data sources. The platform is capable of dynamically ana-
lyzing, processing and, if needed, anonymizing the incoming data, which can be
supplied as streams or batches. To achieve this, big data methods and architec-
tures are analyzed and selected. Our core contributions are:

(1) We designed a comprehensive architecture for retrieving, processing and
providing real-time Open Data based on open source software, well-known
industry standards, and established big data architecture paradigms.

(2) We developed a fully working prototype to harvest and disseminate real-
time data in the context of a production smart city project. Our solution is
available as open source and can be easily applied and extended in various
Open Data domains.

(3) Our architecture and prototype can serve as a blueprint for similar real-time
Open Data projects, demonstrating a path for the next generation Open
Data portals, which act as real-time data hubs, instead of simple file servers.

The remaining part of this paper is structured as follows: Sect. 2 reviews
related work in the field of Open Data and big data. Section 3 presents the
requirements for real-time Open Data, which are transformed into a system
design in Sect. 4. Section 5 presents the implementation and evaluates our app-
roach. In Sect. 6 we draw our conclusions and discuss our findings.

2 Related Work

Our work covers the fields of big data, i.e. real-time data streams, and (linked)
open (government) data along with related standards and technologies. Charal-
abidis et al. [1] survey the domain of Open Data and describe differences and
similarities to government data, big data and linked data. Government agencies
have a long history of publishing their data as open government data and Open
Data portals have adopted linked data principles and serve linked open data on

1 https://ckan.org/.

https://ckan.org/
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a large scale [11,12]. This makes linked open government data an established
part of data published on the Web.

Governments or companies operating in the public sector already produce
real-time data such as traffic, transport or weather data [7]. This data is often
not directly accessible, but used in public use cases, e.g. billboards, displays or
web applications, or require registration to access it. There exist a variety of dif-
ferent solutions for building Open Data portals. Some of them, such as CKAN are
open source, while others, such as OpenDataSoft2 are closed source [3]. CKAN
provides real-time data features through an extension. At the time of writing,
this extension was not updated since 2014. OpenDataSoft provides the possibility
to push real-time data to previously uploaded datasets or schedule updates for
them. These datasets can be exported by users or visualized in graphs, tables
or maps. The open government data platform OGoov allows the communica-
tion with different data sources via its Real Time Open Data module3. Among
other sources, it offers an integration to the publish/subscribe endpoint of the
FIWARE Orion Context Broker4 and allows exposing real-time snapshots as well
as historical views of that data. Lutchman et al. [15] describe an architecture for
a real-time Open Data portal. Data providers register their data streams to the
portal’s REST endpoints and periodically push data to the server. Data con-
sumers access the data via dedicated REST endpoints and specify the rate with
which updates are received. All of the solutions described above rely on the data
publisher pushing data to an existing endpoint. To the best of our knowledge,
there exists no open source solution, which registers to existing (real-time) data
streams and relies on big data technologies.

The WebSocket5 protocol is standardized by the IETF as RFC 6455 and
allows for bidirectional communication between two applications over TCP. The
protocol sequence consists of an opening handshake followed by a bidirectional
message exchange. WebSockets are primarily targeted at web applications that
need two-way communication without opening multiple HTTP sessions. MQTT6

is a lightweight publish/subscribe message transport protocol designed for com-
munication in constrained environments such as Internet of things or machine
to machine communication. The light-weight nature and low packet overhead
compared to HTTP makes it especially suited to be used in environments where
space or bandwidth limitations apply.

Big data technologies distinguish between stream and batch processing. In
batch processing, data is stored in non-volatile memory before it is processed.
This has the advantage that a big amount of data can be processed. In con-
trast, stream processing uses volatile memory before processing and therefore
achieves better performance in time aspects. Yet, only a small amount of data

2 https://www.opendatasoft.com.
3 https://www.ogoov.com/en/rtod/.
4 https://fiware-orion.readthedocs.io/en/master/.
5 https://tools.ietf.org/html/rfc6455.
6 https://mqtt.org/.
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can be grouped for processing [16]. Two of the most popular big data analysis
frameworks are Apache Spark7 and Apache Flink8. They both support batch
and stream processing. Using batch processing on datasets, Spark achieves bet-
ter results in terms of processing time [18]. Comparing stream performance,
Flink performs better regarding latency [9,10], while Sparks streaming features
show better results in terms of throughput [2]. Hadoop Distributed File System
(HDFS) and Apache Cassandra are both commonly used in combination with
big data analysis frameworks. While Cassandra acts as a distributed database
with its querying language (CQL) [4], HDFS is a distributed file system. Cas-
sandra performs better on highly time-based, structured data, whereas HDFS
is used for big files and unstructured data [5,8]. Messaging systems provide the
means to manage and organize data feeds between applications in a distributed
system [13]. Two of the most common messaging systems are Apache Kafka
and RabbitMQ. Both use the publish/subscribe pattern to distribute messages
and offer scalability using clusters [6]. Kafka focuses on concurrency and fault-
tolerance, and can be used as a persistence unit, and to store long term messages
without compromising performance. This makes it a good fit for connecting
various batch and streaming services. RabbitMQ uses a lightweight, disk-less
approach, which makes it a particular fit for embedded systems [6].

3 Requirements for a Real-Time Open Data Platform

In the following, we describe six high-level requirements of our real-time Open
Data platform. They are derived from practical functional and non-functional
requirements, and form the basis of our work. They are inspired by established
Open Data methodologies, and cover the entire process from acquisition, pro-
cessing and provision of the data.

(1) Compliance with Open Data standards and best practices: The
publication of data has to follow established Open Data standards and best
practices. This includes the application of the DCAT-AP [17] specification
for creating metadata and the facility to publish the metadata on existing
Open Data portal solutions. Historic aggregations have to be available in an
open and machine-readable format, such as CSV or JSON.

(2) Throughput and scalability: Ronda has to support a sufficient through-
put, which at least fits to typical Open Data access loads. This holds true
for data acquisition, processing and provision.

(3) Support for different data sources: Open Data is mostly generated from
raw data, which is provided by various types of interfaces and in a plethora of
data formats. Hence, Ronda needs to support this variety through expandable
and custom connectors and transform it into harmonized representations.

(4) Support for data processing and analysis: In many cases, the raw data
needs to be processed, aggregated and cleaned before publishing. Especially,

7 https://spark.apache.org/.
8 https://flink.apache.org/.

https://spark.apache.org/
https://flink.apache.org/
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if the raw data includes sensitive or personal information, an appropriate pre-
processing is indispensable to comply with regulations and privacy policies.
Therefore, Ronda needs to support arbitrary and flexible data processing
and analysis.

(5) Real-time access: The entire data processing has to be performed in real-
time, hence, the data has to be available to the user almost immediately
(within seconds) after its retrieval from the original source. A suitable pro-
tocol for the machine-readable user interface is required. This constraint does
not cover the actual timeliness of the source data, which is out of control for
our solution.

(6) Historic and aggregated access: The collected data should be preserved
to allow for a retrieval of historic information. Hence, the real-time data
needs to be aggregated over configurable time periods and bundled into
downloadable static batches. This makes the data available for non real-time
use and creates a transparent log of the data.

4 Designing a Real-Time Open Data Platform

Based on the high-level requirements and the related work in big data, we present
the design and technological base of our solution. It is designed to be operated
alongside an Open Data portal. Hence, it does not provide the typical function-
alities of an Open Data portal, but extends them. The foundation of our design
is the so-called lambda architecture, which combines the advantages of batch
and stream processing techniques and consists of three layers: a batch layer,
a speed layer and a serving layer [14]. This supports the requirement to offer
both, real-time and historical data. Incoming data is fed to the batch and speed
layer. The batch layer appends all incoming data to an immutable master and
computes batch views by analyzing the incoming data. This allows the analysis
of historic, not time-critical data and especially improves the analysis for big
datasets. The speed layer analyzes only the most recent data and provides the
real-time capabilities. In order to realize this architecture the solutions Spark,
HDFS and Kafka are selected as core technologies. As indicated in Sect. 2 Spark
serves as batch and speed layer, and provides efficient and scalable analysis and
manipulation functionalities for big datasets. HDFS is used as the persistence
system, since it works well with unstructured and big data and is integrated into
Spark’s core library. It is provided via Apache Hadoop and acts as serving layer
for batch data. Kafka acts as the principal messaging bus to serve data from and
to Spark and can easily be connected to it through an official library. In addition,
it offers an additional layer of persistence, which improves the fault-tolerance of
the system (see Sect. 2) and operates as the serving layer for real-time data.

In order to achieve a clear separation of concerns, simple extensibility, and
developer friendliness, the system is divided into five modules. Each module
fulfills a distinct task within the data processing chain and in combination with
Spark, Kafka and HDFS they depict the lambda architecture. In the following,
they are described. Figure 1 illustrates the entire design.
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Fig. 1. Architecture overview

The harvesting module constitutes the connection to external data sources
and main entry point for the data processing. It is responsible for retrieving
data from external interfaces, transforming it to an internal representation and
injecting it into the Kafka messaging bus. The module offers a flexible extension
mechanism to support a broad variety of interface standards. Each data source
is mapped to a distinct topic (aka a kind of category) in Kafka.

The processing module offers arbitrary and extensive features to alter
the source data in real-time. Hence, aggregation, modification, normalization
and cleaning tasks are executed here. This also covers any privacy preserving
alterations, such as anonymization or data removal. The result of the processing
is again stored in a Kafka topic, applying a pre-defined data structure.

The storage module is responsible for periodically batching and storing the
real-time data. The resulting datasets are chronologically organized and saved in
structured data formats, such as CSV and JSON. Frequency, size and resolution
of the batches can be individually configured.

The connector module represents the public interface of the system, by
giving access to the real-time and historic data. Real-time access is provided via
the popular and versatile WebSocket protocol. Whereas the static historic data
is served via HTTP, supporting content negotiation and query parameters to
serve the data in different serialization formats and granularities. The connector
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module directly subscribes to the topics in Kafka, which allows for real-time
forwarding of the data to the client.

The scheduler module functions as a job scheduling system for reoccurring
tasks. It is mainly used to connect the system to Open Data portals. Therefore,
it can be configured to periodically create metadata (e.g. DCAT-AP-compliant)
about available real-time and historic data. In addition, it can be applied for
other periodic tasks, such as triggering Spark applications.

5 Evaluation

Based on our design we implemented Ronda as a fully working prototype and
evaluated it in two stages: (1) We verified the functional requirements in a
real-world production use case, and (2) conducted a comprehensive performance
assessment in order to evaluate functionality and scalability.

5.1 Implementation

The practical realization of our design includes the deployment and configuration
of the underlying big data tools, and the implementation of the five modules.
The harvesting, connector and scheduler modules are custom implementations
based on the event-driven and non-blocking Java framework Vert.x9. This high-
performance framework supports the requirement for scalability and has a strong
concept for concurrency and modularization (called Verticles). Moreover, it acts
as the main web server to provide the WebSocket and HTTP interfaces. The
processing and storage modules are naturally implemented as Spark applica-
tions, since they are executed as distributed Spark jobs. The entire system is
containerized with Docker and can be easily deployed. In addition, it has sup-
port for Kubernetes orchestration10. In general, all modules communicate with
each other via the Kafka messaging bus. For each data source a separate topic
is created, which is used throughout the entire processing chain for a particular
source. This horizontal separation for each data source is also represented in each
module. For instance the harvesting module is split into distinct submodules for
each data source. Furthermore, a common library is available to all modules,
providing shared functionalities, such as topic descriptions. The scheduler mod-
ule makes extensive use of the Quartz scheduling library11. The implementation
is available as open source12, which supports a broad application in the Open
Data domain.

9 https://vertx.io/.
10 https://kubernetes.io/.
11 http://www.quartz-scheduler.org/.
12 https://gitlab.com/piveau/piveau-ronda.

https://vertx.io/
https://kubernetes.io/
http://www.quartz-scheduler.org/
https://gitlab.com/piveau/piveau-ronda
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5.2 Smart City Use Case

The solution was tested within the research project QuarZ13, which aims to
enable the development of new and innovative smart services for urban districts.
The software is being developed for and tested in an urban district in the city of
Rüsselsheim am Main that encompasses about 100 homes. As part of the project,
households and the surrounding outdoor area were equipped with various sensors
and smart devices. The households were provided with smart meters, collecting
data about power, gas and water consumption in real-time. Additionally smart
home components were offered to all households. In the vicinity, outdoor sensors,
collecting temperature, humidity, solar radiation and noise levels were setup.
Residents also got access to an electric rental car.

The aim of the project is to collect the generated data into a central data
hub. Smart services can then make use of that data while strictly considering
the data sovereignty of the individual resident. The central data hub includes an
internal storage, as well as an Open Data portal. The internal data hub stores
data, emitted by the various sensors and provides the smart services with the
desired data. The Open Data portal harvests and integrates traditional Open
Data of the region, but in addition publishes real-time data generated in the
district for public use. For the latter the internal real-time data streams are
retrieved, processed, anonymized, and finally published. We successfully used
Ronda for that purpose, by processing data about the power, gas and water
consumption of each household, which generates new data points every couple
of seconds. In the future, aggregated usage data of the smart home components,
the electric rental car and other sources will be integrated too. Based on this
data, residents and other interested parties are enabled to create derived services
or simply compare their resource consumption with the public.

5.3 Performance Evaluation

We conducted a thorough load test in order to evaluate the performance of Ronda
under typical hardware requirements. Therefore, the system was deployed on a
Kubernetes cluster. The cluster uses Intel Xeon processors of type E5520 with
a base frequency of 2.27 GHz. Table 1 shows the resource consumption for each
component.

For HDFS, one name node and four data nodes are deployed as pods on
Kubernetes. For Kafka, three Apache Zookeeper instances are required and three
Kafka instances are deployed. Zookeeper is a service to provide coordination
between the implemented Kafka instances and is mandatory for using Kafka.
Spark uses one cluster manager in standalone mode and three worker nodes.
The harvesting, processing, storage and scheduler modules are each using one
pod. In addition to the Kubernetes cluster deployment, Apache JMeter14 was
installed on a separate client system and used to execute the load tests. Two test

13 https://www.quartier-der-zukunft.de/ (only available in German).
14 https://jmeter.apache.org/.
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Table 1. System deployment

Component Instances RAM Peek CPU Volume

HDFS namenode 1 0.8 GB 14 milliCPU 128 GB

HDFS datanode 4 1.2 GB 11 milliCPU 32 GB

Zookeeper 3 0.5 GB 11 milliCPU –

Kafka 3 3.5 GB 100 milliCPU 16 GB

Spark manager 1 0.5 GB 1 milliCPU –

Spark worker 3 4.3 GB 22 milliCPU –

Processing 1 2.4 GB 180 milliCPU –

Storage 1 1.5 GB 8 milliCPU –

Connector 5 1 GB 8 milliCPU –

Harvesting 1 1 GB 6 milliCPU –

Scheduler 1 0.5 GB 2 milliCPU –

PostgreSQL 2 0.05 GB 25 milliCPU 5 GB

plans were created within Apache JMeter to measure the performance for both,
the user and the data provider view. Suitable test data was programmatically
mocked with JavaFaker15 to create a provider data source. To the best of our
knowledge, there does not exist a baseline about expected loads and frequencies
on real-time Open Data in the literature. Therefore, we applied the general use
statistics of the European Data Portal (EDP) as a rough baseline. The EDP
is one of the biggest Open Data portals in the world and in 2018 an average
of 1.300 visitors per day was measured [11]. We liberally assume that around
10% of these users will constantly subscribe to a real-time data stream, leading
to a threshold of 100 simultaneous requests. Furthermore, we assume a high
frequency of incoming data of four values per second.

(1) Data user view: The user test plan executed 100 simultaneous HTTP and
WebSocket requests for the collected test data. HTTP requests were made on
the collected historic test data after two hours of collecting and WebSocket
requests were made on the test data source. WebSocket connections remained
open as long as no data arrived, afterwards the connections were closed
and the time was measured. For HTTP requests, the time was measured
after receiving a successful response. The results in Table 2 show an average
response time of around 1000 ms and a maximum response time of around
2100 ms, whereas 99% of requests are under 2000 ms. Hence, the system
is capable of handling 100 simultaneous WebSocket requests. The HTTP
response time was around 1000 ms with 99% under 1929 ms.

(2) Data provider view: The test data source sends messages every 250 ms.
Four messages per second and 240 messages per minute should be received if
the system can process every sent message quickly enough. For this test, the

15 http://dius.github.io/java-faker/.

http://dius.github.io/java-faker/
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connected WebSocket client counted the messages over a period of 10 min.
The results are displayed in Table 3. After 600 s all expected 2400 messages
are received by the client. This results in a throughput of four messages per
second (240 messages per minute).

Table 2. Results of simultaneous requests test

Request Samples AVG 95% 99% Min Max Throughput

HTTP 1000 1091 ms 1759 ms 1929 ms 153 ms 2190 ms 48,24159

Websocket 1000 1354 ms 1734 ms 1953 ms 66 ms 2139 ms 49,63518

Ronda is capable of processing the expected 100 simultaneous requests for
real-time as well as batch data. Furthermore, the system is capable to support
240 messages from data providers per minute, which is sufficient for typical use
cases. However, the evaluation was performed on a specific set of hardware and
the underlying architecture scales easily, to ensure the support for much higher
amounts of data.

Table 3. Results of processed message test

Request Estimated time Messages Throughput

Websocket 600 s 2400 4

6 Conclusions, Discussion and Future Work

In this paper we have presented Ronda, an open source solution for gathering,
processing and publishing real-time Open Data. We have shown that estab-
lished and industry-proven big data and data processing solutions constitute a
proper foundation to enable Open Data publishers to provide and manage real-
time interfaces for heterogeneous data sources. Established solutions, such as
CKAN, focus on the provision of static file downloads and have little support
for real-time data and respective interfaces. Yet, the increased availability of
smart devices leads to a rising relevance to provide real-time Open Data, such
as weather reports, public transport data, or energy consumption information.
Ronda is inspired by the big data lambda architecture and Apache Spark, Kafka
and HDFS are used as technological basis. The solution is divided into five highly
extendable modules: harvesting, processing, storage, connector, and scheduler.
Those modules allow integrating and managing arbitrary real-time sources for
Open Data portals and supports the scheduled provision of corresponding meta-
data. We applied Ronda in a production smart city use case, where residential
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power, gas and water consumption data is processed, anonymized and published
via a DCAT-AP-compliant Open Data portal. In addition, we conducted a thor-
ough performance evaluation under average hardware requirements. It demon-
strated that Ronda can cope with up to 100 simultaneous data consumers for
real-time and historic data, while allowing the data providers to push 240 mes-
sages per minute. This is sufficient with regard to typical volume, velocity and
veracity in the Open Data domain. Therefore, we have shown, that our solution
is in compliance with existing Open Data standards, offers sufficient throughput
and scalability, supports a variety of data sources, is capable of data processing
and analysis, and offers real-time and historic data interfaces.

We are confident, that the Open Data domain will highly benefit from the
increasing availability of real-time data sources, since they enable more advanced
use cases and business models. Applications and derived products can deliver an
advanced experience and functionality over traditional static data. For instance
real-time public transportation or traffic applications. Yet, timeliness plays a
crucial role, since in many cases the data quickly loses value over time. This
clearly shows the relevance to extend the technological foundations of Open
Data portals with big data artefacts and establish it as a standard for future
implementations. The maturity and capabilities of these industry-proven tools
allow a quick transformation of the Open Data domain towards the next level:
Open Data portals become powerful data hubs, instead of merely collections
of outdated static files. In addition, they provide a variety of features out-of-
the-box, such as excellent scalabilty, community support, and a rich extension
ecosystem. Beyond that, big data tools constitute a solid basis for even more
progressive Open Data applications, such as machine learning or artificial intel-
ligence to further refine the datasets and/or derive additional insights. However,
big data tools are complex software artefacts, which add a new level of complex-
ity to Open Data, and currently require more hardware and especially human
resources to be implemented and maintained. A joint effort of Open Data devel-
opers and publishers is required to establish a common baseline and software
recommendations. Ronda can act as a first enabler and starting point for that
effort, since it already considers the requirements for real-time Open Data.

In the future, we are planning to extend Ronda with various features and
expand our production use case. The actual data streams will be enriched with
semantic details, which will increase reusability further. As a showcase, we will
provide a data visualization tool, which allows to monitor the real-time data
without any detailed technical knowledge. Finally, we aim to further analyze the
economic, organizational and social implications of real-time Open Data.

Acknowledgments. This work has been partially funded by the Federal Ministry
for Economic Affairs and Energy of Germany (BMWi) under grant no. 01MD18009A
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Abstract. Kosovo is a relatively new country with short history in terms of
national budget planning. Budget preparation dates back to the year of 2000 when
it was started under international support. Therefore, even now budget planning is
done in line with international practices and standards. This implies exponential
increase in the volume of budget data and at the same time resulted in a need for
data openness and linking. This paper sheds some light on opportunities and chal-
lenges of using Big Open Linked Data (BOLD) in helping budgetary transparency
of this developing country. In order to get insights about the status of using BOLD
in national budget planning in Kosovo, interviews are conducted with public sec-
tor servants, covering different ministries and levels (from technical staff up to
ministerial level). In addition, local NGOs are also contacted. This paper points
out that the strategic approach developing countries are following in relation to
the transparency of their BOLD open budget data and the attitude of public ser-
vants involved are more important determinants of future potentials than simple
quantity or quality concerns in themselves.

Keywords: National budget planning · Open data · Big data · Big Open Linked
Data · Data quality

1 Introduction

With the rise of open government [18] issues of public sector transparency and open data
quality has gained renewed attention [15]. This has a special connotation in the context
of national budget planning – especially in developing countries where accountability
and even the practice of open data might face difficulties [6].

Transparency of processes related to the national budget (including planning, spend-
ing, and reporting) may be supported by open data [10, 15]. However, considering the
nature of such data – as follows from its management process and the feedback asso-
ciated with it – is not only open, but may be categorized as Big Data [8]. Furthermore,
to understand, analyze and apply budgetary data in public sector activities, connection
of it to other data sets is crucial as well – all in all making budgetary data to meet the
characteristics of Big Open Linked Data (BOLD). BOLD refers to a diverse collection
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of data that needs to be formally combined to be effectively utilized or generate new
insights [13].

The influence of the national budget cannot be underestimated as it typically touches
on or influences almost all entities in the public sector. The public sector is composed
of various governmental layers with all resident institutional units controlled directly or
indirectly by resident government units having their specific roles and positions – which,
of course may differ from country to country. Nevertheless, those units each have their
own budgetary plan and collect data about their expenditures [11]. Planning the budget
and controlling spending is, therefore, a complex task and could bear civil oversight
usually taken on by NGOs and other non-public entities [7].

Questions of Big Data in budgeting as well as BOLD in more developed countries
have received reasonable attention [13, 14]. Processes of budget planning and execution
does provide large volumes of data that can be analyzed to detect patterns, which can be
used to improve related decision making when creating future budgets [10]. However,
there is little evidence about the use and usability of BOLD in national level budgeting of
less developed countrieswith usuallymore relaxed policymaking procedures. Therefore,
the main goal beyond this research was to investigate how BOLD may be utilized to
improve the national budget planning process of Kosovo as a newly formed country with
a short twelve years of history. To that end the state of open data was assessed and views
of various stakeholders on the current and potential role of BOLD was investigated.
Kosovo has provided a rare opportunity to look at such a situation from scratch: to
create a program how BOLD may be used in the planning and execution of the budget
the country may build on international experiences and consider best practices of other
developing countries.

The paper is organized as follows. First key concept behind BOLD is presented
followed by a review of the area of national budget planning. Then cases of the use
of BOLD in the budget planning of other developing countries is reviewed to create
a background. The methodology section is followed by the introduction of Kosovo as
a special case. After the analysis and the discussion of above goals the final section
presents the conclusion and offers direction for future research.

2 Big Data, Open Data, Linked Data

Big Open Linked Data (BOLD) is a broad concept that typically refers to the big data
aspect of open data combined with the need to relate and integrate diverse datasets
using accepted standards and it has a special relationship to the public sector [14]. The
term ‘open data’ assumes that it is accessible for free or at minimal cost, and thus can be
reused by anybody for any purpose [9]. The opening of public sector data promotes more
transparency and accountability [12] but it may also drive innovation [17]. Big data is
about large volumes of data from a multiplicity of sources that needs to be processed to
provide value [19]. It might be non-numerical data without context or large volumes of
structured or unstructured data [30].While linked data refers to the possibility (and often
requirement) of connecting different datasets through direct links or metadata (using
dedicated solutions) in order to provide richer context and to allow for complex reuse in
new services: it is about structured and machine readable data that can be semantically
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queried [32]. The term is used not only to indicate connections between datasets from
various sources but also to imply the presence of provenance (traceability) information
[23].

BOLD is often used to harness the potential of existing systems, generate new
insights, or even to create new services. A concrete example of utilizing BOLD in the
public sector is its use to improve fraud detection by customs and tax organizations [16].
However, the relationships between big and open linked data for use by policy-makers
and researchers are less explored [14].While research in open data has shown that quality
rather than the quantity of data matters for service and digital innovation 17], there is still
a growing global trend for more and more government data to be released to the public
as ‘open data’. As a result, the Big and Linked aspect has grown as well over the last
decade or so. BOLD is gaining attention in developing countries too, and it is especially
true for the planning (and execution) of national budgets [8, 20, 29]. Availability of more
data, especially when budgetary data are linked to other data sets (such as project, policy,
geographical, or local government related ones) may allow for the creation of evaluation
frameworks enabling a national budget that could funnel resources to where they are
needed most [10]. This, of course also assumes analytical capabilities being available
and utilized at all levels.

3 National Budget Planning

The national budget is the most important economic policy instrument of any gov-
ernment, and as such it reflects its development priorities. From the point of view of
financing, general governments are typically composed of four components (also called
subsectors): (i) central government; (ii) state government; (iii) local government; and
(iv) social security funds. The general government itself includes all government units
and all nonmarket or nonprofit institutions (NPI) that are controlled by government units
and they fulfil the functions of government as their primary activity. The central govern-
ment has the authority to incur expenditure on public administration, defence, education,
health, and the provision of other services. It may also make transfers to other institu-
tional units, including other levels of government. In all countries, the budgetary central
government, as an institutional unit of the general government sector, has the power
to exercise certain, fiscal control over many other units and entities. This single unit
of the central government encompasses the fundamental activities of the national exec-
utive, legislative, and judiciary powers regarding fiscal matters [11]. Budgetary units
(such as ministries, agencies, boards, commissions, judicial authorities, legislative bod-
ies, and other entities that make up the budgetary central government) are not separate
institutional units for financial purposes. This is because they generally do not have the
authority to own assets, incur liabilities, or engage in transactions on their own right.
General government entities with individual budgets not fully covered by the main (or
general) budget are considered extra budgetary. Extra budgetary entities may have their
own revenue sources, which may be supplemented by grants (transfers) from the general
budget or from other sources.

Budget plans are based on past budgets, past experience and current revenue projec-
tions. While the budget typically regulates the revenue and expenditure over one fiscal
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year, the budget process is continuous and circular. Financial data should be compiled
for the general government and public sectors, as well as for all the subsectors of the
general government (and the public corporations subsector).

4 BOLD in the Budget Planning of Developing Countries

The idea of open data and the potential of BOLD in helping both transparency and the
economy has been considered by less developed countries as well. Accordingly, the
strategies adopted and the projects that ensued have been reported in the literature. Well
documented cases represent emerging economies such asBrazil, Turkey, or SouthAfrica,
while notable reports on developing countries cover Saudi Arabia, Chile, Indonesia,
Mozambique, or Thailand among others. Some of these cover general BOLD initiatives
while a few has dedicated focus on national budget related open data programs. Out
of the above list, four countries have been well documented in the literature and those
reports offer some background to help explore the Kosovo case.

It is easy for typical eGovernment programs to focus on the technology needed to
support the usability and accessibility of data and services. While the open government
initiative embraced by Saudi Arabia as Saudi Vision 2030 [21] was more generic (not
specifically budgeting) it is still interesting as the goal set by the government was con-
sidering both the development of technological capacity as well as the task of increasing
citizen awareness and use of open government data in order to promote transparency,
trust, and accountability. However, actual actions by government actors and thus aware-
ness of the program has been questioned and it was also revealed that the capabilities
of the existing portal was fairly limited [1]. Analyses of the openness and citizen use
of the country’s Open Data Portal later underlined [2] that further increasing citizen
engagement would require more technical integration (such as smart endpoints, a com-
mon format framework and a linked data cloud). The results suggest iterative cycles of
technology development, practice improvement and marketing engagement.

Brazil, as a large emerging economy has put data standardization into the forefront
of their program. To reach effective transparency, the country has a legal framework that
enforces all public entities to publish detailed budgetary data on theweb in real time [25].
The challenges of such an approach highlight the importance of the standardization of
open budgetary data [28]. In response [28] derive a set of requirements to be addressed.
Most importantly, attention is directed to the need of interoperability that requires the
integration of federal, state and municipal contexts (which in turn assumes an appropri-
ate level of information available to each public organization). Furthermore, from the
eighteen criteria proposed, it appears that only three are fully met. The conclusion is
that while the legal system is forward-looking, it still lacks regulations that clarifies how
to ‘identify things’ in a digital world and requires reports being presented in a uniform
way.

During the last decade serious effort was directed at open data initiatives concerning
national budget data in Indonesia [24].While budget transparency initiatives have gained
attention, including political support in the form of a new policy framework and interest
of involved actors from the demand side, actual utilization of open budget data is slow
to follow [5]. Although there is a new dedicated data portal, the ability of potential users
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to relate datasets is limited mostly due to the way data is presented [3]. To overcome
the limited utilization of open data by civic actors, there is a host of NGOs that serve
as intermediaries in budget issues: on the demand side they help potential users to
understand the concept of open data, while on the supply side they work on improving
the transformation of the open data program from conception to adoption.

While the government of Thailand had an open data program, it did not gain momen-
tumwith respect to utilization of the data primarily due to difficultieswith easy access and
lack of examples demonstrating the power of open data. Therewere two projects reported
both offering solutions that not only help public sector entities, but also considered cit-
izens as potential users. An analytical system was developed to help the identification
of irregular spending or request patterns [27]. The project can be considered BOLD
utilization as it covered and linked a vast amount of data for fiscal years 2013–2017
from two different sources: budget requests of government agencies (collected by the
Bureau of the Budget), and procurement records of government agencies (stored by the
Comptroller General’s Department). In addition to supporting budgetary decision mak-
ing through visualization, the tool had an open interface. Local governments in Thailand
also store a significant amount of data in disperse relational databases. Even though the
data may be accessed through a Web application (called e-Plan), this solution is not
suitable to distribute and reuse that vast amount of data. Using a linking tool [4] that is
also able to highlight interesting patterns and hidden linkages Sub-district Administra-
tive Organizations (SAO) are able to make decisions for their strategic and project plans
using experiences based on data of other SAOs.

These examples demonstrate different approaches of governance to direct efforts
towards utilizing open data in general or in budget planning in particular and they repre-
sent different possible viewpoints on related national strategy. Choices made reflect the
economic development of the country and the approach of its government to the idea
of open data. They serve as examples for countries that are more behind in embracing
or cultivating open data opportunities. However, it appears that studies tend to address
negative issues faced, which could only serve as guidance what to avoid. One promising
approach could be for the government of such countries to jump ahead and instead of
looking at open data opportunities only, they could explore the option of BOLD right
away. This appeared to be a possibility for Kosovo in the context of their open budget
initiative. Therefore, the goal of this study was to look at what stakeholders in the open
budget data program the recently formed country of Kosovo think about the potential
benefits of BOLD and how the country could take advantage of existing practices.

5 Research Questions and Methodology

The research reported here is essentially a case-study [31], where the case is a so called
intrinsic [22] or special [26] case since it is rare to see a new country building up budget
and transparency practices from scratch. As Kosovo may build its BOLD initiative from
ground up it is a unique opportunity to watch its government officials and the public to
work this out. In order to understand the current state of national budget planning and
find ways for improvement, the following Research Questions have been posed: 1) How
do regulations deal with transparency related to fiscal data and is there a role envisioned
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for BOLD in this context? 2) What is the quality of the fiscal data published? 3) What
is the knowledge and expectations of stakeholders involved in national budget planning
regarding BOLD? 4) Howmay Kosovo take advantage of experiences and best practices
of other developing countries?

Data collection is done using a mixture of methods including deskwork (explo-
ration of the background of the Kosovo case such as legal documents, websites and data
published) and fieldwork (interviews with government officials at various levels of the
Kosovo government and with NGOs). The goal of the semi-structured interviews was
three-fold: a) understand the process beyond the law; b) set a baseline for the quality of
fiscal data; and c) understand the opinion and level of understanding of state officials as
well as the view of civil groups on the applicability BOLD in the national budget plan-
ning process. Content of interview questions was based on the experiences collated from
the international case studies (see above). Questions were structured into four sections:
(i) basic (e.g. demographic) information; (ii) the budgeting process and the role of open
data in it; (iii) opinion about quality of fiscal data (using a 5-level Likert scale along six
dimensions – see Fig. 1); and (iv) open questions about specific (individual) views on
BOLD. Interviews were executed February-June 2020 and interview respondents were
asked to verify interview transcripts. Interviewees were selected using stratified sam-
pling. Selection thus covered three layers, namely Political level; Middle management
(i.e. department heads) and Staff with 2, 3, and 2 interviewees respectively. Entities
approached included Ministry of Finance and Transfers (2), Ministry of Economy (2),
and Ministry of Agriculture, Forestry and Rural Development (3). On top of state insti-
tutions, stakeholders approached included heads of 3 NGOs. In terms of time in office,
respondents were quite experienced ranging from 3 up to 20 years of experience (with
the majority of public servants, 47% having at least 15 years, while NGO personnel had
less than 5 years of experience). Number of subordinates of non-staff ranged from 5 to
22 in total.

6 The Case of Kosovo

6.1 Kosovo History of National Budget Preparation

Kosovo has a short history in terms of budget preparation, following the declaration of
independence in 2008. Since then, there were several developments in terms of modal-
ities of budget preparation, its execution, as well as transparency issues. Following the
approval of the annual Law on Budget, the fiscal year covers the period January to
December. The provisions of the respective law are compulsory for all institutions and
their respective units, which fall within the scope of the Budget of the Republic of
Kosovo. As there was more and more public demand for government data in terms of
budget execution compared to the planned one, Kosovo governments were pushed to
increase budget transparency. Indeed, amidst the evolution of the country’s budgetary
process, the purpose of this research was to get better insights in terms of the potential
application of BOLD in budget planning in comparison to international standards.
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6.2 The Budget Planning Process in Kosovo

The budget process in Kosovo goes through four stages: 1) budget formulation; 2) enact-
ment, 3) execution, and 4) oversight (including auditing). In this paper the focus is
primarily on formulation and oversight (to a certain extent). In addition to the annual
budget, the government develops the Medium-Term Expenditure Framework (MTEF),
which seeks to improve the predictability and sustainability of the budget, covering the
coming fiscal year and estimates of the two following fiscal years.

When preparing the next annual budget, each April the Ministry of Finance (MoF)
issues so-called budget circulars, which provide information and instructions on the
expenditure ceiling for the next fiscal year and specify the coordination process of bud-
get organizations with the MoF. The requests are checked and are corrected if necessary.
The requests are collated, and the draft budget is opened up for public hearings in July
and August. Based on the resulting budget proposals, the Minister of Finance prepares
the Proposed Kosovo Budget and Proposed Appropriations Law for consideration by the
government in September. The government adopts the proposed budget inOctober, while
the Assembly approves by December. In terms of following budget spending, whenever
the Assembly requests it, the Minister of Finance shall, on behalf of the Government,
present to the Assembly a comprehensive report detailing and reconciling the approved
budget spending and appropriations, all subsequent transfers and other changes. Partic-
ipants and their roles are thus as follows: Ministry of Finance (preparation, guidelines,
and consultation), Budgetary organizations (proposals for expenditure), public including
NGOs (attends hearings and comments by raising issues), central government (approval),
Assembly (final approval). For the purposes of ensuring that the budget is implemented
according to the approved budget law, the Assembly exercises budget oversight and to
do this the Assembly requires extensive reporting from the government.

The question is then, how data is utilized in the various steps of this process and
whether the BOLD nature of the data is considered during Steps 1) and 4).

6.3 Data Quality of Budgetary Open Data in Kosovo

Questions about quality received quite diverse responses as the role of ministries in
budget preparation was quite different compared to NGOs. While ministries had to
follow specific templates according to the Law on Budget, the main aim of NGOs
according to the responses received was to comment in terms of economic reasoning of
specific budgetary items and regarding data quality as well.

In terms of composition of data used in budgeting, the main sources are public insti-
tutions. As it is a standard procedure using set templates, data are sourced from the Free
Balance software officially used across all the ministries in the country. Data disposed
are at granular level, by counterparts and type of expenses. This data is supplemented
with private sector data, mainly in relation to capital investment projects of the private
sector (such as highway constructions, etc.), where deployment of specific questionnaire
or survey is needed to collect information. This is also confirmed from the respondents
that apart from the expected 86% that is public sector data, the remaining 14% comes
from private sector sources.
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On the questions concerning the quality of budgetary data, where answers ranged
from 1-worst to 5-best, the average was 2.63: this implies that there is room for improve-
ments. Individual areas covered opinion on accessibility, transparency, usable format,
relevance, metadata, and potential privacy violations. As may be concluded from Fig. 1,
there is amarked difference between the view of NGOs (representing the public) and that
of the public servants: the latter group is consistently more optimistic in every dimen-
sion. While representatives of ministerial agencies claimed that the budget preparation,
execution and data disclosure are quite transparent and they follow international stan-
dards, the main claim of NGO personnel was that data are published with certain delay,
format is not user friendly so they need to do additional data manipulation, and there are
no specific explanations for certain items.

Civil group representatives claim that the data should be published in machine read-
able format suitable for statistical analysis and handling purposes and it should be pub-
lished at amore granular level. They recommend that publication of the chart of accounts
must be mandatory. Another reasoning for the lack of public sector qualitative data is
about the absence of metadata (use of provenance data is limited and clarifications are
lacking). This increases the risk of errorwhen transposing them into readable formats.On
the other hand, public sector servants’ responses rely on current legislative requirements
in terms of compilation (preparation) and dissemination. Still, 29% of them responded
that the quality is on average and there is space for improvement. Some of the reasoning
was that the average quality of public sector data is due to constant increase in the amount
of public sector data.

Fig. 1. Data quality of open government data in Kosovo ( Source: Authors)

Although budget data is publicly available free of charge, Kosovo is still ranked only
76th out of 79 countries according to the international Global Open Data Index (https://
index.okfn.org/). What the index recognizes is that in case of Kosovo government data
are not in fully machine-readable format and are not downloadable at once. Therefore,
recently, the Ministry of Finance introduced a Transparency Portal within its website
(https://ptmf.rks-gov.net/page.aspx?id=2,1), but it still offers only a snapshot of budget

https://index.okfn.org/
https://ptmf.rks-gov.net/page.aspx%3Fid%3D2,1
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spending by ministries covering the period 2015–2020. Absence of time series, along
with two key parameters specified by Global Open Data Index, are still to be addressed.

6.4 Respondents’ Views on BOLD and Its Role in National Budget

Section 4 dealt with respondents’ individual views on BOLD. Regarding personal expe-
rience, almost all of the respondents confirmed they had little direct exposure to BOLD
before. The opinion was that the main precondition to apply BOLD was to increase the
quantity of government data compiled and published in relation to the budgeting process.
In addition, formally linking planning data (as approved) to spending details would be
necessary. Even more crucial is to link spending to economic and other output results
(such as social, health, and other societal and statistical data collected).

Interview responses have also touched on the applicability of BOLD in the dailywork
of interviewees. Respondents were quite optimistic on the role of BOLD in performing
their tasks in relation to the national budget. Both public and NGO officials agreed
that it would have major impact if done properly, due to the constant increase in the
volume of data. BOLD approaches and tools would also assist in extracting the necessary
information to analyse the design and orientation of the state budget andwould enable the
monitoring of the implementation of the planned budget. In addition to that, higher data
volume contributes directly to forecasting of macro-fiscal trends, namely, in producing
the Medium-Term Expenditure Framework.

7 Discussion

In comparison to practices of other developing countries and based on these research
results it is clear, that there is major room for improvement on open government data
in Kosovo in order to meet BOLD standards. In general, the agreement seemed to be
that BOLD is an important concept but not yet applicable in Kosovo budgetary prac-
tices. Immediate preconditions for its applicability concern both quantity and quality
of data published. Kosovo is at a very early level of development regarding openness
of government data. Comparing Kosovo to specific countries mentioned earlier, beyond
issues related technical features of open data expected results heavily depend on the
lack of abilities to link data that is available. However, there was common agreement
(including all levels from staff up to ministerial level) that application of BOLD would
be very beneficial to all stakeholders as they could use their resources more efficiently
by focusing on real social and economic issues based on more advanced analysis.

While increasing the availability, quality and understandability of data is an obvi-
ous condition, improvement in other areas are also required. What should be consid-
ered includes education about BOLD (of both public servants and civil stakeholders),
improved technological capabilities (such as better platforms) and tools (e.g. portals with
semantic abilities). This, of course, assumes a forward looking legal frameworkwith sup-
portive regulations based on a national strategy. Finally, the ecosystem view could be
applied by encouraging various intermediaries to come forward who can promote actual
utilization through various services offered to specific, targeted user groups.
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Although BOLD does not seem to be an applicable concept in Kosovo budgetary
data, yet stakeholders do realize the potential benefits. However, they do not think the
time has come for a full application – neither they seem to bewilling to and, consequently,
ready to handle it. This is underscored by the vastly diverging views of public servants
from that of the NGO representatives over a few key points (such as judgement of quality
performance). Public servants are satisfied with the current direction and speed of the
changes in this matter, while NGOs have little influence on the outcome and are quite
occupied with dealing with the actual budget and spending in order to be able to provide
feedback.

To what extent these findings can be applied to other countries depends on (i) the
approach countries are following in relation to transparency through open government
data; (ii) their willingness to broaden the scope of stakeholders, especially to those with
more critical views on budget issues; (iii) committed economic capacities to develop
new tools; and (iv) improvement of management solutions.

8 Conclusions and Future Research

Based on the responses received so far, main conclusion is that BOLD is still not appli-
cable to Kosovo, among others due to short budgetary data history, and, apart from that,
due to limited data sources. In addition, users are still not so much aware about BOLD,
but they do believe there is opportunity for the application of BOLD inKosovo budgetary
data. Apart from the technological part of BOLD, special attention should be given to
users’ awareness about open government data in general, and to the training of staff
in particular. In the meantime, other factors highlighted by earlier research on national
budgeting may be considered such as strong checks and balances by audit institutions,
data standardization (at least machine readable syntax), and automated data controls as
these could be be quite instrumental in improving the quality of national budgeting and
transparency practices.

In terms of limitations, this research on BOLD in Kosovo had a special focus on data
quality and views of stakeholders, while technological conditions and related costs were
not directly investigated. Future research should follow up on improvements of quantity,
quality, and transparency issues, including their impact on budgetary execution. For
future considerations, results of this research could help responsible stakeholders to
better identify issue to be addressed regarding the openness of open government data,
access timeline, as well as broader inclusion of non-governmental bodies in budget
preparation and execution. Apart from that, other country practices as depicted in this
paper could be followed in order to build on their best practices.

References

1. AlRushaid, M.W., Saudagar, A.K.J.: Measuring the data openness for the open data in Saudi
Arabia e-government-a case study. Int. J. Adv. Comput. Sci. Appl. 12, 113–122 (2016)

2. AlSukhayri, A.M., Aslam, M.A., Arafat, S., Aljohani, N.R.: Leveraging the Saudi Linked
open government data: a framework and potential benefits. Int. J. Mod. Educ. Comput. Sci.
11(7), 14 (2019)



188 M. Geci and C. Csáki

3. Aryan, P.R., Ekaputra, F.J., Sunindyo, W.D., Akbar, S.: Fostering government transparency
and public participation through linked open government data: Case study: Indonesian public
information service. In: 2014 International Conference on Data and Software Engineering
(ICODSE), pp. 1–6. IEEE (2014). https://doi.org/10.1109/ICODSE.2014.7062655

4. Boonlamp, L.: A linked data approach to planning collaboration amongst local governments
in Thailand. In: 2017 2nd International Conference on Information Technology (INCIT),
pp. 1–5. IEEE (2017). https://doi.org/10.1109/INCIT.2017.8257850

5. Davies, T.: Open data in developing countries: Emerging insights from phase I (ODDC
Report). (2014)

6. Dawes, S.S., Vidiasova, L., Parkhimovich, O.: Planning and designing open government data
programs: an ecosystem approach. Gov. Inf. Q. 33(1), 15–27 (2016)

7. Gaventa, J., McGee, R.: The impact of transparency and accountability initiatives. Dev. Policy
Rev. 31, s3–s28 (2013)

8. Gray, J.: Open Budget data: mapping the landscape, Open Knowledge (2015). https://doi.org/
10.2139/ssrn.2654878

9. Hardy, K., Maurushat, A.: Opening up government data for big data analysis and public
benefit. Comput. Law Secur. Rev. 33(1), 30–37 (2017)

10. Höchtl, J., Parycek, P., Schöllhammer, R.: Big data in the policy cycle: policy decisionmaking
in the digital era. J. Org. Comput. Elect. Comm. 26(1–2), 147–169 (2016)

11. IMF GFSM: International Monetary Fund - GFSM. International Monetary Fund, Washing-
ton, D.C (2014)

12. Janssen, K.: Open government data and the right to information: Opportunities and obstacles.
J. Commun. Inf. 8(2), (2012)

13. Janssen, M., van den Hoven, J.: Big and open linked data (BOLD) in government: a challenge
to transparency and privacy? Govt. Inf. Q. 32(4), 363–368 (2015)

14. Janssen, M., Kuk, G.: Big and open linked data (BOLD) in research, policy, and practice. J.
Organ. Comput. Electron. Commer. 26(1–2), 3–13 (2016)

15. Kasymova, J., Ferreira, M.A.M., Piotrowski, S.J.: Do open data initiatives promote and sus-
tain transparency? A comparative analysis of open budget portals in developing countries.
In: Zhang, J., Luna-Reyes, L.F., Pardo, T.A., Sayogo, D.S. (eds.) Information, Models, and
Sustainability. PAIT, vol. 20, pp. 137–155. Springer, Cham (2016). https://doi.org/10.1007/
978-3-319-25439-5_7

16. Klievink, B., Zomer, G.: IT-enabled resilient, seamless and secure global supply chains:
introduction, overview and research topics. In: Janssen, M., et al. (eds.) I3E 2015. LNCS, vol.
9373, pp. 443–453. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-25013-7_36

17. Kuk, G., Davies, T.: The roles of agency and artifacts in assembling open data complementar-
ities. In: Thirty Second International Conference on Information Systems (ICIS), Shanghai,
China. 04–07 December 2011, pp. 1–16 (2011)

18. Luna-Reyes, L.F., Bertot, J.C., Mellouli, S.: Open government, open data and digital
government. Govt. Inf. Q. 1(31), 4–5 (2014)

19. McAfee, A., Brynjolfsson, E.: Big data: the management revolution. Harv. Bus. Rev. 90(10),
60–68 (2012)

20. Musyaffa, F.A., Lehmann, J., Jabeen, H.: IOTA: Interlinking of heterogeneous multilingual
open fiscal data. Exp. Syst. Appl. 147, 113135 (2020). https://doi.org/10.1016/j.eswa.2019.
113135

21. Nurunnabi, M.: Transformation from an oil-based economy to a knowledge-based economy
in Saudi Arabia: the direction of Saudi vision 2030. J. Knowl. Econ. 8(2), 536–564 (2017)

22. Patton, M.: Qualitative Research and Evaluation Methods. Sage, Thousand Oaks (2002)
23. Pignotti, E., Corsar, D., Edwards, P.: Provenance Principles for Open Data. Digital Engage-

ment 2011, pp. 1–6. Newcastle, UK,–6 (2011). http://de2011.computing.dundee.ac.uk/wp-
content/uploads/2011/10/Provenance-Principles-for-Open-Data.pdf

https://doi.org/10.1109/ICODSE.2014.7062655
https://doi.org/10.1109/INCIT.2017.8257850
https://doi.org/10.2139/ssrn.2654878
https://doi.org/10.1007/978-3-319-25439-5_7
https://doi.org/10.1007/978-3-319-25013-7_36
https://doi.org/10.1016/j.eswa.2019.113135
http://de2011.computing.dundee.ac.uk/wp-content/uploads/2011/10/Provenance-Principles-for-Open-Data.pdf


The Potential of BOLD in National Budget Planning 189

24. Rendra, M., Cendekia, I.: The national budget transparency initiative at ministry of finance in
open government data. In: 2015 3rd International Conference on Information and Communi-
cation Technology (ICoICT), pp. 522–527. IEEE, Nusa Dua, Bali, Indonesia (2015). https://
doi.org/10.1109/ICoICT.2015.7231479

25. da Silva Craveiro, G., de Santana, M.T., de Albuquerque, J.P.: Assessing open government
budgetary data in Brazil. In: 7th International Conference on Digital Society, pp. 20–27. The
International Academy Research and Industry Association, Nice, France (2013)

26. Stake, R.E.: The Art of Case Study Research. Sage, Thousand Oaks (1995)
27. Surasvadi, N., Saiprasert, C., Thajchayapong, S.: Budget and procurement analytics using

open government data in Thailand. In: 2017 10th International Conference on Ubi-Media
Computing and Workshops (Ubi-Media). pp. 1–6. IEEE, Pattaya, Thailand (2017). https://
doi.org/10.1109/UMEDIA.2017.8074079

28. Tavares de Santana, M., da Silva Craveiro, G.: Challenges and requirements for the standardi-
sation of open budgetary data in the Brazilian public administration. In Informatik Angepasst
an Mensch, Organisation und Umwelt (INFORMATIK 2013). Gesellschaft für Informatik
e.V., Bonn, Germany (2013)

29. Tygel, A.F., Attard, J., Orlandi, F., Campos, M.L.M., Auer, S.: How much? Is not enough:
an analysis of open budget initiatives. In: Proceedings of the 9th International Conference on
Theory and Practice of Electronic Governance, pp. 276–286. ACM (2016). https://arxiv.org/
abs/1504.01563

30. Wigan, M.R., Clarke, R.: Big data’s big unintended consequences. Computer 46(6), 46–53
(2013)

31. Yin, R.: Case Study Research-Design and Methods. Sage, Thousand Oaks (2003)
32. Bizer, C., Heath, T., Berners-Lee, T.: Linked data - The story so far. Int. J. Semant. Web 5(3),

1–22 (2009)

https://doi.org/10.1109/ICoICT.2015.7231479
https://doi.org/10.1109/UMEDIA.2017.8074079
https://arxiv.org/abs/1504.01563


Smart Cities



Policy Recommendations for Promoting
Touristic Attractivity from Local Government

Perspective in Innovative Environments

Manuel Pedro Rodríguez Bolívar1(B) , Fabiana Roberto2 , and Rosa Lombardi3

1 University of Granada, 18071 Granada Andalusia, Spain
manuelp@ugr.es

2 University of Naples Federico II, 80126 Naples Campania, Italy
3 Sapienza University of Rome, 00161 Rome Lazio, Italy

Abstract. The COVID-19 pandemic situation has had unprecedented negative
consequences in the tourism sector, especially in the hotel industry, which has
implied negative shocks directly and indirectly in city revenues, employment and
economy. Recent research has indicated that technology is becoming central in
finding solutions for tourism recovery through thedevelopment of newor improved
ICT-enabled tourism services, which could help to achieving a higher attraction
of tourists and other sources of foreign investments to cities. This paper there-
fore seeks to analyse the impact of blockchain technologies (BCT) on the tourism
business for attracting new customers to cities with the aim at gaining insights
regarding public policies to be taken by local governments for improving tourism
business in their city. To achieve this aim, this paper provides an empirical research
on the impact of BCT on both lowering prices and improving service quality of
lodging accommodations by a sample of lodging accommodations in different
Italian cities, providing insights to know if the implementation of BCT on hospi-
tality business, can help city governments to improve smart living into the urban
space, deriving some recommendations for city government to take public policies
to favour the implementation of these technologies into the hospitality industry.

Keywords: Smart cities · Touristic attractivity · Blockchain · Hospitality
industry

1 Introduction

The COVID-19 pandemic situation has made central governments of countries across
the world to implement lockdown measures and border closures to save lives. These
public policies have caused business closures due to the downwards of the income and
continued uncertainty affecting negatively both the domestic and international tourism
notably, especially in the hotel industry [1].

Indeed, the hospitality industry is into danger to survive in a post-COVID-19 world
and it has had significant negative shocks in the short run -and it is expected in the long
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run too- in city revenues, employment and economy [2]. There is therefore a need for
city governments to accelerate the recovery of the tourism industry, preparing tourism
activities for a stronger, more sustainable and resilient tourism economy, within the new
post-COVID-19 context [3].

These strategies require ongoing tourism service innovations grounded in the pro-
motion of the digital transition of the hospitality industry [4], mainly to both introduce
product adjustments -for example, non-contact, automated check-in/out processes-, and
support smaller local businesses that are more potentially exposed to the negative effects
of this crisis scenery [5]. Technology has therefore become a central role in finding solu-
tions for tourism recovery through the development of new or improved ICT-enabled
hospitality services [6]. Technology could also make a destination more attractive to vis-
itors impacting on their experiences and satisfaction [7]. Hospitality firms are therefore
pushed to have an innovative perspective to both recover their business and compete in
the short, medium and long-term in the hospitality market [8].

The fast-track implementation of disruptive technologies like that proposed by
Blockchain technology (BCT) could help them to radically transform the traditional
realm of their hospitality operations [9] with a clear impact on room rates and innovated
services. In fact, due to main BCT characteristics (decentralization, transparency, proof
of work, immutability and security), this technology provides faster and anytime trans-
actions, better security and privacy, reduced costs, automatization and higher confidence
in the process [10]. All these advantages of BCT are not only beneficial for hospitality
owners but also for improving customer experiences reducing both room prices and
waiting time for checking-in and out processes.

Under this framework, hospitality industry is actively investing in BCT-based
start-ups or platforms (decentralized Apps -DApps-) with the aim of better connect-
ing/interacting with the customers [11] with the offer of lower room rates and bet-
ter hospitality services -rated into the DApps platforms-, due to its capacity for better
understanding of tourist preferences [12].

Nonetheless, in general, despite the growing importance of BCT for city devel-
opments and the growing BCT-based hotels booking platforms launched, only a few
researchers have done empirical studies with respect to BCT applications in tourism and
travel industry [13]. It denotes an absolute need for more research to advance the under-
standing of the nature and functioning of this emerging technology (ETs) in tourism
sector, since literature in the subject is still making its first steps [14]. In addition, this
research could help cities to wonder the need of undertaking strategies for promoting
new technological infrastructure and innovative spaces for the introduction of ETs in
smart tourism business into the city, expediting the widespread deployment of the BCT
[9].

Under this context, this paper therefore seeks to analyse the impact of BCT on the
tourism business for attracting new customers to cities with the aim at gaining insights
regarding measures to be taken by local governments for improving smart tourism busi-
ness into their cities. To achieve this aim, this paper is focused on the impact of BCT on
both lowering prices and improving service quality of lodging accommodations.

The remainder of this paper is as follows. The next section describes the need for
enhancing smart business in the hospitality industry in cities for improving urban areas,
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analysing the impact of tourism activities on city revenues and the innovation role on
touristic attractivity, deriving some hypotheses formulation. Then, the empirical research
is undertaken describing the sample selection, the research methodology used to test the
hypotheses proposed and the analysis of results. Finally, the discussion and conclusion
section highlights the main findings and brings the paper to an end.

2 The Need for Enhancing Smart Business in the Hospitality
Industry for Improving Smart Tourism in Cities

Prior research has traditionally indicated that governments at National and/or Regional
level are responsible of tourismdevelopment through the issuance of regulations, tourism
planning and development [15]. However, in the last years, the focus put on the smart
city movement has made tourism both to be increasingly linked to the urban area and
to require cities to improve their attractiveness and functioning of visiting areas [16].
Nowadays, city governments need to put cities into action transforming places of cultural
significance into places of consumption, and requiring city government investments in
infrastructure facilities [17], technology and innovation to better cope with increasing
tourist numbers and expectations [18] with the aim at attracting sustainable revenues to
their cities [19].

According to prior research, technological and innovative environments produced
into the smart tourism contexts are the major factors for destinations to become more
competitive and sustainable [20]. Innovation is especially essential for hospitality orga-
nizations’ success because it allows gaining a greater market share, competition and
differentiating themselves from competitors [21] and let them to generate innovative
services that generate customer value co-creation process [22].

In the last years, BCT has opened new opportunities for hotel competition in the
market based on the level of differentiation, mainly taking the approach of both room
rates [23] and the production of innovative services [24]. Small and medium enterprises
(SMEs) on lodging accommodations -b&b, hostels or apartments- being early adopters
can improve their position in the hospitality market if disruptive technological innova-
tions are implemented, obtaining commercialisation flexibility advantages over rivals
[25].

Under this framework, pricing strategies of lodging accommodations are relevant
when examining the impact of radical technological innovations [26]. As these tech-
nological advances are immersed into the smartness of the urban area, many cities are
putting a lot of effort into the digital transformation of the entire tourism value chain
[27].

Therefore, it is expected that cities located on innovative regions could help the
hospitality industry to embrace emerging IT prior to other different destinations [28].
An important effect of BCT implementation in the hospitality industry is the fix of
different room rates in lodging accommodations located in cities in innovative regions
vs non-innovative cities based on their current market based on online travel agencies
(OTAs). The following hypothesis is thus derived:
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H1. There are no differences on dynamic price dispersion among the lodging accom-
modations located in innovative versus non-innovative cities with the implementation
of BCT markets regarding those based on traditional OTAs markets.

On another hand, service innovation matters when guests are selecting a hotel, mak-
ing necessary the implementation of metrics for impact and outcome assessment [29].
Prior research has indicated that online reviews provide feedback on service innova-
tion helping firms in service improvement [30] and are used by tourists to select an
accommodation, mainly when they are disclosed together with numerical rating details
because it increases both booking intentions and consumer trust [31]. Also, in the OTAs
market, customers providing a holistic evaluation of all the hospitality service attributes
has different influence on choices according to hotel star ratings [32].

BCT is a technology capable to ensure genuine and trustworthy online reviews
creating a unique private key for each identity with several independent verification
processes embedded into ranking and review systems [33], which ensures reduced rates
of manipulation or duplication of reviews in the OTAs market [34]. Therefore, online
reviews using BCT in hospitality seem to be more trusted than those posted using OTAs
and could differ from them. Nonetheless, as far as we know, there are no studies testing
online reviews and ratings on the hospitality BCT market and its comparison with those
based on the OTAs markets. Therefore, the following hypothesis is derived:

H2. There are no differences on online ratings among the lodging accommodations with
the implementation of BCTmarkets regarding those based on traditional OTAs markets.

In brief, there is a need for empirical evidence to understand the impact of BCT
on room rates and service innovation, which affects the visitor attraction to cities. It
should be a driver for city government to take public policies fostering technological
environments for the hospitality industry. Therefore, an empirical research on sample
Italian cities is undertaken in the next section of this research.

3 Empirical Research

3.1 Sample Selection

EUMember States are among the world’s leading tourist destinations, contributing 10%
to EU GDP and creating jobs for 26 million people [35]. This paper is focused on
Italy, which is one of the most representative EU countries in terms of destinations for
non-residents (217 million nights) and global tourism destinations [36]. In addition,
in recent years Italy has enhanced online sales, being the 2nd European country by
revenues obtained through online booking platforms and is one of the countries in which
hospitality competition is higher [37] and the share of medium size hotels (25–99 rooms)
in relation to the share of bed-place capacity (in all types of establishments) is higher
[35]. Finally, Italian governments and tourism business are now seriously considering
how ETs -especially BCT- can contribute to their growth and create new opportunities
for post-COVID 19 outbreak recovering [38]. Thus, Italy fits well with the aim of this
research.
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The empirical research was conducted selecting accommodation in 4 Italian cities
included into the latest official touristic report providedby the Italian Institute of Statistics
[39] -the twomost touristic cities (Rome andMilan) and the two less touristic citieswhich
are not considered as “smart cities” (Rosolina andSorrento)- [28]. These cities are located
in innovative (Milan and Rosolina) and non-innovative regions (Rome and Sorrento).
Consistently with the aim of this study, all sample lodging accommodations located
in these sample cities are using DApps for capturing tourists to their accommodations
and have implemented BCT for operational processes such as, for example, automated
check-in and check-out systems [40], which could have an impact on room booking
prices and service quality. Thus, this sample selection fits well with the aim of the paper
and the hypotheses testing proposed in this research.

3.2 Methodology of Research

Our empirical research selected 3 leading OTAs by revenues in 2019 according to the
companies’ financial statements (Booking Holdings, Expedia Group and Ctrip) and 4
Blockchain DApps based on the possibility of paying through a specific token owned
by the platform (LockTrip, Trippki, Travala and Xceltrip).

The three sample OTAs are the main ones in its sector by turnover [41] and hold
86% of the total revenues [42], whereas the four sample DApps create a model with 0%
or very low commissions, allowing accommodation owners and users to obtain different
benefits from the use of BCT.

On each of the platforms and for each sample destination, we selected 6 different
types of accommodation facilities: a) 5 *, 4 * and 3 * hotels; and b) b&b, apartment and
hostel, which represent the main non-hotel categories [43].

The selection was made according to the following criteria, verified at the time of
the search: 1) evaluation of the property by Booking.com guests, which is OTAs market
leader; 2) presence of the structure on at least 2 platforms and 3) distance from the city
center less than 5 km. Table 1 displays the sample accommodation facilities selected.

Table 1. Accommodation selected.

Source: author’s elaboration. 
Legend: N.A. means not available. 
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On each of the selected OTAs and DApp platforms and for each sample accommoda-
tion, we collected information about token prices (and Bitcoin prices) during the period
Oct-Nov 2019 (before the COVID-19 pandemic) and the quantity of rooms offered in
each structure.

All information was collected by simulating the booking of a room at the date of the
search and at 1, 3 and 6 months before the check-in date. This information provides the
support for hypothesis testing (H1). In addition, we gathered data about ratings of both
the general service of each one of sample accommodations and the services provided by
each one of them (location, staff, cleanliness, comfort, value for money, facilities, free
WiFi, amenities, vibe, bar, breakfast, food, room and wellness area). This information
was useful for testing hypothesis 2.

The data are shown displaying descriptive statistics. Hypotheses have been tested
usingWilcoxon test due to violation of normality assumption [44]. TheWilcoxon paired-
sample test could be a powerful test of the null hypothesis of differences between paired
attributes of the dynamic price dispersion of room bookings and rating differences based
on BCT vs OTAs [45].

3.3 Analysis of Results

Descriptive Statistics. Descriptive statistics for price dispersion (see Table 2) show that
price dispersion is generally higher in BCT markets for all cities and booking horizons
analysed in this study. There are some particular exceptions in which price dispersion
is slightly higher, but not significant, in OTAs markets (for example, at 6-months prior
the check-in date, hotel price dispersion in Rosolina). Price dispersion is also generally
higher in both the most touristic cities (Rome -mainly focused on b&b and hotels- and
Milan) and the b&b lodging accommodations, than in the less touristic cities (Sorrento
and Rosolina) or in hotels and apartments in all the booking horizons.

Table 2. Descriptive statistics in price dispersion between OTAs and BCT DApps (H1).

Source: author’s elaboration. 
Legend: N.A. means not available. 
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Finally, results do not show a clear trend regarding price dispersion in innovative
cities (Milan and Rosolina) vs non-innovative cities (Rome and Sorrento). Also, hostels
in innovative cities generally obtain higher price dispersion in OTAs markets whereas
this is not true in non-innovative cities. Lastly, whereas price dispersion for apartments
and b&b is increasingly positive when the booking horizon is longer, price dispersion
in hotels decreases as the booking horizon is longer.

Regarding rating scores, Table 3 shows that rating scores included in OTAs plat-
forms are generally both higher than those in BCT DApps (see mean scores) and more
homogenous (see standard deviation scores).

Table 3. Descriptive statistics in online ratings between OTAs and DApps (H2).

Source: author’s elaboration. 
Legend: N.A. means not available. 
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However, although general ratings are similar on OTAs vs BCT platforms, there are
differences mainly focused on some services provided by the lodging accommodations.
To begin with, OTAs platforms do not display rating scores about lodging services
provided by apartments. Also, additional services like vibe, bar, breakfast, food, room
or wellness area are not scored in lodging accommodations that provide these services.
Finally, the main differences are focused on both additional services like cleanliness,
facilities and free WiFi, and on aspects like comfort or value for money.

Finally, maximum and minimum rating scores are usually higher in OTAs market
than in BCT DApps, mainly in the cheapest lodging accommodations (3-star hotel,
apartments, b&b and hostels), where differences are higher see Table 3.

Hypotheses Testing. Table 4 collects information regarding dynamic price dispersion
between OTAs and DApps in cities located in innovative vs non-innovative regions.
Results show that price dispersion in cities located in innovative regions is often higher
than in non-innovative cities except for hostels. This difference is significant inWilcoxon
test at 1% of significance level (p < 0.01), which means that the mean values of price
dispersion are not the same into the sample cities located in innovative vs non-innovative
regions. Therefore, the attributes compared are significantly different and hypothesis 1
cannot be supported.

Table 4. Hypotheses testing using the Wilcoxon test (H1 and H2).

Source: author’s elaboration. 
Legend: a. RatingBCT < RatingOTAS; b. RatingBCT > RatingOTAS; c. RatingBCT = RatingOTAS; d. 
THREERATBCT < THREERATOTAS; e. THREERATBCT > THREERATOTAS; f. THREERATBCT = 
THREERATOTAS; g. FOURRATBCT < FOURRATOTAS; h. FOURRATBCT > FOURRATOTAS; i. 
FOURRATBCT = FOURRATOTAS; j. FIVERATBCT < FIVERATOTAS; k. FIVERATBCT > 
FIVERATOTAS; l. FIVERATBCT = FIVERATOTAS; m. BBRATBCT < BBRATOTAS; n. BBRATBCT 
> BBRATOTAS; o. BBRATBCT = BBRATOTAS; p. HOSTELRATBCT < HOSTELRATOTAS; q. 
HOSTELRATBCT > HOSTELRATOTAS; r. HOSTELRATBCT = HOSTELRATOTAS; s. is based on 
negative range; t) H3INNOVABCT < H3INNOVAOTAs; u) H3INNOVABCT > H3INNOVAOTAs; v) 
H3INNOVABCT = H3INNOVAOTAs; w) H3NOINNOVBCT < H3NOINNOVOTAs; x) 
H3NOINNOVBCT > H3NOINNOVOTAs; y) H3NOINNOVBCT = H3NOINNOVOTAs. N.A. means Non-
available data. 
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As for the analysis of the rating scores, Wilcoxon test confirms the existence of
differences in the services provided by lower-quality lodging accommodations. Except
for apartments which are not scored in the OTAs platforms, hypothesis 2 cannot be
supported for the particular case of 3-star hotels (significance level at 10% -p > 0.1-),
b&b (significance level at 1% -p > 0.01-) and hostels (significance level at 5% -p >

0.05-). The highest differences in the rating scores of the services provided are focused
on b&b and hostels accommodations. By contrast, differences for general rating scores
in all sample accommodations are not statically different.

4 Discussion and Conclusions

The effective development of new innovative services will be increasingly important for
the hospitality industry to recover its financial health in the post-COVID19 period, espe-
cially as a result of not only rapid developments in new technologies but also the changes
in customer needs or preferences [46]. This research has put the focus on the implemen-
tation of DApps for room booking services, analysing the impact of these technologies
on both market competition and attraction of new customers to lodging accommodation,
which will increase the city revenues. The empirical analysis has been scrutinised in
Italian sample cities examining price dispersion in room bookings and service quality
of lodging accommodations measured by customers’ ratings of the different hospitality
services provided.

On the whole, findings demonstrate that BCT implementation can help lodging
accommodations to attract a higher number of visitors to the city, lowering room prices
and improving the service quality. In particular, price dispersion is generally higher in
BCT markets in all sample cities and booking horizons. Therefore, the implementation
of BCT helps tourism business to increase competition into the market and, could help
SMEs to survive and recover their financial health in the post-COVID19 situation. This
finding requires city governments to support the implementation of this ET which will
allow the economic recovery of the city: a) supporting SMEs to be competitive in the
hospitality market; and b) attracting more visitors to the city increasing the business into
the city and city revenues.

Future research should therefore analyse the different technological investments of
city governments and its impact onboth the economyand, the social area of the urban con-
text.Also, city governments could promote the implementationofETs through rewarding
programs. For example, interested city governments could provide financial compen-
sations to citizens that comply some sustainable practices. The required transactions
for these compensations could be carried out by blockchain to meet trust, security and
timeliness [47]. This way, ETs could be introduced into the culture of the city (business
and citizens) becoming it smart.

On another hand, findings demonstrate that high-quality hotels obtain no differences
in their rating scores comparing OTAs vs BCT hospitality markets, mainly due to the
high-quality accommodation services they provide. Nonetheless, the lower quality in
lodging accommodations, the higher differences regarding rating scores. It could indicate
that the perceptions of customers about accommodation service quality are only clearly
different when a determinate level of service quality is not reached.
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Besides, findings indicate that main differences in rating scores among sample lodg-
ing accommodations (higher rating scores in OTAs markets) are based on both the addi-
tional services they provide (cleanliness, facilities and free WiFi) and on aspects like
comfort or value for money. This is especially true for lower-quality accommodations,
indicating that customers searching lower-quality accommodations using DApps could
be perhaps more focused on chosing their lodging accommodation by room price than
on the additional services provided by the lodging accommodation.

Therefore, it would be relevant for city governments to create innovative hubs into
the city for implementing ETs in tourism business with the aim at increasing the service
quality and innovation, as a main source for higher competition and touristic attractivity.
Future research could thus analyse whether innovation hubs in smart cities have led to
quality improvement in tourism services and its impact on the economy of the urban
context.

In brief, ETs have come to be main drivers for service innovation and service quality
in the urban context. City management should put attention to these technologies to
increase the smartness of the city and improve the resilience of cities to face disasters
like the COVID19 pandemic situation, preparing business to fast-track recover their
financial health and the normal business activity of the city.
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40. Foris, D., Crihălmean, N., Pănoiu, T.M.: The new technologies and sustainable practices in
hospitality. Bull. Transilv. Univ. Brasov Econ. Sci. Ser. V 13(2), 65–74 (2020)

41. Statista Homepage. https://www.statista.com/statistics/647374/worldwide-blockchain-wal
let-users/. Accessed 15 Sep 2021

42. Prieto, M.: The State of Online Travel Agencies. https://medium.com/traveltechmedia/the-
state-of-online-travel-agencies-2019-8b188e8661ac. Accessed 15 Sep 2021.

43. Confesercenti Homepage. http://www.assohotelconfesercenti.it/allegati/4/2/426/allegati/Ind
agine%20Ufficio%20Economico.pdf. Accessed Accessed 15 Sep 2021

44. Good, P.: Permutation, Parametric, and Bootstrap Tests of Hypotheses 3. Springer, New York
(2005)

45. Wilks, S.S.: Mathematical Statistics. John Wiley & Sons, Inc., New York (1962)
46. Kitsios, F., Kamariotou, M.: Service innovation process digitization: areas for exploitation

and exploration. J. Hosp. Tour. Technol. 12(1), 4–18 (2019)
47. Gupta, Y.S., Mukherjee S.: A study on smart cities using blockchain. In: Dawn, S., Balas,

V., Esposito, A., Gope, S. (eds.) Intelligent Techniques and Applications in Science and
Technology. ICIMSAT 2019. Learning and Analytics in Intelligent Systems, vol. 12, pp. 111–
118. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-42363-6_13

https://www.e-unwto.org/doi/pdf/10.18111/9789284419470
https://ec.europa.eu/eurostat/statistics-explained/index.php%3Ftitle%3DTourism_statistics_-_nights_spent_at_tourist_accommodation_establishments.
https://www.oliverwyman.com/content/dam/oliver-wyman/v2/publications/2020/To_Recovery_and_Beyond-The_Future_of_Travel_and_Tourism_in_the_Wake_of_COVID-19.pdf.
https://www.istat.it/it/files/2018/11/report-movimento-turistico-anno-2017.pdf
https://www.statista.com/statistics/647374/worldwide-blockchain-wallet-users/
https://medium.com/traveltechmedia/the-state-of-online-travel-agencies-2019-8b188e8661ac
http://www.assohotelconfesercenti.it/allegati/4/2/426/allegati/Indagine%2520Ufficio%2520Economico.pdf
https://doi.org/10.1007/978-3-030-42363-6_13


Understanding the Factors that Affect Smart
City and Community Initiatives: Lessons

from Local Governments in the United States

Xiaoyi Yerden1 , J. Ramon Gil-Garcia1,2(B) , Mila Gasco-Hernandez1 ,
and G. Brian Burke1

1 University at Albany, State University of New York, Albany, NY 12222, USA
{xzhao6,jgil-garcia,mgasco,gburke2}@albany.edu
2 Universidad de Las Americas Puebla, Cholula, Puebla, Mexico

Abstract. With urbanization, cities around the world have experienced increas-
ingly complex issues that are difficult to solve using traditional strategies. So,many
local governments have started smart city initiatives in order to address commu-
nity issues, improve quality of life, achieve sustainable development, and, overall,
make their cities smarter. As a multidimensional concept, smart city contains dif-
ferent components. In addition, to successfully implement smart city initiatives,
local governments need to takemultiple factors into consideration. Based on a sur-
vey of local governments in the United States, this article identifies what factors
affect smart city and community initiatives. Overall, the analysis shows that the
level of economic development, the existence of a smart city office, the availability
of local government funding, the skill level of local government staff, adopting a
collaborative approach, and citizens’ current IT skills all have a significant posi-
tive impact on the extent that a local government invests in smart city projects. In
addition, city governments invest in significantly more types of smart city projects
than villages.

Keywords: Smart city · Local government · Influential factors · Governance ·
Citizen

1 Introduction

With increasing urbanization, cities have experienced new issues that could be described
as wicked or tangled and that are difficult to address using traditional models and strate-
gies [1, 23]. The smart city concept has emerged and been adopted by many local
governments as a strategy to look for alternative solutions to better address commu-
nity issues, improve quality of life, achieve sustainable development, and overall, make
cities smarter. In the last two decades, when talking about smart city development,
it mainly emphasized the utilization of information and communication technologies
(ICTs) to improve city infrastructures and services, and most of the existing definitions
then viewed technology as one of themain components of smart cities [2].More recently,
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researchers have started to recognize the importance of social aspects in smart cities and
advocate to adopt a socio-technical view [3–5]. Currently, even though there is still no
consensus on the definition of smart city, it seems that there is an agreement that smart
city is a multidimensional and multifaceted concept [3, 6, 21].

Recognizing the different contexts in which smartness development occurs (villages,
towns, cities andmegacities, etc.) and conceptualizing smartness beyond technology and
closely related to people’s living in different communities, the discussion of smartness
development has not been limited to the urban environment [18, 22], the concept of
smart community has been more discussed and was defined by Nam & Pardo [3] as “a
community broadly ranging from a small neighborhood to a nation-wide community of
common or shared interest, whose members, organizations, and governing institutions
are working in partnership to use IT to transform their circumstances in significant ways”
[pp. 286].

In addition to research that discusses the characteristics of smart cities and smart
communities, more recent studies have focused on how to develop smart cities and com-
munities. For example, Oktaria et al. [7] concluded that services in different aspects, such
as transportation, health, safety, education, and housing are all needed in the develop-
ment of smart cities. Mora and colleagues [8, 9], based on an extensive literature review,
summarized a set of dichotomies that questionwhether smart city development should be
based on: (1) a technology-led or holistic strategy, (2) a double or quadruple-helix model
of collaboration, (3) a top-down or bottom-up approach, and (4) a mono-dimensional
or integrated intervention logic. However, there is still a need for empirical studies that
focus on the factors that influence smart city development across a wide range of cities
and communities. This article contributes to filling this gap by surveying local govern-
ments in the United States and analyzing their perspectives on what factors are affecting
smart city development in their communities.

This paper is organized into six sections, including the foregoing introduction.
Section two presents our review of existing literature, which includes a conceptual model
of smart city and community development and presents the hypotheses of this study.
Section three briefly describes the research approach used in this paper, including the
design and administration of a national survey to local governments across the United
Sates. The section also provides some details about the survey responses and our analysis
approach. Section four presents our main results as a regression analysis on the impact
of multiple factors on the development of smart cities and communities. Section five
discusses some of our main findings and compare them with previous research. Finally,
section six presents some concluding remarks and suggests ideas for future research.

2 Factors that Affect Smart City Development

The development of smart cities and communities is affected by multiple success factors
and several studies have explored some of those factors of smart city and community
development. For example, recognizing the uniqueness of different cities, Harms [10]
proposed six critical success factors that can be used when developing a smart city strat-
egy, which go from a clear vision to a city-wide smart strategy. Sujata and colleagues [11]
designed a framework of developing smart city initiatives with identify six significant
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pillars: social, management, economic, legal, technology and sustainability. Myeong
and colleagues [12] examined the internal and external determinants of smart cities and
their priorities through an analytic hierarchy process analysis, they suggested that citizen
participation with multi-communication channels should be included in the process of
smart city development. Based on a few of these previous studies [11, 12, 14], we are
grouping the factors into five categories: 1) external environment; 2) organization; 3)
governance; 4) technology; and 5) citizen. In addition, to strengthen our model, we are
also considering literature on the development of e-government at the local level [13–15,
17]. Figure 1 shows the conceptual model that guides our study.

Fig. 1. Factors affecting smart city and community development

External Environment. With the urbanization, cities and communities are facing great
challenges in solving complex and diverse urban problems [12]. In the meantime, gov-
ernment are also facing increasing and changing demands from the citizens [13], both
external pressures force the government to change its traditional working methods and
start to adopt smart city approach to address community issues and better serve the
citizens [1, 12, 23]. Previous research also mentioned that the diversity in cities and
communities, especially the level of economic development (usually refers to the citizen
median household income [14]), greatly impacts the opportunities for developing and
implementing new government initiatives, in this case, the implementation of the smart
city initiatives [1, 14-15]. Communities that are in disadvantage of economic develop-
ment, may bemore eager to start smart city development butmay facemore challenges in
doing so due to limited resources compared to the communities who are rich in funding
and resources. The size of population served by the local government is another factor
that was mentioned to have an impact on adopting IT innovation [14]. Based on this, we
hypothesize that:

H1. Pressures to solve complex problems and increasing demands from citizens
positively influence the development of smart cities and communities.
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H2. A higher level of economic development positively influences the development
of smart cities and communities.

H3. The size of the population served by a local government influences the
development of smart cities and communities.

Organization. Local government is themain actor that leads the smart city and commu-
nity development. The diversity of local governments in different cities and communities
is found to have an influence in smart city and community development. The diversity
mainly shows in the organization structure, the types of local governments, funding, staff
skills, and organization culture. First, creating a dedicated and high-power smart city
office helps form and lead collaborative efforts among different stakeholders in devel-
oping smart cities and communities [16]. Type of local government refers to whether the
local government is in a county, a city, a town, a village, etc. It is a factor that was found
to have an impact on adopting IT innovation [14, 22], which could be seen as related to
smart city initiatives. Funding is an important and necessary financial resource that sup-
ports smart city and community development. The availability of funding on smart city
development influences the available options and possibilities in implementing smart
city initiatives [14-15, 17]. Project leaders and team members with strong technical
skills and expertise were identify as important factors in adopting IT innovation [16-17].
Organization culture that is in favor of innovation is also mentioned as a facilitator in
government innovation [15]. Based on this, we hypothesize that:

H4. The existence of a smart city office within the local government positively
influences the development of smart cities and communities.

H5. The type of local government influences the development of smart cities and
communities.

H6. The availability of local government funding positively influences the develop-
ment of smart cities and communities.

H7. A higher skill level of local government staff positively influences the
development of smart cities and communities.

H8. An innovative organization culture in a local government positively influences
the development of smart cities and communities.

Governance. Governance is defined as “regimes of laws, administrative rules, judicial
rulings, and practices that constrain, prescribe, and enable government activity, where
such activity is broadly defined as the production and delivery of publicly supported
goods and services.” (p. 235) [1]. Among previous studies, legislation and policy, offi-
cial strategy, leadership, and collaboration are the most mentioned factors related to
governance that will influence the development of smart city and community. To smooth
the implementation of smart city initiatives, it is important to remove legal and regula-
tory barriers and establish up-to-date legal framework and supportive policies to guide
the practice of smartness development [1, 13–15, 17]. The adoption of ICTs in smart
city development provides opportunities for innovation, but could also raise people’s
concerns about privacy and information security. The availability of appropriate regu-
lations and policies could help alleviate this problem [1, 15, 17]. The existence of an
official strategy provides a clear vision that helps maintain the direction of smart city
development and specific plans on how cities use their resources to achieve their goals
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of smart city development [10, 13, 15, 17]. The presence of formal and informal leader-
ship is important for good governance and the top management support is important for
government innovation [1, 14]. Supportive leadership in leading smart city development
is related to good ICT knowledge and great social skills [12, 13, 16, 17, 22]. Collabo-
ration among different stakeholders is important to smart city development. Adopting
a participative approach that encourages co-creation and co-development could be seen
as key to the success of smart city initiatives [13, 15, 16]. Based on this, we hypothesize
that: H9. The existence of supportive legislation and policy positively influences the
development of smart cities and communities.

H10. The existence of regulations and policies that protect information privacy and
security positively influences the development of smart cities and communities.

H11. The existence of an official smart city strategy positively influences the
development of smart cities and communities.

H12. Supportive leadership in a local government positively influences the develop-
ment of smart cities and communities.

H13. A collaborative approach positively influences the development of smart cities
and communities.

Technology. The development of ICTs is the foundation of smart city development.
Using ITCs to address urban problem is the major task in development smart cities and
communities. The existence of a reliable ICT infrastructure makes it easier to success-
fully implement innovative initiatives, because it provides supports to further developing
existing systems and services [1, 12, 15]. Based on this, we hypothesize that:

H14. The existence of a reliable ICT infrastructure positively influences the
development of smart cities and communities.

Citizen. In addition to beneficiaries of smart city development, citizens should also
be seen as important actors in the design of those initiatives [19, 20]. Citizen’s educa-
tional attainment and IT skills are often mentioned as factors that influence citizen’s
acceptance and adoption of government innovative services. In the context of smart
city development, these two factors may also affect citizen’s abilities to participate in
the development of smart cities and communities [14, 15, 17, 23]. Training and educa-
tion are also important strategies to improve citizens’ readiness in understanding and
participating in developing smart cities and communities [15, 18]. Increased citizen par-
ticipation could also be seen as essential to enhance democracy, since citizens are able
to express their needs and opinions for smart city initiatives to truly address community
needs [1, 12]. Based on this, we hypothesize that:

H15. A higher citizen educational attainment positively influences the development
of smart cities and communities.

H16. A higher level of citizen IT skills positively influences the development of
smart cities and communities.

H17. The availability of training and education opportunities for citizens positively
influences the development of smart cities and communities.

H18. Citizen engagement positively influences the development of smart cities and
communities.
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3 Research Approach

3.1 Survey Design

For testing these hypotheses, a survey was designed and distributed to local government
leaders and IT professionals across the United States, since these are the type of actors
that are often involved in the development of smart cities and communities. The survey
was sent through a SurveyMonkey email invitation from September to October, 2020.
Reminders were sent to non-responders on a weekly basis, and follow-up phone calls
were conducted with 10% of the sample randomly. Later, we also shared the survey link
with local government associations across the United States and asked them to share
the survey link with their local government members on our behalf (from November to
December, 2020). In total, we received 167 responses. Before we distributed the survey,
we conducted two pretests and one pilot test with 5% of the sample (N= 243) to assess
and adjust the survey instrument and administration process.

The questions included in the survey were based on the model presented in Fig. 1.
Among the independent variables, someweremeasured using scaled-response questions
(Likert scale 1–10). The value of external forces is the average score of its two indica-
tors, namely urban problem and citizen demand. Funding (availability) was measured
by the extent of adequate funds for smart city development. Staff skill was measured by
the level of skills and knowledge of the local government staff that support smart city
development. Organization culture was measured by how much it supports innovation.
Legislation and policy was measured as the average score of the availability of for-
mal, clear, up-to-date laws and specific policies. Regulation on IT security and privacy
was measured as the average score of protective regulation on IT security and privacy.
Leadership was measured as the average score of leaders’ ICTs knowledge, how much
he/shewas respectedwithin the local governments, and the existence of informal leaders.
Collaboration was measured as the average score of internal collaboration among local
government departments, and external collaboration between the local government and
other community stakeholders. Existing IT infrastructure was measured as the availabil-
ity of reliable and integrated technology infrastructures. Citizen current IT skills was
measured by the level of citizens’ digital literacy and skills. Training and education was
measured as the availability of training opportunities for citizens to improve their digital
skills. Citizen engagement were measured using the extent that citizen participate in
designing and implementing smart city initiatives.

Some variables were measured using open-ended questions, such as the size of pop-
ulation served by the community, the percentage of funding that the local government
has dedicated to smart city development, and the type of the local government. Some
were measured using multiple-choice questions. For example, we were asking whether
they have a smart city office that supports the smartness development in their commu-
nity, and whether they have an official smart city strategy that guides their smartness
development. Economic development and citizen educational attainment were variables
measured using secondary data from the Census.1 The dependent variable smart city
and community development was measured by the total amount of types of smart city
projects that the local government has invested in.

1 Source: US Census Bureau 2015–2019 American Community Survey 5-Year Estimates.
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3.2 Sample and Methods

For the 167 responses that we received, we used the multiple imputation technique
to address missing data in scale-response and open-ended questions. In the end, 143
responses were used in our descriptive analysis and 98 responses were used in the
regression analysis. Among the local governments that participated in our survey, about
half of the local governments are cities. One third of them has an annual budget that
is between 5 to 10 million dollars. About 20% of the respondents are town managers.
About 40% of them have less than five year of experience in their current position. In
this study, we first conducted descriptive analysis on the variables included in the model,
then a multiple regression was conducted to test which factor has a significant impact
on the development of smart cities and communities.

4 Results

Table 1 shows the descriptive analysis of the factors and dependent variable that we
included in this study. We can see that among the samples in our study, the average
number of the types of smart city projects that the local government has invested is still
quite limited (less than 4). Less than 17% of the local governments have a smart city
department that supports their smartness development, and less than 12% of them have
an official smart city strategy to guide their smartness development. About the influential
factors, protective regulations and policies on IT security and privacy exist in most of
the local governments, and citizens’ participating in designing and implementing smart
city/community initiatives is the least mentioned by local governments.

Before hypothesis testing, all the assumptions were checked, including linear rela-
tionship between independent variables and the dependent variable, independence
of errors, multicollinearity, normality, and homoscedasticity of the errors. Table 2
summarizes the results of the multiple regression.

We can see that in this model, 42.4% of the variance in the local governments’
investment in smart city projects can be explained by all these factors included in the
model, once adjusting for the number of variables included. Looking at the impact of
each individual factor, the result shows that economic development (β= .403, p= .005),
organization structure (β = .186, p= .068), staff skills (β = .355, p= .023), percentage
of funding (β= .204, p= .031), collaboration (β= .210, p= .081) and citizen current IT
skills (β = .301, p = .017) all have a significant positive impact on the extent that local
governments invest in smart city projects. And compared to city governments, villages
have significant less investment in smart city projects (β = −260, p = .012). Overall,
hypotheses 2, 4, 5, 6, 7, 13 and 16 are supported by the data from this study.

5 Discussion

This quantitative study was conducted to investigate what factors have a significant
impact on the development of smart cities and communities. Based on the results of
multiple regression, the level of economic development, the existence of a smart city
office, the availability of local government funding, the skill level of local government
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Table 1. Descriptive statistic of independent and dependent variables

Variables Mean/Percentage Sd. dev.

DV: Smart city projects (0–10) 3.682 2.059

IV1: External forces 6.082 1.980

IV2: Economic development 61131.694 26592.384

IV3: Size of population served 43438.174 80712.729

IV4: Organization structure Yes: 16.8%
No: 83.2%

IV5: Type of local government
(Dummy variables)

County: 12.6%
Township: 2.1%
Town: 19.6%
Borough: 3.5%
Village: 13.3%

IV6.1: Adequate funding 3.874 2.468

IV6.2: Percentage of funding (0–100) 4.481 6.413

IV7: Staff skill 4.907 2.418

IV8: Organizational culture 5.412 2.351

IV9: Legislation and Policy 3.535 2.041

IV10: Regulation on IT security and privacy 6.493 2.061

IV11: Official smart city strategy Yes: 11.8%
No: 88.2%

IV12: Leadership 4.772 2.140

IV13: Collaboration 6.168 2.147

IV14: Existing IT infrastructure 6.036 2.527

IV15: Citizen educational attainment (0–1) .880 .070

IV16: Citizen current IT skills 5.094 2.012

IV17: Training and education 4.767 2.259

IV18: Citizen engagement 3.482 2.268

staff, adopting a collaborative approach, and citizens’ current IT skills all showsignificant
positive impact on the extent that a local government invests in smart city projects. And
there is a significant difference between city governments’ investment in smart city
projects and village governments’ investment. Consistent with previous research [15],
the level of the economic development, as one of the elements in the domain of external
environment, is proven to have a significant positive impact on the development of
smart cities and communities. Communities with high level of economic development
usually have funding and resources,which help themdevelop the necessary infrastructure
and capabilities, especially IT-related, to support the development of smart cities and
communities.
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Table 2. Results of the regression analysis: smart city development

Unstandardized
coefficients

Standardized
coefficients

B Std. error Beta Sig.

(Constant) 4.061 2.693 .136

IV1: External forces .040 .094 .039 .669

IV2: Economic development 3.120E-5 .000 .403 .005***

IV3: Size of population served 5.126E-7 .000 .020 .857

IV4: Organization structure 1.005 .543 .186 .068*

County
Township
Town
Borough
Village

.420
−1.951
−.364
−1.198
−1.519

.557
1.304
.546
1.268
.587

.072
−.135
−.064
−.083
−.260

.453

.139

.507

.348

.012**

IV6.1: Adequate funding −.205 .150 −.246 .175

IV6.2: Percentage of funding .066 .030 .204 .031**

IV7: Staff skill .303 .130 .355 .023**

IV8: Organizational culture −.015 .128 −.017 .906

IV9: Legislation and Policy −.181 .156 −.179 .251

IV10: Regulation on IT security and privacy −.198 .125 −.198 .117

IV11: Official smart city strategy −.551 .626 −.085 .382

IV12: Leadership −.067 .219 −.070 .760

IV13: Collaboration .201 .114 .210 .081*

IV14: Existing IT infrastructure −.008 .086 −.010 .924

IV15: Citizen educational attainment −5.658 3.491 −.192 .109

IV16: Citizen current IT skills .308 .126 .301 .017**

IV17: Training and education .051 .098 .056 .607

IV18: Citizen engagement .266 .171 .294 .124

R2: .560

Adjusted R2: .424

Note: *p < 0.10, **p < 0.05, ***p < 0.01

Our results are also consistent with previous research that argue that the different
capabilities and resources of local governments lead to different performance in terms
of the development of smart cities and communities [14–17]. In our study of local
governments, having a dedicated smart city office, more funding dedicated to smart city
development. and staff with higher skills all prove to have a significant positive impact on
the development of smart cities and communities. Villages seem to invest in significant
fewer smart city projects than city governments, which may be due to a lack of financial
and human resources or the fact that they have different needs in their communities.
Collaboration among different stakeholders, as one of the most mentioned governance
factors by previous research [10–13, 15, 16], has a significant (although at the 0.10
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level) positive impact on the development of smart cities and communities. A holistic
collaborative approach in developing smart cities and communities could help mobilize
multidisciplinary resources to better address issues and make a community smarter.

Citizens are not only final users, but also participants in smart cities [19, 20]. Their IT
skills show a significant positive impact on the development of smart cities and commu-
nities. This finding is consistent with previous research that emphasized the importance
of citizens’ IT skills which not only affect citizens’ awareness of the smart city concept,
but also their abilities to participate in developing smart cities and communities and to
use smart city programs and services [14, 15, 18, 23]. It is somewhat unexpected that
none of the variables related to the governance category, with the exception of collabo-
ration, has a significant impact on the development of smart cities and communities in
our study. For instance, several previous studies have stated that supportive legislation
and regulation, the existence of an official smart city strategy, and supportive leadership
are all factors that will benefit the development of smart cities and communities [10, 12,
14–17]. However, from these variables only collaboration was statistically significant in
our study.

6 Conclusion

Local governments have adopted smart city strategies to face a variety of challenges
in their communities. Previous research has identified factors related to external envi-
ronment, organization, governance, technology and citizens as all having an impact on
the development of smart cities and communities. This study shows that the level of
economic development, the existence of a smart city office, the availability of local
government funding, the skill level of local government staff, adopting a collaborative
approach, and citizens’ current IT skills all have a significant positive impact on the extent
to which a local government invests in smart city projects. In addition, city governments
invest in significantly more smart city projects than villages.

The findings are based on a national survey to local governments across the United
States. However, at least in part due to the COVID-19 situation, we had a very low
response rate. Therefore, the results should be further tested in different context and
attempting to have a higher response rate. In addition, future studies should be conducted
to refine the constructs in the model and re-test the influence of these factors with
samples from different countries or different levels of government in the United States.
Finally, in-depth case studies should be also conducted to better understand how and
why these factors influence the implementation of smart city initiatives in different cities
and communities around the world.
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Abstract. About 6,000 years after the emergence of the first cities, humanity faces
the challenges and consequences of the development of cities, which threaten the
quality of life of people and the world environment. To date, more than half of
world’s population live in urban areas and, by 2050, one estimates that almost 70%
of them will live in cities. Thus, in order to avoid a total collapse, cities’ urban
planning must be rethought urgently by means of new planning and management
models largely supported by robust digital technologies, innovations and a sus-
tainable agenda. In this scenario, the concept of smart city emerges yet without a
formal consensus. Smart city definitions have been derived from interdisciplinary
concepts applied to cities most of them based on the management and heavy use
of information and communication technology in cities. Thus, to allow a better
comprehension of what is understood by smart city mainly under the perspective
of emerging markets, this work seeks to identify what is the social representation
of smart city amongst Brazilian citizens, comparing same to the extant literature
on smart city definition.

Keywords: Smart city ·Mobility · Sustainability · ICT · Social representation
theory

1 Introduction

After many centuries of development and as the urban population have grown at an
increasing rate, cities have become increasingly complex and important [1, 2]. This
high-speed population growth tends to worsen more and more the urbanization process
[3]. One estimates that, by 2050, almost 70% of the world’s population will live in cities
[4]. This growth has made the management of cities increasingly complex, creating
great challenges for their sustainable development, such as respect for the environment,
provision of adequate transport, energy, and health for the community, in addition to
attention to citizens, among others. Thus, there is an urgent need to find smarter ways
to overcome these new challenges faced by cities worldwide [5, 6].

In this context of concern with the risks arising from the accelerated growth of
the urban population, associated with an urgency for the search for sustainability, the
concept of smart city emerges associated with several definitions and encompassing,
among others, the domains of technology, public policies, society, and politics [7]. Thus,
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as there is still no single definition for the concept of smart city [1], a research gap opens
up to refine its conceptualization.

Amid a scenario of challenges and possibilities, in addition to the lack of a consensual
and comprehensive definition for the smart city construct, it is common to have questions
about what leads a city to be considered smart or what are the main characteristics of a
smart city.

As such, to improve the understanding of that social phenomenon and thus contribute
to local development, this study aims to identify how Brazilian citizens perceive smart
cities by using the Social Representation Theory [8].

The Social Representation Theory (SRT) is an efficient approach to better understand
constructs in the Information Systems area [9], complyingwith the requirements tomake
clear the definition of a construct [10]. Thus, this paper aims to answer the following
research question: what is the social representation of smart city for people in Brazil?

The focus in Brazil is supported by the very fact that the Brazilian context can be
considered a proxy for other emerging economies in which concerns to smart cities.
This statement can be backed by a double evidence. First, Brazil, like other emerging
economies, has few smart city initiatives. Second, Brazil presents significant challenges
for implementing smart cities, being the main one an inefficient connectivity infrastruc-
ture, besides a still large digital divide, which has limited the design and implementation
of smart cities in the country, as well as in other emerging economies.

This article is divided into four sections after this introduction. The next section
presents the theoretical background used in this work. Then, the methodological pro-
cedures adopted are described so that, in the next section, the results are presented. In
the last section, the results are discussed, and the conclusions of the study are unveiled,
including its implications for academia and public policy, as well as its limitations.

2 Theoretical Background

2.1 Smart City

The rapid growth of urban populations has led to several problems for the basic operation
of a city, such as: poor waste management, scarcity of resources, pollution, deterioration
of public health, traffic congestion, etc. [11]. Toovercome these challenges,manycities in
theworld have sought to be bettermanaged through the intensive use of new technologies,
in order to guarantee adequate living conditions for their citizens in a context of rapid
growth. In this context, the concept of smart city emerges [5].

However, there is so far no consensus on the definition of the “smart city” construct.
In fact, the term smart city has been used around the world under different names and
circumstances, which has generated several conceptual variants for same [1, 7].

In fact, smart city is an interdisciplinary concept, whose sub-construct “smart” is not
easy to define since it can be associated with different areas and connotations [12]. The
first attempts to define this concept focused on the intelligence provided by information
and communication technology (ICT) to manage various operations in a city, revitalize
its economic opportunities, and strengthen its global competitiveness. Subsequently, the
studies expanded their scope to include other issues, such as sustainability, quality of
life, and services for citizens [3, 7].
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The concept was used, for the first time, to highlight the importance of ICT to
overcome the challenges faced by modern cities [13, 14]. Thus, the use of ICT has been
considered a key factor to provide intelligence to a city, as it allows to detect, monitor,
and control most services in same [7].

Academics point out problems associated with the concept of smart city, such as the
dissonance between the construct and its reality and the difference between a true smart
city and one that simply has amarketing label [15]. However, although there are different
definitions for a smart city, some points in common appear in most of them: (1) the use
of ICT in the city; (2) the presence of physical and network infrastructure; (3) better
provision of services to the population; (4) the integration of systems and infrastructures
that allow social, cultural, economic, and environmental development; and (5) the vision
of a better future [11]. Despite this, the lack of consensus on a single definition for smart
city has led to the formulation of different concepts on the topic.

In this research, 21 articles were obtained from a literature review on the concept
of smart city. Analyzing these articles, 16 categories were found with significant asso-
ciation with the subject, as shown below in decreasing order of the number of related
articles, namely: Technology (21), Sustainability (21), Innovation (20), Services (20),
Economy/Business (20), Infrastructure (20), Quality of Life (20), People (20), Mobil-
ity/Transport (19), Planning (19), Society (19), Integration (19), Efficiency (18), Culture
(18), Connectivity (16), and Security (16).

To consolidate and summarize the theoretical framework on smart city, Table 1
was organized, showing the 16 categories that present a significant association with the
subject. The table identifies, for each publication, whether the category in question was
cited by it. In addition, Table 1 is ranked according to the categories most frequently
present in the publications, whose count appears in the final line.

2.2 Social Representation Theory

Conceived in the 1960s by SergeMoscovici, the Social Representation Theory (SRT) has
become one of the predominant approaches to understand the development of common
sense in different human groups [8, 16, 17].

The emergence of any social representation always coincides with the emergence of
an unprecedented situation, an unknown phenomenon, or an unusual event [8]. Actually,
social representations are not the product of society, but of the social groups that comprise
it [18].

Academics conceptualize social representations as images that bring together mul-
tiple meanings, so that people can interpret what is happening [19]. Thus, social rep-
resentations consist of a set of information, beliefs, opinions, and attitudes obtained to
conceptualize a specific object through the organization and structuring of this set of
elements [19].

Central Nucleus Theory. A social representation comprises two subsystems: the cen-
tral nucleus and the peripheral system [20]. All representations are organized around
a central nucleus, being this a fundamental element as it determines the meaning and
organization of the representation [21]. The central nucleus is, therefore, strongly linked
to the collective memory and history of the social group considered [21]. The central
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nucleus comprises, therefore, the fundamental meanings of the representation, namely
those that give it identity [20] - in this case, the smart city.

Table 1. Smart cities main categories from the literature review

On the other hand, the peripheral system addresses the differences in perception of
the subjects involved in the research, thereby supporting the group’s heterogeneity, and
accommodating the contradictions brought by the immediate context [9, 22, 23]. It is
composed of elements around the central nucleus that the individual may revise and
negotiate. It constitutes a protection shield for the central nucleus, allowing exchanges
with other groups. It therefore enables the evolution of the social representation without
modifying same [9, 23].

3 Methodological Procedures

This study uses a quali-quantitative methodological approach, the data being collected
via thewords evocation technique and analyzed bymeans of the four-quadrant technique,
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namely Vergès’ quadrants. Data collection took place between April and June 2020.
Questionnaires were sent by email, in addition to direct messages via social networks.

The questionnaire had two parts, totaling 25 questions, namely: part 1 with 12 ques-
tions, including the word evocation test and other information about smart city; part 2
with 13 questions related to the sample profile. The questionnaire was validated by two
specialists in SRT and word evocation technique.

3.1 Sample

The sample included participants with the following profile: over 18 years old, with
higher education and who were not completely unaware of the term smart city. To com-
pose the sample, 1,100 people were contacted, of which 348 accepted the invitation.
Of this total, 284 fully answered the questionnaire and the remaining 64 left the ques-
tionnaire incomplete, being therefore eliminated. In addition, of the 284 respondents
considered, 205 said they have heard about smart city (72%), against 79 respondents
who said they did not know the term (28%). These latter were also discarded. Thus, the
final sample comprised 205 respondents.

3.2 Word Evocation Technique

There are distinct techniques to identify social representations, such as the words evoca-
tion technique [24]. Thewords evocation technique herein adopted is based on collecting
words expressed by the respondents when a specific suggestive word or expression is
presented to them orally or in writing [25]. Thus, in this work, the participants were
asked to list the five words or expressions that immediately came to their minds [9]
when they were faced with the expression smart city. The words evoked were then ana-
lyzed using the four-quadrant technique developed by Pierre Vergès, by means of which
the words evoked were divided up and grouped into categories or clusters associated
with the social representation under study [22, 26]. The software EVOC was used to
perform this operation. The four-quadrant technique cross-checks evocation frequency
of the categories – of a quantitative nature – with the order of evocation of same – of a
qualitative nature, as seen in Fig. 1 [27, 28].

The average frequency of evocation (AFE) is calculated by the total number of
evocations over the total number of distinct evoked words [9]. Furthermore, the average
order of evocation (AOE) of a category is obtained by considering the average order in
which the words pertaining to this category were evoked by the respondents, namely
first, second, third, fourth or fifth place. The average of the AOE is then obtained by
dividing the sum of all AOEs calculated by the number of distinct categories.

3.3 Vergès’ Four-Quadrant Technique

The following steps constitute theVergès’ four-quadrant technique: i) organization of the
words evoked into categories; ii) calculation of the frequency of evocation of the words
via EVOC; iii) calculation of the average order of evocation of the categories via EVOC;
iv) deployment of the reference points (averages) such that the categories are placed
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Fig. 1. Vergès’ four-quadrants technique

correctly within Vergès’ four-quadrant technique, i.e., calculation of the AFE and mean
figure for the AOE via EVOC; and v) individual comparison of the values referring to
the categories with the AFE value and the mean figure for the AOE, whereby the Vergès’
framework of smart city is obtained [20, 24].

In thiswork, categorieswere sought to fulfilVergès’ quadrants,with special emphasis
on same located in the upper left quadrant, referred to as the central nucleus, and in
the lower right quadrant, referred to as the peripheral system [24, 27]. The lower left
quadrant (contrast zone) and upper right quadrant (first periphery) merely permits an
indirect interpretation of the social representation, as they represent cognitions that are
not as close to the central nucleus [27].

4 Results

4.1 Central Nucleus and Peripheral System

To define the central nucleus and the peripheral system, the participants had to answer
the following question: “When you think of smart city, what are the first five expressions
that come to your mind? ” From the 205 questionnaires considered, 1,025 evoked terms
were obtained (five per questionnaire), being used the Excel and EVOC software to
generate the results. Once the tabulation of the results was performed, 88 different terms
were obtained, which were grouped into 12 categories or clusters.

Then, it was verified which categories would be placed in the four quadrants of
Vergès, with emphasis on the central nucleus and the peripheral system. For this, the
minimum value of the evocation frequency was calculated. Academics [45] point out
that the frequency that represents the average of evocations is academically accepted as
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the minimum frequency for studies on social representation - in this research, this figure
was 22.

Of the 162 different categories surveyed, 12 were evoked 22 or more times (7.4% of
the total). Technology was the most cited category (8.6%), followed by Mobility (8.2%)
and Sustainability (6.7%).

A final step for assembling the quadrants is the calculation of the AOE (Average
Order of Evocation), which represents the weighted average of the average order of
evocation of each category i evoked (AOEi). Thus, of the 1,025 words evoked, 162
distinct categories were created, of which 12 (74% of 162) reached an AFE (average
frequency of evocation) of at least 22. That way, it was possible to build the Vergès’
quadrant generated by EVOC, composing the social representation of smart city, as
shown in Fig. 2.

Fig. 2. Smart city social representation

5 Discussion and Conclusions

By means of the social representation of smart city, it is possible to identify the cate-
gories that are most strongly associated with this concept - that is, the categories that
represent the collective thinking of the research sample carried out in Brazil. Academics
then suggest a comparison between the social representation found and the theoretical
references on the concept under analysis [20] – in this case, smart city.

As one can see in Fig. 3, all categories of the central nucleus of the social represen-
tation - technology, mobility, sustainability, connectivity, quality of life - are among the
most cited by the theoretical references.

Innovation, Services, Economy, and Infrastructure are very common themes in the
theoretical references, but they are not part of the central nucleus according to the words’
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Fig. 3. Smart city social representation vs. theoretical references

evocation technique, although innovation is part of the contrast zone of the social rep-
resentation. Besides, People, Society (also called Citizen Participation) and Culture do
not appear in the social representation but are among the most cited subjects in the
theoretical references. Security appears less prominently in the theoretical context, also
remaining absent in the central nucleus.

However, a fact that draws attention in this study is the strong presence of the cate-
gories Culture and Citizen Participation in the theoretical framework on smart city and
conversely their almost total absence in the respondents’ evocations. The Culture cate-
gory appears related to smart city in 18 of the 21 articles in the theoretical framework.
For example, in the ontological framework proposed by Ruhlandt [44], Culture appears
as one of the enablers of intelligence of a city. Although it does not reach the same
weight as other categories such as Technology, Environment, and Infrastructure, it still
has prominence. Culture also figures as an important component in the rankings of smart
cities [45], which consider the number of museums, art galleries and theaters, as well
as the spending on leisure and recreation, as a reflection of the city’s commitment to the
theme [45].
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The importance given to cultural aspects by developed countries, therefore, is quite
different from that of Brazil. Culture does not appear in any of the 1,025 words evoked.
One explanation may be the low importance of this category in the lives of Brazilians
when compared to the diverse and enormous basic difficulties faced locally. Therefore,
amid so many categories related to smart city, the Culture dimension is still not seen by
Brazilians as a priority need.

Citizen Participation is another category that presented very low representativeness
among the citations. However, the participation of citizens in the management of cities
appears as an essential issue when talking about smart cities in developed countries
[46]. Academics point to an evolution from the concept of smart city to “smart human
city”, focusing on the human aspect of cities, where a new type of governance is needed
to plan and develop cities that take care of their citizens’ interests [47]. However, for
this to happen, citizens must be involved in the planning and execution of smart city
projects, assuming that cities are willing to open their databases. In Brazil, there is still
a huge gap to be covered in terms of transparency and social participation. However, in
recent years, with the advent of ICT, which allows greater access for citizens to public
actions through websites and applications, it is already possible to see the emergence
of citizens showing greater interest in government initiatives and seeking a more active
participation in issues related to their cities [43].

5.1 Research Implications

In discussions and planning about smart cities, it is important to have prior knowledge
of the common sense about this subject. While there are excellent foreign examples
of successful smart city initiatives, their mere replications in the context of emerging
economies can be a resounding failure. Thus, the use of social representation is quite
relevant for a deeper understanding of the perceptions of society or groups of local
decision makers on the concept of the smart city. That way, this research can be a
catalyst for raising local issues that can be solved through smart city initiatives.

This study, therefore, aims to help academics and public policy makers alike to
understand how smart city initiatives can be successful in cities located in emerging
markets.

5.2 Research Limitations

This research has limitations as detailed below.
Initially, the sample of respondents was very concentrated (over 90%) in the wealth-

iest states of Brazil - Rio de Janeiro and São Paulo. These two states account for about
30% of the Brazilian population. Thus, this research is not fully representative of the
Brazilian population, although these states have as their capitals the two largest Brazilian
cities - São Paulo and Rio de Janeiro.

In addition, the identification of the categories of the central nucleus of social repre-
sentation was carried out through the interpretation of the evoked expressions and their
consequent consolidation into categories. Therefore, this process may have given rise
to bias in the interpretation, although two invited scholars have helped in the quality
control of this categorization.
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Finally, as detailed in the introduction of this research, Brazil was considered a proxy
for other emerging economies, regarding the implementation of smart city initiatives.
However, although there are huge similarities of contexts in these countries, it cannot
be guaranteed that the social representation of smart city in Brazil corresponds exactly
to the same to be found in other emerging economies.

5.3 Final Remarks

As demonstrated in the scientific literature, smart city is a polysemic construct, encom-
passing and linking a wide range of concepts and areas. Therefore, to make sense of the
potential of smart cities, it is necessary to understand the demographic, environmental,
economic, and institutional context in which they are implemented [48].

There is no doubt that smart cities have brought many opportunities to everyday
life through ICT - the main factor for the advent of this new paradigm. However, smart
city is not just about ICT, since some other critical categories, such as Quality of Life
and Sustainability, to name just a few, are becoming increasingly associated with smart
cities.

In sum, it is imperative to have defined, in a univocal way, what is a smart city. It is
hoped that this work has helped clarifying this important issue.
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Abstract. This study aims to investigate trust factors affecting the use and adop-
tion of e-government services, which lead to civic engagement. The constructs
identified in this study are related to the theories of technology adoption in addi-
tion to trust constructs: trust in government, trust in technology, and trust in e-
government. The study adopted the quantitative approach and surveyed more than
500 individuals in Kuwait. The findings indicate positive correlations between
research constructs. Moreover, trust factors and perceived usefulness are found to
be critical factors in the adoption and use of e-government services which greatly
contribute to the achievement of civic engagement.
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Trust in e-government · Adoption · Perceived usefulness · Civic engagement

1 Introduction

The past decades have witnessed a decline in government trust to a great extent [48].
Trust in government,which encapsulates the interaction between government institutions
and the public, has been investigated by a number of researchers as the decline of trust
in government is considered one of the dilemmas of modern governance [48]. Craig
[19], Hetherington [28] and Norris [40] in their research found a significant association
between the declining trust in government and the decline in political participation.
Moreover, citizens have been isolated from community life, and their ability to articulate
demands for a good government that ensures quality of life has noticeably decreased [33,
35]. Norris [40, p. 113] reports: “There iswidespread concern that the public has lost faith
in the performance of the core institutions of representative government, and it is hoped
that more open and transparent government and more efficient service delivery could
help restore that trust”. The use of Information and Communication Technology (ICT)
in governments has introduced new forms of interaction that could enhance different
types of relationships, including a government–public relationship [50, 56].

The proposals of e-government initiatives have served as solutions for meeting
citizens’ needs and expectations, improving public-government communication and
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increasing trust in governments [47]. Therefore, many local, regional, and national gov-
ernments around the world have adopted ICT solutions to offer effective government
information and services, to achieve economic and social development, and to enable
social inclusion [10]. West [57] and Lollar [37] projected that e-government and its
use help bring about positive change in citizens’ beliefs about government effective-
ness and re-build citizens’ trust in government. E-government projects have introduced
several opportunities for online interactions, which subsequently empower citizens at
various levels, such as: information accessibility, political participation, influencing gov-
ernment decisions, linking groups to the broader community, and making governments
more accountable to their citizens [2, 8, 10].

There is a growing body of literature that investigates trust in e-government, for
example: [29, 45, 47]. Other research focuses on e-government and user engagement
[17, 27, 31], that has contributed greatly in developing an understanding of the impact of
ICT on civic engagement [34]. Moreover, researchers have indicated that some political
behaviours have linked trust and civic engagement [43, 50] that such linkage is com-
plex, and trust is the “magic elixir for civic engagement” [50]. However, the literature
has little explanation on the relationships between building trust in e-governments, the
adoption and use to e-government and civic engagement. Moreover, to the best of the
researcher’s knowledge, studies on such relationships in developing countries, specifi-
cally in the Middle East, are either non-existent or insufficient. In previous research, we
validated the research model of trust factors that are expected to have significant rela-
tionships with the adoption of e-government services and leading to civic engagement
[4]. Therefore, this study is a continuation of previous research that aims to investigate
trust factors (technology, government, and e-government) related to the use and adop-
tion of e-government for civic engagement, using Kuwait as an example of a developing
country.

The paper is organized as follows: Sect. 2 presents the literature review followed by
the background of the study in Sect. 3. Then, Sect. 4 describes the research model and
hypotheses. The methodology used is the study is explained in Sect. 5. The findings of
the study are depicted in Sect. 6. Finally, the discussion and conclusions are presented
in Sects. 7 and 8 respectively.

2 Literature Review

Many studies in the literature have provide evidence that trust is an important factor
in the acceptance and adoption of e-government services [16]. Trust has been defined
as “a psychological state comprising the intention to accept vulnerability based upon
positive expectations of the intentions or behavior of another” [46, p. 395]. Several
researchers found that the use of e-government services is correlated with the trust in
government; for example: [15, 41, 55, 57]. Other researchers, conversely, found that
trust in government is not necessary for using e-government services; for example: [29].
Scholars have also explored the relationship between the citizens’ use of e-government
services and their trust in technology. A study investigating the relation between trust
and e-government [18] found that citizens with higher perceptions of technological and
organizational trustworthiness, have higher trust in e-government. Users with positive
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experience of the technology and satisfactory use of the services are more likely to
develop a positive attitude and thus adopt online services than those with a negative
experience [52]. Horsburgh [29] confirms that users’ trust in technology is more likely
to increase as their personal information is not misused by authorities or released to third
parties. Internet business is linked to Internet experience that novice users are less likely
to conduct business online than experienced users [25]. Also, security and reliability of e-
services are themost important dimensions that, if experienced, would incline customers
to report a positive experience of e-services [52]. Similarly, Dutton and Shepherd [21]
found that trust in the Internet would shape the future of online services. Such trust is
undermined by negative experiences while using the Internet, such as computer viruses.

Once citizens’ adoption of e-government services is achieved, it should have an
impact on their engagement as it is associated with the successful e-government and its
sustainability [17, 31]. Civic engagement which enhances social trust, norms, and val-
ues [26], could be a “bit of everything”: political participation, volunteering, community
services, and social networks and interpersonal trust to associational involvement [1, 11,
22, 44]. Not only civic engagement stems from trust, but also can lead to greater trust
[22]. Putnam confirms [38] that there is a relationship between civic engagement and
trust, however it is complex. Also, Brehm and Rahn [13] found a linkage between civic
engagement and trust. Gil de Zúñiga et al. [27] found that individuals were more likely
to display political behavior and engage in civic life in both online and offline conver-
sations. Several researchers found that civic engagement is significantly related to the
participation in the political process of government; for example: [9, 24, 51]. Moreover,
the use of available e-government information and services and interaction platforms
with government allow direct contact and interactionwith governments, thereby promot-
ing transparency, participation, and collaboration [12, 30]. However, Jaeger and Bertot
[30] argued that the use of new technologies might marginalize disadvantaged people
that did not have access to the Internet.

To sum up, the review of the literature identifies trust in government and technology
as factors significant in the adoption of e-government.Moreover, the use of e-government
positively impacts civic engagement which has a significant association with trust.

3 Study Background

E-government initiative has been adopted in Kuwait since 2000 as a tool to improve the
government’s performance, and services and to promote transparency [5, 36]. A lot of
efforts are devoted to the improvement of e-government in Kuwait to present govern-
ment information and services needed by the public [32]. Although many government
organizations and ministries have produced government information and offered ser-
vices online using ICT tools, such as websites and social media networks, the adoption
of such e-government is still limited. According to the United Nations E-Government
Survey 2020 [49] Kuwait has shown a substantial development in e-government as it is
ranked 46 out of 193 countries in 2020 compared to its 63 rank in 2012. E-government
in Kuwait has been investigated from different perspectives by a number of researchers,
such as its benefits, challenges and adoption [5–7]; however, to the best of the researcher’s
knowledge, little is known about public trust in e-government that leads to civic engage-
ment. This limitation in the literature has commended to conduct this study to fill the
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gap by investigating the trust factor and how it is associated with the adoption factors of
e-government information and services that lead to achieving civic engagement.

4 Research Framework

Technology acceptance and adoption theories, such as theory of reasoned action (TRA)
[23], technology acceptance model (TAM) [20], theory of planed behavior (TPB) [3],
and unified theory of acceptance and use of technology (UTAUT) [53], have been exten-
sively used in the literature to investigate and discuss the acceptance and adoption of
e-government services. Such empirical studies have identified numerous factors related
to e-government adoption, such as perceived usefulness, perceived ease of use, sub-
jective norms, intention to use and attitude behavior. However, other important factors
relating to trust and culture have little been considered with adoption theories, such as
[45] and [54]. Thus, based on the literature review, this study focuses on trust as an
important factor related to the adoption of e-government. Other factors that enhance
trust in e-government services are also considered. The following factors are identified
and expected to be significantly correlated with the adoption e-government services and
have positive impact on civic engagement:

• Trust in government (TG) has been found to be associated with the trust in e-
government services [15]. It refers to one’s perceptions regarding the integrity and
ability of the agency providing the services [15]. Therefore, the following hypothesis
is developed:
H1: Trust in government has significant relationship with trust in e-government.

• Trust in technology (TT) has also been found to be associated with the trust in e-
government [29]. Users having positive experiences with the technology would trust
e-government as they feel that their personal and financial information are secure.
This leads to posit the following hypothesis:
H2: Trust in technology leads to trust in e-government.

• Trust in e-government (TEG) is the outcome of citizens’ trust in government and
technology [14]. Such construct depends also on other personal characteristics, such
as age, and gender. Once citizens have trust in e-government, they becomemore likely
to increase their intention to use (IU) and adopt e-government services. Intentions to
use (IU) e-government services is one of the main factors that measures the citizens’
use of e-government services. The following hypothesis is suggested:
H3: There is significant relationship between trust in e-government and intention to
use.

• Perceived usefulness (PU) of e-government services is also an important factor for
enhancing trust in e-government and increasing citizens’ intention behavior. It is “the
degree that users believe that a particular system facilitates their activity” [20]. If users
perceive that e-government facilitates their interaction with government, they become
more likely to trust e-government services and intend to use e-government services.
The following hypothesis is suggested:
H4: Perceived usefulness positively influences trust in e-government.
H5: Perceived usefulness positively influences intentions to use e-government.
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• Civic engagement (CE) as defined by the world bank [58] is the “participation of pri-
vate actors in the public sphere, conducted through direct and indirect interactions of
civil society organizations and citizens-at-large with government, multilateral insti-
tutions and business establishments to influence decision making or pursue common
goals”. As e-government services are adopted and used by citizens, this means that
citizens become able to interact and engage with government, and thereby achieving
civic engagement. The following hypothesis is developed:
H6: There is significant relationship between trust in e-government and civic
engagement.

Appendix 1 presents the constructs used in the study and the related statementswhich
have been modified to reflect the context of the study.

5 Methodology

This study aims to investigate trust factors affecting the use and adoption of e-government
services, which lead to civic engagement. The quantitative approach was adopted in this
study for data-collection using a questionnaire survey method. The survey tool was
designed in a clear and straightforward way, using simple language as it targets various
groups in the community with different educational, cultural, and social backgrounds.
The questionnaire is divided into two main sections: the first section gathers demo-
graphic information of respondents and their technology proficiency; the second section
investigates the identified research constructs as respondents should give their opinions
using a Likert scale ranging from 1 “strongly disagree” to 5 “strongly agree”.

The questionnaire was designed in both English and Arabic. This gives everyone
residing in Kuwait the opportunity to participate in the study. To ensure the validity
and reliability of the questionnaire, a panel made up of two faculty members from the
Information Studies Department and one statistician revised the survey for any errors
or ambiguities. All corrections and changes suggested by the panel were taken into
consideration. Moreover, a pilot study was undertaken using 50 participants to evaluate
the feasibility of the questionnaire statements. The 50 questionnaire responses were
statistically analysed and the suggested changes were made to ensure better clarity of
statements. The questionnaire targeted individuals in Kuwait who are eligible to use e-
government services, mainly those who are 18 years old and above. A non-probability,
convenience samplingmethodwas employed to target a large number of participants. The
questionnaire was distributed by hand and online using email and social media networks
to reach as many individuals as possible. Luckily, 524 responses were received. Data
extracted from questionnaire responseswere analyzed using SPSS andMinitab software.

6 Results

6.1 Demographic Characteristics

The demographic characteristics of the sample shows that the majority of respondents
were 348 females (66.4%) and 176 males (33.6%). The most respondents (244) were
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aged between 18 and 25 (46.5%), and 323 of them (61.6%) hold undergraduate degree.
The majority of questionnaire respondents 482 (92%) were Kuwaiti nationals and 377
of them (71.9%) had excellent technology skills, as shown in Table 1.

Table 1. Demographic characteristics of the research sample

Demographics Frequency Percent

Gender Male 176 33.6%

Female 348 66.4%

Age 18–25 244 46.5%

26–35 161 30.7%

36–45 51 9.7%

46–above 68 13%

Education High School 59 11.3%

Diploma 55 10.5%

University Degree 323 61.6%

Graduate Degree 87 16.6%

Technology Skills Poor 2 1.5%

Good 145 27.7%

Excellent 377 71.9%

Nationality Kuwaiti 482 92%

Non-Kuwaiti 42 8%

6.2 Validity and Reliability of Constructs

The factor analysis is used in the statistical data analysis of this study to reduce the
dimensionality of data sets and to identify the validity and reliability of research con-
struct items. The reliabilities of the constructs are greater than 80% of the Cronbach
alpha coefficient, which proves high internal consistency between instruments for each
construct. Also, the explained variance is larger than 70%, indicating excellent good-
ness of fit of the model and valid constructs. Factor loadings, which are greater than
50%, reflect the degree of association between instruments and the construct it mea-
sures. Once each construct and its instruments are identified, we express each construct
as a weight average. These averages are used to model the relationship between Civic
engagement (CE) as a dependent variable, and a set of predictors including: Trust in
government (TG), Trust in technology (TT), Trust in e-government (TEG), Intention to
use e-government (IU), and Perceived usefulness of e-government (PU).

6.3 Measurements of Construct

Table 2 indicates statistical analysis results of the sample data to show that respondents
displayed positive attitudes towards trust in technology (Mean= 3.8, p-value= 0.000),
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trust in e-government (Mean = 3.8, p-value = 0.000), intension to use (Mean = 3.6,
p-value 0.000), perceived usefulness (Mean= 3.6, p-value= 0.000). Respondents were
neutral in their attitudes towards civic engagement (Mean = 3.0, p-value = 0.967).
On the contrary, respondents expressed negative attitudes towards trust in government
(Mean = 2.2, p-value 0.000).

Table 2. Description of constructs and their measurements

Construct N Mean Std. deviation Std. error mean Sig. (2-tailed)

TG 524 2.20 .856 .037 .000

TT 524 3.81 .922 .040 .000

TEG 524 3.85 1.023 .044 .000

CE 524 3.00 1.240 .054 .967

IU 524 3.62 1.066 .046 .000

PU 524 3.63 1.112 .048 .000

6.4 Research Construct Correlations

The Correlation Coefficient test was conducted to show if there is a relationship between
two variables (constructs) and indicates the direction of the relationship. The results
indicate that all research constructs are positively correlated with each other and greater
or equal to r = 0.22, p-value = 0.000. Trust in government has positive and significant
correlations with Trust in technology (r= 0.25, p-value= 0.000), trust in e-government
(r = 0.30, p-value = 0.000), civic engagement (r = 0.22, p-value = 0.000), intention
to use e-government services (r = 0.30, p-value = 0.000), and perceived usefulness (r
= 0.27, p-value = 0.000). Trust in technology has moderate positive and significant
correlation with trust in e-government a moderate positive and significant correlation
with trust in e-government (r = 0.44, p-value = 0.000), intention to use e-government
services (r = 0.48, p-value = 0.000) and perceived usefulness (r = 0.45, p-value =
0.000); however a weak positive and significant correlation with civic engagement (r
= 0.32, p-value = 0.000). Trust in e-government has strong positive and significant
correlation with intention to use e-government services (r= 0.72, p-value= 0.000) and
perceived usefulness (r= 0.72, p-value= 0.000), and amoderate positive and significant
correlation with civic engagement (r = 0.52, p-value = 0.000). Civic engagement also
has a strong positive and significant correlation with perceived usefulness (r = 0.65, p-
value = 0.000) and intention to use e-government services (r = 0.57, p-value = 0.000).
Finally, a strong positive and significant correlation was found between intention to use
e-government services and perceived usefulness (r = 0.76, p-value = 0.000).

6.5 Effect of Respondents’ Demographic Characteristics on Research Constructs

The study utilized several non-parametric tests to investigate the effects of demographic
characteristics on research constructs. The results indicate that both male and female
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respondents expressed positive attitude towards their trust in e-government with a sig-
nificant effect of (p-value = 0.000), trust in technology (p-value = 0.057), intention to
use e-government (p-value = 0.041), and perceived usefulness (p-value = 0.031).

All age groups expressed positive perceptions towards trust in technology, however,
significant relationships were found between age and trust in government (p-value =
0.014), civic engagement (p-value = 0.003), and trust in technology (p-value = 0.059).

With regards to the respondents’ educational background, a significant relationship
was found with only their trust in technology (p-value = 0.028). Nationality difference
did not show any significant relationship with any construct except trust in government
which indicates the respondents’ negative attitude but significant relationship with the
nationality (p-value = 0.002). Finally, the respondents’ various levels of technologi-
cal skills did not show any significant relationship with any constructs accept trust in
technology (p-value = 0.000).

6.6 Testing Research Hypotheses

In order to prove or negate the study’s hypotheses, the Two-sample T-test, usingMinitab
software, was performed to test various relationships between constructs. Constructs’
means (M) and standard deviation (SD) were compared. Also, to determine whether the
difference between the means was statistically significant, the p-value was compared
to the significance level. The findings show that among respondents (N = 524), there
was a statistically significant difference between trust in government (M = 2.20, SD =
0.85) and trust in e-government (M = 3.86, SD = 1.02), with the degree of freedom
(DF = 1046), and obtained t-value = −28.36 and the P-Value = 0.000. Therefore, H1
is supported; see Table 3.

Table 3. Two-sample T-test: the relationship between TG and TEG

Construct N Mean StDev SE mean

TG 524 2.20 0.85 0.03

TEG 524 3.86 1.02 0.04

T-value = −28.36 DF = 1046 P-value = 0.000

The relationship between trust in technology and trust in e-government was also
tested. As shown in Table 4, trust in technology (M = 3.81, SD = 0.92) and trust in
e-government (M = 3.86, SD = 1.02), (DF = 1046), obtained t-value = −0.73 and
P-Value = 0.466; thus, rejecting H2.
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Table 4. Two-sample T-test: the relationship between TT and TEG

Construct N Mean StDev SE mean

TT 524 3.81 0.92 0.04

TEG 524 3.86 1.02 0.04

T-value = −0.73 DF = 1046 P-value = 0.466

The results show a significant relationship between trust in e-government (M =
3.86, SD= 1.02) and the intention to use e-government services (M = 3.63, SD= 1.07),
(DF = 1046), obtaining t-value = −3.60 and P-Value = 0.000, supporting H3; see
Table 5.

Table 5. Two-sample T-test: the relationship between TEG and IU

Construct N Mean StDev SE mean

TEG 524 3.86 1.02 0.045

IU 524 3.63 1.07 0.047

T-value = −3.60 DF = 1046 P-value = 0.000

Another significant relationship was also found between perceived usefulness (M
= 3.63, SD = 1.11) and trust in e-government (M = 3.86, SD = 1.02), (DF = 1046),
attaining t-value = −3.43 and P-Value = 0.001, therefore, supporting H4; see Table 6.

Table 6. Two-sample T-test: the relationship between PU and TEG

Construct N Mean StDev SE mean

PU 524 3.63 1.11 0.049

TEG 524 3.86 1.02 0.045

T-value = −3.43 DF = 1046 P-value = 0.001

However, the relationship between perceived usefulness (M= 3.63, SD= 1.11) and
intention to use (M = 3.63, SD = 1.07), (DF = 1046), was not statistically significant
as it obtained t-value = 0.08 and P-Value = 0.932; thus, rejecting H5; see Table 7.

Table 7. Two-sample T-test: the relationship between PU and IU

Construct N Mean StDev SE mean

PU 524 3.63 1.11 0.049

IU 524 3.63 1.07 0.047

T-value = 0.08 DF = 1046 P-value = 0.932
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Finally, the results show a significant relationship between trust in e-government
(M = 3.86, SD = 1.02) and civic engagement (M = 3.00, SD = 1.24), (DF = 1046),
acquiring t-value = 12.20 and the P-Value = 0.000, consequently supporting H6; see
Table 8.

Table 8. Two-sample T-test: the relationship between TEG and CE

Construct N Mean StDev SE mean

TEG 524 3.86 1.02 0.045

CE 524 3.00 1.24 0.054

T-value = 12.20 DF = 1046 P-value = 0.000

7 Discussion

Researchers around the world explored the adoption of e-government services from
various perspectives and identified factors that were critical in the acceptance and the
adoption of the services, such as perceived usefulness, subjective norms, and attitude
behavior. However, a few of such studies explored the trust factor and its relation to civic
engagement, which is the main aim of implementing electronic government. This study,
therefore, has investigated trust factors affecting the use and adoption of e-government
services for civic engagement, using a questionnaire that targeted adult individuals in the
Kuwaiti society. The results of constructs measurement and statistical analysis show that
respondents displayed positive attitudes towards trust in technology and e-government.
Moreover, they had high perceptions of the usefulness of e-government services and they
intended to use them. This could be attributed to the fact that the majority of respondents
had high skills in technology, and they were aware of the potential benefits when they
conduct transactions online. However, respondents showed negative attitudes towards
trust in government, confirming results in [19, 28, 39, 40, 47], and that the Kuwait
government is not revealing adequate information to the public and not sufficiently
engaging the public in the political process [48]. Therefore, respondents showed neutral
attitudes towards civic engagement which is correlated with trust in government, as
found by [43].

The relationships between constructs which are presented in the hypotheses are also
explored in this study. The findings indicate that there was a significant relationship
between trust in government and trust in e-government, confirming H1 and suggesting
that trust in government is necessary for trusting and using e-government as confirmed
by [14]. H3 was also confirmed as the findings show a significant relationship between
trust in e-government and intentions to use e-services. This explains that trusting e-
government has a positive impact on the respondents’ intentions to use e-services and
information offered by the government. Another association was found between respon-
dents’ perceptions of the usefulness offered by the use of online services and trust in
e-government, supporting H4. This indicates that if e-government services and infor-
mation are beneficial and helpful to respondents as they enhance their performance and
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facilitate government knowledge and information challenges, then this would lead to
their trust in e-government, confirming results in many studies, for example [18, 52].
However, trust in technology did not show any significant relationship with the trust
in e-government, rejecting H2. This could be justified by the fact that the majority of
respondents were confident in their technological skills which might not be necessary
for trusting e-government. H5 was also negated as no significant relationship was found
between perceived usefulness and intentions to use e-government services. Finally, a
significant relationship was found between trust in e-government and civic engagement,
confirming H6. These results indicate that public’s trust in e-government is associated
with their engagement in the society and that their views could be taken into consideration
by government officials.

The study also explored the effect of respondents’ demographic features on the
research constructs. The results indicate that gender indicated significant relationship
with trust in technology, trust in e-government, perceived usefulness and their intentions
to use e-government services. This suggests that gender type could affect such factors
leading to the adoption of e-government services. Also, age could affect e-government
adoption when it is related to trust in government, trust in technology and their per-
ceptions towards civic engagement. Educational background and technology skills of
respondents only affected trust in technology factor. This could be attributed to the
awareness levels regarding the privacy and security of the technology as well as the
knowledge received through education about the benefits of technology, which could be
employed to improve individuals’ life. Interestingly, the nationality showed significant
effect only on trust in government as residents showed higher trust in government than
Kuwaitis. This could be explained by the better quality of life the residents have in
Kuwait, compared with the living standard of their countries of origin.

8 Conclusion

In conclusion, this study has achieved its aim and investigated the trust factors that affect
the use and adoption of e-government services for civic engagement. This study provides
practical implications for government officials to devote efforts to re-build trust with the
public and consider trust in technology, government and e-government as important fac-
tors associated with the acceptance, adoption and use of e-government services. This
can be done through improving e-government services and making them useful, benefi-
cial and easy to use to save the public’s time and effort. Also, e-government programs,
specifically in Kuwait, are expected to share and exchange government information,
enable interaction with the public and offer them the tools through which they are able
to express their views and specific needs and become part of the political process. This
positively impacts the citizens’ trust in government, thus achieving civic engagement.

The study used a relatively large number of individuals in Kuwait and the results
could be generalized to all individuals in the society and specifically to countries in the
Gulf region that share similar cultural, political and economic backgrounds; however,
the characteristics of the sample could be biased to female and younger individuals with
university degrees. Therefore, the findings are validated by establishing connections
with relevant literature and by using statistical anlysis to report the results. This study is
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expected to add to the adoption literature on how trust is associated with the adoption
of e-government services and how this association assists in the achievement of civic
engagement. Further research is still required to investigate factors that increase the
adoption and use of e-government services.

Acknowledgment. I hereby acknowledge the support of Kuwait University Research Adminis-
tration in granting the Project (Grant No. OI02/18) and facilitating the research implementation.

Appendix 1: Research Constructs

Constructs Statements Sources

Trust in Government (TG) I trust government agencies Colesca [18]

Government agencies keep my best
interests in mind

In my opinion, government agencies
are trustworthy

The trust in a governmental agency
increase once with its reputation

Trust in Technology (TT) Technologies supporting the system
(such as enquiring about traffic
violations) are reliable all the time

Colesca [18]

Technologies supporting the system
are secure all the time

The technology used by government
agencies is trustworthy

Overall, I have confidence in the
technology used by government
agencies to operate the e-government
services

Trust in e-Government (TEG) E-government services are useful for
me

Colesca [18]

I believe that e-government services
are trustworthy

I believe that e-government services
will not act in a way that harms me

I trust e-government services

Civic Engagement (CE) The use of e-government information
and services makes me willing to
interact with government officials

Pavlou [42]

The use of e-government information
and services enables me to
communicate my ideas to government

(continued)
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(continued)

Constructs Statements Sources

The use of e-government information
and services makes it easier for me to
attend government public meeting to
discuss government performance

The use of e-government information
and services makes government
officials accountable

Intention to Use (IU) I am intending to use e-government
information to conduct my business
with government

Kalu and Remkus [34]

Most probably that I will continue to
use the e-government information

I am planning to continue to use the
e-government services in the future

I will use the e-government
information if it is handy and
available

Perceived Usefulness (PU) Using e-government helps me greatly
in doing my work

Pavlou [42]

Using e-government enhance my
performance

Using e-government improves
performance quality

Using e-government facilitates
knowledge challenges
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Abstract. Machine learning and artificial intelligence models have the potential
to streamline public services and policy making. Frequently, however, the patterns
a model uncovers can be more important than the model’s performance. Explain-
able Artificial Intelligence (XAI) have been recently introduced as a set of tech-
niques that enable explaining individual decisions made by a model. Although
XAI has been proved important in various domains, the need of using relevant
techniques in public administration has only recently emerged. The objective of
this paper is to explore the value and the feasibility of creating XAI models using
high quality open government data that are provided in the form of linked open
statistical data. Towards this end, a process for exploiting linked open statistical
data in the creation of explainable models is presented. Moreover, a case study
where linked data from the Scottish open statistics portal is exploited in order to
predict and interpret the probability the mean house price of a data zone to be
higher than the average price in Scotland is described. The XGBoost algorithm is
used to create the predictive model and the SHAP framework to explain it.

Keywords: Linked data · Open Government Data ·Machine learning · Artificial
intelligence · XAI · SHAP · XGBoost

1 Introduction

Machine learning and artificial intelligence models have been recently employed to
improve public services and policy making [25]. In many cases these models have been
proven accurate to predict the outcome of relevant events and thus effective to support
public administration and policy makers [12, 22]. It is common, however, the patterns
a model uncovers to be more important than the model’s prediction performance [3].
Explainable Artificial Intelligence (XAI) techniques have been recently introduced to
explain individual decisionsmade by themodel [1].XAI aims at producingmore explain-
able models while maintaining a high level of learning performance (e.g., prediction
accuracy), and enabling humans to understand, appropriately trust, and effectively man-
age the emerging generation of artificially intelligent partners [7]. XAI has been already
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proved particularly important in medical applications [13] and in transport [18]. How-
ever, the need for using relevant techniques in policy making and public administration
only recently has emerged, and their value and feasibility are still not clear [8].

At the same time, Open Government Data (OGD) can play an important role in
creating machine learning and artificial intelligence models [6]. Linked Data technolo-
gies can further contribute towards this direction because they enable the creation and
dissemination of high-quality data that can be easily combined across disparate sources
[10]. In particular, linked open statistical data provide statistics such as demographics
(e.g., census data), economic, and social indicators (e.g., number of new businesses,
unemployment). In statistics, linked data enable the application of analytics on top of
disparate and previously isolated datasets.

The objective of this paper is to explore the value and the feasibility of creating
XAI models using high quality OGD that are provided in the form of linked open
statistical data. Towards this end, a process for exploiting linked open statistical data for
the creation of explainable models is presented. Moreover, a case study where linked
data from the Scottish open statistics portal are exploited in order to predict and interpret
the probability the mean house price of a data zone to be higher than the average price in
Scotland. eXtreme Gradient Boosting (XGBoost) is used to create the predictive model
[2] and the SHapley Additive exPlanation (SHAP) framework to explain the predictive
model [16].

The rest of this paper is structured as follows: In Sect. 2 the process for applying
XAI techniques on Linked Open Government Data is presented. Section 3 presents
the research approach that is followed to achieve the objective of the paper. Section 4
describes the case of creating an explainable predictive model using data from the Scot-
tish open data portal. Finally, Sect. 5 summarizes the results and identifies open research
issues.

2 Create Explainable Models Using LOGD

By adapting explainable machine learning processes in the literature [21], the four broad
steps of our approach are defined:

Specifying the Problem: A supervised machine learning problem can be specified as
either regression or classification. Government data and statistics typically include con-
tinuous variables and thus natively support regression analysis. However, classification
problems can be addressed more easily and with higher accuracy. So, it is important
in this step to transform a regression problem into a classification one. Moreover, the
level of analysis should be decided in order to enable the use of a big number of data
samples. For example, fine grained geographical areas (e.g., LAU levels in Europe) or
time periods should be considered. Finally, the setting of the problem can be based either
on time series analysis or on tabular analysis.

Collecting the Data: Today, a large volume of statistical data is disseminated using
linked data technologies [9]. This linked open statistical data is provided on the Web
through official open government data portals launched by organizations and public
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authorities. Examples include the data portals of the Scottish and Japan’s (e-Stat) gov-
ernments, the data portal of the environmental department of the Flemish government
(VLO),DCLG in theUK, and the data portals that host the Italian (ISTAT) and Irish (Irish
CSO) 2011 censuses. The connection of these data portals would create a Knowledge
Graph of quality and fine-grained statistical data including demographical, social and
business indicators across countries. This knowledge graph, that would facilitate data
discovery and collection, can be created by identifying [9] and addressing [11] interoper-
ability challenges for connecting statistical data from multiple trustworthy sources. All
the official portals provide SPARQL endpoints and thus the data can be easily collected
by specifying and submitting relevant queries.

Creating the Predictive Model: In this step the actual predictive model is created. This
includes selecting the algorithm, tuning themodel to the optimal hyper-parameter values,
and selecting the evaluation score. The fact that the result of a SPARQL query is a
tabular-style dataset should be taken into account. For example, tree-based models can
bemore accurate than neural networks inmany applications.While deep learningmodels
are more appropriate in fields like image recognition, speech recognition, and natural
language processing, tree-based models consistently outperform standard deep models
on tabular-style datasets [2].

Explaining the Predictive Model: An explanation is the collection of features in the
interpretable domain that have contributed to produce a decision (e.g., classification or
regression) [17] for a given example.Various approaches have been proposed for explain-
ing model predictions varying in scope and flexibility [19]. The scope indicates whether
the method generates global explanations or local explanations, whereas the flexibility
indicates whether the approach is model-specific or model-agnostic. Local explanations
reveal the impact of input features on individual predictions of a single sample. Two
recently proposed model-agnostic methods are the linear interpretable model-agnostic
explainer (LIME) [20] and Shapley additive explanations (SHAP) [14]. Although SHAP
is a local explainability model, it introduces global interpretation methods based on
aggregations of Shapley values. Due to their generality, these methods have been used to
explain a number of classifiers, such as neural networks and complex ensemble models,
and in various domains ranging from law, medicine, finance, and science [24].

3 Research Approach

In order to demonstrate the applicability and value of applying XAI techniques on
open government data, the Scottish government data portal (http://statistics.gov.scot)
providing statistical data for free reuse is employed.

Currently, the portal contains 250 datasets covering various societal and business
aspects of Scotland at different granularity levels. Data Zones refer to the primary geog-
raphy for the release of small areas statistics in Scotland, while Council Areas are the
coarser geographical units in Scotland.

The portal utilizes linked data technologies in order to improve data quality and
also to make available the data as a unified knowledge graph. The different datasets are

http://statistics.gov.scot
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connected through typed links (mainly using the RDF Data Cube vocabulary) enabling
users to search in a uniform way across all the available datasets and to easily combine
data from different datasets. The portal has released a SPARQL endpoint (https://statis
tics.gov.scot/sparql), where users can submit queries to retrieve data.

In this case, eXtreme Gradient Boosting (XGBoost) is used to create the predictive
model. XGBoost is an implementation of a generalized gradient boosting algorithm [2].
Boosting refers to the general problem of boosting the performance of weak learning
algorithms by combining all the generated hypotheses into a single hypothesis [4]. This
idea was further elaborated in gradient boosting [5]. In this case, one new weak learner
is added at a time and existing weak learners in the model are frozen and left unchanged.
The XGBoost algorithm has been applied to many domains, such as transportation,
health, and energy, because of its high speed, high accuracy, and good robustness. It is
indicative that during 2015, the 17 out of 29 winning solutions that were submitted to
Kaggle competitions used XGBoost [2].

Moreover, the SHapley Additive exPlanation (SHAP) framework is employed for
explaining the predictive model. SHAP, a local explainability model that is based on
Shapley values, is employed [16]. The Shapley value method is a game theory method
that assigns payouts to players depending on their contribution to the total payout where
players cooperate in a coalition [23]. In machine learning the “game” is the prediction
task for a single instance of the dataset. The “gain” is the prediction minus the average
prediction of all instances and the “players” are the feature values of the instance that
collaborate to receive the gain. The Shapley value is the average marginal contribution
of a feature value across all possible coalitions.

The Shapley valuemethod is computationally expensive because going over all coali-
tions scales exponentially with the increase in the number of features. SHAP solved this
problem by enabling the exact computation of Shapley values in low order polynomial
time instead of exponential by leveraging the internal structure of tree-based models
[14, 15]. SHAP also proposed SHAP interaction values, which are an extension of
Shapley values that directly capture pairwise interaction effects. Moreover, SHAP intro-
duced global interpretation methods based on aggregations of Shapley values such as
the SHAP feature importance, which is measured as the mean absolute Shapley values.

4 Predicting and Explaining House Prices in Scotland

In this section, the results of applying XAI techniques to linked open government data
is presented according to the four broad steps defined in Sect. 2 and the detailed setting
described in Sect. 3.

4.1 Specifying the Problem

In our case, the 2011DataZones are employed as the geographical units of analysis for the
case study. Data zones are the core geography for dissemination of results from Scottish
Neighborhood Statistics. They are designed to have roughly standard populations of 500
to 1,000 household residents. There are 6,976 2011 Data Zones.

https://statistics.gov.scot/sparql
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The topic that will be explored is the mean house prices in the 2011 Data Zones
in the year 2017. The average mean house price in 2017 across the 6,976 data zones
is £168,285, while the median mean house price is £148,375. The problem that will
be explored is the prediction of the probability the mean house price of a data zone is
higher than the average price (£168,285). Moreover, what are the factors that contribute
towards this prediction in each data zone.

4.2 Collecting Data from the Scottish LOGD Portal

In order to solve the specified problem, compatible datasets that can be exploited are
collected from the Scottish open data portal. Towards this end, two criteria are specified:
(a) the dataset includes data for 2017 as the year of reference, and (b) the dataset includes
data at the granularity level of 2011 data zones. Because the available data have been
shaped as Linked Data, a SPARQL query is structured in order to formally specify these
criteria. In particular, the following query was submitted to the SPARQL endpoint of
the Scottish portal to retrieve the compatible datasets.

PREFIX sdmx-dim:<http://purl.org/linked-
data/sdmx/2009/dimension#> 
SELECT distinct ?b 
WHERE {?a qb:dataSet  ?b; 
       sdmx-dim:refPeriod <http://refer-
ence.data.gov.uk/id/year/2017>. 
       ?a sdmx-dim:refArea  [?m <http://statis-
tics.gov.scot/def/foi/collection/data-zones-2011>].} 

The query resulted in 17 datasets other than the “House Sales Prices” dataset. Each
dataset includes one or more measures and thus the final list includes 23 variables that
will be used in the creation of the predictive model. The final dataset containing the 23
variables was created by submitting a second query to the Scottish SPARQL endpoint.
Table 1 presents the variables along with the results of an initial statistical analysis. Two
Independent Sample t Test was used for the 23 continuous variables. Statistical analysis
was performed using Python’s SciPy library and values of p < 0.05 were considered
statistically significant.

There are 2,340 data zones with mean house price above the average price. These
areas are more likely to have dwellings with more rooms, dwellings that are not some-
one’s main residence (second homes), healthier population, and to be more populated.
In addition, they were less likely to have good accessibility to public transport, flats,
families receiving child benefits, hospital stays related to alcohol misuse, people who
are employment deprived, people being prescribed drugs for anxiety, and people living
within 500 m of a derelict site.

4.3 Create a Predictive Model

In this paper, XGBoost is used to create the predictive model. The dataset created in
the previous step was split in train and test sets in order to ensure that the evaluation
of the model is unbiased. We tune the model using the train set and then we evaluate
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Table 1. The data collected from the Scottish portal. Values are mean (±SD).

Variables Overall (N =
5,841)

Above average
(n = 2,340)

Below average
(n = 3,501)

p value

Number of house sales 14.37 (11.36) 17.08 (15.39) 12.55 (6.99) <0.001

Number of dwellings per
hectare

19.91 (20.89) 15.99 (22.16) 22.53 (19.58) <0.001

Number of flats 144.68 (168.62) 109.11 (162.31) 168.45 (168.59) <0.001

Percentage of flats 33.43 (32.01) 25.02 (30.45) 39.05 (31.8) <0.001

Median number of rooms in
dwellings

3.99 (0.89) 4.52 (0.91) 3.63 (0.69) <0.001

Number of dwellings 383.66 (117.88) 376.56 (126.75) 388.4 (111.32) <0.001

Percentage of total dwellings
that are long empty

1.37 (1.48) 1.41 (1.5) 1.34 (1.47) 0.08

Percentage of total dwellings
that are occupied

96.12 (3.98) 95.81 (4.47) 96.33 (3.6 <0.001

Percentage of total dwellings
that are second homes

0.93 (2.69) 1.43 (3.37) 0.59 (2.05) <0.001

Percentage of population
living proxime to derelict site

28.12 (39.05) 14.43 (28.62) 37.26 (42.28) <0.001

Scottish access to bus
indicator (weekday)

23.66 (36.73) 21.17 (40.97) 25.33 (33.5) <0.001

Scottish access to bus
indicator (weekend)

15.73 (25.22) 14.07 (27.6) 16.84 (23.44) <0.001

Number of births 7.61 (5.3) 7.51 (6.56) 7.67 (4.25) 0.26

Number of deaths 8.51 (6.6) 7.56 (6.81) 9.15 (6.37) <0.001

Mid-year population estimates 799.12 (221.37) 841.8 (267.66) 770.6 (178.49) <0.001

Number of families receiving
child benefit

80.15 (33.99) 72.77 (36.58) 85.08 (31.19) <0.001

Number of children receiving
child benefit

131.56 (58.55) 120.27 (61.9) 139.11 (54.93) <0.001

Comparative illness factor 94.68 (50.64) 57.93 (28.25) 119.24 (47.32) <0.001

Standardised mortality ratio 96.03 (42.38) 79.33 (39.34) 107.2 (40.64) <0.001

Hospital stays related to
alcohol misuse: standardized
ratio

92.95 (88.95) 49.78 (48.9) 121.8 (97.61) <0.001

Proportion of population being
prescribed drugs for anxiety,
depression or psychosis

18.56 (5.1) 15.2 (3.69) 20.81 (4.65) <0.001

(continued)
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Table 1. (continued)

Variables Overall (N =
5,841)

Above average
(n = 2,340)

Below average
(n = 3,501)

p value

The number of people who are
employment deprived

43.18 (33.98) 23.2 (19.37) 56.54 (35.07) <0.001

The percentage of people who
are employment deprived

8.58 (6.22) 4.35 (3.07) 11.41 (6.18) <0.001

the final model in the test set. A total of 4,380 (75%) and 1,461 (25%) data zones
were randomly assigned to the train and test sets, respectively. Repeated k-fold Cross-
Validation was employed in order to ensure that our model will have low variance and
bias. Part of data (the training sample) is used for training each algorithm, and the
remaining part (the validation sample) is used for estimating the risk of the algorithm.
Using Cross-Validation, several XGBoost parameters were selected to maximize model
performance.

The performance of the models was assessed by measuring the total area under the
receiver-operating curve (AUC). The model that was created and tuned is applied to the
test set to get the AUC score in the holdout data.

The results of the machine learning model creation along with the optimal hyper-
parameter values selected are depicted in Table 2. The holdout AUC score is 0.91.

Table 2. The AUC score to the created model along with the optimal hyper-parameter values

Train set AUC Test set AUC XGBoost parameter values

0.915 0.91 ‘colsample_bylevel’: 0.8, ‘colsample_bytree’: 0.6,
‘learning_rate’: 0.1, ‘max_depth’: 3, ‘n_estimators’: 400,
‘subsample’: 0.8

4.4 Explain the Predictive Model

In this study the following types of visualizations are employed to explain the created
predictive model:

• SHAP summary plots: beeswarm plots where the dot’s position on the y-axis is deter-
mined by the feature and on the x-axis by the Shapley value. The color represents the
value of the feature from low to high.

• SHAP Dependence Plots show how a feature’s value (x-axis) impacts the prediction
(y-axis) of every sample (each dot) in a dataset

• SHAP Interaction Value Dependence Plots: dependence plot on the SHAP interaction
values, which allows to separately observe the main effects and the interaction effects.
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SHAP Summary Plots. In Fig. 1 the SHAP summary plot is presented in the form of
a set of beeswarm plots. The order of the features reflects their importance, i.e., the sum
of the SHAP value magnitudes across all samples. Each point on the summary plot is a
Shapley value for a feature and an instance. The position on the y-axis is determined by
the feature and on the x-axis by the Shapley value. The color represents the value of the
feature from low to high.

Fig. 1. A set of beeswarm plots, where each dot corresponds to an individual data zone in the
study.

The plot reveals that the Comparative Illness Factor (CIF) is the most important
feature globally. CIF is a measure of chronic health conditions that takes account of
people from all ages. CIF greater than 100 indicates poorer health conditions relative
to Scotland and vice-versa. The plot indicates the direction of the effects, meaning, for
example, that low CIF data zones (blue) have higher probablity of having expensive
houses than high CIF data zones (red). Moreover, the plot presents the distribution of
effect sizes, such as the long tails of many variables. These long tails mean that features
with a low global importance can be extremely important for specific data zones. For
example, although the number of house sales normally do not imply the level of house
prices, in some abnormal cases the high number of sales indicate areas with expensive
houses.
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SHAP Dependence Plot. The Impact of a feature’s value to the prediction can be
revealed by using the SHAP dependence plots. Figure 2-a clearly reveals the inflec-
tion point on the impact of the comparative illness factor (CIF) to the house prices. For
low CIF values overall SHAP values are positive up to a point around 75. Then, SHAP
values are negative, which means that by increasing CIF, the probability of high house
prices decreases.

The vertical dispersion of SHAP values at a single feature value is driven by interac-
tion effects. In Fig. 2-b, the number of peoplewho are employment deprived is chosen for
coloring to highlight possible interactions. The blue points mostly appear for lower val-
ues of CIF, meaning that areas of poorer health conditions tend to havemore unemployed
people.

Fig. 2. (left) SHAPdependence plot of comparative illness factor vs. its SHAPvalue in the created
predictive model, (right) SHAP dependence plot of comparative illness factor with interaction
visualization with the number of people who are employment deprived.

SHAP Interaction Value Dependence Plot. SHAP interaction values can be inter-
preted as the difference between the SHAP values for feature i when feature j is present
and the SHAP values for feature i when feature j is absent [18]. The interaction effect is
the additional combined feature effect after accounting for the individual feature effects.
In this sub-section SHAP interaction effects are explored. Towards this end, the plots of
the SHAP interaction values of multiple pairs of variables are created and presented in
Fig. 3.

The plot of the SHAP interaction value of ‘Total Dwellings’ with ‘Population’
(Fig. 3-a) shows how the effect of total number of dwellings on the probability of
high house prices varies with population. The plot of the SHAP interaction value of
‘Anxiety/Depression’ (i.e., proportion of population being prescribed drugs for anxi-
ety, depression or psychosis) with ‘Population’ (Fig. 3-b) shows that in data zones with
depressed population of more than 23%, total population has a different effect on the
probability of high house prices depending on the size of the total population. Small pop-
ulation size has negative effect, while large population size has positive effect.Moreover,
the plot of SHAP interaction value of the percentage of flats with the comparative illness
factor (CIF) (Fig. 3-c) shows that in data zones of poor health condition (CIF> 100) the
effect of the percentage of flats reverses at a point around 25%. Similar patterns can be
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found in three more plots. Figure 3-d shows that the effect of ‘dwellings per hectar’ is
different in data zones with small and large number of births. The same holds in Fig. 3-e
and Fig. 3-f that depict the effect of house sales in data zones with high and low number
of dwellings and dwellings per hectar respectively.

Fig. 3. SHAP interaction value dependence plots

5 Conclusion

Machine learning and artificial intelligencemodels promise to streamline public services
and policy making. In many cases these models have been proven accurate to predict
the outcome of relevant events and thus effective to support public administration and
policy makers. However, there is growing emphasis on building tools and techniques
for explaining these models in an interpretable manner. The objective of this paper is to
illustrate the applicability and the value of applying eXplainable Artificial Intelligence
(XAI) techniques on open government data that are formulated as linked open statistical
data. Towards this end, a case study using data from the official open data portal of the
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Scottish Government is presented. In this case, an XGBoost algorithm is used to create
and SHAP framework to explain a model that predicts the probability the mean house
price of a data zone to be above the average price across all 6,976 data zones. The AUC
score of the created model was 0.91, while the analysis based on Shapley values revealed
some interesting insights.

The analysis demonstrated that linked data facilitate the discovery and collection of
high-quality data. The definition and submission of two SPARQL queries was sufficient
to create the final dataset that was used for the creation of the predictive model. The first
query identified 17 compatible and thus candidate datasets, while the second revealed
23 variables populated with data for the 2011 data zones. An important direction for
future research in this area is to combine datasets that span across different data portals
and countries. Interoperability challenges across data portals need to be further analyzed
and addressed.

The creation of an accurate model using an advanced tree-based ensemble algorithm
demonstrates that open government data can be used in machine learning scenarios. In
this direction, the specificationof an appropriate question to answer is of vital importance.

The local explanation analysis using Shapley values demonstrated the importance of
such an analysis in policymaking and/or public administration context. The computation
of a feature’s effect per individual case (e.g., in each data zone area in our case study)
enables applying different policies or making different decisions based on the distinct
characteristics of each case. For example, although in general the high proportion of
population being prescribed drugs for anxiety, depression or psychosis indicates areas
with low house prices, in few areas this high proportion abnormally contributes to predict
an area of high prices. This significantly improves the ability of public administrations
and policy makers to make more accurate data-driven decisions and apply more focused
evidence-based policies.
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Abstract. Aiming to support a cross-sector and cross-border eGover-
nance paradigm for sharing common public services, this paper intro-
duces an AI-enhanced solution that enables beneficiaries to participate
in a decentralized network for effective big data exchange and service
delivery that promotes the once-only priority and is by design digital,
efficient, cost-effective, interoperable and secure. The solution comprises
(i) a reliable and efficient decentralized mechanism for data sharing, capa-
ble of addressing the complexity of the processes and their high demand
of resources; (ii) an ecosystem for delivering mobile services tailored to
the needs of stakeholders; (iii) a single sign-on Wallet mechanism to
manage transactions with multiple services; and (iv) an intercommuni-
cation layer, responsible for the secure exchange of information among
existing eGovernment systems with newly developed ones. An indicative
application scenario showcases the potential of our approach.
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1 Introduction

The rapid growth of Internet technologies, mobile communications, cloud infras-
tructures and distributed applications have brought an unprecedented impact
to all spheres of the society and a great potential towards the establishment of
novel eGovernance models [28]. These models should deploy core values such as
improved public services and administrative efficiency, open government capa-
bilities, improved ethical behavior and professionalism, improved trust and con-
fidence in governmental transactions [25]. Towards the modernization of their
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services and the reduction of the associated bureaucracy, public administrations
need to transform their back-offices, upgrade their existing internal processes
and services, and provide privacy-preserving and secure solutions. It is neces-
sary to leverage key digital enablers, such as open services and technical build-
ing blocks (eID, eSignature, eProcurement, eDelivery and eInvoice), shared and
reusable solutions based on agreed standards and specifications (Single Digital
Gateway), as well as common interoperability practices (e.g. European Interop-
erability Framework). This leads to the upgrade of services that enable cross-
border data sharing among public administrations, businesses and citizens. A
vital part of delivering digital eGovernment services is related to the security
principles, which demand the adequate identification of citizens and businesses
that interact with these entities, while also assuring data protection and privacy.

Governance models, in general, do not adopt a citizen-centric paradigm [6];
they do not take into account citizens’ needs and expectations of new ser-
vices, often excluding them from operational and decision making processes.
Moreover, documentation exchanges, processes and contact points do not func-
tion as a whole; they are rather dispersed and not sufficiently inter-connected
among countries and organizations. Transparency and accountability are addi-
tional aspects of major importance towards building a good and fair gover-
nance model [2]. Admittedly, governments that employ models to make informa-
tion sharing and decision-making processes transparent improve the principle of
accountability and augment the participation of citizens and other stakeholders
in related actions [7]. The corresponding digital transformation of public ser-
vices can reduce administrative burdens, enhance productivity of governments,
minimizing at the same time all the extra cost of traditional means to increase
capacity, and ultimately improve the overall quality of interactions with and
within public administrations [1].

Taking into account the above issues, this paper introduces a transparent,
cross-border and citizen-centric eGovernance model for public administration
services, which automates the processes and safeguards the integrity of interac-
tions among citizens, businesses and public authorities. By taking advantage of
emerging ICT technologies, such as Peer-to-Peer (P2P) networks, Distributed
Ledger Technologies (DLTs) and smart data structures, we deploy a public dis-
tributed infrastructure, based on the InterPlanetary File System (IPFS) and
a distributed ledger. This solution is based on a single sign-on Wallet mecha-
nism that interconnects distinct decentralized applications (dApps) responsible
for ID authentication, document sharing, information exchange and transactions
validation, enabling a single point of access to information. The proposed solu-
tion is fully in line with the Government 3.0 paradigm, in that it meaningfully
integrates a diverse set of disruptive and established ICTs [24].

The remainder of this paper is organized as follows: Sect. 2 is devoted to
the presentation of the underlying technologies employed in our approach. The
proposed digital transformation model, enabled through an architecture incor-
porating a series of prominent technologies, is presented in Sect. 3. Particular
emphasis is given to the inclusion of data governance and knowledge manage-
ment services to best facilitate and eventually reduce lengthy, cumbersome and
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repetitive bureaucratic eGovernment transactions. Section 4 validates the poten-
tial of our approach through a representative application scenario. Finally, Sect. 5
outlines concluding remarks and future research directions.

2 Underlying Technologies

Interplanetary File System. It is a P2P distributed file sharing system that
seeks to connect all computing devices with the same file system by providing a
high throughput content-addressing block storage model. IPFS distributes files
across the network. Each file is addressed by its cryptographic hash based on
its content, rather than its location as in traditional centralized systems where
a single server hosts many files and information has to be fetched by accessing
this server. This characteristic renders IPFS an ideal data storage solution for
eGovernment services, where security and transparency are of utmost importance,
since there is no single point of failure. One of the main content routing systems
of the IPFS architecture is the Distributed Hash Table (DHT), which allows key-
based lookup in a fully decentralized manner. IPFS leverages a DHT system, in
that all IPFS nodes “advertise” content items stored in the DHT and this results
in a distributed dictionary used for looking up content. Various applications inte-
grating IPFS with ledger and blockchain technologies have already been reported
in the literature for transactions recording [9] and secure file sharing with decen-
tralized user authentication, access control and group key management mecha-
nisms [16,21]. In the approach described in the next section, we leverage IPFS to
provide increased capacity for managing large datasets in a decentralized manner
and complement the throughput limitations of distributed ledger technologies.

Distributed Ledger. It is a distributed database architecture that records
transactions on a P2P network and enables multiple members to maintain their
own identical copy of a shared ledger without the need for validation from a
central entity. Transaction data are scattered among multiple nodes using the
P2P protocol principles, and are synchronized at the same time in all nodes. A
public distributed ledger is characterized by an open unprotected environment
with millions of participants, most of which have limited computational power
and bandwidth, while most of the power is in the hands of a small fraction of
the participating nodes. Thus, there is a significant risk of a “majority attack”,
in which a few nodes can dictate the choice of transactions. For eGovernance
purposes, the design of a distributed ledger requires a comprehensive approach
taking into account diverse aspects such as intermediate scale, high processing
rate and low completion time with moderate energy consumption, unique attack
model, and utilization of the underlying data structures.

Smart Contracts. They are decentralized, trusted computer programs stored
on a blockchain that are automatically executed when predetermined terms and
conditions are met. They facilitate, verify, or enforce documents and actions
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according to the terms of a contract or an agreement between two parties (i.e.
agreements between eGovernance operators of two countries and end-users) that
consist of a set of rules dictating a reaction when specific actions occur [27]. This
set of rules is deployed on blockchain to ensure decentralized, transparent and
secure characteristics. Upon meeting predefined conditions, a smart contract
is executed automatically, making it independent of any central entity. Shields
et al. [17] discuss the use of smart contracts for legal agreements and conclude
that smart contracts will benefit from the legal precedent established in the
electronic marketplace. In our approach, smart contracts are employed to manage
the automatic execution of policies for the proposed services.

Decentralized Applications. They are composed of distributed entities that
directly interact with each other and make local autonomous decisions in the
absence of a centralized coordinating authority. According to Raval [20], a dApp
is characterized by four features: (i) open source, (ii) internal currency, (iii)
decentralized consensus, and (iv) no central point of failure. Bittorrent [3] was
the initial dApp, enabling users to connect and exchange files. Soon afterwards,
blockchain technology was introduced to manage the decentralization and enable
the immutability of data. In the context of eGovernment 3.0, dApps can be
leveraged to deliver diverse services such as ID authentication, document sharing,
information exchange and transactions validation.

Smart Data Structures. The incorporation of Machine Learning techniques
to explore causal relations among Big Data [22] in eGovernment systems is often
deterred by interoperability inefficiencies [12]. Smart data structures [5] are a new
class of parallel data structures that leverage online Machine Learning and self-
aware computing principles to tune themselves automatically. They can replace
existing index structures with other types of models, including deep learning
models, referred to as learned indexes [4,15,23]. Recent works present prelimi-
nary outcomes of the conceptual and methodological aspects of semantic anno-
tation of data and models, which enable a high standard of interoperability of
information [26] and showcase how multi-input deep neural networks can detect
semantic types [10]. We utilize smart data structures to identify and effectively
transform data schemas and interconnect existing centralized systems with our
decentralized solution.

Single Sign-On. It is an authentication mechanism that enables the use of
a unitary security credential to access related, but independent, software sys-
tems or applications [14]. It enables simple username and password management,
improved identity protection, increased speed and reduction of security risks. It
also includes functionalities such as password grant (sign-in directly on the web),
authorization code grant (user authorizes third-party), implicit grant (third-party
web app sign-in), web services API that can effectively authenticate requests, and
seamless user authorization experience on client-side technology. Various types of
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schemas exist based on (i) the type of infrastructure, (ii) the system architecture,
(iii) the credential forms (token, certificate), and (iv) the protocols used. While
single sign-on has been mainly used in mobile and Internet of Things applications,
its integration with distributed file systems still remains a challenge.

3 The Proposed Solution

3.1 Research Methodology

For the development of the proposed open and cross-border eGovernance model,
we have adopted the design science paradigm [8], which aims to extend the bound-
aries of human and organizational capabilities by creating new and innovative arti-
facts, especially for the information technologies domain. For our purposes, we
have used the specific design science research methodology proposed by Peffers
et al. [18] for the domain of Information Systems (IS) research, which includes the
following stages: identify problem and motivation, define objectives of a solution,
design and development, demonstration, evaluation and communication.

Furthermore, we have combined the above paradigm with that of action
research, which aims to contribute both to the practical concerns of people in
an immediate problematic situation and to the goals of social science by joint
collaboration within a mutually acceptable ethical framework. It has been rec-
ognized that action research can be quite important in the IS domain, as it can
contribute to improving its practical relevance [11]. In particular, it enables the
design, implementation and evaluation of ICT-based actions/changes in organi-
zations, which address specific problems and needs that are of high interest for
practitioners, and at the same time create scientific knowledge that is of high
interest for the researchers. The complementarity between these two research
paradigms, as well as the great potential of integrating them, have been exten-
sively discussed in the literature; both paradigms aim to directly intervene in
real-world domains and introduce meaningful changes in them.

In particular, to address the issues elaborated in this work, we cooperated
with two Greek government agencies (the Ministry of Digital Governance and
a big local municipality) and two organisations with long experience in the
development of novel software solutions for eGovernment. Involving their most
experienced staff, we organized three workshops of 2 h duration each. In these
workshops, we followed a qualitative approach (in-depth discussions) to collect
relevant information and accordingly shape the foreseen services. Based on the
information collected, we designed the solution presented below.

3.2 Our Approach

We propose a novel eGovernance model that creates new digital governance
pathways through the integration of emerging technologies and breakthrough
cross-sector services. We deploy decentralized applications (dApps) to deliver
efficient, reliable and secure data sharing, auditing mechanisms and communi-
cation channels for the eGovernment sector. Our overall approach is digital by
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default, transparent and interoperable by design, and fully adheres to the once
only priority. All the individual modules are designed to be built on top of the
IPFS and a distributed ledger, as illustrated in Fig. 1. This extended combina-
tion of distributed technologies and infrastructures constitutes the backbone of
our solution, which is capable of efficiently addressing the complexity of the pro-
cesses, providing at the same time the security, trustworthiness, immutability
and auditability required by contemporary public services.

By combining functionalities enabled by DLTs and IPFS, our approach
allows users to control their data without compromising security or limiting
third-parties to provide personalized services. IPFS has specific features that
remedy the performance issues of dApps, improving their performance through
an ad-hoc engagement of existing computational and storage resources. These
features include: (i) content indexing, (ii) hash lookup, (iii) distributed nam-
ing system (IPNS, similar to DNS), (iv) persistence and clustering of data that
reduce latency, (v) decentralized archiving, and (vi) compliance with privacy
regulations. The public ledger stores the users’ digital identities, access consent

Fig. 1. The architecture of the proposed solution.

logs, and selected authentication transactions. It co-supports the public shar-
ing resource infrastructure, providing the IPFS with advanced operational and
technological capabilities, starting from security and privacy, up to immutability
of transactions. It is located at the heart of the network to monitor and con-
tinuously record every approved interaction among the users’ nodes. One of the
major challenges is how to overcome the public nature of the ledger to ensure the
security, privacy and anonymity of information. Towards this direction, we pro-
pose a combination of private and public keys to exchange information among
end-users and services. In this way, a service does not observe raw data, but
instead it runs its computations directly on the network and obtains the final
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results only after the consent of the user. We use DLTs since, from the data safety,
authenticity and non-repudiation point of view, they provide an easily accessi-
ble and immutable history of all contract-related data, adequate for building
applications with trust, accountability, and transparency.

The dApps are used to deliver dedicated services to users. They comprise
smart contracts and are hosted in the nodes of the distributed network. The
overall performance and storage capacity are increased through the participation
of new nodes joining the network. Our approach renders legal and regulatory
decisions simple, since law and regulations are programmed by smart contracts
in the network and are enforced automatically, while the ledger acts as a legal
evidence for storing such data.

A single sign-on Wallet is responsible for managing - with a common person
registry - multiple services provided by various dApps, such as document shar-
ing and information exchange, enabling a single sign-on user-centric document
repository. This tool allows stakeholders to manage and share their personal and
sensitive documents among different application environments in a single man-
agement kit, which can function in a fully distributed way, without a single point
of failure. Hence, providing resilience and a continuum of service.

In addition, a middleware layer includes the following modules: (i) a Secure
Gateway Channel on-the-fly to assure a secure intercommunication among sys-
tems, databases, apps, etc.; (ii) an AI Data Schema Transformer, which is based
on well-defined libraries and AI models (i.e. GPT2 [19]) and encompasses the
EU interoperability standards to effectively identify and transform data schemas,
models and structures, and enable machine-to-machine communication among
different types of systems across the EU. Synthetic data collections that map
and simulate real data types (i.e. citizens ID, passport, birth certificate, crimi-
nal record, etc.) for different EU countries provide the backbone of this module’s
perception; (iii) a Transactions-based Analytics Module that runs as a back-end
service on the network, gathering transaction histories and provide insights to
users through a user interface developed and delivered as a dApp; and (iv) a
Browser Service Module that acts as a search engine and facilitator of the net-
work and other modules (i.e. the dApp ecosystem), providing users with diverse
functionalities (locate files, documentation, services, entities, etc.) through user-
friendly interfaces. This extended digital service availability enables any physi-
cal and/or legal entity (such as public administration, business and citizens) to
integrate their own external centralized system in the network, enabling inter-
operability between users, cross-border and cross-sector organizations.

To effectively satisfy the desired interoperability by design principle, we
deploy a machine learning based environment that automatically recognizes data
structures in existing centralized systems. Specifically, we apply the notion of
smart data structures by employing deep learning techniques to recognize and
transform data schemas, data structures and data types. We apply data fusion
techniques to meaningfully integrate heterogeneous information from multiple
data sources that would otherwise remain uncorrelated and unexploited. To build
a highly tuned system tailored to the specific needs of eGovernment services,
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we identify the data distributions and examine possible optimizations in the
index structures to identify data patterns. The key idea is that a model can
learn the sort order or structure of lookup keys and use this signal to effectively
predict the position or existence of the associated records.

This holistic framework creates a novel eGovernance mechanism for commu-
nication, data sharing and information retrieval among centralized systems and
decentralized/distributed applications. Stakeholders are able to use the single
sign-on Wallet and the individual modules running on the network, while also
having unrestricted access to the dApp ecosystem. This ecosystem hosts differ-
ent dApps for each distinct service supported by the network, which are custom
designed and deployed to meet the needs of the end users. The functionalities and
the interdependencies of the dApps are formulated and defined with the use of
dedicated smart contracts and user interfaces, hosted under the ecosystem. The
dApp ecosystem includes libraries of common deployed smart contracts, enabling
their reuse and activating users/developers to build and deploy their own appli-
cations. Finally, the distributed file storage architecture gives the opportunity
to stakeholders to host their own custom applications in the network, thus con-
tributing to its expansion and scalability.

4 An Application Scenario

According to the Treaty on European Union and Community law, EU citizens
have the right to work and live in any EU Member State. However, the process
of moving abroad to a foreign country is quite complex in terms of bureaucratic
processes. For instance, a Social Security Number (SSN) is required in many
EU countries before signing a rental contract. In most cases, the burden of such
actions rests solely with the citizens, not in terms of legislation but in terms of
complexity of the processes that need to be carried out, let alone the multiple
visits people have to make to the relevant public authorities. The following sce-
nario showcases the application of our user-centric solution, which simplifies the
bureaucratic processes for citizens, businesses and public administrations.

Overview. Alice, a Greek citizen, finds a vacant job position in a private com-
pany in Portugal. She applies for the job and thankfully gets hired. In Portugal,
she has to deal with a series of bureaucratic processes (issue an ID card and
a SSN, open a bank account, provide evidence of her educational certificates
etc.). To obtain a residence title, rent an apartment and open a bank account,
she needs to present at least a validated ID documentation, a birth certificate,
a nationality certification validated by a Greek Authority and a proof that she
works in Portugal, along with the additional information that may be required
by the employer. Adopting our solution, Alice is able to request from the Greek
Authorities (Ministry of Digital Governance - MoDG) the proof of ID and the
required data, validated. At the same time, Alice can remotely request from
her formal educational institution (University of Patras - UoP) all the required
certificates (diploma etc.).
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In turn, MoDG issues the document and Alice gives permission (using a
distributed application) to forward it to the respective public authorities in Por-
tugal (Ministry of Justice - MoJ). As soon as this transaction is completed, Alice
obtains, has access and is able to securely share her Portuguese SSN through her
Wallet. Now, her employer in Portugal can directly get the validated SSN from
the Portuguese MoJ, after her approval to register her credentials to their inter-
nal payroll system. Furthermore, the HR representative of the company needs a
series of legal documents to proceed with the hiring process, including the per-
manent visa permit. Through her Wallet, Alice is able to provide and/or revise
all the required personal documents.

Added Value. The contribution of this approach stands on the simplifica-
tion of the processes and the significant reduction of bureaucracy. According to
the current legislation and official procedures, the process to move to a foreign
country for a new job is complex. Opening a bank account, renting an apartment
or proving educational certification and achievements can be highly demanding
in terms of paperwork, since in many cases there are requests that necessitate
cross-border exchange of information and associated documents. Through the
proposed eGovernance solution, inconsistencies in bureaucratic procedures will
be avoided, such as requiring a local bank account before being able to rent an
apartment, while at the same time requiring a local address before being able to
open a bank account. Through a set of dApps from the distributed application
ecosystem, which adopt a single sign-on Wallet approach and exploit the IPFS
and distributed ledger infrastructure, Alice can use her validated digital identity
to remotely request, obtain and share the required legal documents and certifi-
cations. Upon her permission, all these can be moved directly from the issuing
authorities (MoDG, MoJ and UoP) to her new employer and any other poten-
tial entity (bank, utilities, etc.). These authorities digitally issue and validate the
documentation and instantly push encrypted data into the distributed network,
while the transactions among the users are being recorded. Any type of transac-
tions, including requests, notifications and permissions, are monitored and safely

Fig. 2. Current practice compared to the proposed solution.
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stored to protect Alice’s privacy. All transactions are stored in a public ledger to
enhance the security of information and eliminate any forgery attempts. Hence,
enabling a secure-by-design eGovernment solution. This approach brings forward
multiple advantages such as minimizing the chance of forged documentation,
enhancing the transparency and security of information exchange in adherence
with the relevant legislation, decreasing the overall effort of citizens and reducing
significantly the waiting time to carry out the necessary transactions and issue
the corresponding documents (Fig. 2).

5 Conclusions

This paper has described a novel eGovernance model that aims to make public
administrations and public institutions open, efficient and inclusive, providing
border-less, digital, personalised and citizen-driven public services. This solution
offers citizens and businesses efficient and secure mobile public services and co-
creation mechanisms, enabling governments to be extroverted and to preserve
trust among public and private entities. The services delivered to citizens con-
tribute to the digital by default principle for government and local authorities.
In addition, our approach enables beneficiaries to participate and operate in a
by design efficient, cost-effective, secure and cross-border distributed network for
data exchange and service delivery.

The main contribution of this work is the meaningful integration and orches-
tration of a set of prominent tools and services, which build on state-of-the-art
technologies from the areas of distributed computing and artificial intelligence,
to address requirements concerning simplification of processes and reduction of
bureaucracy in diverse eGovernment transactions. Our approach has been vali-
dated and elaborated in close co-operation with three government agencies (Por-
tuguese Ministry of Justice, Greek Ministry of Digital Governance, and Istanbul
Metropolitan Municipality), through which a series of rich application scenar-
ios have been sketched and analyzed. While the feedback received from such a
first-level validation was positive, and the proposed solution is open and inclu-
sive by design, its application has to carefully consider the information capacity
and available resources of each public sector organisation. Moreover, it has to be
evaluated through diverse usefulness and ease-of-use indicators.

The proposed approach has interesting research and practical implications.
With respect to research, it leverages the existing knowledge in the utilization
of distributed computing and AI technologies in the public sector, and advances
the digital transformation of eGovernment transactions. With respect to prac-
tice, our solution deploys a novel digital channel of communication and collab-
oration between citizens, businesses and governments. It addresses fundamental
weaknesses of the existing eGovernment transactions in terms of bureaucracy,
complexity, and unnecessary data entry, while also leveraging existing resources
and infrastructures. As a last note, we mention that our approach can be applied
in several real-life scenarios, such as the identification control in airports, where
passengers need to be checked before departing and after reaching their desti-
nation. This application can also incorporate the management of the currently
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elaborated COVID-19 vaccination certificates [13]; the proposed decentralized
blockchain ledger enable an immutable and transparent solution, according to
which entries can be publicly audited and anonymity is protected.
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Abstract. With the rise of data analytics use in government, government orga-
nizations are starting to explore the possibilities of using business data to create
further public value. This process, however, is far from straightforward: key ques-
tions that governments need to address relate to the quality of this external data
and the value it brings. In the domain of global trade, customs administrations are
responsible on the one hand to control trade for safety and security and duty col-
lection and on the other hand they need to facilitate trade and not hinder economic
activities. With the increased trade volumes, also due to growth in eCommerce,
customs administrations have turned their attention to the use of data analytics
to support their risk management processes. Beyond the internal customs data
sources, customs is starting to explore the value of business data provided by busi-
ness infrastructures and platforms. While these external data sources seem to hold
valuable information for customs, data quality of the external data sources, as well
as the value they bring to customs need to be well understood. Building on a case
study conducted in the context of the PROFILE research project, this contribution
reports the findings on data quality and data linking of ENS customs data with
external data (BigDataMari) and other customs (import declaration) data and we
discuss specific lessons learned and recommendations for practice. In addition,
we also develop a data quality and data value evaluation framework applied to
customs as high-level framework to help data users to evaluate potential value
of external data sources. From a theoretical perspective this paper further extends
earlier research on value of data analytics for government supervision, by zooming
on data quality.

Keywords: Data quality · Data analytics · Value · Government supervision ·
Customs · Risk analysis

1 Introduction

With the rise of data analytics use in government, government organizations are starting
to explore the possibilities of using business data to create further public value [4].
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This process, however, is far from straightforward: key questions that governments need
to address relate to the quality of this external data and the value it brings. In the domain of
global trade, which is the domain of our investigation, with increased trade volumes due
to for instance eCommerce, authorities like customs administrations rely more and more
on IT-innovations to be able to perform their duties and deal with the large trade volumes.
Customs administrations are responsible on the one hand to control the international
trade for safety, security, and duty collection and on the other hand to facilitate fair trade
and competition. Recently customs administrations around the world have turned their
attention to the use of data analytics as part of their risk management framework.

Earlier research indicates that customs administrations face issues of low-quality
data in customs declarations [7, 10, 18], which makes it hard to perform risk analysis
and apply data analytics on such data [14]. Earlier e-government research has argued
that government organizations can potentially create public value if they make use of
business and other data beyond the data available in their government systems [4]. In the
context of customs the goal is to improve its risk assessment processes and ensure public
value such safety and security and revenue collection. More specifically, to improve the
quality of data used in the customs risk assessment processes, customs starts exploring
the value of business data provided by business infrastructures and platforms. But while
external data sources hold a promise to enrich the customs data sets and provide better
basis for analytics, the use of business data sources also raises issues and concerns such
as: what is the quality of this data and is it of value [13, 14]? Other relevant aspects
are data protection issues and use of the data in real-time risk assessment. While earlier
eGovernment research has recognized the issues of data quality of customs data and the
potential of using business data, so far the studies have remained on a high level and
limited research has examined the issues of how business data can help to address data
quality of customs data and how this business data can add value to customs. Especially
as nowadays there is a large number of digital infrastructures and platforms for sharing
business data that is potentially useful for customs, there is a need for a systematic
approach for evaluating these data sources, their data quality, and how they contribute
to improving data quality of customs data and generate value. The empirical basis for
our study is the research performed in the EU-funded PROFILE project where variety
of external data sources were acquired and evaluated for their potential for addressing
deficiencies in customs data. Based on the case findings, detailed case-specific lessons
learned for customs related to data linking and data quality of customs and business data
are defined. Based on the insights form the literature and the case we also developed a
high-level data quality and data value evaluation framework applied to customs. The
remaining part of this paper is structured as followed. In Sect. 2 we provide a literature
review on data quality, big data, value of data, and customs risk management. In Sect. 3
we present our case study method. The results of our case analysis are presented in
Sect. 4. In Sect. 5 we present our Data quality and data value evaluation framework
applied to customs. We end the paper with discussion and conclusions.
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2 Related Research on Data Quality, Big Data, Value of Data,
and Customs Risk Management

There are different definitions of data quality. Building on Vetrò et al. [20], we will focus
on discussing two definitions of data quality First, looking at the inherent data quality
characteristics rather than the technical characteristics, the ISO 25012 standard refers to
the inherent data quality as “the degree to which quality characteristics of data have the
intrinsic potential to satisfy stated and implied needs when data is used under specified
conditions”1. Second, researchers have highlighted the “fitness for use” aspect when
defining data quality [1, 17, 21], namely fit for use by a data consumer. For example,
Strong et al. [17] argue that data quality research needs to look beyond the intrinsic
properties related to data quality, and to focus also on the wider context and include data
users. Strong et al. [17] distinguish between data producer or the party that produces the
data, data custodian or parties that provide computing power to store and manage data
and data consumers, or peoplewho use the data. Strong et al. [17] define high-quality data
as data that is fit for use by data consumers and they use four dimension categories and
related dimensions to discuss high-quality data. The dimension categories and related
dimensions are as follows: (1) Intrinsic data quality (accuracy, objectivity, believability,
and reputation; (2) Accessibility data quality (accessibility, access security); (3) Con-
textual data quality (Relevancy, value-added, timeliness, completeness, amount of data);
(4) Representational data quality (interpretability, ease of understanding, concise repre-
sentation, consistent representation) [17]. Based on that they define data quality problem
as “any difficulty encountered along one or more quality dimensions that renders data
completely or largely unfit for use” [17, p. 104]. While this research dates back almost
two decades ago, it is still used today [e.g. 9] and is very relevant for the context of our
study. Especially linking data quality to use relates closely to the issue of value of data.

With the proliferation of platforms sharing large amount of business data, big data
is becoming increasingly interesting for government organizations who may want to
make use of this external data sources. Big data can be seen as “the information asset
characterised by such a high volume, velocity and variety to require specific technology
and analytical methods for its transformation into value” [3, p. 133]. Literature has iden-
tified various challenges related to big data. For example Sivarajah et al. [17] distinguish
among (1) data challenges that are related to the data characteristics (i.e. volume, veloc-
ity, veracity, variability etc.); (2) process challenges (e.g. cleansing, data aggregation
and integration etc.); (3) management challenges related to such topics as privacy, data
ownership, security, data governance etc.

Cai et al. [2] specifically discuss the issue of data quality in the era of big data and
identify several challenges, namely: (1) difficulty of data integration due to diversity of
data sources and complex data structures; (2) the difficulty to judge data quality in a
reasonable time due to the tremendous volumes; (3) fast changing time of data which
adds requirements for processing time; and (4) lack of unified data quality standard.
However, apart from these more technical aspects, research has argued that there is a
need for understanding of value of big data and analytics performed on this data [5, 6,
15].

1 https://iso25000.com/index.php/en/iso-25000-standards/iso-25012.

https://iso25000.com/index.php/en/iso-25000-standards/iso-25012
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Looking at the eGovernment research specifically, the topics of data quality and big
data are also of interest for the eGovernment research, where in the recent years these
topics have gained attention in the area of open data research [8, 19, 20, 23]. Recent stud-
ies have also examined the use of big data and analytics for customs risk assessment [13,
14], where a value analysis framework was proposed. The value analysis framework
[14] examines the value of big data and analytics from three views (interdependency
view, process view and collective capability building view). The interdependency view
examines value as an interdependency among the work practice level where the data and
the related analytics are deployed in the customs risk assessment process, the organi-
zational level where policies and priorities are set, as well as the supra-organizational
level where interactions with external stakeholders are defined. Especially the supra-
organizational view is very relevant for our study, as this is the interface with external
data providers and it is at this interface where the engagement with the data providers
will take place and the potential of the external data for customs will be examined. The
process view from the value framework focusses on the processes of capability building
and capability realization. The collective capability building view focussed on possible
collaborative arrangements. While Rukanova et al. [14] explicitly include the external
data providers and mention data quality issues, these are discussed on a very high-level
and no in-depth understanding is provided on how customs can better understand what
external data sources have to offer and how they add value in improving data quality of
customs data for risk assessment purposes. This is the area which will further explore
in this research.

3 Method

For this study we used interpretative case study approach [22], where in our study we
were interested in exploring and gaining an in-depth understanding of the possibili-
ties for customs to make use of external business data. The empirical context for our
research was provided by the PROFILE project, more specifically the Belgian Living
Lab, where research is focussed on examining the potential of external business data
sources to improve the quality of customs declarations used for safety and security risk
assessment (i.e. the Entry Summary Declarations (ENS)). It is important to notice that
the intention is to improve data quality in the new customs regulation for incoming
cargo, ICS2, but additional data can always be of value. Any changes will have to be
implemented according to ICS2 from 2024 onwards, leading to different customs data
sets. The external data source that is explored in the PROFILE project is BigDataMari
(BDM). Customs declarations that are included in this paper are for outgoing cargo,
the so-called Entry Summary Declaration (ENS), and import. We follow several steps
in the case analysis, namely: (step 1) identification of data requirements for customs
risk assessment where we took the focus on security and ENS declarations and (step 2)
development of a domain model of data that is needed for customs risk analysis. We
use this domain model as a basis of assessing data quality of the individual data sets:
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customs data (in step 32) and the BigDataMari (in step 4). Based on the results of the
previous step, in step 5 we made an analysis of the added value of customs and business
data sets by linking those. In our assessment of data quality, we applied the approach of
Strong et al. [17]: high-quality data as data that is fit for use by data consumers according
to four categories with different dimensions:

1. Intrinsic dataquality (accuracy, objectivity, believability, and reputation).Weassume
there are no challenges at this level, since we deal with known data sources.

2. Accessibility (accessibility, access security). This is not part of our study, since we
received the data from their sources to study data linking.

3. Contextual data quality (relevancy, value-added, timeliness, completeness, amount
of data). This is especially of interest from the perspective of data linking. The
dimension ‘value-added’ will not be assessed, since it is assumed for each data set
to be of value for particular processes like customs risk assessment or container
shipment.

4. Representational data quality (interpretability, ease of understanding, concise repre-
sentation, consistent representation). This category is also of relevance: are we able
to interpret different data sets and create links. Concise representation will not be
assessed for the same reason that ‘value-added’ is not assessed. Data sets are based
on customs – and business standards for declarations and container shipping by sea
respectively.

Based on these categories and dimensions Strong et al. [17] define data quality
problemas “any difficulty encountered along one ormore quality dimensions that renders
data completely or largely unfit for use” [17, p. 104]. In our approach, we will focus on
the last two categories: contextual and representational data quality. This refers to the
aspects of Interpretation and Re-usability of data as explained by the FAIR principles3

(FAIR – Findable, Accessible, Interpretable, and Re-usable). These principles can be
expressed by the aforementioned data quality categories and dimensions.

4 Case Analysis

This section describes the case by first assessing customs data requirements, secondly
map them to a domain model and thirdly relate the various data sets to this domain
model. We will assess data quality by exploring links of BigDataMari data with Entry
Summary Declarations (ENS) and ENS with import declarations.

2 We first started with ENS customs data, then did the mapping of the BigDataMari data, based
on gaps we examined BigDataMari, and subsequently added an additional customs data source,
i.e. import declaration data.

3 https://www.go-fair.org/fair-principles/.

https://www.go-fair.org/fair-principles/
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4.1 Customs Data Requirements

Customs has developed a taxonomy of risks. The main groups of fiscal, economic,
security, safety, drugs trafficking, and environmental risks are identified. These can be
further decomposed, e.g. fiscal risks are decomposed into VAT, excise tax, anti-dumping,
countervailing and customs duties.

Risks are perceived along two dimensions, namely the supply – and the logistics
chain dimension. The supply chain dimension is on the movement of products and their
components from a supplier to for instance an (eCommerce) buyer. These products flows
can be triggered in different ways. Buy-sell is one approach, stock replenishment based
on foreign production another, and Vendor Managed Inventory (VMI) yet another one.
Stock replenishment can be based on internal production or purchasing orders, depending
on the structure of a company. Stock replenishment can be supported by an third party
or internal department providing purchasing services to for instance retail stores. On
supply chain level, origin and destination, product composition, (invoice) value and
product classification for customs purposes needs to be known, i.e. the Harmonised
Systems code.

Logistics chains are on the movement of these products from an origin to a destina-
tion. Products become goods by packing them to facilitate transport. A variety of packag-
ing types can be applied like boxes on pallets, that are put into containers. Eachmovement
and unpacking or repacking can give a potential risk, e.g. fiscal risks like anti-dumping
and economic risks lie IPR protection, quotas, and licenses of trade agreements.

This paper focusses on data requirements for customs risks assessment based on
logistics chains. The following data is required:

• Transport flow – it concerns the flow of transport means with their various operations.
It is decomposed into:

o Itinerary - a timed sequence of transshipment locations or hubs (place of call)
passed by a transport means for loading/discharging goods/containers (synonym:
voyage, conveyance, trip)

o Route - the use of the infrastructure taken by a transport means between any two
places of call of its itinerary

• Cargo flow – it concerns the flow of package products, decomposed into:

o Goods flow - timed sequence of transport legs and/or container tracks
o Container track - timed sequence of transport legs for a container
o Transport leg - transport of goods or containers between two adjacent (in time)

locations with one transport means (e.g. POL, POD)

• Logistics chain structure - combination of physical flows (cargo/transport) and parties
involved

These concepts will determine the data that has to be available from logistics chains.
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4.2 Capturing the Domain of Interest

The domain of interest, the logistics domain, is characterized by the following concepts:

• Physical objects like packages, pallets, containers, and transport means like vessels
and trucks.

• Locationswhere these physical objects canbe transhipped, originate from, are destined
for, or are stored under customs regime.

• Events representing associations in time between physical objects, like a container
loaded on a vessel, or between a physical object and a location, like a container located
on a terminal. The time can be in the past, present, or future, where a future time is
represented from the expectation of a customer or the estimation of a service provider.

• Parties involved based on commercial transactions between these parties. For instance,
a forwarder acting as service provider for shippers with the possibility to combine
logistics flows for optimization.

These concepts construct so-called logistics chains in logistics systems. The system
boundaries of our domain of interest are goods flows from outside into the European
Union with containers via sea. This requires various transport modes, groupage and
stripping, loading and discharge. The following Fig. 1 shows the physical flow from an
origin, i.e. PLA – Place of Acceptance, to a destination, i.e. PLD – Place of Delivery.

Fig. 1. Logistic chain.

Where the goods track is between PLA and PLD, container tracks are from a
Groupage Centre (GC) to a Stripping Centre (SC) via a Port of Loading (POL; out-
going) and a Port of Discharge (POD; incoming). In-between a POL-POD, containers
might be transhipped in a Port of Transhipment (POT). The figure shows two Ports of
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Discharge, where the first POD is the first port of call of a vessel in the EU and the sec-
ond is where a container is discharged (these can be identical). The different transport
legs visualize the movement of goods or containers from one location to another. At all
locations, the relation between physical objects in time can be given. The goods – and
container track information can be based on any reporting of a transport means of its
load/unload operation of particular goods or containers. For instance, a container track
is based on reporting by a carrier from a GC to POL, another carrier from POL to POD
and a final one from POD to SC. This might be the same carrier, i.e. the shipping line,
coordinating transport from GC-POL and POD-SC, in which case it is called carrier
haulage.

The figure shows commercial transactions, e.g. purchasing orders and replenishment
orders, trigger the processes. It also shows that location A can be a third party purchasing
organization acting on behalf of buyers at location B, where location A differs from PLA
and B differs from PLD.

4.3 Mapping and Analysing the Quality of the Different Data Sets

For maritime transport, the ENS, Entry Summary Declaration, has to be submitted 24
h prior to loading by a carrier in the port of loading, although there are exceptions. It
provides data of containers that will be loaded and transported via sea to a European
port. The Uniform Customs Code – Incoming Cargo System identifies two important
European ports in this context, namely the first port of call of a vessel in an EU Mem-
ber State (MS), the so-called Customs Office of Entry (COFE) and the actual port of
unloading with the Customs Office of Unloading (COU). Figure a1 in Annex 1 shows
the mapping of the relevant ENS concepts to the domain model. Table 1 presents the
data quality of the ENS in relation to the data requirements expressed in the domain
model.

The second data source is called ‘BigDataMari’ (BDM). The three data sets men-
tioned are linked, e.g. a shipping instruction refers to a booking and a container status
message to a shipping instruction.

The functionality of these three data sets can be described as follows:

• Booking – an indication provide by a customer like a forwarder or a shipper to a
carrier for the requirement of transport of a number of containers between two ports.
Transport requirements are expressed by the number of Twenty feet Equivalent Units
(TEU) to be transported from a POL to a POD with estimated dates/times.

• Shipping instruction – this data set contains details of containers and refers to a vessel
for loading.

• Container Status Message – this data set has the actual status of container movements
like loading in a POL onto a vessel and discharging in a POD, potentially from another
vessel.
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Table 1. Analysis of quality of individual data sets.

Data quality ENS BDM Import

Contextual

Relevancy The data set
provides a part of a
vessel itinerary or
container track of
containers shipped
to the EU or
transhipped in an
EU country to a
non-EU country

The data set provides
a (part of) a container
track. The data set
contains sea
containers shipped to
a particular country

This data set refers to
commercial
transactions. It
provides details of
products imported in
the EU like their
value

Timeliness Time is not related
to the physical
activity, but to
sharing the data set
(creation – and issue
date)
In ICS2, the actual
date of departure
and estimated time
of arrival will be
included

The data set contains
an expected container
track and the actual
one, given by
Container Status
Messages

Submission of an
import declaration is
completely
independent of a
container track. A
declaration can be
submitted before
container arrival or
many days later

Completeness The part of the data
provided is not
complete. It does
not cover vessel
itinerary (which can
change) or container
track

Data might be present
in different data
fields, e.g. a customs
code (HS-code)
might be in free text
goods description
The container track
might change due to
changes in a vessel
itinerary and/or
transhipment
The data set does not
cover all container
flows to a particular
country

The import
declaration does not
fully relate to
commercial
transactions, e.g.
multiple invoices per
declaration or
multiple declarations
per invoice
With respect to the
link to incoming
containers,
completeness is
specified by the
write-off process.
This is an error prone
(fuzzy) process, not
always leading to
complete links

Representational

Interpretability A customs goods
item is generated
from a free text
goods description,
which does not
make it reliable

Fits with the logistics
perspective of the
domain

The customs goods
item will have an
HS-code optimizing
duty payment of an
importer

(continued)
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Table 1. (continued)

Data quality ENS BDM Import

Contextual

Ease of
understanding

Goods item is to be
interpreted from a
customs perspective
– based on the
Harmonised
Systems Code. This
differs from
logistics

Fits with the logistics
perspective of the
domain

Same as for ENS.
The write-off (error
prone and fuzzy)
relates an import
declaration to
container track and
the HS-code should
relate to a
(commercial)
product

Consistent
representation

Different use of free
text fields like
parties involved

Different use of data
fields by different
users, especially the
free text fields, for
instance goods
description and
parties involved

Different use of free
text fields like parties
involved. An
importer can differ
from a consignee or
buyer

All relevant data elements in these three data sets can be mapped to the domain
model, as shown in Figure a2 in Annex 1. The figure shows that a container can also be
pickup at a GC, called place of receipt, and dropped off at an SC, called place of delivery.
This relates to variants in logistics operations. The place of receipt can also be the PLA
and the place of delivery can be identical to the PLD, in which case only container data
is known and no data on goods is available. The latter case is known as carrier haulage
with a Full Container Load (FCL).

The third data set is that of import, linked to incoming cargo movements. Import
declarations are the basis for paying import duties. Undervaluation by an importer is
one of the risks that needs to be assessed. Undervaluation can be a basis for unfair
competition. Incoming cargo movements can refer to a container that might be present
in an ENS and/or import declaration.

The following table lists the data quality of each of these three data sets on the
relevant aspects (Sect. 2).

4.4 Linking Data Sets

Linking of data is based on (1) identifying data field similarities of and (2) finding data
of those similar fields in two or more data sets.

Data field similarity relates to ontology alignment. An overview of ontology align-
ment approaches, algorithms, and indicators can be found in Mohammadi [11]. Data
fields similarity is by mapping the data fields of different data sets to our domain model
with data requirements and using data quality assessment. Figure a3 in Annex 1 shows
potential similarities of BDM and ENS and Figure a4 in Annex 1 the ENS to the import
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via the write-off process. The links on containers of BDM to import has not yet been
assessed (Table 2).

Table 2. Issues of linking.

Data quality ENS – BDM ENS – Import

Contextual

Relevancy BDM – booking and
shipping instructions are
the basis for ENS
declarations. These
should map on container
and potentially HS-code

Combination of ENS and
import should provide
more data on logistics
– (ENS) and commercial
flows (import). It might
enable customs to
configure data analytics
for customs risk
assessment using
inspection results of both
data sets. However, risk
categories for both types
of declarations might not
completely overlap

Timeliness There is a fuzzy relation
on date/time between
ENS and BDM, since
ENS does not contain a
logistics time

Matching on ‘time’ cannot
be done

Completeness BDM could complete the
ENS data set with actual
status date providing
details of transhipment
and itinerary deviations.
However, BDM does not
cover all incoming
containers

The write-off of import
data would complete the
data requirements.
However, fuzziness and
error prone of write-off
makes it difficult to
construct this
completeness

Representational

Interpretability Linking is only feasible
on containers

Linking only feasible via
the write-off process

Ease of
understanding

Customs goods item can
only be used if it is
copied from BDM

The customs goods item
(HS-codes) of ENS and
Import will differ. Thus,
they cannot be applied for
linking, although they
have the same definition

Consistent
representation

Different use of free text
fields does not allow to
use these for linking

Different use of free text
fields does not allow to use
these for linking
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All data sets are of 2018. The ENS and import declaration data sets are of one EU
Member State. The BDM data set contains container shipments to two EU Member
States, including the one for which we have the ENS and import declaration data sets.
Figures of the actual mapping cannot be given in this paper, since these are confidential.
Our findings are as follows: the union of ENS and import consists of 20% of containers
in ENS and 6% of the containers in import declarations, and the union of ENS and BDM
consists of 20% of the containers in ENS and 11% of the containers in BDM.

The relative low percentage of linking data sets relates to issues on data quality
and similarities. Other reasons are due to the fact that a customs administration links
a declaration to a previous one, using a write-off process. A further issue on the low
percentage of linking relates to different procedures on a data level. For instance, import
can relate to products coming into the EU via sea, air, road, or rail, where ENS only
refers to sea. Import can also be transit from another EU Member State, in which case
there is not a link to ENS. Of the number of actual incoming sea container, a number
will also be put into transit to other Member States or outside the EU countries, e.g. to
Norway.

5 Discussion

5.1 Discussion on the Case Findings and Case-Specific Lessons Learned

In this contribution, we have explored data quality categories and dimensions for assess-
ing the potential value of linking different customs data sets and linking a business data
set to a customs data set. The value is expressed in terms of data requirements for customs
risk assessment.

There is value in linking the business data set BDM to the ENS data set. It provides
more information on vessel itinerary and container track required by customs authori-
ties. In case the import data set can be properly linked to commercial transactions and
incoming cargo, there could also be value in linking the import data set to ENS. This
value could be realized by training data analytics based on inspection results, but only
if risk assessment and targeting of import and ENS is identical, i.e. on identical risks in
a risk taxonomy.

Due to data quality issues of the different data sets and differences in customs pro-
cedures like ENS and import, it is difficult to link different data sets as shown by our
analysis on data level. Only structured data fields have been used to identify links. This
is to do with dimensions ‘time’ and ‘ease of understanding’, where the latter refers to
differences in HS-code for different customs procedures. The extension of ‘time’ with
actual departure date and estimated arrival data in ICS2 is expected to improve linking.

Concluding, the value of linking data is based on data requirements. We have for-
mulated these data requirements in terms of our domain and identified similarities in
different data sets expressed in the domain. By increasing the similarities, data complete-
ness and thus data quality will improve. However, it requires to address other dimensions
like ‘time’, ‘consistency’, and ‘ease of understanding’. These can be improved by for
instance encapsulating logistics events like present in BDM in customs declarations,
at least for outgoing (ENS) and incoming declarations. These logistics events can be
generated by each transport leg, part of an itinerary. A second improvement would be
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to create a better link between import and cargo flows. It requires stuffing of containers,
packing lists with reference to products and their (invoice) value, and an explicit relation
between a customs goods item and (commercial) products in import declarations.

In fact, all types of links need to be created, resulting in complex data sets. A proposed
approach is to create a semantic model reflecting all potential associations as a basis for
analysing data from different perspectives. Such a model is under development in the
CEF (Connecting European Facilities) funded FEDeRATEDAction (www.federatedpla
tforms.eu). Experiments for linking data sets to this model are performed by the H2020
PROFILE project.

5.2 Evaluation Framework for Data Value and Data Quality Applied to Customs

Beyond the case-specific findings, based on the insights from the theory and from the
case we derived a general framework (Fig. 2) that can be used by customs for reasoning
about the data quality and data value of external data that can be used for customs risk
analysis.

Fig. 2. Data quality and- value evaluation framework applied to customs.

http://www.federatedplatforms.eu
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Theoretically our framework combines the data value perspective (building on the
value framework [14]), and the data quality categories and dimensions [17], and we
explicitly added the domain model of the domain of interest for customs risk analysis
derived from the case. In addition, our framework also captures the process steps that
customs can follow when evaluating data quality and potential value of external data, as
well as link to engagement with external data providers.

Starting form the value model and the organizational level, step 1 in our frame-
work relates to data requirements for customs risk assessment. Step 2 in our framework
focusses on the development of the domain model. In our framework we included the
domain model of the domain of interest for customs risk analysis that we derived based
on the case.We consider thismodel to be quite generic for different risk analysis purposes
however in practice it may be limited for some situations and may need to be extended.
Step 3 focusses on data quality evaluation using the domain model. Subsequently, our
framework indicates that specific customs data sources (e.g. Customs data source 1 -
C1 or external data source 1-E1) can be mapped to the domain model (step C1.1 and
E1.1 respectively). Subsequently a data quality evaluation of each of the individual cus-
toms and externals data sources can be performed individually by using the categories
of Strong et al. [17]. (see C1.2 and E1.2 in Fig. 2). Finally, data quality evaluation of
multiple sources for linking can be also performed (marked with L in Fig. 2).

The detailed illustration of how the data quality assessment of the individual data
sources and the linking is done was already discussed in the case analysis and these
detailed illustrations can be used to guide such analysis on other data sources as well.

6 Conclusions

In this paper we provided a detailed case study on linking customs and business data and
assessing their data quality and – value in the context of data requirements. Based on
our analysis, we provide detailed lessons learned and recommendations for practice. In
addition, we developed an evaluation framework for data quality and – value assessment
of linked data sets based on data requirements and a domain model. This framework can
be used as a support tool for customs experts (nationally and internationally) involved
in data analytics for customs. The framework allows to go in-depth in order to provide
detailed insights into what kind of data can be found in specific business data sources
and how it adds/complements existing customs data. At the same time the framework
allows for a level of abstraction fromvery technical details, whichmakes it also useful for
people involved in data analytics projects at amanagerial andpolicy level. The framework
might, for instance, be useful to assess proposed changes of the ICS2 regulation. From
a theoretical perspective this paper further extends earlier frameworks on value of data
analytics for government supervision, by zooming in more specifically on data quality.

Our framework also has a number of limitations which open also possibilities for
further research. First of all, our analysis and the resulting framework focus on specific
aspects of the value framework of Rukanova et al. [15], mostly on the inter-dependency
view and the organizational level. Further research can also examine what the effects
of using the external data are at a work practice level, where data analytics based on
combined customs and external data takes place. Furthermore, further research can also
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explore the effects taking the process view, as well as the collective view of the value
model [15] into account.
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Annex 1. Using the Domain Model for Mapping of Data from ENS,
BDM and Import Declarations

See Figs. a1, a2, a3, a4.

Fig. a1. Data in an ENS

Fig. a2. Mapping BDM to the domain and linking data to ENS

Fig. a3. Linking BDM to ENS
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Fig. a4. ENS and import declarations
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Abstract. Local government organizations (municipalities) in Sweden are
encouraged to pursue process automation to face upcoming challenges. In this
paper we focus on a case where these recommendations are put into practice and
explore the views on process automation held by different stakeholder groups,
related to which values they prioritize in their respective area of work. We do this
by applying stakeholder theory and the model of value ideals by [1] as a combined
theoretical lens. Our results show that different stakeholder groups prioritize dif-
ferent value ideals in their areas ofwork and that their views on process automation
as able to enable these value ideals vary from optimistic, to hesitant to pessimistic.
In the studied case, the achievement of process automation is in part reliant on
workers themselves seeking it out, meaning that the pessimistic view on process
automation poses a problem in that it becomes an obstacle for this to function.
We discuss the possible reasons for the differently held prioritized value ideals as
well as the differently held views on process automation. We conclude that the
studied case shows that implementing process automation includes establishing
new structures, roles and responsibilities and comes with certain issues, as those
highlighted by our analysis. We found the combination of value ideals and stake-
holder theory useful in studying e-government initiatives and make some further
recommendations on possible future, related, streams of research.

Keywords: Automation · Public sector ·Municipality · Stakeholder theory ·
Public values

1 Introduction

Process automation has become a topic of attention within the e-government research,
policies, and practice sphere in Sweden during the last few years. There are several rea-
sons behind this, the most frequently stated one being that process automation is needed
to face an ageing population and related demographic and economic challenges in local
and regional government [2]. Process automation is expected to bring efficiency gains
that are required to keep the welfare system operational when faced with insufficient
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budgets for the increasing workload (ibid.). The advancement and availability of process
automation technologies has also been crucial in enabling the possibility to pursue pro-
cess automation. For Swedish local government organizations (municipalities), process
automation of case handling processes and administrative processes is presented as a
new era of digitalization, reflected in the many publications and inquiries published by
SALAR and the Swedish Government Offices [2–10].

Much of the current focus on process automation stems from a success story of
a particular Swedish municipality automating a case handling process, cutting down
lead times and efforts required, as well as increasing the availability and service quality
for the citizen [3]. This success story has been highlighted and heavily promoted in
policies by the Swedish Association for Local Government and Regions (SALAR).
SALAR coordinates, inspires, and guides local governments and regions in Sweden
on multiple topics, e.g., digitalization. Despite the encouragements by SALAR and the
Swedish government to pursue process automation, neither SALAR, nor any other public
authority, has offered more detailed guidance on how to implement process automation,
nor provided any indications as to what processes should be automated. This has left
the 290 municipalities to find their own way, and many municipalities are struggling
to do so. A report published in 2019 found that only 2.5% of Swedish municipalities
had, at that time, implemented a process automation solution. However, the report also
noted that several municipalities had planned to implement such a solution, meaning
that by the end of the same year this figure was expected to rise to 4.5% [11]; this is still
a low number. The report highlights that process automation require much more effort
than simply installing a new software, and that the development is hindered by lack of
knowledge and experience [11, 12], as well as by technological, organizational and legal
obstacles typically seen in digital government initiatives (cf., [13]).

As stated above there is a gap between how process automation is presented in influ-
ential policy documents, and how local government organizations proceed and succeed
in implementing this type of technology. Implementing process automation in local gov-
ernment is not only challenging in practice; the very idea of process automation being
the savior of the welfare system should also be considered with some caution. Previous
research illustrate that process automation technologies may be associated with overly
optimistic expectations [14, 15], and thus be driven by techno-optimism [16]. This can
lead to unexpected or even unwanted consequences in practice [17]. For instance, pro-
cess automation holds great potential to increase efficiency [18, 19], but can at the same
time bring unrealistic expectations of its promised business value. It is also likely that
different stakeholders in local government perceive process automation differently, and
that conflicting interests can impede the development and implementation of process
automation.

Against this background, the aim of this paper is: (1) to explore stakeholder views
on process automation in local government and (2) relate these views to prioritized
values linked to the different stakeholders’ area of work. There is typically a large
number of stakeholders involved in e-government initiatives (e.g. [20]), and process
automation inmunicipalities is no exception. Process automation involves a large number
of stakeholders which contribute and interact in different ways, e.g., policy makers,
promotors, managers, developers, and end users. How different stakeholders affect and



290 D. Toll et al.

are affected by e-government initiatives is central to our understanding of e-government
[20, 21], and is important to explore also in the context of process automation. The
academic community plays an important role in educating and extracting lessons from
empirical cases on process automation [22]. There are some examples of e-government
studies on the consequences of increased process automation in the public sector (e.g.
[23–26], but much remains to be done in order to gain a better understanding of how
process automation affects these organizations in particular and society at large in general
[27]. We wish to contribute to this stream of research.

The paper is organized as follows: first we present the case along with details about
our method for data collection, we then proceed to present the theoretical framework,
our motivations for our choices and our approach during analysis. We then present
our findings and describe the identified stakeholders, their roles, and their respective
views on process automation. This is followed by a discussion of insights gained from
our findings. We end by concluding our findings and provide some thoughts for future
research.

2 Case Introduction and Data Collection

Our paper is based on a qualitative and interpretative case study [28], conducted as part
of a larger research project where one of the goals is to map current developments of
how digital technologies are implemented and used to automate case handling in local
government of case handling processes [39]. The case is centered around an initiative
to implement process automation in case handling and administration in a Swedish
municipality; hereafter referred to as the Municipality. The Municipality is one of the
larger municipalities in Sweden with approximately 160 000 citizens. The Municipality
is organized into seven departments, each focused on a certain subset of services, e.g.,
education and labor market, environment and city planning or elderly- and childcare.
There is also a city council department that includes internal support functions such as
HRM and IT. In order to effectively strategize and coordinate its digitalization efforts,
the Municipality has recently (2019–2020) formed a Digitalization Group under the
City Council Committee. This Digitalization Group consists of five roles: A Director of
Digital Transformation, an Automation Leader, a Project Management Office Leader, an
Innovation Leader, and an IT-governance and IT-architect Leader. Concerning process
automation, the Automation Leader is tasked with establishing what they themselves
refer to as automation capacity, here understood as the name of a structure of processes
that aim to enable co-workerswithin theMunicipality to identifyautomation ideas,which
then can be developed into automation solutions. The automation solution could be a
simple script or a more advanced robotic case handling solution that executes a process
instead of a caser worker. An important aspect of this automation capacity structure is
that it is planned to function bottom-up, stemming from individual employee’s ideas and
wishes.

Between February 2020 and January 2021, we conducted 21 interviews with 18
different informants. The first of these interviews was conducted in person and the
subsequent ones through video calls (Zoom and Microsoft Teams) due to the covid-19
pandemic.We used the Automation Leader as our point of departure, who recommended
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a first set of people to be interviewed, after which additional informants were identified
through snowball sampling [29]. TheAutomation Leader was interviewed on three occa-
sions, and one other informant was interviewed on two occasions. The informants are
predominantly business developers ormanagers working in six of the seven departments.
The interviews were semi-structured and focused on discussing the informant’s role in
general as well as their view on process automation and the initiative to establish automa-
tion capacity. Each interview had a duration of approximately 90 min and was recorded.
The interviews were transcribed prior to analysis. In this paper, we focused on questions
from the interviews concerning the role of process automation in the informants’ current
and future work situation.

3 Analytical Framework

In the analysis we focus on process automation of administrative processes, typically
related to case work. Automation is understood as “the execution by a machine agent
(usually a computer) of a function that was previously carried out by a human” (Parasur-
aman and Riley, 1997, p. 231). The focus on process automation specifies this definition
somewhat, in that it focuses on processes as the things to be automated, but this definition
is still very general. This general and inclusive definition means that process automation
in practice can refer to the application of technologies that are contemporarily associated
with process automation, such as robotic process automation (RPA) or different kinds
of artificial intelligence (AI). Process automation however can also include older, more
traditional methods, such as systems integration and application programming interfaces
(API). As such, process automation as a concept and possibility is nothing new per say,
but the more recent hype surrounding RPA and AI, combined with success stories of
process automation in local government, has resulted in not-seen-before explicit initia-
tives focused to automate processes in the public sector. The scope of what is possible to
automate has also widened [31], and AI now brings promises of being able to automate
cognitive tasks, that before now have been impossible to automate due to their need of
human discretion [32]. Throughout this paper we use this general and inclusive defini-
tion of process automation that includes several technologies, as it mirrors our empirical
material, where no finer distinctions are made as to what process automation entails.

3.1 Stakeholder Theory

Stakeholder theory supplies concrete tools for how to identify and manage important
actors; several of these ideas have been successfully transferred to the public sector
[21]. As an entity, a stakeholder is “[…] any group or individual who can affect or
is affected by the achievement of the organization’s objectives” ([33], p. 46), and can
refer to individuals, groups, organizations, or even the environment [34]. The core of
stakeholder theory is the idea of identifying and managing stakeholders in various ways;
managing the organization’s stakeholders is seen as away to ensure effective and efficient
management. Stakeholder theory is highly useful for discussing the large variety of actors
involved in e-government projects; visible in the successful transfers of stakeholder
theory to the public sector and the e-government context (e.g., [20]).
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3.2 Value Ideals

Government organizations are supposed to uphold public values [35], and digital tech-
nologies have the power to transform such public values [36]. There have been several
contributions over the years to create inventories and models of public values to be used
to study the transforming power of digital technologies, e.g. [37, 38]. In this paper we
apply a theoretically grounded model that synthesizes previous research on value ide-
als [1]. This model has been applied in previous studies on automation technologies in
a Swedish municipal context where it showed promise as an analytical tool [24]. The
model categorizes public values into four value ideals. In Table 1 these four value ideals
are presented, along with their definition and key values.

Table 1. Model of value ideals, adapted from [1].

Value ideal Definition and key values

Professionalism “The professionalism ideal is focused on providing an independent, robust
and consistent ad- ministration, governed by a rule system based on law,
resulting in the public record that is the basis of accountability. Key
representative values are durability, equity, legality and accountability”
(pp. 539–540)

Service “The service ideal involves maximising the utility of government to civil
society by providing ser- vices directed towards the public good. Key
representative values are public service, citizen orientation and service
level and quality” (p.540)

Efficiency “The efficiency ideal concerns providing lean and efficient administration
that minimises waste of public resources gathered from taxpayers. Key
representative values are value for money, cost reduction, productivity and
performance” (p. 540)

Engagement “This ideal focuses on engaging with civil society to facilitate policy
development in accordance with liberal democratic principles, thus
articulating the public good. Key representative values are democracy,
deliberation and participation” (p. 541)

3.3 Applying the Analytical Framework

When applying a stakeholder lens to our empirical material, four stakeholder groups
became salient in the material: The Digitalization Group, IT Department, Support Func-
tions, and Operational Staff. These groups are based on the informants’ roles in the
organization, and their interests in the ongoing automation initiative in the Municipality.
These four categories of stakeholders largely mirror the already existing organizational
structure of the Municipality in its division of different functions, although somewhat
generalized.

We then applied Rose et al.’s (2015) model of value ideals on the empirical material.
This was done in order to explore and illustrate which value ideals the informants view
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as important within their own area of work, and whether they view process automation
as an enabler of these values. In our analysis we determined which value ideals they
prioritize in their own area of work based on answers to questions about their role, their
work content, what they see as important in their work, and what further developments
they would like to see in their immediate work context. Which value ideals that are
associated to process automation were determined by analyzing answers to questions
regarding how they perceive process automation, how they define it, what potentials
they see in process automation and their thoughts on theMunicipality’s move to develop
process automation for administrativework. In order to convey the informants’ dominant
views on process automation as an enabler of the values they prioritize in their work,
the following three views were created inductively:

• Optimist: Views process automation as able to enable the value ideals prioritized in
the own area of work.

• Hesitant: Is unsure, or hesitant, about whether or not process automation is able to
enable the value ideals prioritized in the own area of work.

• Pessimist: Does not view process automation as able to enable the value ideals
prioritized in the own area of work.

We have incorporated these three views into our analytical framework, and these are
presented together with the rest of our findings in Fig. 1 in the Findings section.

4 Findings

In Fig. 1 we present an overview of our findings. The middle column shows the cate-
gorization of informants into stakeholder groups. The left column shows which value
ideals that are prioritized in the stakeholder groups’ respective areas of work. The right
column shows the stakeholder group’s dominant view on process automation as enabler
of their prioritized value ideals.

Our analysis covers which of the value ideals that are prioritized and visible in
the empirical data. These findings should not be interpreted as an indication that certain
stakeholder groups do not care about the value ideals that are not presented as prioritized.
Following Fig. 1 we describe each row of the figure in turn according to stakeholder
group and then summarize the Findings section.

The Digitalization Group consists of five informants that are explicitly working
to further digitalization in the Municipality. The following quote illustrates this group’s
aims: “We have two general main objectives: one is to increase efficiency, or free up
resources, by the aid of digitalization, and the other is to increase the digital maturity
[in the organization].” These are proponents of automation capacity, as they are the
ones creating and promoting it. They are also the ones funding its development. The
Digitalization Group is building the automation capacity upon the notion of co-workers
seeking out process automation voluntarily, with the automation capacity structure and
its processes being readily available for them to utilize when doing so. They motivate
this approach by stating that the individual co-worker is the most qualified to assess what
is suitable to automate within their area of work, as they are the foremost experts on their
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Fig. 1. An overview of our findings. The stakeholder groups, which value ideals are prioritized in
their respective areas of work, and their view on process automation as enabler of their prioritized
value ideals.

own processes.While noting that different kinds of values are of importance, theymainly
prioritize efficiency in their work, also evident as part of their objective as seen in the
quote above. They see efficiency gains as key to pursue other values, as efficiency means
freeing up resources; meaning that process automation is seen as an indirect enabler of
all value ideals. As this group consists of strategists that strategize not for their own
sake but for the Municipality as a whole, this also indicates that they see efficiency as
the most important value ideal to be enabled by the strategies and policies they create,
one of which is the automation capacity structure itself. The following quote illustrates
this stance: “I am convinced that there is much we can automate and increase efficiency
for in the organization”. As the automation capacity structure is initiated, developed,
funded, and encouraged by this group it follows that this group are optimists in their
attitude towards process automation as able to enable the value ideal they prioritize.

The IT department stakeholder group includes four informants from the IT depart-
ment of theMunicipality, whose daily work involve supporting and servicing theMunic-
ipality in matters involving IT. Concerning process automation, the IT department is the
main supplier both of the different kinds of automation solutions as well as the underly-
ing IT infrastructure. Representatives of this group also function as IT project managers
for developing automation solutions within the automation capacity structure. The value
ideal most prioritized for this group is professionalism, which is concerned with dura-
bility, robustness, legality, and security. Considering the role of the IT department as
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the governor of the infrastructure on which much of the daily operation of the munic-
ipality is built, this prioritization is understandable. They view process automation as
something that is mostly concerned with efficiency gains and are hesitant towards pro-
cess automation as an enabler of the value ideal they prioritize. While acknowledging
that technologies such as RPA and AI have promising capabilities, they view them as
volatile and unreliable, which is in direct conflict with the stability the professionalism
ideal embodies. The following quote shows the view of RPA as a last-resort technol-
ogy for process automation: “There are some use cases where I don’t really see any
other alternative, and in those cases, it is an exceptionally good solution. It is good
that the alternative exists, but often there are, in my opinion, better solutions, and in
those cases I think those should be used.” As such, this group is in favor of traditional
process automation technologies, e.g., systems integration using API, but are hesitant
towards process automation technologies such as RPA and AI that are now becoming a
part of the arsenal of process automation technologies. The following quote expresses
one of the informant’s overall thoughts of RPA, based on experiences from using it: “I
am doubtful. There are many complications, and it is very sensitive as well. Suddenly…
well, if you change something in one end then you might have to go and make alterations
and changes for both the robot and the process.”. This quote shows how they view RPA
as unstable, thus conflicting with the stability of the professionalism value ideal.

The Support Functions stakeholder group includes four informants from depart-
ments that provide internal services to the Municipality; HRM and the City Contact
Center. The Support Functions are potential users of the automation capacity, as they
are performers of processes that potentially can be automated by utilizing the automa-
tion capacity structure. This group is also very positive towards process automation
and is therefore also seen as proponents of process automation. The following quote
shows their optimistic view, within the context of discussing digitalization and process
automation in general: “My objective is to ensure the resources needed to deliver welfare
services, and digitalization is one of the strategies we use to be able to do that, as our
personnel-resources will not be enough.” Like the IT Department, this groups’ daily
work consists of supporting other parts of the Municipality. In doing so, they prioritize
providing services that are useful and of high quality, hence they prioritize the service
value ideal. They are also concerned with professionalism as the robustness and legality
of the services they provide are important. This group is optimistic in its attitude towards
process automation as an enabler of the service and professionalism value ideals. They
view process automation as both a direct and indirect enabler of these value ideals. Direct
in that process automation does not suffer from human factor error, meaning that process
automation can possibly lead to better and more correct service and record keeping, as
well as faster service and increased availability. Indirect in that they acknowledge that
the efficiency gains process automation provides would free up resources that can be
reallocated to further pursue the professionalism and service value ideals in new ways,
echoing the discourse of the Digitalization Group. The following quote shows how they
view process automation as able to increase quality assurance: “For us the purpose is,
well part of it is to make it easier for our co-workers. We want the increased quality that
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comes with a well-executed process, which is in large part performed manually today…-
…and automating [the process] so that it is performed the same every time becomes
something that is quality-assuring.”

TheOperational Staff stakeholder group includes six informants from departments
within the Municipality that for the most part are concerned with providing external ser-
vices to citizens. The informants span several different committees; the social andwelfare
committee, the environment and city planning committee, the education and labor mar-
ket committee and operational services. This stakeholder group therefore represents the
main bulk of the Municipality as well as being the group that most frequently interacts
with citizens. These are potential users of automation capacity in a similar manner to the
Support Functions group, as this group too are the performers of many processes that
potentially can be automated by the automation capacity. This group prioritizes three
value ideals: service, professionalism, and engagement. The reasons for prioritizing the
service and professionalism value ideals are much the same as for the Support Func-
tions group, i.e., providing useful and high-quality services and in doing so ensuring the
robustness and legality of the municipality. This group is also particularly concerned
with professionalism in regard to record keeping and accountability, as many interac-
tions with citizens can involve legal appeals. This incentivizes the individual co-worker
to keep extensive records for the sake of transparency and traceability in the event of
such appeals. This group also prioritizes the engagement value ideal, as interacting with
citizens is a large part of their area of work. They view the possibility to interact with
citizens as important in order to be able to offer quality services and take into consider-
ation individual cases and circumstances; something they view as especially important
in areas of work that involves interacting with vulnerable groups of society. This group
are pessimists in their attitude towards process automation as enabler of the value ide-
als they prioritize. They view process automation as something that purely increases
efficiency of administrative processes, and while their area of work does include such
processes, these are not something this group focuses on. The following quote illustrates
this group’s stance, from the context of talking about the push within the Municipality
to further digitalization and process automation: “I almost feel that we focus too much
on achieving digitalization, when I think about my [business developer] purpose, it con-
cerns improving our work, work smarter, have better meetings and create more value
for our citizens, and it should be easier for our co-workers to do so. So, I can sometimes
feel that digitalization becomes an aim in itself.” As such, this group is critical towards
digitalization in general and are pessimistic in their view of process automation as able
to enable the value ideals they prioritize.

To summarize, the initiative covered above is the Municipality’s operationalization
of SALAR’s encouragements to pursue process automation (as described in the intro-
duction section). The analysis illustrates how one stakeholder group, the Digitalization
Group, with a clear focus on efficiency is guiding the work to establish structures for
promoting and realizing process automation in the organization. This work is founded
on an optimistic stance towards both process automation as an enabler of efficiency, and
an optimistic view on the organization’s ability to identify and realize automation ideas
and implementation bottom-up. The effort of establishing ‘automation capacity’ in the
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organization is further fueled by the Support Functions stakeholder group. Although pri-
oritizing different value ideals, they too hold an optimistic view on process automation as
an enabler of prioritized values. In contrast, the two stakeholder groups on which much
of the realization of process automation relies – the IT Department and Operational Staff
– hold hesitant and pessimistic views on process automation as an enabler of the values
ideals which they prioritize.

5 Discussion

In this paper we applied stakeholder theory and the model of value ideals by [1] as a
combined theoretical lens, which was combined with a set of inductively created views.
We find value ideals useful to study process automation, in agreement with previous
studies that have done so [24]. In addition, we find the combination of stakeholder
theory and value ideals fruitful as it allowed to identify value ideals held by different
groups to contrast and compare between them.

The case presented in this paper is an example of how the encouragements of SALAR
(as described in the Introduction section) are put into action. This involves the creation
of new structures, roles and responsibilities, and illustrates how process automation is
a complex venture, as discussed by [11]. Our findings also show that the related issues
are far from purely technological in nature, but instead shows that differentiating views
becomes an important aspect to consider and manage, similar to those organizational
obstacles discussed by e.g., [13].

The different stakeholder groups prioritize different value ideals in their different
areas of work, which is a consequence of the type of work included in those different
areas of work, as well as adhering to the objectives these different groups are responsible
for. Concerning their views on process automation, the different groups hold different
views, where TheDigitalizationGroup and The Support Functions are optimistic, but the
IT Department is hesitant, and the Operational Staff are pessimistic. Considering how
process automation is being established in this particular case, reliant on co-workers
themselves initiating automation ideas, this becomes a problematic paradox for the
automation capacity structure to function as planned. As [31] points out, the scope
of what is automatable has widened, but as can be seen in the view expressed by the
Operational Staff group, this is not inherently clear to them, as they do not see process
automation as applicable for their processes. This group values the engagement value
ideal and the ability to consider individual circumstances when interacting with citizens,
indicating that discretion [32] is important to this group and might be a reason for
their pessimistic view, not believing technology capable of replacing how humans apply
discretion.

All of the stakeholder groups we have identified are needed to play their part for the
automation capacity to bear fruit, however the IT Department in particular holds a vital
role in this, as they both supply the underlying infrastructure and act as project managers
in the development of automation solutions. This means that the IT Department holds
a position of great influence in the chain of events of achieving automation solutions.
If they allow their hesitant view to affect what is automated and in what way, it may
influence the effectiveness of the automation solutions. This shows that defining clear
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roles and responsibilities as well as creating alignment between the IT function and the
goals of process automation is important, as discussed by [22].

The optimistic groups expresses that increases in efficiency frees up resources, which
is a motivation for process automation that can be seen both in the marketing of e.g. RPA
[15] as well as in the discourse of SALAR [2, 5]. As noted in the Introduction, not much
detailed guidance has been given by SALAR or any other public authority on how to
implement process automation. It is clear from the studied case that the encouragements
of SALAR have been taken to heart and that the implementation of process automation
is not without its related issues. In light of this, there is a gap between the policy and
practice of process automation where both scholars and public authorities can play a
role in providing insight and guidance on how to approach this type of e-government
initiatives.

6 Conclusions, Limitations, and Future Research

In this paper we have presented a study focused on a case of a Swedish municipality
establishing process automation (‘automation capacity’) as a way to face upcoming chal-
lenges. Our aim was to explore how different stakeholder groups view process automa-
tion as able to enable the value ideals the prioritize in their respective area of work.
We have achieved this aim by illustrating a contemporary case study as one example
of how policy and encouragements of pursuing process automation is put into practice
within a municipality. In this case we have identified that the pursuit of process automa-
tion entails the creation of new structures, roles, and responsibilities. The study also
illustrates that different stakeholder groups within local government prioritize different
values depending on their area of work. This prioritization affects their views on pro-
cess automation, and they hold different dominant views on process automation. These
conclusions were made possible applying the model of value ideals [1], which we found
useful in agreement with previous studies [24]. The empirical illustrations together with
the theoretical lens applied in this paper can serve as inspirations for further research
in the e-government domain focusing process automation and beyond. The results also
present practical implications: within the particular case studied, but also for other local
government organizations, policymaking organizations (like SALAR) and national gov-
ernance of process automation. In a decentralized governance model, like the Swedish
one, we have identified that many municipalities are on separate, often non-coordinated,
journeys to establish process automation. Here organizations like SALAR could play a
larger, and more evident, role in providing more detailed guidance on how to approach
such ventures, and still be sensitive towards local contexts and needs.

Doing a single case study, on one hand, makes a deep analysis possible, but on the
other hand one limitation of this research is that case studied is one of 290 municipalities
in Sweden, and more studies on process automation in other municipalities are needed
in order to contrast and compare the findings. International comparisons could also be
beneficial in order to contextualize the case-based results, and to explore other gover-
nance models (e.g., more centralized models) and other levels of government beyond
the local. Comparisons to private organizations could also be made to further shed light
on similarities and differences between these types of organizations. The stakeholder
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analysis in this paper categorizes the informants into stakeholder groups. Stakeholder
theory can however be applied tomake deeper, more detailed analyses in order to explore
more fine-grained nuances and how this affects their views on process automation, as
more conditions than area of work are likely to play a role. Studies that use more specific
definitions of process automation, e.g., focused on specific technologies, could also be
fruitful in exploring differences between different types of technologies. We also iden-
tify further research avenues exploring how the inductively generated views (optimist,
hesitant, and pessimist) can be mirrored in previous research on organizational change
in general and e.g., change management in particular.
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Abstract. Every day Public Administrations (PA) provide citizens with
plenty of services. Due to different factors, such as the involvement of dif-
ferent human resources or the will to deliver lean and versatile services,
the same service can show some variability across different organizations.
Log files contain the proof of PA process’ variability thus, being able to
analyze logs, can be very helpful both for the PA, in order to establish
good practices or contextual rules, as well as for the software house com-
panies that need to analyse and to better customize the software they
provide. In this paper, we present a methodology that, using log files as
inputs, and based on the so-called TLV-dissγ , a parametric dissimilar-
ity measure, allows a data analyst to perform a cluster analysis. This
methodology helps both PA and software producers to better under-
stand how services are delivered through informative systems and then
to better customize them. We show that our methodology can be used
to capture the differences in control flow and components resulting from
the log files, and then to better reason on the delivery of public services.

Keywords: Log clustering · Similarity measure · Variance analysis

1 Introduction

Every day PA provide citizens with plenty of services that are very similar in
scope, but that may vary in their internal management and organisation. Such
divergence in the processes is called variability and can be due to many possible
factors, such as differences in the human resources involved to carry out specific
tasks, altered control flow necessary to deal with specific locally-applicable laws
or requirements, specific aspects of external informative systems with which the
supporting software has to interact, and to many other factors that could require
specific customization on the delivery of public service.

Inevitably, this variability increases the complexity of data analysis in discov-
ering possible deviations from expected procedures in which the PA analyst could
be interested. In parallel, a software company, distributing services and applica-
tions for PA, could improve and optimize software, reducing the investment in the
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development for uncommon behaviors and, at the same time, tuning the software
for including non-standard procedures that are, instead, very common among PA
employees. Moreover, given different installations of heterogeneous organisation,
identifying regularities in activities or control flow, that may reveal good practices
or contextual rules in the execution of a standard procedure, is very important for
predictive installation configurations. In such a context, the data analyst has a
unique source for discovering possible anomalies and elaborate possible statistics:
the big amount of raw data collected in log files, generated from the execution
of the software, supporting the delivery of the public service. Process mining is
a recently developed discipline that aims at discovering business process models
from log files in order to enable more abstract reasoning on the behaviour sub-
sumed by a service and to possibly compare different service instances in relation
to the behavioural characteristics associated to the derived business process mod-
els. Notwithstanding its numerous merit, the main limitation of this approach con-
cerns the limited number of logs that can be analyzed concurrently, when, instead,
thousands of comparisons would be needed. In particular, if we would like to carry
on extensive analysis of the logs related to the delivery of a specific service by the
municipalities of an average size European country, we would need to compare sev-
eral thousand models. At the same time, the result could be strongly influenced
by the adopted mining algorithm.

The methodology we propose is propaedeutic to Process Mining and it tries
to solve some well-known problems when carrying on extensive log files com-
parison and clustering. Our aim is to satisfy the needs of PA data analysts, for
instance, employed within a large PA software provider, equipping them with an
instrument able to help them in collecting and comparing information derived
from a huge amount of logs, generated by different municipalities. The method-
ology is based on a new (dis)similarity measure, named TLV-dissγ , that is able
to quantify on a numerical scale the pairwise (dis)similarity between logs, start-
ing from their XES files. This measure will be used successively in a clustering
procedure in order to group together comparable logs thus enabling a faster and
cluster-based analysis. For such a reason, the proposed methodology is para-
metric and can be configured directly by the data analyst. According to the
parameters’ value, the similarity measure will give relevance to different char-
acteristics of a log. In particular, the analyst will be able to focus more on the
activity perspective (i.e. on how much logs are different in terms of reported per-
formed activities) than on a control perspective instead (i.e. on how much logs
report different ordering relations among the activities). Moreover, it is possible
to have a trade-off between the two. Our methodology has been implemented in
a tool and validated in relation to its effectiveness on 37 logs related to the same
service and delivered by different Italian municipalities.

The rest of the paper is organized as follows: Sect. 2 presents the background,
in Sect. 3 we provide the theoretical and technical details about the methodology
that was applied to a real case study, and whose results are presented in Sect. 4.
In Sect. 5 we have the related works and finally, in Sect. 6 we conclude and discuss
possible future works.
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2 Background

2.1 Information Systems and Event Logs

Public Administrations deliver complex services to citizens through the usage of
dedicated Information Systems (IS). In the last years, the development of such
systems have been more and more driven by the definition of business processes
that are then embedded in the software [3], so that the activities to be performed
in the delivery of a service and their ordering, are clearly specified and checked
with respect to the norm. In such a context the term Process Aware Information
System (PAIS) has been defined to refer to such kind of IS.

Among the various functionality made available, a PAIS generally includes
diagnostic mechanisms in the form of events log. An event log is a collection
of data connected to the execution of the embedded process, and each event in
the log is associated with a specific process instance, which is usually referred to
as a “case” [18]. A “case” is then constituted by an ordered sequence of events
that are related to the delivery of a service in relation to a specific request by a
citizen. There can be additional attributes for each event, such as the timestamp
or the resource executing the activity. Each attribute may be considered as a
classifier. If two events have the same value for a classifier they are considered
equal. The default classifier is the name of the activity. Since 2010, the XES
format has been the most widely used format in process mining to analyse event
logs [18]. An XES document depicts a single log and an arbitrary number of
traces. Each trace describes a sequence of events attributable to a single case.
The log can have as many attributes as needed, which are mainly of type String,
Date, Int, Float, and Boolean.

2.2 Clustering and K-Medoids Algorithm

Clustering analysis is a set of techniques for grouping (clustering) similar objects
together, so that the dissimilarity among objects belonging to the same cluster
is lower than the one among objects belonging to different clusters [6].

Among partitional clustering algorithms, K-means and K-medoids are very
popular. They are based on a simple concept: be K, the number of clusters,
the algorithms look for the K-most-representative elements, called centroids or
medoids, and assign each object to its closest representative. One of the most
relevant differences between the two algorithms is given by the selection of the
medoids that are chosen among the collected data samples, while the centroids
can be any point in the considered space [9]. It is for this reason that k-means is
not suitable for non-Euclidean spaces (as in our case), and k-medoids has been
used instead [17]. For optimizing the number of clusters K, some performance
indexes, such as the silhouette index, have been defined [15]. Basically, varying
K we look for the partition that ensures the maximum silhouette index. The
method consists of three steps: calculate the average distance of a point from
points in the same cluster a(i), count the average distance of the same point
from points in the nearest cluster b(i), calculate b(i)−a(i)

max(b(i),a(i)) .
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3 TLV-dissγ Methodology

In this section, we present the TLV-dissγ methodology. It starts with the elab-
oration of the XES logs to successively make possible the application of the
K-medoid algorithm on a generated distance matrix.

The proposed methodology consists of five phases executed in sequence:

– Definition of the Trace Matrices for each XES log
– Definition of the Log Matrix combining together the Trace Matrices
– Definition of the Variance Matrix for each possible combination of logs
– Definition of the Distance Matrix summarizing the results of the Variance

Matrices
– Use of K-medoid algorithm on logs according to the Distance Matrix

In such a context, the term trace can be considered as the formal representation
of a case, and it will permit to formally represent the sequence of activities
performed to satisfy a request by a citizen.

3.1 Trace Matrix

A Trace Matrix defines the ordering relationship between activities in a trace
extracted from a XES Log. In particular, a Trace Matrix is generated for each
distinct trace existing in the Log. In this definition, we aim to extend the concept
of order matrix already introduced by Reichert et al. [11].

Definition 1. Let A a generic set of labels, denoting activities, being a ∈ A a
generic activity. A trace σ is represented as an ordered sequence of activities,
so that σ = 〈a1, a2, ..., ar〉. We indicate with Aσ the set of labels appearing in
the trace σ. A log L is constituted by a set of traces, so that σ ∈ L. The set of
all labels appearing in any trace of a log is then represented by AL (i.e. AL =⋃n

i=1 Aσi where L = {σi|i ∈ [1 . . . n]}). We indicate with |AL| the cardinality of
a set.

Definition 2. Given a trace σ the associated trace matrix T σ will report the
relations among the activities in the trace σ itself. T σ is a squared matrix that
has a number of rows, and columns, equal to |AL|. Each row is associated to a
label in AL, and the same label is associated to the column with the same index.
Therefore, the elements of T σ are defined as follows:

– tσij := � if ai precedes, directly, aj in σ
– tσij :=� if ai precedes, but not directly, aj in σ
– tσij := � if ai follows, directly, aj in σ
– tσij :=� if ai follows, but not directly, aj in σ
– tσij := ∅ if ai and aj do not both appear in σ

Given a log L the set of all trace matrices corresponding to the traces in L will
be denoted as T L.



TLV-dissγ : A Dissimilarity Measure for Public Administration Process Logs 305

It is worth clarifying that an activity ai precedes/follows directly aj if it is in
its immediate adjacency, so respectively it holds that j = i + 1 or i = j + 1; not
directly means that one activity can precede/succeed the other in more than one
step. For each log, the activities considered in the trace matrix corresponds to
the activities existing in that specific log and not only the trace. This is necessary
to have a more direct generation of the log matrix in the next step. Moreover,
it is worth noticing that the expressed relations do not hold on to the same
activity (i = j, ∀i, j). For this reason the diagonal is empty, and T σ is “specular”
with respect to its diagonal. Finally, in the proposed definition we treat equally
activities that are reachable in more than two steps, differently from [8]. A more
detailed distinction is possible, but it could affect the computational performance
in dealing with a huge amount of data.

Running Example (1/4). To better illustrate the technicalities of our method-
ology we present here a running example. Let L1 be the log represented in
Table 1a and |L1| = n (i.e. L1 includes n traces). Then let the L2 be the log
depicted in Table 1b.
The resulting trace matrices for L1 are Table 2a for the ABD trace and Table 2b
for the ACD trace. Similarly, for L2 we have Table 2c and Table 2d for the traces
ABCE and ACBE respectively.

Table 1. Running example logs

Case ID Activity name

1 A

1 B

1 D

2 A

2 C

2 D

... ...

(a) L1

Case ID Activity name

1 A

1 B

1 C

1 E

2 A

2 C

2 B

2 E

... ...

(b) L2

Table 2. Trace matrices

A B C D

A � ∅ �

B � ∅ �

C ∅ ∅ ∅
D � � ∅
(a) ABD L1

A B C D

A ∅ � �

B ∅ ∅ ∅
C � ∅ �

D � ∅ �

(b) ACD L1

A B C E

A � � �

B � � �

C � � �

E � � �

(c) ABCE L2

A B C E

A � � �

B � � �

C � � �

E � � �

(d) ACBE L2
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3.2 Log Matrix

A log matrix summarizes the behavior reported in the log and is obtained by
the trace matrices previously generated. In addition to the relationships already
described in the trace matrices, here we can express the relation of XOR or AND
between activities.

In particular we use:

– ×, if the two activities never appear on the same trace (XOR);
– +, if there is at least one trace in which the activity ti appears before the

activity tj and another trace with the same activities but with the inverse
order (AND).

A log matrix is obtained by comparing all trace matrices of the Log.

Definition 3. Let LM be the Log Matrix corresponding to a log L, then a
generic entry in LM is indicated as lij and is defined as follows (taking into
account the trace matrices corresponding to the traces in log L):

– lij := � if ∃σ ∈ L : tσij= � and ∀σ′ ∈ (L\σ): tσ
′

ij = (� or ∅)
– lij := � if ∃σ ∈ L : tσij= � and ∀σ′ ∈ (L\σ) : tσ

′
ij = (� or ∅)

– lij :=� if ∃σ ∈ L : tσij= � and ∀σ′ ∈ (L\σ) : tσ
′

ij = (� or ∅)
– lij :=� if ∃σ ∈ L : tσij= � and ∀σ′ ∈ (L\σ) : tσ

′
ij = (� or ∅)

– lij := × if ∀σ ∈ L : tσij= ∅;
– lij := + if ∃σ ∈ L : tσij= (� or �) and ∃σ′ ∈ (L\σ) : tσ

′
ij = (� or �)

Running Example (2/4). Considering the Trace Matrices presented in
Table 2, here below we define the corresponding Log Matrices following the
rules defined above. In particular Table 3a shows the log matrix for L1 merging
together the trace matrices defined in Table 2a and 2b. Table 3b represents the
log matrix for L2 regarding the trace matrices defined in Table 2c and Table 2d.

Table 3. Log matrices

A B C D

A � � �

B � × �

C � × �

D � � �

(a) L1

A B C E

A � � �

B � + �

C � + �

E � � �

(b) L2

3.3 Variance Matrix

A Variance Matrix defines the distance between two log files. Each entry of the
Variance Matrix is obtained by comparing the corresponding element of two Log
Matrices and by weighting the result using parameters γ and β.



TLV-dissγ : A Dissimilarity Measure for Public Administration Process Logs 307

Definition 4. Let V be a Variance Matrix corresponding to the logs L and
L′ then the elements of such a matrix are defined as follows:

vii =

{
γ, if ai ∈ AL ∩ AL′

0, otherwise

vij =

⎧
⎪⎨

⎪⎩

(1 − γ), if lij matches l′ij
β · (1 − γ), if lij and l′ij have same order, with β < (1 − γ)
0, otherwise

where lij and l′ij are the elements of the Log Matrices corresponding to logs L
and L′, respectively.

In particular, the entries corresponding to the diagonal of the matrix are used
to keep track of the presence of the activities in the logs, while the remaining
part of the matrix is used to annotate the relationship between them. If the
activity ai is present in the intersection of AL and AL′

then the corresponding
entries in the diagonal are filled with γ, 0 otherwise.

Considering instead the entries vij they are filled with (1−γ) if the entries of
the Log Matrices for L and L′ are identical; β · (1 − γ) if they respect the same
order (�, �) or (�, �), 0 otherwise.

The parameter γ is used to control the impact of activities with respect to
the relationship between them. Thus, it can be understood that it is possible to
give more weight to the common existence of the activities giving more weight
to the elements on the diagonal (γ close to 1) or more weight to the relationships
between activities (flow) giving more weight to the elements that are not on the
diagonal (γ close to 0). The parameter β is useful for discriminating that cases
where the entries lij and l′ij are not identical but still respect the same order of
precedence. The usage of these parameters permits the final user to customize
the measure according to his/her necessity and interest.

To notice, in order to compare matrices with different activities we use in
the Variance Matrix the super-set of the activities between the two Log Matrices
(AL ∪ AL′

) and we insert 0 on the entries that refer to the absent activity.

Running Example 3/5. Considering the two Log Matrices defined in Table 3a
and 3b the resulting Variance matrix considering the parameter γ=0.6 and the
parameter β=0.25 is defined in Table 4.
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Table 4. Variance matrix V corresponding to logs L1 and L2

A B C D E

A 0.6 0.1 0.1 0 0

B 0.1 0.6 0 0 0

C 0.1 0 0.6 0 0

D 0 0 0 0 0

E 0 0 0 0 0

3.4 Distance Matrix

The Distance Matrix summarizes the similarity between Logs using a range
between 0 and 100. In particular, the closer the value is to zero, the more similar
the two models are.

Definition 5. Given a set of logs let V̂ be the set of all Variance Matrices. Then
D is the Distance Matrix among Variance Matrices, where each element of
the matrix dij = diss(Li,Lj), is computed using Eq. (3)

Given |V̂| = N , D is a matrix of order N .
It is worth clarifying that a Variance Matrix V contains the similarity among

the two Log Matrices associated with the logs L and L′. In order to derive a
value (real number), for quantifying the similarity between two Logs, we used
the following relationships:

sim(Li,Lj) =
1
α

||V||1 =
1
α

N∑

i

N∑

j

|vij | (1)

α =

⎧
⎪⎨

⎪⎩

n, if γ = 1
n(n − 1), if γ = 0
n2, otherwise

(2)

diss(Li,Lj) = (1 − sim(Li,Lj)) ∗ 100 (3)

The similarity sim(Li,Lj) is calculated by dividing per α the 1-norm of the
corresponding Variance Matrix V, where α assumes a different value according
to the definition (2). In other words, α should assume a value equal to the number
of cells possibly different from 0 according to the definition of the parameter γ.
Finally, the dissimilarity of two logs, diss(Li,Lj), is defined as one minus the
similarity, expressed in hundredths.
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Running Example (4/4). The distance matrix (Table 5) of the considered
running example is defined on the dissimilarity of logs calculated in Table 4. In
particular, for logs L1 and L2, we have the following distance:

diss(L1, L2) = (1 − sim(L1, L2)) ∗ 100 = (1 − (
(0.6 ∗ 3) + (0.1 ∗ 4)

25
)) ∗ 100 = 91.2

Table 5. Distance matrix

Log1 Log2

Log1 91.2

Log2

3.5 Logs Clustering

The last step of our methodology consists in defining the Log clusters according
to the generated Distance Matrix. The clustering algorithm that we take into
consideration is the K-medoids for its characteristic to select the medoids among
the collected Logs. The number of partitions K is selected automatically by the
algorithm ensuring the maximum silhouette index.

4 Empirical Results/Case Study

To study and evaluate the performances of our (dis)similarity measure, we ana-
lyzed data provided by a company that sells information systems to the PA.
We selected a single service offered by municipalities and we derived a set of
logs that have been successively pre-processed by a semi-automatic procedure
in order to anonymize and unify activities so to run our algorithm. The pre-
processing phase permitted us to select 37 logs describing the same process. The
first four phases of the proposed methodology were implemented in a Java tool1.
In particular, after the selection of a folder containing the XES Logs to analyze
the tool is able to derive a csv file containing the Distance Matrix between all
Logs. Successively, the generated csv file has been imported in R, for performing
the K-medoids algorithm thanks to the cluster library2. To evaluate and test the
performance of the defined (dis)similarity measure and the corresponding cluster
results, three configurations were studied. In particular, we set the parameter
β=0.1 and the γ varying as follows:

1 https://bitbucket.org/proslabteam/tlv-diss/downloads/.
2 https://cran.r-project.org/web/packages/cluster/cluster.pdf.

https://bitbucket.org/proslabteam/tlv-diss/downloads/
https://cran.r-project.org/web/packages/cluster/cluster.pdf
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– γ = 0 to reward control flow similarity (CFlow)
– γ = 1 to reward activities similarity (CAct)
– γ = 0.5 to equally reward control flow and activities (CFl/Act)

The optimal number of clusters K is found by calculating the Average Sil-
houette Value, Saverage, for several K. The K-medoids algorithm then will select
the K at which Saverage is maximum. This guarantee the best results of the algo-
rithm. We obtained that K = 14 for configuration CFlow, K = 15 for configuration
CAct and K = 12 for configuration CFl/Act.

Figure 1 shows the clusters obtained for each configuration. By observing
Fig. 1a and 1b, we see that Log42 and Log43 appear in different clusters if γ = 0,
while they belong to the same cluster if γ = 1. This fact is somehow expected,
in fact Log42 = {〈H, G〉, 〈T,Q〉}, while Log43 = {〈T, G, Q, H〉, 〈G,T,H,Q〉}. This
shows how our methodology allows the analyst to choose whether to give more
weight to the similarity of activities or of control flows.

Log6 and Log14 show a very interesting behavior, too. Log6 = {〈C, A〉}, while
Log14 = {〈A, C〉}. On the one hand, choosing γ = 0, Log6 is a cluster of its own
and Log14 is clustered with Log2 = {〈A, B, C, E〉, 〈A, C, B, E〉}, Log34 = {〈A,
C〉, 〈A, B〉} and Log37 = {〈B, A, C〉}. This is not surprising, in fact in this cluster
the existence of the same 〈A, C〉 sub-sequence is identified. On the other hand,
as can be seen in Fig. 1a and 1c, fixing γ = 1 and γ = 0.5, Log6 and Log14
are in the same cluster: this behavior is consistent because the Logs share both
activities.

Finally, Log4 = {〈A, B, C〉} and LOG35 = {〈A, B〉} are clustered together
when γ = 0 while if γ = 1, Log35 is cluster with Log7 = {〈B, A〉} and if γ = 0.5
the three Logs above belong to the same cluster as shown in Fig. 1c.

While a thoughtful assessment of the approach is certainly needed, so far the
results we got in terms of performance seem to support its applicability to the
comparison of many logs. In particular, ten runs on our data-set composed of
37 logs the final Distance Matrix was generated with an average time of 4.3 s,
using a consumer PC.

5 Related Works

There is a large literature on similarity measures between business models or logs.
In [16] the authors identify four dimensions to quantify the similarity between
models and between their elements.

The natural language dimension provides a syntactic comparison of labels in
the model to determine the equality between two labels, or the semantic one,
to identify the synonyms of the labels. The graph structure is the dimension
that allows comparison of e.g. the largest sub-pattern in common between the
two graphs or the position and type of the various control flow connectors. The
human estimation dimension allows human opinion to be included in the judg-
ment of how similar two processes are. Finally, behaviour dimension compares
trace executions. Gerke et al. [7] and Zhou et al. [19] use the longest sub-traces
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(a) γ = 0 : similar control flow (b) γ = 1 : similar activities

(c) γ = 0.5 : mix of control flow and activities

Fig. 1. Clustering. Each log file is indicated using the XES extension; the circles rep-
resents the medoids, i.e. the cluster’s most representative object

to express Log similarity. In [4] van Dongen et al. use causal footprints to define
relationships between activities. The similarity is then calculated by using the
cosine distance. Kunze et al. [10] define a metric from order relationships between
trace elements, i.e. strict order, exclusiveness, interleaving, and co-occurrence.
The metric provides a weighted contribution of the similarity between the two
models according to each of the order relationships. Our similarity measure dif-
fers from the mentioned works because it takes all traces into account, has the
ability to consider AND and XOR, and thanks to the concept of follows (pre-
cedes) strictly, it is possible to express notions about the context. The effec-
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tiveness of our similarity measure is also tested through a clustering technique
making our methodology suitable for large amounts of data.

Model clustering has already been explored in the literature, although exist-
ing works take business models as input. Our work instead involves the analysis
of execution logs and this methodology is very suitable in case of a large number
of logs, as using process mining techniques to derive the model would be very
expensive. In [8] the authors use a metric that equally weighs the contribution of
activities and transitions. They use hierarchical clustering to group the models.
Again, using models, Bergmann et al. [1] tested the effectiveness of k-medoid for
partitioning a recipe repository, in [5] the authors use clustering to identify frag-
ments of patterns present in several processes that can be refactored as shared
processes and in [13] the authors adopt a similarity function based on fuzzy logic,
which is then used to cluster the models.

6 Conclusions and Future Works

In this paper, we derived a parametric dis(similarity) measure working on log
files produced by PAs. Our approach, starting from the traces describing the
executions of services, derives a distance matrix representing the (dis)similarity
among logs, so to permit a deeper understanding of variability in the delivery
of services to citizens by different organizations. The proposed methodology is
particularly suited for comparing and analyzing large amounts of data, where
standard techniques (e.g. process mining) are not indicated due to scalability
issues. Furthermore, our approach is able to deal with the real behavior of sys-
tems, since it is completely data-driven, and does not rely on the knowledge of
any model, which in general could not precisely reflect real IS executions.

The integration of a clustering procedure in the proposed methodology is
twofold: first of all, it allows to evaluate the discriminating power of the TLV-
dissγ measure, secondly, it permits to aggregate and analyze similar logs in order
to provide the analyst with a more focused and complete view on the global
behavior of the group.

As shown in Sect. 4, we obtained promising results on the analyzed logs.
Indeed, the proposed parametric measure was able to discriminate logs accord-
ing to the selected parameters, showing the efficacy and effectiveness of the
approach. This confirms the goodness of the used parameters. Anyway, larger
and deeper investigations on such field are needed, such as the possibility to
introduce other perspectives in addition to control flow and activities or the pos-
sibility to test the application in other scenarios [2]; as well as using Topological
Data Analysis-based clustering [12,14]. Furthermore, possible improvements of
the dis(similarity) measure are under study.
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Abstract. COVID-19, BREXIT, global terrorism, and political ideologies such
as “America First” have increasingly laid bare ethical, political and operational
stresses attached to international border crossings. Organizations tasked with the
management of international borders are having to cope with new threats to border
management andmore andmore are choosing to incorporate the Internet of Things
(IoT) technologies within their border management processes as a means of gov-
erning mobility. However, whilst the introduction of IoT can introduce a number
of benefits, the adaptation of new technologies presents substantial challenges to
border management organizations and can introduce a number of unforeseen risks
such as encroachment on the rights of the individual, lack of transparent gover-
nance, absence of legal legitimacy, opaque delegation of responsibilities between
communitarian organizations and unethical decision-making or behavior. This
article proposes a framework for the adaptation of IoT by border management
organizations which aims at helping border management organizations overcome
the challenges presented by the implementation of IoT. The implementation of
this framework includes wide-ranging changes to the structure of the organiza-
tion, changes to processes and systems, and changes to the continuous training
and development of staff members.

Keywords: IoT · Internet of Things · Border management · Risks · Benefits

1 Introduction

COVID-19, global terrorism, BREXIT and political movements such as “America First”
have increasingly laid bare ethical, political and operational stresses facing the govern-
ment of international border crossings. In the face of heightened political pressure,
organizations tasked with the management of international borders are having to cope
with new threats to border management, despite traditional constraints such as limited
budgets and reduced staff. As such, countries are increasingly choosing to digitalize
the government of international borders by incorporating Internet of Things (IoT) tech-
nologies within their border management processes [1] as a means of improving the
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governance of mobilities [2] and improving the policing and security of international
borders [3].

The IoT is a network of objects that communicate between themselves and other
internet-enabled devices over the Internet allowing organizations to monitor and control
the physical world remotely [4, 5]. However, border management organizations face
unique challenges to IoT implementation, such as the large numbers of people and goods
which cross international borders, the large areas which need to monitored and secured
[6], and the need for international cooperation [7]. Furthermore, border management
organizations are choosing more often for a pre-liminal and post-liminal approach to
border security as opposed to a liminal approach. Whilst the introduction of IoT can
introduce a number of benefits for bordermanagement purposes, the delegation of control
to technology and the increasing lack of physical presence presents substantial challenges
and can introduce a number of unforeseen risks such as encroachment on the rights of the
individual, lack of transparent governance, lack of legal legitimacy, opaque delegation of
responsibilities between organizations, unethical decision-making or behavior [8] and a
mutual lack of trust.

Despite the popularity of IoT technology for border management, particularly with
regards to biometrics such as fingerprint scanners, facial recognition or iris scanners,
the adoption of such technologies has proved in the past to be challenging for border
management organizations [9, 10]. The reasons for these failures are often due not to
technological deficiencies but are often more rooted in social aspects. For example,
because maritime rescue services are not part of EUROSUR, border guards do not
necessarily share information with them due to ill-defined responsibilities within Europe
[9]. Furthermore, despite the growing number of investigations into the technological
possibilities of smart borders, little research has been done on the social impact of IoT
implementation, in particular as to its impact on border management organizations as
well as their inter-organizational relationships. This article addresses this knowledge
gap by discussing a review of background literature and proposing a framework for the
adaptation of IoT by border management organizations.

This research investigates the impact of IoT implementation on border management
organizations using Duality of Technology theory [11] as underlying logic. The cen-
tral question asks what conditions border management organizations should take into
account when adapting IoT for the digitalization of border government? This article pro-
poses a framework for the adaptation of IoT by border management organizations and
concludes that implementing this framework requires organizations to develop capabil-
ities which ensure that the introduction of IoT fits the purposes of border control whilst
also mitigating the accompanying risks to the border management organization. The
development of these capabilities may include wide-ranging changes to the structure
of the organization, changes to processes and systems, and changes to the continuous
training and development of staff members.

This article reads as follows, in Sect. 2 of this article the methodology followed
to develop the framework for adaptation of IoT for border management on the basis
of propositions developed in a systematic review of literature is described. In Sect. 3
the systematic review of literature is described and propositions for a framework of
IoT adaptation for border management are synthesized. In Sect. 4 a framework for the
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adaptation of the IoT for border management organizations is described and discussed.
In Sect. 5, conclusions are drawn and proposals are made for further research.

2 Methodology

The proposed framework for IoT adaptation for border management organizations was
developed on the basis of a systematic review of background literature. This literature
review follows themethod proposed byWebster&Watson [12] and synthesizes literature
with regards to the adaptation of IoT by border management organizations. Our research
objective is to understand under what conditions IoT can best be adapted by border
management organizations. However, there is only limited research on IoT adaptation
for border management and models for the adaptation of IoT in border management
organizations are missing This article fills this gap by describing a framework for IoT
adaptation by border management organizations. The framework can be used by border
management organizations to coordinate the successful adaptation of IoT and mitigate
the negative impact of IoT implementations. Duality of technology theory [11] was used
as underlying logic to order and analyze relevant literature in order to ensure sufficient
coverage of essential topics. Based on Giddens’ [13] theory of structuration, duality
of technology [11] describes technology as assuming structural properties whilst being
the product of human action. Orlikowski identifies four main relationships, namely:
1) technology as a product of human agency, 2) technology as a medium of human
agency, 3) organizational conditions of interactionwith technology and, 4) organizational
consequences of interactionwith technology. Using duality of technology theory as basis
for the literature review serves to help us understand what adaptation of IoT for border
management entails by providing a multi-perspective analysis of the phenomenon.

As suggested by Webster & Watson [12], the review of literature is limited to the
adaptation of IoT by border management organizations, although due to the importance
of interactions between cross-border organizations, these relationships have also been
taken into consideration. Furthermore, because the adaptation of IoT for border man-
agement is a relatively new phenomenon, the literature review is restricted to literature
published after 1999. The literature review was also limited to the databases Scopus,
Web of Science and Google Scholar. On the 27th of February 2021, the search string
(“Internet of Things” AND (“border management” OR “border control” OR “mobility
governance” OR “border policing”) AND “organizations”) returned 684 hits. Forward
and backward searches were conducted until saturation of information was achieved.
Based on this consideration, a selection of 31 relevant articles was made based on the
criteria that they specifically address the influence or impact of IoT applications on bor-
der management organizations and digital border government. When articles dealt with
similar technologies or had similar conclusions, the most recently published article was
selected for inclusion. The articles were then organized according to the logic provided
by duality of technology theory in order to generate the requirements for the framework
of IoT adaptation for border management organizations, and propositions which form
the basis of the framework were synthesized out of the grouped literature.
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3 Literature Review

According to Scholl [14, p. 1], digital government includes, “the use of information
technology to support government operations, engage citizens, and provide government
services”. Border management organizations across the world are increasingly adapting
digital technologies to support the interaction between travelers and border officials.
According to Lindgren et al. [15] the adaptation of emerging technologies such as IoT
helps fulfill the primary goals of digital government such as improving efficiency and
service quality as well as increasing government transparency concerning, for instance,
the search criteria that are being applied. The situation whereby a form of ubiquitous
artificial intelligence is created by networking physical objects over the internet is com-
monly referred to as the IoT [16]. The automated generation and analysis of data provided
by the IoT is often of better quality than traditional data generated by traditional means,
is often more timely and has substantially larger volumes [17]. As such, much of the
value of IoT is derived from the data the IoT produces [1]. As the concept of smart
borders is data intensive [8], IoT has a large potential to improve the digital government
of international borders [18] through the policing of international borders [19] such as
using artificial intelligence to detect patterns in smuggling routes, improving mobility
management [20] through the use of wifi-based pax tracking or check-in touchpoints for
example the management of migration [21] through the use of entry decision-making
engines, and improving support processes through data driven border management.

However, the development and use of IoT data and applications carries risk and is
reliant on a number of conditions which are often more social in nature such as the
need to ensure privacy [22] and security [19] and the need to maintain public trust and
transparency [21], but also are related to organizational change such as the need for new
skills and business processes [23]. This means that a mix of variant conditions are to be
met prior to the border management adaptation process.

3.1 IoT as a Medium of Human Agency in Border Management Applications

IoT as a medium of human agency [11] takes the perspective that IoT is used by border
management organizations in particular use cases to improve the efficiency or effective-
ness of their processes or, for example, to reduce overhead, arbitrary decision-making,
and lower costs. Due to the particular challenges facing border management organiza-
tions such as the need to monitor and control vast and sometimes sparsely populated
border areas in a wide variety of conditions, as well as the need to protect the security of
the many whilst ensuring the privacy and dignity of the individual, border management
organizations are more frequently turning to automated IoT solutions to find solutions
to these challenges. Table 1 below presents the popular uses for IoT in border manage-
ment organizations. As such the framework for IoT adaptation for border management
organizations should include these use domains.
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Table 1. Uses of IoT for border management organizations

Business domain IoT use domain Literature

Border policing • Predictive and prescriptive border policing (e.g.
with regards to trafficking)

[10, 24, 25]

• Non-invasive inspection [6, 21]

• Monitoring and surveillance [9, 10, 19, 25]

• Corruption prevention [19, 26]

• Fraud detection [21, 26]

Mobility governance • Migrant tracking and control [2, 9, 10, 21, 27]

• Health inspection [21, 27]

• Identification and authentication management [2, 21, 28–30]

• Seamless flow [21, 27]

• Asylum management [6, 31]

• Irregular immigration [6, 7, 9, 25]

• Identifying criminals and fugitives [20, 27, 32]

Border security • Crowd detection and management [1]

• Individual/personal security [21]

• Calamity prevention and control [1]

• Asset security [6]

• Cyber security [19]

• Weapons guidance [1]

• Anti-terrorism intelligence [2]

• Situational awareness [1]

Support • Logistics [1]

• Predictive maintenance [1]

• Fleet monitoring and management [1]

• Individual supplies [1]

• Workforce training and healthcare [1]

More and more, border management organizations tend to focus their management
processes on the generation of intelligence which allows them to predict and prescribe
actions with regards to border policing [10], mobility governance [27], and border secu-
rity [1], as well as improving necessary support processes such as logistics. This sug-
gests that the digitalization of the border government process through IoT adaptation
may improve the efficiency of operational and tactical processes. As such, proposition
1 reads as follows: border management organizations which adapt IoT for border man-
agement purposes are more likely to have improved operational and tactical border
management processes.
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3.2 IoT as a Product of Human Agency in Border Management Applications

IoT implementation projects in the past have not always been successful [9] as border
management organizations have technological requirementswhich are specific to the bor-
dermanagement domain. In addition to physical, economic and geographic requirements
border management organizations also have to take complex issues into consideration
such as national security and political pressures. This often requires border management
organizations to develop and manage bespoke solutions in-house. Adaptation of IoT
technology for border management is therefore often a complex undertaking. Table 2
below presents necessary adaptation issues of IoT for border management organizations.
As such the framework for IoT adaptation for border management organizations should
include these product development domains.

Table 2. Development of IoT for border management

Business domain IoT product domain Literature

IT management • Redesign of Information Technology (IT) infrastructure [1, 32–35]

• Scalability [32, 33]

• Energy efficiency [1]

• Sensor development [1, 33, 34]

• Interoperability [1, 10, 28, 33]

• Rapid deployment [1, 33]

• Accessibility [34]

• Connectivity [1, 32, 33]

Data management • Redesign of data infrastructure [29, 30]

• Digital security [32, 33]

• International cyber security [7, 36, 37]

• Sensor calibration [1, 33, 34]

• Bias detection [29, 30]

Many of the challenges associated with IoT adaptation are considered to be of a
technical nature, particularly with regards to digital security [32], but it is often in the
(mis)use or analysis of the data in which the failures of IoT implementations in border
management settings occur [30]. This suggests that achieving the efficiency goals of
digital border government may require that border management organizations address
data and IT management considerations. As such, proposition 2 reads as follows: border
management organizations with mature IT and data management processes are more
likely be able to successfully adapt IoT for border management purposes.
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3.3 Organizational Conditions of Interaction with IoT in a Border Management
Context

Due to the complexity of IoT adaptation for border management successful IoT imple-
mentations require a number of organizational conditions to be met before implemen-
tation can occur in an operational setting. Modern border management is no longer a
question of simply monitoring travelers at a single point of entry. The traveler’s journey
often begins before they have left home asmany border crossingsworldwide require such
things as passports and visas. Contemporary border management is a combination of
off-shore migration management, border crossing management and in-country mobility
management and this requires not only interdepartmental coordination, but also interna-
tional and inter-organizational cooperation. Table 3 below presents necessary organiza-
tional conditions for adaptation of IoT for border management organizations. As such
the framework for IoT adaptation for border management organizations should include
the fulfilment of these organizational conditions.

Table 3. Organizational conditions for IoT adaptation in border management organizations

Business domain Organizational condition Literature

IT governance • Security framework (including budget, staff,
processes, standards, policies, technology)

[19, 22, 34]

• Technical framework (including budget, staff,
processes, international standards, policies)

[26, 33–36]

• Systemization of administrative policies [10, 20, 33]

Data governance • Legal frameworks for data collection, storage and
analysis

[20, 21, 32, 34, 37]

• Data quality management [16, 19, 37]

• Data protection (privacy) framework (including
budget, staff, processes, standards, policies,
technology)

[19, 22, 26, 28, 34]

• Data access management [19, 32, 38]

• Data sharing framework (including budget, staff,
processes, standards, policies, technology)

[19, 26, 32, 38, 39]

• International cooperation frameworks [32, 33, 36, 39]

• Interorganizational cooperation frameworks [10, 33, 38]

• Interdepartmental cooperation [10, 26, 33]

• Data ethics framework [10, 21, 34, 37]

Although the technical challenges of IoT adaptation are myriad, the importance of
the data governance domain is often overlooked in implementation projects [22]. Data
governance has been shown to be a vital component of successful artificial intelligence
initiatives [40]. This suggests that IT governance and data governance may be essential
processes for achieving the objectives of digital border government. As such proposition
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3 reads as follows: border management organizations with mature IT and data gover-
nance processes are more likely able to successfully adapt IoT for border management
purposes.

3.4 Organizational Consequences of Interaction with IoT in a Border
Management Context

Once IoT has been adapted and implemented in a border management setting, many
border management organizations are in turn faced with consequences which are often
unanticipated and which, in turn, need to be managed. For example, the simple act
of creating a new border entry point can create large changes in migration patterns.
Table 4 below presents necessary potentially unforeseen organizational consequences
of adaptation of IoT for border management organizations. As such the framework for
IoT adaptation for border management organizations should include the taking into
account of these consequences.

Table 4. Organizational consequences of IoT adaptation for border management organizations

Business domain Organizational consequence Literature

Direct organizational
consequences

• New skills required, some skills
become obsolete

[40, 41]

• New departments required, some
departments become obsolete

[40, 41]

• New business processes required,
some processes become obsolete

[40, 41]

• Higher support costs [21, 26, 34, 35, 42]

Indirect organizational
consequences

• Lack of public trust [8, 19, 26, 36]

• Reduced transparency [8, 19, 36]

• Incorrect digital profiling/ chances of
bias

[21, 29, 31]

• Changing mobility patterns [10, 32]

• Heightened biopolitics [21, 31]

• Heightened chance of discrimination [21, 31]

Implementation projects often necessarily focus on short-term goals and gains due
to time and budgetary constraints [21]. However, many of the changes wrought by the
implementation of IoT in border management settings can have long-term consequences
for the public and for the border management organization itself. This suggests that
border management organizations may need to be aware of these potential long-term
consequences before IoT implementation occurs in order to be able to mitigate these
consequences and achieve their digital border government goals. Proposition 4 there-
fore reads as follows: border management organizations which are aware of the direct
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and indirect consequences of IoT are more likely to be able to adapt IoT for border
management purposes in a sustainable fashion.

4 A Proposed Framework for IoT Adaptation for Border
Management Organizations

The review of background literature synthesized four propositions for the adaptation
of IoT for border management organizations. Proposition 1 proposes that IoT may be
adapted for use in border management operations. The literature review provides a
plethora of potential use cases such as the use of IoT for border policing, border secu-
rity, mobility governance and support. In order for these use cases to be implemented,
IoT technology needs to be adapted for use in a border management setting. Proposition
2 proposes that IoT needs to be specifically developed for border management as border
management organizations have specific requirements such as the need for international
cooperation. The use of IoT in border management is also only possible if certain organi-
zational conditions are met. As such, proposition 3 proposes that IoT initiatives in border
management settings are more likely to be successful if these organizational conditions
are met. As a result of meeting these requirements and implementing IoT applications,
proposition 4 proposes that many border management organizations are faced with con-
sequences which are often unanticipated and which, in turn, need to be managed. These
propositions follow the underlying logic of duality of technology theory [11] and are
included in the framework as depicted by Fig. 1 below.

Fig. 1. A proposed framework for IoT adaptation for border management organizations

The framework of IoT adaptation for border management organizations as depicted
in Fig. 1 above shows that tensions arise between each of the four focus domains. These
tensions have been lettered ‘a’ through to ‘d’ and are explained as follows:

a) Effective use of IoT in border management situations requires legal and ethi-
cal frameworks, skilled staff, well-managed technology and new business pro-
cesses, however, consequences such as privacy and security considerations can also
constrain the use of IoT in border management.
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b) IoT can only be used once it has been implemented, but IoT is generally only
implemented once specific application to cases has been identified.

c) Adaptation of IoT for border management solutions requires innovative knowledge,
new departments, additional staffing and greater investments in IT in border man-
agement organizations on the short term, however, on the long term the results may
contribute to efficiency gains and cost reductions in operations.

d) Adaptation of IoT requires new legal frameworks, skills, processes and technology,
but once implementedmay cause other skills, staff and processes to become obsolete.

Many IoT applications in border management settings have not achieved the effect
initially desired by the organization or have introduced unforeseen complexities for the
organization. Moreover, costs of IoT implementations are often deemed exorbitant. The
proposed framework as depicted above inFig. 1 allowsbordermanagement organizations
to become aware of the conditions as well as tensions in the development of IoT as well
as its implementation in an operational setting. A smart anticipation to these tensions
allows border management organizations to decide on ways to mitigate accompanying
risks and ensure that necessary organizational conditions have been met before being
confronted by these risks in a post-pilot setting.

5 Conclusion

Border management organizations need to adapt IoT before use in border management
situations. This adaptation of IoT introduces changes into the border management orga-
nization. In this article we applied the duality of technology theory [11] to the adaptation
of IoT for border management and confirmed the dual nature of IoT in border manage-
ment settings. The majority of studies on IoT in border management tend to focus on
a single dimension such as the use of IoT for border management purposes, however,
confirmation of the duality of IoT in border management shows that adaptation of IoT
for border management is multi-dimensional. This means that when border management
organizations choose to adapt IoT for their purposes, they need to understand how IoT
adaptation will in turn structure the organization or introduce potentially unexpected
risks before, during and after a border management pilot programme.

Based on a review of background literature, this article synthesized four propositions
whichwere used to form the basis of the proposed framework.While this article is limited
to a literature review, further research is recommended in order to test the propositions
and the framework in a real-life setting. This direction can hardly be regarded as a luxury,
given the high speed of developments in the arena of border management, where border
control starts at home and only stops when one has reached his or her destination.
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