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Preface

Welcome to the proceedings of the twentieth China National Conference on
Computational Linguistics. The conference and symposium were hosted and
co-organized by Inner Mongolia University, China.

CCL is an annual conference (bi-annual before 2013) that started in 1991. It is the
flagship conference of the Chinese Information Processing Society of China (CIPS),
which is the largest NLP scholar and expert community in China. CCL is a premier
nationwide forum for disseminating new scholarly and technological work in com-
putational linguistics, with a major emphasis on computer processing of the languages
in China such as Mandarin, Tibetan, Mongolian, and Uyghur.

The Program Committee selected 108 papers (77 Chinese papers and 31 English
papers) out of 303 submissions for publication. The acceptance rate was 35.64%.
The 31 English papers cover the following topics:

– Machine Translation and Multilingual Information Processing (2)
– Minority Language Information Processing (2)
– Social Computing and Sentiment Analysis (2)
– Text Generation and Summarization (3)
– Information Retrieval, Dialogue, and Question Answering (6)
– Linguistics and Cognitive Science (1)
– Language Resource and Evaluation (3)
– Knowledge Graph and Information Extraction (6)
– NLP Applications (6)

The final program for CCL 2021 was the result of intense work by many dedicated
colleagues. We want to thank, first of all, the authors who submitted their papers,
contributing to the creation of the high-quality program. We are deeply indebted to all
the Program Committee members for providing high-quality and insightful reviews
under a tight schedule, and we are extremely grateful to the sponsors of the conference.
Finally, we extend a special word of thanks to all the colleagues of the Organizing
Committee and secretariat for their hard work in organizing the conference, and to
Springer for their assistance in publishing the proceedings in due time.

We thank the Program and Organizing Committees for helping to make the con-
ference successful, and we hope all the participants enjoyed the first online CCL
conference.

July 2021 Sheng Li
Maosong Sun

Yang Liu
Hua Wu
Kang Liu

Wanxiang Che
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Reducing Length Bias in Scoring Neural
Machine Translation via a Causal

Inference Method

Xuewen Shi1,2, Heyan Huang1,2, Ping Jian1,2(B), and Yi-Kun Tang1,2

1 School of Computer Science and Technology, Beijing Institute of Technology,
Beijing 100081, China

2 Beijing Engineering Research Center of High Volume Language Information
Processing and Cloud Computing Applications, Beijing 100081, China

{xwshi,hhy63,pjian,tangyk}@bit.edu.cn

Abstract. Neural machine translation (NMT) usually employs beam
search to expand the searching space and obtain more translation candi-
dates. However, the increase of the beam size often suffers from plenty of
short translations, resulting in dramatical decrease in translation quality.
In this paper, we handle the length bias problem through a perspective of
causal inference. Specifically, we regard the model generated translation
score S as a degraded true translation quality affected by some noise,
and one of the confounders is the translation length. We apply a Half-
Sibling Regression method to remove the length effect on S, and then we
can obtain a debiased translation score without length information. The
proposed method is model agnostic and unsupervised, which is adaptive
to any NMT model and test dataset. We conduct the experiments on
three translation tasks with different scales of datasets. Experimental
results and further analyses show that our approaches gain comparable
performance with the empirical baseline methods.

Keywords: Machine translation · Causal inference · Half-sibling
regression

1 Introduction

Recently, with the renaissance of deep learning, end-to-end neural machine trans-
lation (NMT) [2,26] has gained remarkable performances [6,27,28]. NMT models
are usually built upon an encoder-decoder framework [5]: the encoder reads an
input sequence x = {x1, ..., xTx

} into a hidden memory H, and the decoder is
designed to model a probability over the translation y = {y1, ..., yTŷ

} by:

P (y|x) =
Ty∏

t=1

P (yt|y<t,H). (1)

Most existing NMT approaches employ beam search to obtain more translation
candidates and then gain a better translation hypothesis ŷ = {ŷ1, · · · , ŷTŷ

}
c© Springer Nature Switzerland AG 2021
S. Li et al. (Eds.): CCL 2021, LNAI 12869, pp. 3–15, 2021.
https://doi.org/10.1007/978-3-030-84186-7_1
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by ranking the translation candidates set Ŷ = {ŷ1, · · · , ŷb} across a score
function s(ŷ):

s(ŷ) =
Tŷ∑

t=1

log P (ŷt|x; θ), (2)

where b is the beam size and θ is the parameter set of the NMT model.
However, continuously increasing the beam size has been shown to degrade

performances and lead to short translations [13]. One decisive reason is that
the large search space is easy to introduce more short ŷ, and the shorter ŷ
tends to be scored higher under s(ŷ) in Eq. (2). Previous efforts usually deal
with the above length bias problem by two mechanisms: i) performing length
normalization on s(ŷ) via dividing s(ŷ) by the length penalty lp, i.e. s′(ŷ) ←
s(ŷ)/lp [3,9,13,16,30], and ii) adding an additional length-related reward r to
s(ŷ), i.e. s′(ŷ) ← s(ŷ)+γ·r [7,8,14,17,30]. For the second strategy, the correcting
ratio γ of the reward is usually determined by supervised training [7,17] or
manually fine-tuning [8] before the testing stage, which lacks the ability of self-
adapting to the unseen data.

In this paper, we introduce a causal motivated model agnostic and unsuper-
vised method to solve the length bias problem for NMT. As shown in Fig. 1,
for a translation hypothesis ŷ, suppose that Q is an unobservable true transla-
tion quality of ŷ, and the model generated score S can be seen as an observed
degraded version of Q which is affected by some noise N . Generally, S equals
s(ŷ) in conventional NMT approaches, and it can be viewed as one of the mea-
surement methods of Q with systematic errors. As mentioned above, one kind of
systematic errors has a strong correlation with the translation length, therefore,
the noise caused by length will be eliminated if we subtract the length effect
from S. Specifically, we utilize the Half-Sibling Regression (HSR) [22] method
to perform the noise elimination operation for NMT. The method first apply a
regression model to appraise the effect of the translation length on the model
generated score, i.e. E[S|Tŷ]. Then, the denoised score is obtained by removing
E[S|Tŷ] from S:

S′ := S − E[S|Tŷ]. (3)

We propose two branches of the framework, corpus based (C-HSR) and single
source sentence based (S-HSR) re-scoring method. The difference is that C-HSR
performs the estimation of E[S|Tŷ] on the whole test set, while S-HSR uses
the translation candidates in a beam of the NMT inference process to predict
E[S|Tŷ]. The operation of approximating E[S|Tŷ] for both C-HSR and S-HSR
entirely rely on the current testing data of NMT without fine-tuning or any
supervised information. In this work, we regard the NMT model as a black-box
and apply the HSR-based denoised method to the re-scoring procedure for NMT.

We conduct the experiments on three translation tasks: Uyghur→Chinese,
Chinese→ English and English→French, which represent low-resource, medium-
resource and high-resource NMT, respectively. The experimental results show
the proposed approaches achieve comparable performances with empirical length
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normalization methods. Further analyses show the flexibility of the proposed
methods and the assumptions that our approaches rely on are reliable.

Unobservable

Observable

Q
True Translation 

Quality

S
Model Generated 

Score

N
Noise with 

Length Information

Ty
Length of Translation

N*
Other Noise 

Source

Fig. 1. A causal directed acyclic graph shows the relations among the true translation
quality Q, the model generated score S and the translation length Tŷ. See Sect. 1 and
Sect. 3.1 for more details.

2 Related Work

The length bias reduction methods can be mainly divided into two categories:
i) dividing the log probability by the length penalty lp:

s′(ŷ) ← s(ŷ)/lp, (4)

and ii) adding an additive length-related reward to the log probability of the
hypothesis:

s′(ŷ) ← s(ŷ) + γ · r. (5)

For the first branch, the predominant form of the length penalty lp is the
length of the hypothesis [3,9,13,16]. Google’s NMT system [28] employ an empir-
ical length penalty that is computed as:

s′(ŷ) ← s(ŷ)/
(5 + Tŷ)α

(5 + 1)α
, (6)

where the parameter α is used to control the strength of the length normaliza-
tion. Stahlberg and Byrne [25] apply another variant of lp, which introduces the
information of the length ratio of the hypotheses over the source sentence. Yang
et al. [30] propose a brevity penalty normalization which adds the log brevity
penalty bp to the normalized score:

s′(ŷ) ← s(ŷ)/Tŷ + log bp, (7)

where bp is same as the form of brevity penalty in BLEU [20]:

bp =
{

1 gr · Tx < Tŷ

e(1−Ty/Tŷ) gr · Tx ≥ Tŷ
, (8)

where gr is the generation ratio i.e. Ty/Tx. Since Ty is unknown in the inference
step, Yang et al. [30] apply a 2-layer multi layer perceptron (MLP) to predict
the gr by taking the mean of the hidden states of the NMT encoder as the input.
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The second branch is similar to the word penalty in statistical machine trans-
lation [11,19]. The parameter γ can be automatically optimized with supervised
learning [7,17] or manually assignment [8].

He et al. [7] propose a log-linear NMT framework which incorporates a word
reward feature to the framework to control the length of the translation:

s′(ŷ) ← s(ŷ) + γ · Tŷ, (9)

where γ is trained with other parameters of the log-linear NMT model using
minimum error rate training [7,18]. Murray and Chiang [17] make the optimiza-
tion process of γ independent to the NMT training process, so that the γ can
be trained on a relatively small dataset. Huang et al. [8] introduce a Bounded
Length Reward that includes the prior knowledge of the generation ratio gr of
reference translation length over source sentence length:

s′(ŷ) ← s(ŷ) + γ · min(gr · Tx, Tŷ), (10)

where the length reward γ is fine-tuned manually. All the above methods [7,8,17]
fine-tune the correcting ratio γ by a supervised data, which may lead to less
optimal results on unseen test datasets. Yang et al. [30] propose a Bounded
Adaptive-Reward to remove the hyperparameter γ: s′(ŷ) ← s(ŷ) +

∑T ∗

t=1 rt,
where b is the beam size and rt is the average negative log-probability of the
words in the beam at time step t. T ∗ = min{Tŷ, Tpred(x)}, where Tpred(x) is
predicted with a 2-layer MLP instead of using the constant gr [8] as Eq. (10)
does.

The proposed HSR-based debiasing method is motivated entirely by a causal
structure shown in Fig. 1, although the form of the approach is same as the
reward-based length normalization in Eq. (5). Formally, we can regard E[S|Tŷ]
in Eq. (3) as an instance of (γ · r) in Eq. (9) with very few prior assumptions or
handcrafted designs. The leaning process of E[S|Tŷ] is entirely model agnostic
and unsupervised, which makes the proposed method more competitive to the
previous supervised approaches [7,8,17] in real practical applications.

3 Approach

3.1 Correcting Length Bias via Half-Sibling Regression

In this paper, we apply a debiasing framework of Half-Sibling Regression
(HSR) [22] to subtract the NMT scoring bias caused by the length of the transla-
tion. For a translation hypothesis ŷ, suppose that Q is the true translation qual-
ity that we cannot observe directly, and we regard S as an observable degraded
version of Q which is affected by Q and some noise N , simultaneously. Consid-
ering a conventional NMT decoder, S is usually calculated by s(ŷ) in Eq. (2).
As discussed in Sect. 1, Tŷ, as the length of ŷ, has undesired crucial impacts on
S. We refer s(ŷ) as a measurement of Q with systemic errors N , then Tŷ is the
correlative variable of N that satisfies N �⊥⊥ Tŷ. At the same time, we assume
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Algorithm 1 . HSR in translation re-scoring for correcting length bias. See
Sect. 3.2 for more details.
Input: m translation candidates: Ŷ = {ŷ1, · · · , ŷm}, the lengths set of the translation

candidates: T (Ŷ) = {Tŷ1 , · · · , Tŷm}, NMT model scores for the m translation
candidates: s(Ŷ) = {s(ŷ1), · · · , s(ŷm)} and a hyperparameter α ∈ [0, 1] .

1: Find the optimal parameters θ∗
R for a regression model R(Tŷ; θR) by minimize the

mean square error:

θ∗
R = arg min

θR

1

m

∑

ŷ∈Ŷ

|R(Tŷ; θR) − s(ŷ)|2

2: Subtract length information from the model estimated score:

s′(Ŷ) ← s(Ŷ) − α × R∗(T (Ŷ); θ∗
R) (12)

Output: The debiased translation scores s′(Ŷ) = {s′(ŷ1), · · · , s′(ŷm)}.

that Q ⊥⊥ Tŷ, therefore, we can subtract the effects of Tŷ on S, i.e. E[S|Tŷ], from
S to eliminate length bias without affect the connection between S and Q:

S′ ← S − E[S|Tŷ]. (11)

In practice, the value of E[S|Tŷ] can be estimated by a regression model that is
trained on the observed (S, Tŷ) pairs.

Figure 1 shows the causal directed acyclic graph (DAG) that illustrates the
causalities between Q, S, N , N∗ and Tŷ, where N∗ is other noise source that
satisfies N∗ ⊥⊥ Tŷ. We set up an undirected connection between N and Tŷ to
represent N �⊥⊥ Tŷ since the causal direction between the two variables is not
important in this paper. It is worth noting that Q ⊥⊥ Tŷ is a strong assumption
when we don’t know the specific form of Q. The possible forms of Q and the
assumption of Q ⊥⊥ Tŷ will be discussed in more detail in Sect. 3.3.

3.2 Re-scoring Translation Candidates

The HSR-based length debiasing method is model agnostic and it views the
NMT model as a black-box. Therefore, we simply apply the HSR-based approach
to the translation re-scoring process to verify its effectiveness. Algorithm 1 shows
a sketch of the proposed re-scoring framework. As described in Algorithm 1, we
first optimize a regression model R(Tŷ; θR) that parameterized by θR to estimate
the length effect on s(ŷ) by using the data (T (Ŷ), s(Tŷ)) = {(Tŷi, s(ŷi))}m

i=1.
Then, we adopt the optimal R∗(Tŷ; θ∗

R) as an approximate to E[S|Tŷ] in Eq. (11)
to eliminate the length information from s(ŷ):

s′(ŷ) ← s(ŷ) − α × R∗(Tŷ; θ∗
R). (13)

Following [28], we introduce a hyperparameter α ∈ [0, 1] to control the strength
of the debiasing operation. α = 0 means no debiasing operation is conducted
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and empirical studies show that setting α = 1 usually gains better performances
for b ≥ 8. (Note that Eq. (12) in Algorithm 1 is in a set form while Eq. (13) is in
a single value form.)

We propose two branches of implementations for the proposed re-scoring
framework in practice: i) a corpus based re-scoring method (C-HSR) and ii) a
single source sentence based re-scoring method (S-HSR). For C-HSR, we per-
form the regression over the translations and their model scores of the whole
test dataset, in other words, it needs the NMT model to finish translating the
whole test set. For S-HSR, the regression model is optimized on the translation
candidates and their model scores of a single input source sentence. Therefore,
the size of Ŷ in Algorithm 1, i.e. m, equals the beam size b and b × |Xtest| (the
size of test set) for S-HSR and C-HSR, respectively.

3.3 Discussion

The Assumption of Q is Independent of Ty. Considering one of ideally
forms of Q that is straightforward defined as a conditional probability:

Q := P (y|x) = P ({y1, ..., yTy}|x). (14)

In Eq. (14), Tŷ is an inherent feature of y, so it is also involved in Q. Therefore,
executing the calculation of Eq. (11) will inevitably eliminate parts of Q itself.

However, the condition where Ty is almost independent of Q is also sufficient
for HSR in practice, according to [22]. Hence, we should verify the correlation
between Q and Tŷ before employing our approach to specific applications. Since,
Q as well as P (y|x) is theoretic and unobservable, we adopt a more precise and
pricey observable variable, the professional translators’ direct assessment (DA)
score, as an approximation to the Q1. We use the datasets from WMT 2020
Quality Estimation Share Task 12: Sentence-Level Direct Assessment [24] to
analyze the Pearson’s and Spearman’s correlation scores between the length of
translation and the DA score, and the results are presented in Table 1.

As Table 1 shows, for most conditions, the absolute values of the correlation
scores are less than 0.20, which indicates that Q is almost independent of the
translation length in a linear 2-dimensional space. However, there are multiple
possible variables that influence the human DA score such as the number of the
rare words in the source sentence and the translation hypothesis. Although par-
tial correlation [1] might be effective for analyzing multiple correlative variables,
the information about the other observable variables is unavailable. In general,
we believe that removing E[S|Tŷ] will not harm the information of Q too much,
and the debiasing ratio α is also a conservative design to avoid punishing the
length information overly.

1 Note that, P (y|x) is one of the formal definitions of Q, and it is not the essence of
Q. On the other hand, the human generated DA score is the currently available best
approximation of Q to our best knowledge.

2 http://www.statmt.org/wmt20/quality-estimation-task.html.

http://www.statmt.org/wmt20/quality-estimation-task.html
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Table 1. The Pearson’s and Spearman’s correlation scores between the DA score
and Tŷ.

Language pair Train Valid Test

Pearson Spearman Pearson Spearman Pearson Spearman

English-German −0.06 −0.11 −0.15 −0.18 −0.18 −0.18

English-Chinese −0.07 −0.12 −0.08 −0.09 −0.00 −0.02

Romanian-English −0.20 −0.15 −0.20 −0.14 −0.25 −0.18

Estonian-English −0.09 −0.13 −0.09 −0.10 −0.11 −0.11

Nepalese-English −0.12 −0.02 −0.12 −0.05 −0.09 −0.01

Sinhala-English −0.14 −0.06 −0.11 −0.05 −0.17 −0.07

Russian-English 0.07 −0.07 0.00 −0.10 −0.01 −0.16

The Connection to the Word Reward. The proposed HSR-based debiasing
method is motivated by a causal structure, although the formalized form of
our proposed approach is same as adding length-related reward in Eq. (5), by
regarding E[S|Tŷ] as a special instance of (γ ·r). In particular, if we only consider
the linear effects, i.e. R(Tŷ; θR) = θ1Tŷ + θ2, then Eq. (13) is expand as:

s′(ŷ) ← s(ŷ) − α × (θ∗
1Tŷ + θ∗

2) = s(ŷ) − αθ∗
1Tŷ − αθ∗

2 , (15)

which is similar to the word reward in Eq. (9). The θ∗
1 ∈ R and θ∗

2 ∈ R in
Eq. (15) are optimal parameters of the linear regression. Therefore, under the
above linear assumption, the proposed method can be seen as a simple and
effective unsupervised strategy to optimize γ for the word penalty [7,17]. Since
most of the previous word penalty efforts determine γ through a supervised
procedure [7,8,17] before the testing stage, they may fall into less optimal results
on unseen datasets.

However, if we do not apply the linear regression, the form will be differ-
ent to the word penalty. In this paper, we study the performances of various
typical regression models including linear regression, support vector regression,
k-neighbors regression, multi-layer perceptron (MLP) regression and random for-
est regression. We find that applying linear regression and MLP regression to
C-HSR and S-HSR respectively gain better performances.

4 Experiments

4.1 Datasets and Evaluation Metric

We evaluate the proposed approaches on three translation tasks:
Uyghur→Chinese (Ug→Zh), Chinese→English (Zh→En) and English→French
(En→Fr). For each of the translation task, the corpus is tokenized by the
Moses [12] tokenizer.perl3 before encoded with byte-pair encoding [23]. For
3 Moses scripts: https://github.com/moses-smt/mosesdecoder/blob/master/scripts/.

https://github.com/moses-smt/mosesdecoder/blob/master/scripts/
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Zh→En and Ug→Zh translation tasks, the Chinese parts are segmented by the
LTP segmentor [4] before tokenizing.
Ug→Zh. For Uyghur→Chinese translation, the training corpus is from Uyghur
to Chinese News Translation Task in CCMT2019 Machine Translation Evalua-
tion [29]. Apart from the Moses [12] tokenizer, we do not use any other tools to
segment Uyghur. The training set contains 0.17M parallel sentence pairs, and the
vocabularies are 30K for both Uyghur and Chinese corpus. The official validation
set and the test set are applied in our experiments.
Zh→En. For Chinese→English translation, the training data is extracted from
four LDC corpora4. The training set finally contains 1.3M parallel sentence pairs
in total. After preprocessing, we get a Chinese vocabulary of about 39K tokens,
and an English vocabulary of about 30K tokens. We use NIST2002 dataset for
validation and NIST 2003–2006 datasets for test.
En→Fr. For English→French translation, we conduct our experiments on the
publicly available WMT’14 En→Fr datasets which consist of 18M sentences
pairs. Both source and target vocabulary contains 30K tokens after preprocess-
ing. We report results on newstest2014 dataset, and newstest2013 dataset is used
as the validation set.
Evaluation. Following [27], we report the results of a single model by averaging
the 5 checkpoints around the best model selected on the development set. The
translation results are measured in case-insensitive BLEU [20] by multi-bleu.perl
(see footnote 3). For the Ug→Zh translation task, the BLEU scores are reported
at character-level.

4.2 Length Normalization Baselines

We adopt two popular empirical length normalization strategies ((i), (ii)) and
a complicated MLP-based method ((iii)) as the comparison baseline methods:
i) Length Norm: directly dividing the translation score by the length of the
translation [3,9,13] as shown in Eq. (4), ii) GNMT: the length normalization
method of Google NMT [28], as shown in Eq. (6), and iii) BP Norm: the length
normalization method that applies a model predicted bp constraint [30] as shown
in Eq. (7) and Eq. (8). We average the outputs of the Transformer encoder instead
of the LSTM hidden layers as the input of the 2-layers MLP used in [30]. For
fairness considerations, those methods are all unsupervised5, since our proposed
methods do not rely on any human reference.

4 LDC2005T10, LDC2003E14, LDC2004T08 and LDC2002E18. Since LDC2003E14 is
a document-level alignment comparable corpus, we use Champollion Tool Kit [15]
to extract parallel sentence pairs from it.

5 “unsupervised” means that the method is not trained on the dataset that consists
the pairs of translation hypothesis and human reference.
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4.3 Model Setups

We apply the base model of Transformer [27] as the specific implement of
the NMT baseline in our work, and we build up the NMT models based on
OpenNMT-py [10]. We analyze different regression models for both C-HSR and
S-HSR, and finally select linear regression for C-HSR and one-hidden layer MLP
regression S-HSR, denoted by “C-HSRLR” and “S-HSRMLP ”, respectively. The
regression models used in our work are implemented by using scikit-learn [21].
Following [28], we use α to control the strength of length bias correcting. The
α is selected according to the performance on the validation set and the detail
selections of α for different model setups are shown in Table 2.

Table 2. Correcting ratio α for different model setups. “-” means same as the
left value.

Language pair Method b = 4 b = 8 b = 16 b = 32 b = 64 b = 100 b = 200

Ug→Zh GNMT 1.0 – – – – – –

C-HSRLR 0.9 1.0 – – – – –

S-HSRMLP 1.0 – – – – – –

Zh→En GNMT 0.5 0.9 1.0 – – – –

C-HSRLR 0.7 1.0 – – – – –

S-HSRMLP 0.7 0.9 0.9 0.9 1.0 – –

En→Fr GNMT 0.9 – – – – – –

C-HSRLR 0.8 – – – – 0.9 1.0

S-HSRMLP 0.8 – – – – – –

4.4 Main Results

Table 3. BLEU scores on En→Fr and Ug→Zh translation tasks. “b” represents
the beam size.

Method En→Fr Ug→Zh
b=4 b=200 b=4 b=200

Transformer 39.61 30.66 37.52 36.00
+Length Norm 39.41 39.13 37.85 37.96
+GNMT 39.77 39.35 37.76 37.83
+BP Norm 38.36 37.35 37.87 38.14
+C-HSRLR 39.73 39.13 37.88 37.87
+S-HSRMLP 39.80 39.28 37.81 38.02



12 X. Shi et al.

Table 4. BLEU scores on NIST 2003∼2006 Zh→En translation task.

Method 03 04 05 06 Average
b=4 =200 b=4 =200 b=4 =200 b=4 =200 b=4 =200

Transformer 40.10 33.55 42.09 35.31 40.33 33.46 39.94 32.71 40.62 33.76
+Length Norm 39.99 40.13 42.05 42.23 39.67 40.10 40.42 40.14 40.53 40.65
+GNMT 40.13 40.08 42.18 42.18 40.39 40.59 40.24 39.89 40.74 40.69
+BP Norm 39.46 39.25 41.50 41.22 39.19 39.15 39.84 39.91 40.00 39.88
+C-HSRLR 40.35 39.58 42.60 42.00 40.32 40.22 40.25 39.34 40.88 40.29
+S-HSRMLP 40.40 40.25 42.42 42.44 40.33 40.40 40.25 40.04 40.85 40.78

We conduct experiments on three translation tasks with disparate cor-
pora scales: low-resource Ug→Zh, medium-resource Zh→En and high-resource
En→Fr. We present BLEU scores on translations with two different decoding
beam sizes: b = 4 and b = 200, in order to compare the model performances on
small and large beam sizes. The experimental results are shown in Table 3 and
Table 4.

The overall results show that all the length debiasing approaches obtain
better BLEU scores than the baseline NMT model for large beam size. For
the condition of smaller beam size, “Length Norm” tends to disrupt the model
performance on En→Fr and Zh→En datasets, which is contrary to the case of
a larger search space.

Our proposed C-HSRLR and S-HSRMLP seem to produce stable BLEU scores
across multiple datasets and beam sizes. The results show that S-HSRMLP usu-
ally gains better BLEU scores than C-HSRLR on the large beam size (Ug→Zh,
Zh→En and En→Fr), while C-HSRLR performs better on the small beam size
(Zh→En and En→Fr). We consider the reason is that S-HSRMLP is trained bet-
ter on b = 200 than that on small dataset. On the other hand, the requirements
for training a linear regression model is not as strict as it for MLP, although
the accuracy of the linear model may be lower than the MLP-based model when
both of them are well trained.

The performance of BP Norm is unsatisfactory, which we consider the reason
is that the MLP-based generation ratio predictor does not work well. If our
hypothesis is correct, the length of the translation will be too long or too short
under the rescore method of BP Norm. Further analyses about the performances
of those method on various beam sizes are shown in Sect. 4.5.

4.5 Performance on Wider Beam Size

As a supplement to Sect. 4.4, we analyze the performances of the proposed
approaches on different decoding beam sizes. Figure 2 shows the trend of the
BLEU scores with respect to the beam sizes of [4, 8, 16, 32, 64, 100, 200] for the
three translation tasks. From Fig. 2 we can observe that all the length debias-
ing methods achieve stable and comparable performances when the beam size
increases.
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(a) Ug→Zh (b) Zh→En (c) En→Fr

Fig. 2. BLEU scores of different methods with respect to different beam
sizes [4–200]. The y-axis is the BLEU score, and the x-axis is the decoding beam size.
For Zh→En task, we present the averaged the BLEU score of NIST 2003–2006. See
Sect. 4.5 for more details.

5 Conclusion and Future Work

In this paper, we introduce a causal motivated method to reduce the length
bias problem in NMT. We employ a Half-Sibling Regression [22] method to
handle this task and corroborate the task satisfies the independence assump-
tion of HSR. Experimental results on three language pairs with distinct data
scales show the effectiveness of the proposed method. In the future, we will com-
plete our experiments on the task of Quality Estimation. Since the proposed
approaches are model agnostic and unsupervised, we will verify the effectiveness
of our approaches on other natural language generation tasks, such as dialogue
system and summarization.
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Abstract. Reinforcement learning has been proved to be effective in
handling low resource machine translation tasks and different sampling
methods of reinforcement learning affect the performance of the model.
The reward for generating translation is determined by the scalability
and iteration of the sampling strategy, so it is difficult for the model to
achieve bias-variance trade-off. Therefore, according to the poor ability
of the model to analyze the structure of the sequence in low-resource
tasks, this paper proposes a neural machine translation model parameter
optimization method for asynchronous dynamic programming training
strategies. In view of the experience priority situation under the current
strategy, each selective sampling experience not only improves the value
of the experience state, but also avoids the high computational resource
consumption inherent in traditional valuation methods (such as dynamic
programming). We verify the Mongolian-Chinese and Uyghur-Chinese
tasks on CCMT2019. The result shows that our method has improved
the quality of low-resource neural machine translation model compared
with general reinforcement learning methods, which fully demonstrates
the effectiveness of our method.

Keywords: Low-resource · Machine translation · Asynchronous
Dynamic Programming

1 Introduction

Traditional machine translation [1] uses cross entropy to measure the entropy
of the generated token and reference token during the translation process. Its
training process is usually to maximize the logarithmic likelihood of each token
in the target sentence by taking the source sentence and the translated target
token as input. This training method is called maximum likelihood estimation
(MLE). Although it is easy to infer, the objective function at the token level in
the training is not consistent with the evaluation indicators at the sequence level
such as BLEU [6] and the model uses a given real sample word as input to pre-
dict the next word. However, since there is no real distribution in the inference
stage, the model can only generate the whole sequence by predicting one word
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at a time based on its own prediction output. The inconsistent methods of the
prediction and inference stages are easy to cause the accumulation of errors. In
order to solve the problem of inconsistency and accumulation of errors, a Min-
imum Risk Training (MRT) [9] algorithm is proposed to alleviate the problem.
This training algorithm introduced evaluation index as the loss function, which
aims to minimize the expected loss of training data and combines sentence-level
BLEU into the loss function, so that the maximum likelihood estimation result
of the machine translation model can be significantly improved. However, this
function is not necessarily differentiable, which hinders the model from applying
the BLEU score directly to the training process.

Aiming at the above problems, reinforcement learning (RL) [7] method has
been applied to target optimization at the sequence level. This method directly
optimises the BLEU value through Reinforcement training, which is a successful
attempt of RL in strategy optimization at the sequence level. BR-CSGAN [13]
is the first application of adversarial learning training to machine translation.
The idea of reinforcement learning is cited in the generative adversarial network,
which enables the neural machine translation model to obtain the BLEU value
corresponding to each possible sequence by the bootstrap method, and use this as
the basis for optimizing the model parameters. In order to stabilize the training,
the loss gradient of the reward is obtained by the reinforcement learning strategy
through backpropagation, and finally the translation effect is steadily improved,
it uses Monte Carlo for sampling and the sampling efficiency is improved to a cer-
tain extent. But due to the independent scalability of the Monte Carlo method,
the sampled words are relatively independent of each other and the estimated
state value does not depend on the previous state value, thereby reducing the
learning accuracy.

In a study [12], it is the first time that reinforcement learning methods were
applied to machine translation, and reward shaping is used to improve the effec-
tiveness of monolingual data in translation quality. Nevertheless, the training
strategy using reinforcement learning is still restricted by the setting of rewards
and the efficiency of sample sampling. As mentioned above, the traditional Monte
Carlo method has independent malleability. Compared with the Monte Carlo
method, the state value of each iteration of the agent training is determined by
the previous state value and it is difficult to achieve the bias-variance trade-off.
In order to achieve the trade-off, we hope that the model has the characteristics
of low bias and low variance. However, the most serious challenge in the field of
deep learning is the problem of high variance. The general solutions to solve the
high variance problems are as follows: reduce the complexity of the model, reduce
dimensionality of the data and denoise, increase the number of samples, use val-
idation sets and regularization methods. Because of the scarcity of low-resource
corpus data, our method involves the use of validation sets and regularization
methods to reduce variance. That is, use the validation set to observe the gener-
alization of the training parameters and update the new state through the latest
K-step state difference. The Dynamic Programming method further solves the
problem of correlation between words, but each updated action reward needs to
refer to the previous round of experience, so all the learned experience will be



18 X. Jia et al.

stored. Based on the above analysis, we combined with the Dynamic Program-
ming to propose an asynchronous training strategy suitable for the training of
low-resource neural machine translation model. The bias-variance trade-off is
achieved by selectively sampling the experience each time through the experi-
ence priority.

In this paper, we used a reinforcement learning strategy combined with Asyn-
chronous Dynamic Programming (ADP) to train machine translation models.
The Priortised Sweeping (PS) algorithm is used to determine the experience
priority. The higher the priority, the higher the priority. Ultimately, we maxi-
mize the priority to generate rewards to update the strategy and use the ADP
method for sampling. Compared with the Monte Carlo method, we can pay more
attention to the estimation Q of non-terminal state. Compared with the general
Dynamic Programming method, the K-step update method avoid the calcula-
tion disaster and the real-time supervision of model training can also avoid the
accumulation of errors. It improves the accuracy rate and effectively alleviates
the sparse reward problem and has a higher universal computing capability.

We map the reinforcement learning algorithm to machine translation accord-
ing to the Markov characteristics of reinforcement learning. Similar to the tra-
ditional machine translation model, we input the source language sentence into
the translation model to generate the target sentence. Here we use the LSTM [3]
and Transformer [10] frameworks of the machine translation model based on soft
attention. The second chapter of this article is about the introduction of back-
ground knowledge. The third chapter is divided into framework, asynchronous
strategy and training. The fourth chapter is the experiment and analysis part,
and the fifth chapter is the conclusion.

2 Background

2.1 Neural Machine Translation

The typical Neural machine translation (NMT) [11] model is an encoder-
decoder framework based on attention mechanism and is usually using a cross-
entropy function for training. The encoder first maps the source sentence to
X = (x1, ..., xn) vector form and then the decoder converts the set of vectors
to generate the corresponding target sentence Y = (y1, ..., yn). And mark the
words of the target statement one by one. In the time step t, the model maxi-
mizes the likelihood of the current time step t by using the source statement and
the target statement before the time step t as input in the training stage. The
goal of the translation model is to maximize the maximum likelihood function,
MLE is usually used to optimize the model:

LMLE =
S∑

i=1

logp(ŷi|xi) =
S∑

i=1

m∑

t=1

logp(ŷi
t|ŷi

1...ŷ
i
t−1, x

i) (1)

where S represents the number of sentences in the training set, m is the length
of sentence ŷi.
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Among all the frameworks based on the encoder-decoder model, the recently
popular Transformer architecture has achieved the best translation quality so
far. The main difference between Transformer and the previous RNNSearch [2]
or Conv2Seq [4] is that it completely relies on the self-attention mechanism [14],
using its own structure to calculate the representation of the source and target
sentences without recursion or convolution operations.

2.2 RL Based NMT

Reinforcement learning solves the decision-making problem in complex state
space by mapping the environment state to the action process to obtain the
maximum cumulative reward and provides a new idea for natural language pro-
cessing tasks. It reduces the gap between NMT training and inference by directly
optimizing evaluation indicators (such as BLEU) during training. Specifically,
the NMT model can be regarded as an agent interacting with the environment
and the parameter definition strategy is the conditional probability p (yt|x, y<t) .
The agent will select a word from the vocabulary according to the strategy, that
is, a candidate word. Once the agent generates a complete sequence, it will get
a final reward.Reward is introduced to encourage the model to produce an out-
put with a higher reward. In practice, the reward in machine translation is the
BLEU value. Obtaining a higher reward means having a higher BLEU score.
Here we denote the sentence-level reward as R, where ŷ represents the predic-
tion result of the model, yi represents the reference translation of sentence i,
R

(
ŷ, yi

)
represents the reward value of sentence i and by sampling y from the

strategy p
(
ŷ|xi

)
. At this time, the goal of reinforcement learning training is to

maximize the expected reward:

LRL =
S∑

i=1

R
(
ŷi, yi

)
, ŷi ∼ p

(
ŷ|xi

)
,∀i ∈ [S]. (2)

3 Approach

In this section, we describe in detail the asynchronous strategy of NMT model
training, apply the reinforcement learning algorithm to the neural machine trans-
lation model, use the ADP strategy to train the gradient and update the network
with parameterization.

3.1 Priority Acquisition of Experience

We abstract machine translation into a Markov process, where s represents the
network hidden layer of a specific state of the model, a represents the model
decoding prediction, P represents the state transition probability, reward rep-
resents the BLEU value reward that can be obtained when transferring from
one state s to another state s′, strategy π represents the probability distribu-
tion of any action that the agent may take next in a state s, it can also be
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Fig. 1. The illustration of the experience priority.

said that our strategy is to directly select a certain action next in each state. In
any case, the reinforcement learning method aims to learn an efficient strategy
from the environment to enable agents to have certain model generalization. We
can continuously improve our strategy so that we can finally get the maximum
cumulative reward. In order to ensure the consistency and rationality of sam-
pling in the training and inference stages and to avoid the problem of strictly
traversing each state in Dynamic Programming. Different from the previous
work, this paper uses an ADP to sampling, namely the important state prior-
ity update(PS) algorithm. The algorithm learns strategy during sampling and
reinforcement training. Bellman error is used to calculate the experience priority
based on the experience learned from the strategy. The experience that will be
collected in the next round of training is determined by priority.

As shown in formula (3), we use the idea of Bellman Error to determine
the experience priority situation and use the absolute value of the difference
between the state value of the previous round and the current state value to
judge. If the Bellman Error is large, it means that the state is unstable and it is
necessary to give priority to updating. The experience priority is shown in Fig. 1.
We use translation prediction probability action instead of state value to judge
and record the Bellman Error of each action in the first round of epoch and the
second round of epoch as BE

(1)
1...k, and so on. After that, BE

(1)
1...k is stored in the

buffer for the optimized call of the asynchronous strategy later. Compared with
the sumtree method to extract data priority, the difference data obtained by our
method is more dependent on the information content of the previous stage and
has more correlation between contexts.

Bellman Error = |max
a∈A

(Ra
s + γ

∑

s′∈S

P a
ss′v(s′) − v(s))| (3)
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We store the sorted experience priorities in a specific experience pool, so that
the subsequent asynchronous training strategy can extract experience from the
experience pool in turn to optimize the model. This method is called experi-
ence playback technology. Experience playback is to store the experience of past
agents in an experience playback pool and then repeatedly sample from the expe-
rience playback pool to optimize the strategy. By using past experience many
times to train the current strategy, in order to improve the sample efficiency and
training stability of the reinforcement learning algorithm.

3.2 Asynchronous Strategy

The action space of machine translation tasks based on reinforcement learning
is huge and discrete and its size is the whole word list. In the previous algo-
rithm, we will completely store and update all the learned experiences in each
iteration, thus requiring more program resources. Therefore, we use the impor-
tant state priority update algorithm in ADP, and trains the machine translation
model through the reinforcement learning method. The experience determined
by Bellman Error is stored in the experience pool, and the experience value
with large error is extracted from the experience pool through the K-step update
method for optimization. K-step to select the difference of all states accumulated
and R (

∑
k) as the final reward. According to the reward guidance next state

State
(2)
1,...,k update prediction and update until repeated Bellman Error tends to

stabilize. This method not only improves the value of the experience state, but
also avoids the problem of high computing resource consumption inherent in tra-
ditional Dynamic Programming. As shown in Fig. 2. We verified the effectiveness
of ADP in the experimental part.

We know that establishing an appropriate reward mechanism is crucial to
obtaining high-quality translation. In the process of machine translation, the
NMT system acts as an agent of reinforcement learning, obtains the status infor-
mation of the current moment through continuous interaction with the envi-
ronment. After each action prediction probability step, the translation model
uses the difference between the translation prediction probability of the previ-
ous round and the current time as the empirical priority evaluation standard
in the current environment. In the K-step, the optimization is updated to the
model convergence by selecting the priority to maximize.

Compared with the general Dynamic Programming method, our method uses
ADP method for sampling and uses the K-step update method to select the pri-
ority to maximize the update to avoid the consumption of computing resources.
Moreover, the real-time supervision of model training also avoids error accumu-
lation, improves the accuracy rate while effectively alleviating the problem of
reward sparseness and has higher ubiquitous computing capabilities. Drawing
on Bellman Error idea, the sum of rewards for all updates in the K-step is used
as the final feedback. The formula is as follows:

R (ŷk) =
K∑

k=1

Bellman1...kvalue (4)
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Fig. 2. The illustration of the Asynchronous Dynamic Programming.

3.3 Training

In this paper, ADP strategy is used as a sampling strategy for low-resource rein-
forcement learning to improve the translation model. The important state with
higher experience priority is iteratively updated within K-step, the operation is
selected by using the current strategy and the reward is determined by com-
paring the value of the last moment with the current moment. In the training
process, the best sequence comes from the distribution of standard translations.
The goal of the training is to find the model parameters that maximize the
expected reward, so the objective function is set to:

LK =
S∑

i=1

R
(
ŷi
k, y

i
)
, ŷi

k ∼ p
(
ŷ|xi

)
,∀i ∈ [S]. (5)

Finally, in order to further stabilize the RL training process and alleviate the
large variance caused by reinforcement learning, we combine the MLE training
target with the RL target. The cross-entropy loss function of traditional machine
translation is retained in the loss function and it is linearly combined with the
reinforcement learning training target. The loss function after mixing is:

LCOM = λ × LMLE + (1 − λ) × LK (6)

where λ is the hyperparameter to control the balance between MLE and RL.
LCOM is the strategy to stabilize RL training progress.

4 Experiment and Analysis

We verified the effectiveness of our method on two low-resource NMT tasks,
including Mongolian-Chinese (Mo-Zh) and Uyghur-Chinese (Ug-Zh).
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4.1 Datasets and Preprocessing

For the Mongolian-Chinese (Mo-Zh) experiment, the data resources used to train
the translation model and the translation quality evaluation model come from
the Mongolian Intelligent Information Processing Key Laboratory of the Inner
Mongolia Autonomous Region. Nearly 250,000 bilingual parallel corpora pro-
vided by CCMT2019 are used to train translation models. And 1,000 parallel
corpora in CWMT2017 are used as the test set and 1,000 as the verification set.
For Uyghur-Chinese (Ug-Zh), 330,000 Uyghur-Chinese machine translation data
published by CWMT2017 are used for experiments and 1,000 pieces of data were
selected as the test set and the verification set. To avoid the model allocating
too much training time to long sentences, all sentence pairs that are longer than
50 at the source or target end will be discarded.

The Stanford Word Segmentation Tool1 is used to segment the words in
Chinese. Because Mongolian and Uyghur are low-resource languages and too
many low-frequency words in the vocabulary. So Byte Pair Encoder(BPE) [8] is
used to process to alleviate the data sparse problem of low-resource languages
to a certain extent in this paper.

4.2 Setting

Our model is improved based on the self-attention Transformer2 model, use the
traditional LSTM3 and the latest Transformer model as the baseline model. For
LSTM, we follow the basic settings and embed the word with a dimension of
512, the learning rate to 0.1, and the beam search size to 4. The settings for
Transformer are exactly the same as the original paper, dropout = 0.1, word
embedding dimension is 512, header count is 8, encoder and decoder both have
6-layer stack. The quality evaluation is based on the sentence level evaluation
standard BLEU. The gradient optimization algorithm uses Adam [5]. During
reinforcement learning training, MLE model is used to initialize parameter. The
learning rate is set to 0.0001 and the beam search width is set to 6.

4.3 Main Results and Analysis

Table 1. The BLEU scores of dif-
ferent NMT systems on Mongolian-
Chinese and Uyghur-Chinese.

Model Mo-Zh Ug-Zh

Transformer 27.58 36.83

Transformer+RL 31.37 39.71

Our Method 34.52 44.35

LSTM 25.28 35.67

LSTM+RL 30.95 38.00

Our Method 33.27 42.97

Comparison Results of Benchmark Exper-
iments. In order to verify the transla-
tion performance of the model, we conduct
low-resource machine translation compari-
son experiments with several common rep-
resentative neural machine translation mod-
els under the same hardware conditions and
corpus scale. Calculating the BLEU value of

1 https://nlp.stanford.edu/software/segmenter.html.
2 https://github.com/tensorflow/tensor2tensor.
3 https://github.com/xwgeng/RNNSearch.

https://nlp.stanford.edu/software/segmenter.html
https://github.com/tensorflow/tensor2tensor
https://github.com/xwgeng/RNNSearch
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Table 2. Asynchronous strategy performance verification.

Priority Strategy BLEU Latency

Mo-Zh Ug-Zh

Random MC - - -

DP - - -

ADP 26.18 33.82 15.7 ms

KD-tree MC - - -

DP - - -

ADP 33.47 42.05 21.3 ms

Bellman MC 34.36 43.86 382 ms

DP 34.21 43.75 401 ms

ADP 34.52 44.35 20.5 ms

each model on the test set separately. It can be seen from the table that our
method can surpass the baseline model in both Mongolian-Chinese and Uyghur-
Chinese translation tasks. As shown in Table 1.

As can be seen from the translation results, the baseline method
of Mongolian-Chinese Machine Translation Transformer is 27.58, Trans-
former+RL4 translation method is 31.37, up 3.79. The LSTM baseline method is
25.28, the LSTM+RL5 is 30.95, and the addition of RL is also 5.67 higher than
the baseline, indicating that the introduction of reinforcement learning plays an
important role in improving the accuracy of machine translation. Our method
is 3.15 BLEU and 2.32 BLEU higher than Transformer+RL and LSTM+RL,
respectively. Compared with general reinforcement learning method, our method
alleviates the problem that its training strategy is restricted by reward setting
and sample sampling efficiency. We avoid computational disasters through the
asynchronous update method and the real-time supervision of model training
also avoids the accumulation of errors, which can effectively alleviate the prob-
lem of sparse rewards while improving the accuracy. The same conclusion applies
to Uyghur-Chinese translation.

Asynchronous Strategy Performance Verification. We compare the three pri-
ority judgment methods (Random, KD-tree and Bellman error) through dif-
ferent training strategies to verify the effectiveness of the asynchronous
strategy and use the latency of each round as the performance verifi-
cation basis. It can be seen from Table 2 that the priority translation
effect of Bellman Error is optimal. Although the translation performance
of Monte Carlo and Dynamic Programming strategies are similar to that
of ADP, according to the comparison of the duration of each round, it
can be found that ADP is much less time-consuming than other strategies.

4 https://github.com/apeterswu/RL4NMT.
5 https://github.com/facebookarchive/MIXER.

https://github.com/apeterswu/RL4NMT
https://github.com/facebookarchive/MIXER
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Due to the nature of asynchronous update based on experience priority,
there is no need to wait for the update after each round of traversal is com-
pleted. Thereby, reducing the consumption of computing resources, which proves
the effectiveness of our method.

Translation Analysis Example. In this paper, Mongolian-Chinese and Uygur-
Chinese machine translation examples are explained and the Transformer + RL
translation model with better translation performance is used as a comparative
example.

From the Fig. 3, we can see that our method is closer to the reference
translation than the traditional Transformer+RL translation model. And the
translation obtained on the two low-resource corpora of Mongolian-Chinese and
Uyghur-Chinese is relatively accurate. The fluency and fidelity of the translation
conform to the target language specification, and the quality of the translation
is significantly better than its baseline model, which proves that our method can

Fig. 3. The example of translation results.

Fig. 4. The length of source sentence.



26 X. Jia et al.

effectively improve the performance of the low-resource neural machine transla-
tion model.

Results of Sentence Length Analysis. We conduct a set of typical experiments
using Transformer on the Mongolian-Chinese task to verify the performance of
this method on long sentences. We divided the development set data and test set
data of the Mongolian-Chinese task according to the sentence length. Figure 4
shows the BLEU scores for different sentence lengths. No matter on LSTM,
Transformer or compared to joining RL with the best baseline performance, our
work have outstanding behaviors continuously. It is due to our method trains
machine translation models based on ADP strategies and increases the ability to
analyze low-resource sentence structures through parameter optimization, which
makes our method perform better on both long and short sentences.

5 Conclusion

Since different reinforcement learning sampling methods affect the performance
of the model and in order to alleviate the quality problem of generated trans-
lations in low-resource machine translation tasks, this paper proposes an Asyn-
chronous Dynamic sampling strategy based on reinforcement learning. This
strategy selectively samples and stores each time according to the experience
priority situation, thereby reducing the consumption of computing resources and
improving the value of the experience state. Experimental results show that this
method can effectively improve the performance of low-resource machine trans-
lation. In the next step, we will combine more low-resource language features
to explore more suitable for low-resource machine translation, so as to further
improve the performance of low-resource machine translation systems.
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Abstract. Metaphor detection plays an important role in tasks such as
machine translation and human-machine dialogue. As more users express
their opinions on products or other topics on social media through
metaphorical expressions, this task is particularly especially topical.
Most of the research in this field focuses on English, and there are few
studies on minority languages that lack language resources and tools.
Moreover, metaphorical expressions have different meanings in different
language environments. We therefore established a deep neural network
(DNN) framework for Uyghur metaphor detection tasks. The proposed
method can focus on the multi-level semantic information of the text
from word embedding, part of speech and location, which makes the fea-
ture representation more complete. We also use the emotional informa-
tion of words to learn the emotional consistency features of metaphorical
words and their context. A qualitative analysis further confirms the need
for broader emotional information in metaphor detection. Our results
indicate the performance of Uyghur metaphor detection can be effectively
improved with the help of multi-attention and emotional information.

Keywords: Metaphor detection · Uyghur · Deep learning

1 Introduction

With the rapid development of digital technology and the Internet, social media
has become a powerful platform where people can express their opinions on vari-
ous topics such as politics, finance, education, and other social issues. It is worth
noting that more users use a lot of metaphors in online texts to express their
thoughts and emotions. According to statistical research, metaphors appear in
every three sentences in natural language [1–3]. Metaphor involves not only lan-
guage expression, but also the cognitive process of conceptual knowledge [4].
According to Lakoff and Johnson, metaphor is a conceptual mapping. More
specifically, metaphor is a concept used to describe another concept. They are
widely used in oral and written language to convey rich linguistic and emo-
tional information. For instance, in the metaphorical utterance: “knowledge is
treasure.,” we use “treasure” to describe “knowledge” to emphasize that “knowl-
edge” can be valuable. To take another metaphorical instance as an example:
c© Springer Nature Switzerland AG 2021
S. Li et al. (Eds.): CCL 2021, LNAI 12869, pp. 31–44, 2021.
https://doi.org/10.1007/978-3-030-84186-7_3
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“this is an ocean of flowers.” “Ocean” has broad characteristics, which means
that the flower area is large. Metaphor detection is an important subtask of
natural language processing, which provides a more complete representation for
semantic analysis [4]. Moreover, interpreting metaphors helps to improve the
performance of tasks such as machine translation and human-machine dialogue
analysis [5].

The existing computational models of metaphor detection are mainly based
on lexicons [6,7] and supervision methods [8–10]. Lexicon-based methods do not
require data annotation, but they cannot detect new metaphoric usage and cap-
ture contextual information. The supervised method can obtain text context
information from the sentence level, thereby obtaining broader semantic infor-
mation. However, it requires a complete annotated corpus.

Current metaphor detection mostly focuses on English because of its abun-
dant annotation data. The popular metaphor detection corpus in current
research includes VU Amsterdam Metaphor Corpus (VUA) [11], MOH-X [12]
and TroFi [13]. In addition, the task of metaphor detection relies on specific
semantic resources, and corpora of other languages are gradually established,
such as Chinese Metaphor Corpus [14], Russian Metaphor Corpus [15], and Ara-
bic Metaphor Corpus [16]. The establishment of these corpora provides a data
foundation for metaphor detection tasks in specific languages.

In recent years, more Uyghur-speaking users have expressed their thoughts
and opinions on political, economic, and cultural topics through Internet chan-
nels. As more people like to express their opinions in metaphorical language,
Uyghur metaphor data is also growing rapidly. The expression and meaning of
metaphor differ greatly in different language environments. Due to the influence
of the special language environment, the task of metaphor detection in Uyghur
language has not yet started. Therefore, it is imperative to establish Uyghur
metaphor detection resources and verify the effectiveness of metaphor detection
models.

In this paper, we have collected Uyghur metaphor data from multiple fields
and proposed to use multi-attention mechanism for metaphor detection. More
specifically, we use word embedding, part-of-speech (POS) and position as model
inputs, which reveal the semantic information of the text from three levels to
make the feature expression more complete. In addition, due to the important
relationship between metaphor and emotional expression, we extract emotional
features from both the word level and sentence level, which enables the model
to learn emotional consistency information. The experimental results also verify
that metaphor detection requires extensive emotional information. In this task,
we treat the Uyghur metaphor detection as a sequence tagging problem, and
sequence tagging tasks such as POS tagging and named entity recognition (NER)
have always existed in natural language processing.

To summarize, this paper makes the following contributions:

– We are the first to study and apply deep neural networks to the task of
Uyghur metaphor detection.
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– The proposed multi-attention model leverages POS and position to reveal
semantic information from multiple aspects, which makes the feature expres-
sion more complete.

– Emotional embedding allows the model to learn emotional consistency infor-
mation from the level of words and its context.

The rest of this paper is organized as follows. The next section introduces related
work. Section 3 describes our proposed model for Uyghur metaphor detection.
Section 4 presents our experiments, including the dataset, experimental details,
result analysis. The Sect. 5 is about the conclusion.

2 Related Work

2.1 Metaphor Detection

Current metaphor detection models include supervised machine learning meth-
ods combined with hand-designed features, unsupervised representation learning
methods, and deep learning models based on sequence tagging. Shutova et al.
[17] proposed a method of metaphor detection and recognition through interpre-
tation. The performance of this method is better than previous metaphor detec-
tion methods, and it has important significance for metaphor modeling. Dunn
et al. [18] proposed a new language independent ensemble-based approach to
identifying linguistic metaphors in natural language text. This strategy achieved
state-of-the-art results in multiple languages and made significant improvements
to existing methods. Tsvetkov et al. [19] proposed a general semantic feature
method for metaphor detection. This method verifies that metaphors can be
detected at the conceptual level. Specifically, metaphors are part of the univer-
sal conceptual system.

Some metaphor detection methods utilize unsupervised learning. Shutova
et al. [20] proposed the first metaphor detection method that simultaneously
extracts knowledge from language and visual data. Experimental results show
that it performs better than language and visual models in isolation, and it is
also better than the best-performing metaphor detection method. Mao et al.
[21] proposed a method that can recognize and interpret metaphors at the word
level without any preprocessing. This model is extended to explain the recognized
metaphors and translate them into corresponding literal meanings so that the
machine can better translate them.

Recently, with the application of deep learning in natural language process-
ing, a wide variety of techniques for deep learning models for metaphor detection
have been proposed. Do et al.[22] proposed a method combining word embedding
and neural network for metaphor detection. This method shows that only relying
on word embeddings trained on a large corpus can achieve better classification
and eliminate the need for additional resources. Swarnkar et al.[23] proposed
a metaphor detection using contrasting deep neural structures. The model uses
contrast features generated by pre-trained word embeddings to achieve consider-
able performance. They also verified that using additional features and adjusting
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the weight of examples can significantly improve performance. Pramanick et al.
[24] used a hybrid model of Bi-LSTM and CRF, which uses word2vec to embed
tag words and their lemmas. In addition, they used a 20d vector to indicate POS
and a heat vector to indicate whether the lemma is the same as the mark, and
whether there is a lemma in the mark.

More recently, the metaphor detection task is modeled as a sequence tagging
task. More specifically, the word is predicted as a literal or metaphor at each
time step. Wu et al. [25] proposed to use the CNN-LSTM model to complete
the task of metaphor detection. This model combines two layers of CNN and
LSTM, and uses local and remote context information to identify metaphorical
information. In addition, they also compared the performance of softmax classi-
fier and conditional random field (CRF) in metaphor detection tasks. Mao et al.
[26] proposed a method based on MIP [27] and SVP [28,29] linguistic theories,
and surpassed existing models to obtain the best classification performance on
datasets VUA, MOH, and TroFi.

2.2 Uyghur Metaphor

Uyghur is a kind of agglutinative language with rich forms, which has special
configuration morphemes to express various syntactic relations between words.
Uyghur metaphors are mainly affected by the language environment and the grid
grammar. More specifically, nouns have three important grammatical categories:
number, person, and grid. The grid category includes nominative, accusative,
subordinate, directional, time, subordinate, range, boundary, and similar. Adjec-
tives have prototype, comparative and superlative forms. Verbs have grammat-
ical categories such as voice, form, tense, and aspect. Metaphorical expressions
in Uyghur use rhetorical methods extensively, and are closely related to the
grid grammar. For example, metaphorical demonstratives in Uyghur are often
reflected in the grammatical phenomenon of grid. More specifically, it is to add
special additional elements ( or , etc.) after the vocabulary of the
vehicle. For example sentence : Saphia is like a flower . These
fixed grammatical formats help to judge the metaphor of the text from the
syntactic level. We summarized the Uyghur metaphorical language rules are as
follows.

– Type 1: unmarked metaphorical expression
Description: The source and the target vocabulary are directly connected.
Language rules: (1) pearl+teeth=white teeth; (2) add elements after adjec-
tives. That is to use source+target to represent the target to modify the
source.

– Type 2: marked metaphorical expression
Description: Express the similarity between the target and the source
through additional components.
Language rules: For example, target+ +source. means sim-
ilar numbers. means similar behavior.
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Moreover, Uyghur metaphors can be divided into three types, namely anal-
ogy, metonymy, and simile. The language rules for each type of metaphor are as
follows.

– Type 1: analogy
Description: Express the current things through the characteristics of other
things.
Language rules: Generally divided into anthropomorphic and simulant
(plants, animals, natural objects, etc.). For example, “a dog wags
its tail” to express pitiful prayers.

– Type 2: metonymy
Description: Use target instead of source function.
Language rules: There are many kinds of Uyghur metonymy, including
humans, animal organs, plants, and celestial bodies. For example,
“bedside table” expresses fear of his wife.

– Type 3: simile
Description: Use the symbolic meaning of things to express metaphors.
Language rules: Uyghur simile has strong language characteristics. For
example, use lamb to mean a good child.

Moreover, Uyghur metaphors have strong language characteristics affected by
the language environment. For instance, the “cat” in animals means “greedy”
instead of “docile and cute”. “Rabbit” stands for “cowardly and pitiful” rather
than “tamed and agile.” To take another example: The “pumpkin” and “gourd”
in plants are metaphors for “fool.” “soaked tea” means “failure”, etc. Uyghur
metaphorical emotional expression is closely related to language environment.
For example, we usually use monkeys to express cleverness, but in Uyghur lan-
guage it is a symbol of cunning. Based on all the above, we can conclude that
metaphor detection tasks in different languages have huge differences in meth-
ods. Therefore, it is imperative to establish a framework for Uyghur metaphor
detection.

3 Our Proposed Model

In this section, we first introduce the research ideas of the paper. Then, in order
to describe the flow of the method in detail, we will explain each function of the
model from bottom to top.

3.1 Basic Idea

In this paper, we regard Uyghur metaphor detection as a sequence tagging task.
Considering the characteristics of metaphor expression containing rich emotions,
we model emotional information into the network to consider its impact on
metaphor detection performance. In order to further enrich the feature expres-
sion ability, we propose to use POS and position to construct multi-attention
representations of words.
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3.2 Model Structure

Word embedding and emotional embedding are used as model input, and BiL-
STM is utilized to generate semantic representation. Moreover, we propose multi-
attention to model the interaction between words and context. Our model struc-
ture is shown in Fig. 1.

Fig. 1. The architecture of the metaphor detection model.

Emotional Embedding Layer: In order to obtain the emotional embedding,
we construct the emotional dictionary from the word level. The steps to construct
an emotional embedding are as follows.

First, we extract the word wi in the sentence and annotate its emotional
information as emoi. In order to reduce the complexity of the task, we use three
emotional polarities (positive, negative, neutral) to annotate each word.

Second, we represent each emotional information as [wi,emoi] and map it to
a multi-dimensional continuous value vector Vemo=[wi,emoi]∈ RL, where L is
the dimension of the emotional information vector, and Vemo is the emotional
embedding of the wi.

In order to accurately represent each word, we use GloVe (g) and ELMo
(e) respectively as the common representation of word vectors, and combine
emotional embedding as the input of the model. The final model input can be
obtained by the following equation.

Vinput = Vemo ⊕ [Vg, Ve] (1)
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where Vemo represents emotional embedding, [Vg, Ve] represents word embedding
matrix, and ⊕ is splicing operation.

BiLSTM Layer: BiLSTM generates a hidden state based on the current input
and the previous state. Therefore, entering the current word will affect the fol-
lowing words. We use BiLSTM on the input Vinput to summarize the both
direction information of the words and generate the hidden vector sequence
[h1, h2, h3...ht...hn], thereby obtaining the representation of the sentence. ht can
be expressed as follows.

ht = fBiLSTM (Vemo, Vg, Ve),
−→
h t−1,

←−
h t+1 (2)

Multi-attention Layer: A single word embedding cannot reveal enough word
semantic information. For example, incorrect annotations in the dictionary or
words that do not exist in the dictionary will affect the performance of the
metaphor detection model. In order to reduce the impact of this problem, we
propose to use multi-attention to focus on two aspects of semantic information
from part of speech and position.

Since metaphors usually have specific POS tags, it is easier to identify
metaphors by adding POS information. In addition, POS tags can ideally solve
the impact of out-of-vocabulary words on the performance of the experiment.
We therefore propose POS attention. Specifically, we combine the word wi and
the POS tag POSi to generate a POS representation of the word. Then com-
bine wi and POSi into WPOSi in a splicing manner, and map WPOSi to
a multidimensional vector VWPOSi

. Finally, a POS representation dictionary
POSDic = VWPOS1 , VWPOS2 ...VWPOSL

of length L is generated. For a single
sentence, we find the POS representation of each word in the dictionary as input
for attention. The calculation method is shown in the following equation.

ai = innerproduct(VWPOSi
, POSDic) (3)

ac
i =

exp(ai)∑n
j=1 exp(aj)

(4)

In addition, αc
i can also be obtained by the following equation.

ac
i = β × exp(ai)∑n

j=1 exp(aj)
(5)

where β is an adjustable parameter to control the importance of different POS
vectors.

The position between each word hides important semantic information. We
generally believe that position is closely related to the semantic connection of
words. In order to indicate the relative position of each word, we use the matrix
L to record the absolute distance between the current word and other words in
the sentence. Then calculate the value of α.

α = 1 − Li + 1
n + 1

(6)
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Then, map the distance value in the matrix L to a multi-dimensional vector,
namely Li ∈ Rk, and then calculate the input matrix.

inputLi =
Li + xi

2
(7)

where xi and input are the word vector and position attention input of the
i − th word. Finally, we combine POS attention and position attention as a
multi-attention representation.

Avg Pooling Layer: In order to reduce parameters, prevent overfitting, and
improve the generalization ability of the model, we use average pooling after
multi-attention. The calculation method is as follows.

A = [c1, c2, c3...cn] (8)

A = [c̃1, c̃2, c̃3...c̃n, ] (9)

where A represents the output of the multi-attention, and Ã represents the
output of the average pooling.

Inference Layer: Our inference layer consists of a dense and softmax. Each
sentence passes through the dense layer, and finally uses softmax to predict the
probability distribution.

A = ŷi = softmax(W · densei + b) (10)

softmaxi =
exp(yi)

∑N
j=1 exp(yj)

(11)

where ŷi is the prediction probability, W is the final optimal weight of the dense
layer after model training process. densei is an output of dense layer and b is a
bias term.

We regard Uyghur metaphor detection as a sequence tagging task, and the
loss function is formulated as follows.

L(ŷ, y) = −
∑

s∈S

N∑

i=1

wyi
yilog(ŷi) (12)

where yi is the ground-truth label of ith word, ŷi is the predicted label, and wyi

is the loss weight of the metaphor label yi.

4 Experiment

The proposed multi-attention model is applied to the task of Uyghur metaphor
detection. Specifically, we reveal the richer semantic information of words from
POS and position respectively, which makes the semantic expression of words
and its context more complete. Besides, due to the close relationship between
metaphorical expression and emotion, we propose that emotion embedding
allows the model to learn emotion consistency information during the training
process.
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4.1 Dataset

The current researches on metaphor detection mostly focus on languages that
have a complete corpus such as English. Due to the grammatical complexity and
metaphor diversity of Uyghur language, metaphor detection in Uyghur has not
yet been developed.

Therefore, we conducted data collection and annotation for the task of
Uyghur metaphor detection. Specifically, we manually annotated 5605 Uyghur
metaphorical sentences under the guidance of Uyghur language experts. For a
single sentence, we annotated the metaphor of each word. The corpus is randomly
divided into training set, validation set and test set. The results are shown in
Table 1.

Table 1. Splitting of training set, validation set and test set, where “MW” represents
metaphorical words, and “Non-MW” represents non-metaphorical words.

Sets Samples MW Non-MW

Training set 4605 7951 33281

Validation set 500 806 4266

Test set 500 715 4609

Total 5605 9472 42156

Our corpus annotation members consist of 9 people, 7 of whom are familiar
with Uyghur. In order to ensure the reliability of the Uyghur metaphor corpus,
a sentence is annotated by multiple members. For ambiguous annotations, the
final result is determined by Uyghur language experts.

4.2 Experimental Details

In our experiment, GloVe [30] and ELMo are used to initialize word vectors.
The word vectors are pre-trained on Uyghur text with a size of about 78M, and
the dimensions are 200 and 1024 respectively. Moreover, the uniform distribu-
tion U(− − 0.1, 0.1) is employed to initialize all out-of-vocabulary words. The
dimension of BiLSTM hidden states is 200, and batch size is 64.

4.3 Result Analysis

We set up three sets of experiments to verify the effectiveness of the multi-
attention and emotional embedding. First, we add POS and position attention
in turn to illustrate the impact on model performance. Then, we compared the
performance of our model with and without emotional embedding. Finally, we
conducted ablation experiments to verify the effectiveness of multi-feature input
and multi-attention mechanisms.



40 Q. Yang et al.

Influence of Additional Features. Multi-attention can focus on semantic
information from multiple levels. In order to illustrate the effectiveness of multi-
attention, we assemble POS attention and position attention respectively under
the same experimental setting.

Table 2. The influence of additional features.

Models Precision Recall F-score

None 57.8 65.1 61.2

+POS 60.5 66.2 63.2

+Position 58.4 65.7 61.8

+POS+Position 62.8 67.2 64.9

Table 2 shows the performance of the model under different additional fea-
tures. The experimental results show that both POS attention and position
attention help to improve the performance of Uyghur metaphor detection. Espe-
cially the performance of the model with POS attention is significantly improved
by 2%. Since each word in the corpus has a specific POS tag, which contains
useful information for identifying metaphors. Therefore, the model can identify
metaphors more easily after adding POS attention.

After adding position attention, the performance of the model is also slightly
improved, which shows that the position information between words is related
to metaphors. However, the improvement in model performance is not ideal.
This is because the corpus contains short sentences. E.g., (using underlines for
metaphors) I’m hunting. (ID: S106-4).

In all words, the model combining POS attention and position attention
achieves the best performance. This shows that the multi-attention mechanism
can reveal the semantic information of words from multiple aspects and promote
more complete feature expression.

Influence of Emotional Embedding. Metaphors promote rich emotional
expression, so metaphors are closely related to emotional information. In order
to better illustrate the effectiveness of the proposed emotional embedding, we
conducted experiments under different experimental settings. More specifically,
we compared the performance of models with and without emotional embedding
under different iterations. For each iteration, we use the same parameter settings.

Figure 2 shows the experimental results of our model with or without emo-
tional embedding. It can be seen from the experimental results that our model
achieves the best performance with emotional embedding. This is because
metaphorical expressions are mostly to express richer and stronger emotions.
With the help of emotional embedding, our model can learn emotional con-
sistency information from words and its context emotional level respectively.
The probability of words being classified as metaphors will increase when words
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Fig. 2. Experiment results of different models, where “Emo” represents the model
with emotional embedding and “Non-emo” presents the model without emotional
embedding.

conflict with the emotional polarity of the context. In addition, observing the
experimental results, we can see that the F-score stops increasing as the epoch
is greater than 60, we therefore set the epoch to 60.

Ablation Experiment. Multi-feature input and multi-attention mechanisms
are used to represent the richer semantic features of words, which play a key role
in the improvement of classification performance. In order to better illustrate the
effectiveness of each module in the model, we conducted a set of experiments
under different module assemblies. In particular, we remove the multi-feature
input (-MTinput) and multi-attention mechanisms (-MTatt) respectively. For
each time, we report the performance of the model on the test set. For all these
experiments, we kept the rest of the model unchanged.

It can be seen from the experimental results in Fig. 3 that the performance of
metaphor detection is greatly reduced when the multi-feature input is removed.
This is due to insufficient semantic expression of words, which leads to the model
not being able to fully learn the semantics and context of words. This also
clarifies that the Uyghur metaphor detection task is more dependent on the
semantics of words and their contextual representations. The performance of the
model that removes the multi-attention mechanism is also reduced. This result is
because the multi-attention mechanism is a method based on multi-feature input.
With the help of multi-feature input, the multi-attention mechanism enables the
model to learn the semantics of words and the importance of each word from
multiple levels during the training process. Therefore, multi-feature input and
multi-attention mechanisms complement each other to achieve better semantic
representation, thereby achieving more ideal classification performance.
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Fig. 3. Experimental results of the model under different module assembly.

5 Conclusion

This paper proposed a Uyghur metaphor detection model that combines multi-
attention and emotional embedding. We used POS attention and position atten-
tion to construct multi-attention representations of words, which allows the
model to reveal text semantics from multiple aspects. In addition, due to the
correlation between metaphor and emotional expression, we construct an emo-
tionally related dictionary as the source of emotional embedding. Emotional
embedding is utilized to learn the emotional consistency features of words and
its context. The experimental results verify the effectiveness of the model for
Uyghur metaphor detection.
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Abstract. Exposure bias and poor translation diversity are two com-
mon problems in neural machine translation (NMT), which are caused by
the general of the teacher forcing strategy for training in the NMT mod-
els. Moreover, the NMT models usually require the large-scale and high-
quality parallel corpus. However, Korean is a low resource language, and
there is no large-scale parallel corpus between Chinese and Korean, which
is a challenging for the researchers. Therefore, we propose a method
which is to incorporate translation quality estimation into the transla-
tion process and adopt reinforcement learning. The evaluation mecha-
nism is used to guide the training of the model, so that the prediction
cannot converge completely to the ground truth word. When the model
predicts a sequence different from the ground truth word, the evaluation
mechanism can give an appropriate evaluation and reward to the model.
In addition, we alleviated the lack of Korean corpus resources by adding
training data. In our experiment, we introduce a monolingual corpus of a
certain scale to construct pseudo-parallel data. At the same time, we also
preprocessed the Korean corpus with different granularities to overcome
the data sparsity. Experimental results show that our work is superior to
the baselines in Chinese-Korean and Korean-Chinese translation tasks,
which fully certificates the effectiveness of our method.

Keywords: Machine translation · Chinese-Korean machine
translation · Reinforcement learning · Quality estimation

1 Introduction

With the rapid development of deep learning, neural machine translation (NMT)
has attracted much attention in recent years. This is because it has superior
performance and does not require much manual intervention [1,3]. Korean is the
official language of the Korean ethnic group in China, and is also used in the
Korean Peninsula, the United States, the Russian Far East and other areas where
Koreans congregate. Transnational and transregional is a key feature of Korean.
As the Korean ethnic group is one of the 24 ethnic minorities in China that
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have their own language [20], the research on Chinese-Korean neural machine
translation plays an important role in promoting the language work of ethnic
minorities and strengthening the communication and unity of ethnic groups.

At present, most NMT models adopt the teacher forcing strategy in train-
ing [17]. Teacher forcing is to minimize the difference between the source sentence
and the reference and force the predicted translation to be infinitely close to the
reference. First of all, as there is usually no reference for sentence prediction,
exposure bias will be brought, which may affect the performance and robust-
ness of the model [9]. Secondly, as there are a large number of synonyms and
similar expressions in the language, the translation model cannot always gen-
erate the ground truth word even with teacher forcing in training. Using this
strategy will greatly curb the diversity of translation and make many reason-
able translations in an unreachable state [21]. In addition, domestic research on
Chinese-Korean machine translation started late, the foundation is poor, the lack
of large-scale parallel corpus. Therefore, there are many challenges to improving
the performance of Chinese-Korean machine translation under the condition of
low resources.

We attempt to introduce a sentence-level evaluation mechanism to guide the
training of the model, so that the prediction can not converge completely to
the ground truth word, to alleviate exposure bias and poor translation diversity.
The evaluation mechanism is reference-free evaluation, which is called quality
estimation (QE) in conference on machine translation. The main idea is that
the evaluation model can estimate the quality of the unseen translation without
reference after supervised training. The instruct mechanism is guided by the
reinforcement learning (RL) of policy optimization, which enables the model
to optimize the target sequence at the sentence level. In order to alleviate the
acknowledged instability and variance difficulty fitting problems of reinforcement
learning, we trained MLE and RL together and referred to the baseline reward
method proposed by Weaver L. [16]. Moreover, previous studies have directly
used BLEU value as a reward [18,19], which would lead to serious bias in the
model and exacerbate the problem of poor translation diversity. Therefore, we
propose a reward function based on QE score. Meanwhile, monolingual corpus
and Korean text preprocessing with different granularity are used in the training
process overcome data sparsity and improve the quality of machine translation
for low-resource languages.

2 Related Work

Machine Translation Quality Estimation: Machine translation quality esti-
mation is different from the evaluation indexes of machine translation such as
BLEU [8], TER [12], METEOR [7], etc. It can automatically give the quality
prediction of machine-generated translation without relying on any reference
translation. The most commonly used quality score is the human translation
edit rate (HTER). QuEst is a model proposed by Specia L. [13], which is used
for quality estimation tasks. As the baseline model of machine translation qual-
ity estimation task, the model consists of feature extraction module and machine
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learning module. In order to solve the problem of machine translation quality
estimation, Kim H. [5] firstly applied the machine translation model to the qual-
ity estimation task and proposed a translation quality estimation model based
on RNN. Fan K. [2] replace the machine translation model based on RNN with
Transformer model on the basis of Predictor-Estimator, and proposed a bilin-
gual expert model, which improved the performance and interpretability of the
model evaluation.
Reinforcement Learning-based NMT: There is a lot of research showing
that the advantages of reinforcement learning in sequence generation tasks. Ran-
zato M. [9] proposed a novel sequence level training algorithm that directly opti-
mizes the metric used at the test time. Wu L. [18]conducted a systematic study
on how to train better NMT models using reinforcement learning with several
large-scale translations tasks. Keneshloo Y. [4] considered seq2seq problems from
the RL point of view and provide a formulation combining the power of RL meth-
ods in decision-making with seq2seq models that enable remembering long-term
memories.

3 Methodology

In this section, we describe the construction and training of a Chinese-Korean
neural machine translation model that incorporates translation quality assess-
ment. We introduce the model architecture, sentence-level translation quality
estimation methods, reward function design and training of the whole model.

3.1 Model Overview

To alleviate exposure bias and poor translation diversity, we propose a Chinese-
Korean machine translation model that incorporates translation quality esti-
mation. The model introduces an evaluation mechanism at the sentence level to
guide the model prediction not to converge completely to the ground truth word.
The specific framework structure of the model is shown in Fig. 1, which mainly
includes two modules: machine translation and machine translation quality esti-
mation. The translation module adopts the encoder-decoder architecture, and
the framework is consistent with Transformer. The evaluation module adopts
sentence-level machine translation quality estimation model Bilingual Expert.
The training adopts reinforcement learning.

In the process of machine translation, NMT system, as an agent of rein-
forcement learning, obtains the environmental state information at the current
moment through continuous interaction with the environment. The environmen-
tal state information is the source sentence x under the time step t and the above
P (yt|x, ŷ<t) of the generated target sentence. Where ŷ<t represents the target
sentence predicted by the model before the time step t. According to the state
of the current environment, the agent decides to choose the next selected word,
obtains the reward value of the word selection operation in the current state
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Fig. 1. The architecture of the Chinese-Korean machine translation module

and enters the next state, and finally finds the optimal strategy of translation
through reinforcement learning.

As shown in Fig. 2, the machine translation task is described as: Training
a machine translation model Mθ with parameter θ under the condition that
the Chinese-Korean parallel corpus is given. The machine translation model Mθ

translates the given source sentence sequence x= (x1, x2, ..., xn) into a target
sentence sequence y= (y1, y2, ..., ym), where n,m are sequence lengths of source
and target sentences respectively. In the time step t, the state St defines the
target sentence y= (y1, y2, ..., ym) generated by the machine translation model
Mθ under the current time step, and the action at is defined as the selection of
the next word yt+1 in the current environment. Training a machine translation
quality estimation model Qϕ with parameter ϕ under the condition that the
condition of the translation data and HTER scores is given. After supervised
training, the quality estimation model Qϕ acts as a generator of reward functions
to give quality scores to the unseen translations, and the machine translation
model Mθ is guided to interact with the environment to produce the next word
yt+1.

Fig. 2. The schematic diagram of the decision process in translation

3.2 Generate Rewards Through Sentence-Level Quality Estimation

An excellent translation usually includes multidimensional evaluation, such as
fidelity and faithfulness, so it is difficult to abstract machine translation tasks
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into simple optimization problems. Therefore, instead of manually setting a sin-
gle rule as the source of the reward function, we use the output of the machine
translation quality estimation model as part of the reward. The model can gener-
ate a more comprehensive score through a relatively complex network structure,
which is more relevant to human evaluation and more tolerant to the diversity
of translation.

The model Qϕ in this paper uses the same network structure as Bilingual
Expert. The model includes a word prediction module based on bidirectional
Transformer and a regression prediction model based on Bi-LSTM. Bidirectional
Transformer includes three parts encoder self attention, e forward and back-
ward self-attentions and token reconstruction. It acquires hidden state features
h by pre-training on large-scale parallel corpus. The encoder part corresponds to
q(h|x, y), and the decoder part corresponds to p(y|h). The calculation formula
is as follows:

q(h|x, y) =
∏

t

q(
−→
ht |x, y<t)q(

←−
ht |x, y<t) (1)

p(y|h) =
∏

t

p(yt|−→ht ,
←−
ht) (2)

The hidden state h= (h1, ..., hm) is a combination of the forward and back-
ward hidden state, which captures the deep translation features of the sentence.
The final features are as follows:

f = Concat
(−→

h t,
←−
h t, et−1, et+1, f

mm
)

(3)

where, et−1, et+1 is the embedding concatenation of two neighbor tokens, and
fmm is the mis-matching features. Finally, the features are input to Bi-LSTM
for training to get the predicted HTER score:

HTER′ = sigmoid
(
wT [Bi − LSTM (f)]

)
(4)

The loss function in the training process is:

argmin||HTER − HTER′||22 (5)

The scalar value obtained in Eq. (4) is the evaluation of the generated trans-
lation by the machine translation quality estimation module. Compared with
BLEU, it has deeper translation characteristics. Therefore, our method uses this
score to guide the machine translation module and can achieve the effect of the
prediction can not converge completely to the ground truth word.

3.3 Reward Computation

It is critical to set up appropriate rewards for RL training. In previous researches
on NMT, it is assumed that the effective predictive value of each word item in the
generated target sentence is unique, that is to say, there is a fixed reference for
each sentence. Therefore, both the minimum-risk training method [10] and the
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reinforcement learning method [4,19] use the BLEU score of similarity between
the generated sentence and the reference as the training target. However, in
natural language, the same source sentence fragment can correspond to multiple
reasonable translations, so the reward based on BLEU cannot give a reasonable
reward or punishment for words other than the target language. As a result,
most reasonable translations are denied, which greatly limits the improvement
of translation effect by reinforcement learning and exacerbates the problem of
poor diversity of machine translations. Thus we set the reward as:

R (ŷt) = αScoreBLEU (ŷt) +
1 − α

ScoreQE (ŷt) + 1
(6)

where, ScoreBLEU (ŷt) is the normalized BLEU between the generated transla-
tion and the ground truth, and ScoreQE (ŷt) is the normalized QE evaluation
score of the generated translation. The super parameter α is used to balance
the weight between BLEU and QE scores, so as to avoid the problem that the
QE score may aggravate the instability of training after introducing it. In this
way, the training can be converged quickly and the diversity of translation can
be fully considered.

In the machine translation task, the agent needs to take dozens of actions to
generate a complete target sentence, but after generating a complete sequence,
only one terminal reward can be obtained, and sequence-level reward cannot
distinguish the contribution of each word item to the total reward. Therefore,
there is a problem of reward sparsity during the training, which will lead to slow
convergence speed of the model or even failure to learn. Reward shaping can
alleviate this problem. In reward shaping, the instant reward at each decoding
step t is imposed, and the rewards correspond to word levels. The rewards are
set as follows:

rt (ŷt) = R (ŷt) − R (ŷt−1) (7)

During the training, an accumulative reward is calculated as the current
sequence reward after each sampling action is completed, and the reward differ-
ence between two continuous time steps is the word level reward. In this way,
the model can get an instant reward for the current time step after each action,
thus alleviating the problem of reward sparse.

R(ŷt) =
T∑

t=1

rt (ŷt) (8)

Experiments have shown that using reward shaping does not change the
optimal strategy. Since the reward of the whole sequence is the sum of the
reward value of each word item level, which is consistent with the reward of the
sequence level, the total reward of the sequence will not be affected.

3.4 The Training of Reinforcement Learning

The idea of reinforcement learning is that the agent selects an action to execute
according to the current environment, and then the environment shifts with a
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certain probability and gives a reward to the agent, and the agent repeats the
above process for the purpose of maximizing the reward. Specifically, in the
translation task, the NMT model is regarded as the agent making decisions,
and the random strategy π (at|st;Θ) is adopted to select candidate words from
the word list as an action. During the training, the agent learns better transla-
tion through the reward given by the environment after the target sentence is
generated by the decoder.

π (at|st;Θ) = σ (W ∗ st + b) (9)

where π (at|st;Θ) is the probability of choosing an action, and σ is the sigmoid
function, Θ = {W,b} is a parameter of the policy network. During the training,
the action from all the conditional aim-listed probability p(yt|x, y<t) of the given
source sentence and the word selected below, and the goal is to pursue the
maximum expected reward, i.e.:

a∗
t = argmaxaπ (a|st;Θ) (10)

When the complete target sentence is generated, the quality estimation score
of the sentence is used as the label information to calculate the reward. Then
the Policy Gradient method [11] of reinforcement learning algorithm is used to
maximize the expected revenue, as shown follows:

J(Θ) =
N∑

i=1

Eŷ∼p(ŷ|xi)R (ŷ)

=
N∑

i=1

∑
ŷ∈Y

p
(
ŷ | xi

)
R (ŷ)

(11)

where Y is the space composed of candidate translated sentences and R(ŷ) is
the sentence-level reward of the translation. Because the state at time step t+1
is completely determined by the state at time step t, the probabilities p (s1) and
p (St+1|St, at) are equal to 1. The gradient update strategy as shown follows:

∇ΘJ(Θ) = − 1
N

N∑

n=1

L∑

t=1

(RL − b)∇Θ log πΘ (at|st) (12)

where N is the number of turns, b ≈ E[RL].
The action space of reinforcement learning-based machine translation is con-

siderable and discrete. Its size is the capacity of the entire word list. So we
use beam search to sample the actions. It reduces the computational cost and
increases the probability of high quality translation results in the decoding stage.
The principle of beam search is shown in Fig. 3.

In order to stabilize the process of reinforcement training and alleviate the
large variance that may be brought by reinforcement learning, we combined MLE
training goals with RL goal. The specific step is to retain the cross-entropy loss
function of traditional machine translation in the loss function, and then combine
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Fig. 3. The schematic diagram of beam search

it with the reinforcement learning training objective linearly. The loss function
after mixing is shown below:

Lcombine=γ × Lmle+ (1 − γ) Lrl (13)

where, Lcombine is the binding loss function, Lmle is the cross entropy loss func-
tion, Lrl is the reinforcement learning reward, and γ is the super parameter
controlling the weight between Lmle and Lrl. Different γ will affect the perfor-
mance of the final translation results.

4 Experiments

4.1 Datasets

The data set used in the experiments comes from the corpus constructed by the
laboratory to undertake the “China-Korea Science and Technology Information
Processing Comprehensive Platform” project [14]. The original corpus includes
more than 30,000 documents and more than 160,000 parallel sentence pairs,
covering 13 fields such as biotechnology, Marine environment and aerospace. To
alleviate the problem about data sparsity, we also used additional monolingual
corpus in the experiment. The detailed data information obtained after prepro-
cessing according to the task in this paper is shown in Table 1. The HTER score
for quality estimation tasks is automatically calculated by the TERCOM tool.

4.2 Preprocessing

Large-scale corpus word embedding can provide sufficient priori information for
the model, accelerate the convergence rate of the model, and effectively improve
the effect of downstream tasks. However, as a low-resource language, Korean
lacks a large corpus, so there will be a large number of low-frequency words in



Incorporating Translation Quality Estimation into NMT 53

Table 1. Description of data in Chinese-Korean machine translation

the corpus, which will lead to low quality of word vectors. To solve this problem,
we use more flexible Korean language granularity for word embedding to alleviate
the data sparsity problem.

Korean is a phonetic alphabet. From a phonetic point of view, the Korean lan-
guage consists of phonemes that form syllables according to rules, and syllables
that form sentences. Since the number of phonemes and syllables is relatively
fixed (67 phonemes and 11172 syllables), the scale of dictionary construction
using such granularity is very small, and the existence of low-frequency words can
be significantly reduced compared with other granularities. And from a seman-
tic point of view, word may have clearer morphological and linguistic features.
Therefore, we use phoneme, syllable and word to preprocess the corpus of the
Korean text. Phonemes are obtained by the open source phoneme decomposi-
tion tool hgtk, syllables are obtained by reading characters directly, and word is
obtained by the word segmentation tool Kkam.

4.3 Setting

Our translation module is implemented on an encoder-decoder framework based
on self-attention, and the Transformer system adopts the same model configu-
ration as described by [15], which is implemented using Tensor2Tensor, an open
source tool built on Google Brain. We set dropout to 0.1, and the word vec-
tor dimension to 512. The MLE training gradient optimization algorithm uses
the Adam [6] algorithm and learning rate decay. In the feature extraction part
of our machine translation quality estimation module, the number of encoder
and decoder layer is 2, the number of hidden units of feedforward sublayer is
1024, and the number of head of attention is 4. In our quality estimation part,
the network structure is single-layer Bi-LSTM, the hidden layer unit is set as
512, the gradient optimization algorithm uses Adam, and the learning rate is
set as 0.001. During reinforcement learning training, the MLE model was used
for parameter initialization, the learning rate was set as 0.0001, and the beam
search width was set as 6.

4.4 Main Results and Analysis

In order to test the translation performance of the model, we conducted Chinese-
Korean machine translation experiments under the same hardware and corpus
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environment and calculated the BLEU and QE of the test set respectively. The
results are shown in Table 2.

Table 2. The score of translation performance

As can be seen from Table 2, our method can exceed the baseline model for
both the Chinese-Korean and Korean-Chinese translation tasks. Compared with
LSTM+attention, BLEU increases by 10.15 and QE score decreases by 58.37 in
Chinese-Korean direction, and BLEU increases by 10.85 and QE score by 58.04
in Korean-Chinese direction. Compared with Transformer, BLEU increases by
5.85 and QE score decreases by 5.33 in Chinese-Korean direction, and BLEU
increases by 3.26 and QE score by 2.25 in Korean-Chinese direction. Therefore,
the introduction of evaluation module effectively improves the performance of
Chinese-Korean machine translation.

4.5 Performance Verification About QE

To ensure the rationality and effectiveness of our method, we verify the perfor-
mance of the machine translation quality estimation module. Pearson’s Corre-
lation Coefficient, Mean Average Error (MAE) and Root Mean Squared Error
(RMSE) used in WMT competition were used as verification indexes. Pearson’s
Correlation Coefficient is used to measure the correlation between the predicted
value and the ground truth. The higher the positive correlation, the better the
performance of QE module. MAE and RMSE represent the mean and square root
of the absolute error between the predicted value and the true value respectively,
the smaller the value, the better. The baseline system adopts the open source
system QuEst ++ [13], which is the official baseline system of WMT2013-2019.
The specific experimental results are shown in Table 3.

Table 3. Verification results for QE module performance
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As can be seen from the experimental results in Table 3, compared with the
baseline system of QE task, the Bilingual Expert used in the experiment has a
better performance improvement, with Pearson correlation coefficient increased
by 0.079, MAE decreased by 0.018, and RMSE decreased by 0.007. Our results
have a high correlation with manual evaluation, thus proving the effectiveness
of using the machine translation quality assessment module in this experiment.
In conclusion, it is reasonable to use the machine translation quality estimation
module to optimize the translation module.

4.6 Example of Translation Results

Examples of translation results for different models are shown in Table 4.

Table 4. Examples of translation results

As can be seen from the translation examples in Table 4, the translation
obtained by our method is more accurate in both directions, the fluency and
fidelity of the translation are in line with the target language specification, and
the quality of the translation is significantly better than that of the other baseline
models, which proves that our method can effectively improve the performance
of the Chinese-Korean neural machine translation model.

5 Conclusion

In order to alleviate the exposure bias and poor translation diversity problems
caused by teacher forcing in machine translation, we propose a Chinese-Korean
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neural machine translation model that incorporates machine translation qual-
ity estimation. The model introduces an evaluation mechanism at the sentence
level to guide the training of the model, so that the prediction cannot converge
completely to the ground truth word. The evaluation mechanism is reference-
free evaluation. The instruct mechanism is guided by the reinforcement learning.
The experimental results clearly show that our approach can effectively improve
the performance of Chinese-Korean neural machine translation.
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Abstract. Emotion classification of COVID-19 Chinese microblogs
helps analyze the public opinion triggered by COVID-19. Existing meth-
ods only consider the features of the microblog itself, without combining
the semantics of emotion categories for modeling. Emotion classifica-
tion of microblogs is a process of reading the content of microblogs and
combining the semantics of emotion categories to understand whether it
contains a certain emotion. Inspired by this, we propose an emotion clas-
sification model based on the emotion category description for COVID-19
Chinese microblogs. Firstly, we expand all emotion categories into for-
malized category descriptions. Secondly, based on the idea of question
answering, we construct a question for each microblog in the form of
‘What is the emotion expressed in the text X?’ and regard all category
descriptions as candidate answers. Finally, we construct a question-and-
answer pair and use it as the input of the BERT model to complete emo-
tion classification. By integrating rich contextual and category semantics,
the model can better understand the emotion of microblogs. Experiments
on the COVID-19 Chinese microblog dataset show that our approach
outperforms many existing emotion classification methods, including the
BERT baseline.

Keywords: COVID-19 Chinese microblogs · Emotion classification ·
Emotion category description · BERT

1 Introduction

The COVID-19 pandemic is spreading all over the world, and fighting the pan-
demic is a protracted battle. It is also an important battle to analyze the COVID-
19 related data continuously generated on social media and quickly grasp the
public opinion that the pandemic may trigger. Public opinion caused by the
pandemic will have an important impact on the decision-making of the govern-
ment and relevant departments. Automatic emotion classification of COVID-19
c© Springer Nature Switzerland AG 2021
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related data on social media is helpful to assess the risk of public opinion. Com-
mon social media platforms at home and abroad include Weibo, Facebook, Twit-
ter, and so on, which are important ways for netizens to express their opinions
and emotions [1].

As one of the largest social media platforms in China, Sina Weibo
has generated massive amounts of COVID-19 microblog data. Through
analysis, we found that the text of the COVID-19 Chinese microblog is
short, lacks context, and has nonstandard expressions. For example, the
two posts ‘ (Come on Wuhan, China will win)’ and
‘ ’.
Generally, existing emotion classification methods only utilize the features of
the microblog itself for modeling and do not consider the semantics of emo-
tion categories well. Therefore, they cannot analyze the emotion of nonstandard
COVID-19 Chinese microblog text well. To solve this problem, we present an
emotion classification method based on the emotion category description. Based
on the idea of question answering, the semantic information of categories is fused
to help the model understand the emotion of microblogs. In the next paragraph,
we will analyze the impact of category semantic information on the emotion
classification of COVID-19 Chinese microblogs.

Emotion classification requires identifying specific sentiments in the text,
such as happiness, anger, sadness, and fear [2,3]. Traditional supervised emotion
classification models generally transform the categories into digital labels, as the
supervised signal to guide the learning process of the model. For example, tradi-
tional models use ‘1’ for happiness emotion and ‘2’ for anger emotion. Normally,
the digital label will be represented as a one-hot vector, and be used to calculate
the training loss. Then the backpropagation algorithm is used to minimize the
objective function to train the model. Traditional models do not adequately con-
sider the semantic information of emotion categories, which means that they do
not better learn the meaning of emotion categories and cannot accurately classify
microblogs into corresponding emotion categories. When judging the emotions
expressed in a text, humans usually have some prior knowledge. For example, the
microblog ‘

’. When humans are judging the emo-
tion of this microblog, the embodiment of prior knowledge is that they know
the specific meaning of anger emotion, that is, someone is agitated because
of extreme dissatisfaction, so it is easy to correctly judge the emotion of this
microblog. However, the models do not have prior knowledge, so they are not
ideal for microblog emotion learning. In other words, if the models can grasp the
prior knowledge that humans have, they will better understand the emotion of
the text.

By asking what the emotion of a certain microblog expresses and then giving
an answer, this process of judging the emotions of the text is similar to the
question-answering task. Inspired by this, we introduce the idea of question
answering into the emotion classification task of COVID-19 Chinese microblogs.
The main contributions are summarized as follows:
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1) We propose an emotion classification model of COVID-19 Chinese microblogs
based on the emotion category description. Firstly, all emotion categories of
microblogs to be classified are expanded into formalized category descrip-
tions, as a candidate answer set. Secondly, we construct a question for each
microblog in the form of ‘What is the emotion expressed in the text X?’. Then,
the question and all category descriptions are constructed into a question-and-
answer pair as the input of the pre-trained BERT model. Finally, by fusing
rich contextual and category semantic information, the model completes the
emotion classification of COVID-19 Chinese microblogs.

2) We present three emotion category description strategies, which consider
words, extended words and emotion definitions to describe three different
granularity of category information, respectively.

3) Experimental results show that our approach outperforms many existing emo-
tion classification methods on the COVID-19 Chinese microblog dataset.

2 Related Work

Emotion classification of COVID-19 Chinese microblogs is essentially a sentiment
classification task. Recently, with the rise of deep learning, existing sentiment
classification studies are usually based on deep learning methods. Neural net-
work models, such as recurrent neural networks (RNNs), convolutional neural
networks (CNNs), and Transformers, have been proven effective in many senti-
ment classification tasks.

Tang et al. [4] first used CNN or LSTM to encode a single sentence and
then used gated RNN to encode the internal relations and semantic connec-
tions between sentences. Finally, they obtained the representation of the docu-
ment to complete sentiment classification. Wang et al. [5] proposed a context-
aware bidirectional LSTM model, which used forward and backward LSTMs to
jointly encode the context information of the text. It has achieved good results
in the emotion classification of Chinese microblogs. Kim [6] proposed for the first
time to use convolutional neural networks to extract text sequence features for
sentence-level text classification and completed sentiment classification on movie
review datasets. Since then, a series of sentiment classification methods based on
CNN have been produced [7,8]. Johnson et al. [9] proposed a word-level DPCNN,
which extracted long-distance text dependencies by continuously deepening the
network. They performed sentiment classification on review datasets such as
Amazon and achieved the best results at the time. He et al. [10] completed the
enhancement of emotional semantics by mapping the commonly used emoji vec-
tor representation and the word vector representation of the text to the same
emotional space. Then they used a multi-channel convolutional neural network
to classify the emotion of Chinese microblogs. In the above research, although
the RNN-based model can effectively process serialized text, it also has the
problem of sequence dependence and cannot be calculated in parallel. Although
the CNN-based model can be processed in parallel, its ability to capture long-
distance features is weak due to its mechanism of extracting text features through
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sliding convolution windows. Besides, CNN-based models generally use a pool-
ing layer to integrate text features, but this will lose the location information of
the text, which is another serious problem. To improve these problems, Vaswani
et al. [11] proposed the Transformer model, which completely took the Self-
Attention mechanism as the basic structure of the model, and abandoned the
loop structure of RNN and the convolution structure of CNN. At the same time,
Transformer not only has all the advantages of RNN and CNN but also solves
the problem of sequence dependence of RNN and the problem of CNN’s weak
ability to capture long-distance features. Devlin et al. [12] proposed the BERT
model based on Transformer, which opened the prelude to the development of
pre-training language models and refreshed the records of a series of NLP tasks
including sentiment classification tasks. Since then, a series of Transformer-based
models have been proposed, which can be referred to as Transformers [13,14].

To sum up, the current methods of sentiment classification mainly focus on
neural network models such as RNNs, CNNs, and Transformers. These meth-
ods only perform modeling based on the text semantics and fail to utilize the
semantic information of classification categories. Studies have shown that the
semantic information of categories is effective for classification problems. For
example, Rios and Kavuluru [15] integrated the semantics of the category into
the model in the form of word embedding, which improved the performance of
the text classification task. Chai et al. [16] guided the learning process of the
model by using all the category descriptions as questions and the classified text
as the answer, thereby enhancing the performance of the text classification task.
Their method requires the model to ask about the emotion of the text N times,
where N is the number of categories. This process seems not easy to understand,
that is, when humans judge the category of a text, they usually understand the
semantics of its category, and then combine their knowledge to make judgments.

Different from [16], we construct a question for the input microblog text, and
then use all category descriptions as candidate answer set to classify the emo-
tion of the text by a question answering (QA) based method. By constructing a
question-and-answer pair to combine each microblog with category descriptions,
the model can focus on both the category information related to the microblog
and the microblog information related to categories. We also introduce the atten-
tion mechanism to focus on the important information in the candidate answer
set. Emotion classification requires not only understanding the semantics of the
text, but also the emotions contained in the text. Therefore, how to accurately
abstract and integrate the semantic information of emotion categories to help
the model better understand the emotions of the text is an important issue that
we focus on.

3 Methods

In this section, we present our emotion classification method for COVID-19
Chinese microblogs, which contains two parts: (1) the definition and strategy
of emotion category description (Sect. 3.1), and (2) the emotion classification
fine-tuning based on a question answering (QA) method (Sect. 3.2).
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3.1 Definition and Strategy of Emotion Category Description

The definition of emotion category description is to extend emotion categories
into formalized descriptions according to a certain strategy. We use three strate-
gies to construct descriptions.

Keyword-Based Category Description. We use six keywords as the descrip-
tion of six emotion categories of happiness, anger, sadness, fear, surprise, and
neutral. The construction examples are shown in Table 1.

Table 1. Construction examples of keyword-based category description.

Keyword Expansion-Based Category Description According to the affec-
tive lexicon ontology of Dalian University of Technology [17], the synonyms
corresponding to the five Chinese category keywords of ‘ (happiness)’, ‘
(anger)’, ‘ (sadness)’, ‘ (fear)’, and ‘ (surprise)’ are searched, and
they are used as emotion category descriptions together. For the neutral cat-
egory, the Chinese keywords ‘ (neutral)’ and ‘ (no emotion)’ are
spliced together as the emotion category description. There are two versions of
the keyword expansion-based category description, which are shown in Table 2
and Table 3.

Table 2. Construction examples of keyword expansion-based category description
(Version 1).
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Table 3. Construction examples of keyword expansion-based category description
(Version 2).

Emotion Definition-Based Category Description. We determined the spe-
cific definition of each emotion category through Baidu Encyclopedia and then
adapted it to the category descriptions. The construction examples are shown
in Table 4.

Table 4. Construction examples of emotion definition-based category description.

3.2 Emotion Classification Fine-Tuning Based on a Question
Answering (QA) Method

We use the Chinese pre-trained BERT model (BERT-Base, Chinese) released
by Google as the basic model. There are two input forms of pre-trained BERT to
fine-tune downstream classification tasks: one is the single sentence input, and
the other is the sentence pair input. We adopt the second form, by constructing
a question for the microblog and using the category descriptions of all emotion
categories as a candidate answer set to construct a question-and-answer pair as
the input of the pre-trained BERT model. The structure of our model is shown
in Fig. 1.
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Fig. 1. Structure of emotion classification model based on the emotion category
description

First, we introduce the method of constructing the question-and-answer pair.
Given a microblog and all emotion categories {Yc|X} = {Yc|x1, x2, . . . , xn}, c =
1, 2, . . . , N . Yc represents a category of emotions, and X = {x1, x2, . . . , xn} rep-
resents a microblog. Based on the idea of question answering, a microblog X is
used to construct a question to ask the model what is the emotion expressed in
the text X, and all emotion category descriptions are used as a set of candidate
answers. Then, {Yc|X} = {Yc|x1, x2, . . . , xn}, c = 1, 2, . . . , N can be represented
as a question-and-answer pair: {Yc|X} = ‘[CLS]What is the emotion expressed
in the text X?[SEP − 1]Category description of Y1[SEP − 2]Category descrip-
tion of Y2[SEP − N ]Category description of YN [SEP ]’. Among them, ‘[CLS]’
represents a special classification token, and the hidden state of ‘[CLS]’ can
be used to represent the semantics of text for classification tasks. ‘[SEP − 1]’,
‘[SEP −2]’, etc. represent the separator tokens, which are used to separate each
category description in the answer set. An construction example of the question-
and-answer pair is shown in Fig. 2.

The basic structure of the BERT is the Transformer. We omit the specific
description of the model and instead focus on how to use a pre-trained BERT
model to fine-tune downstream emotion classification task based on category
description. In order to fine-tune, we first initialize the BERT model with pre-
trained parameters, and then input the constructed question-and-answer pairs
into the model, as shown in Fig. 1. In the process of training, the model will
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Fig. 2. An construction example of the question-and-answer pair

be continuously fine-tuned according to the input labeled data and adjusted to
the final model suitable for the emotion classification task. After the question-
and-answer pair is encoded by the BERT model, we obtain the hidden state of
the special tokens as the contextual representations, denoted as h[CLS] ∈ R768×1

and h[SEP−n] = {h[SEP−1], h[SEP−2], . . . , h[SEP−N ]} ∈ R768×1. h[SEP−n] is the
contextual hidden representation of each answer (category description). For the
current question of ‘What is the emotion expressed in the text X?’, the contex-
tual hidden representation of the category description corresponding to the real
label should be more important. Therefore, we used the attention mechanism to
process h[SEP−n], which is given as follows:

an = hT
[SEP−n]q (1)

αn =
exp(an)

∑N
t=1 exp(at)

(2)

hatt
[SEP ] =

N∑

n=1

αnh[SEP−n] (3)

where hT
[SEP−n] is the transpose of h[SEP−n], q ∈ R768×1 is the randomly ini-

tialized attention query vector, and αn is the attention distribution.
Then we calculate the fused semantic representation by the formula hadd =

h[CLS] + hatt
[SEP ] and input it into a fully connected layer to obtain the emotion

category score vector s ∈ RN×1. Furthermore, we use the Softmax function to
normalize s to obtain the conditional probability distribution Pi(s). The formulas
are as follows:

s = W1hadd + b1 (4)

Pi(s) =
exp(si)

∑N
j=1 exp(sj)

(5)

where W1 ∈ RN×768 is the weight matrix, b1 ∈ RN×1 is the bias vector, and
N is the number of emotion categories. The cross-entropy loss function is used
to train and update the parameters of the model through a backpropagation
algorithm, the formula is as follows:

loss = −
∑

x∈T

N∑

i=1

P t
i (x)log2(P

p
i (x)) (6)
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where T is the training set, x is one of the samples in the training set. P t
i (x)

is the ground truth probability distribution of the emotion category of x, and
P p
i (x) is the predicted probability distribution of the emotion category of x.

We propose several models based on the above three strategies, named BERT-
KCD, BERT-KECD, and BERT-EDCD. Among them, BERT-KCD (BERT with
Keyword-based Category Description) represents the integration of keyword-
based category descriptions into the BERT model. BERT-KECD (BERT with
Keyword Expansion-based Category Description) represents the integration of
keyword expansion-based category descriptions into the BERT model. There
are two versions of BERT-KECD, corresponding to the two types of extended
keywords in Table 2 and Table 3, named BERT-KECD-v1 and BERT-KECD-
v2, respectively. BERT-EDCD (BERT with Emotion Definition-based Cate-
gory Description) represents the integration of emotion definition-based category
descriptions into the BERT model.

4 Experiments

4.1 Experimental Dataset

The experimental dataset comes from ‘The Evaluation of Weibo Emotion Classi-
fication Technology, SMP2020-EWECT1’ on ‘The Ninth China National Confer-
ence on Social Media Processing’. Each microblog is manually labeled with one
of six categories: happiness, anger, sadness, fear, surprise, and neutral. Table 5
shows the statistical information of the experimental dataset.

Table 5. Statistical information of the COVID-19 microblog dataset.

Emotion category Training set Validation set Testing set

Happiness 4423 923 1540

Anger 1322 314 463

Sadness 649 165 219

Fear 555 75 190

Surprise 197 47 68

Neutral 1460 476 520

Total 8606 2000 3000

4.2 Baseline Models

We compared the model with seven other baseline models, the baseline models
are as follows:

1 https://smp2020ewect.github.io/.

https://smp2020ewect.github.io/
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MNB (Multinomial Näıve Bayes) [18]: It achieves excellent performance in
many sentiment classification tasks. The smoothing factor-alpha of MNB is set
to 1.0.

SVM (Support Vector Machines) [19]: It is widely used in sentiment classi-
fication tasks and has achieved excellent results. The regularization constant C
of SVM is set to 1.0, and the kernel function is linear.

BLSTM (Bidirectional Long Short-Term Memory) [20]: The model extracts
context-related text features for sentiment classification through bidirectional
LSTM. It uses a single-layer bidirectional LSTM network with 256 hidden layer
units.

CNN (Convolutional Neural Networks) [6]: The classic convolutional neural
network proposed by Kim, which uses CNN to extract deep semantic features
for text sentiment classification. The convolution kernel sizes of the model are
3, 4, and 5. There are 100 convolution kernels of each size.

DPCNN (Deep Pyramid Convolutional Neural Networks) [9]: The model per-
forms deep convolution operations at the word level and extracts long-distance
text features for sentiment classification. It has achieved the best results at the
time on multiple review datasets such as Amazon. The hyper-parameters are
consistent with [9].

HAN (Hierarchical Attention Networks [21]: The model extracts word-level
and sentence-level features through hierarchical bidirectional GRU and Atten-
tion mechanisms, and obtain the semantic representation of the entire text for
sentiment classification. The best results are obtained in many sentiment classi-
fication tasks, and the parameter settings of the model are consistent with [21].

BERT (Bidirectional Encoder Representations from Transformers) [12]: The
Chinese pre-trained BERT model (BERT-Base, Chinese)2 released by Google,
which refreshed a series of NLP task records including sentiment classification
tasks. Our models are based on this model to fine-tune the emotion classification
task.

4.3 Implementation Details

All experimental codes are based on Python 3.6.5 and Tensorflow 1.15.0 and
run on the Linux CUDA platform. For baseline models, the learning rate of
BLSTM, CNN, DPCNN, and HAN is 0.001, and the batch size is 64. We use
the pre-trained word vectors3 disclosed in [22] for neural network models. The
dimension of each word vector is 300. All neural network models use Adam
optimizer. Furthermore, the hyper-parameter settings of the BERT series model
are shown in Table 6.

We counted the sequence length of the COVID-19 microblog data, the
sequence length of the question, and the sequence length of each emotion cat-
egory description strategy, respectively. After that, the max sequence length of
the BERT, BERT-KCD, BERT-KECD-v1, BERT-KECD-v2, and BERT-EDCD
models are taken as 128, 160, 180, 210, and 240, respectively.
2 https://github.com/google-research/bert.
3 https://github.com/Embedding/Chinese-Word-Vectors.

https://github.com/google-research/bert
https://github.com/Embedding/Chinese-Word-Vectors
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Table 6. Hyper-parameters setting.

Parameters Values

Max sequence length 128/160/180/210/240

Batch size 32

Dropout 0.1

Learning rate 2e−5

4.4 Experimental Results

We use Precision, Recall, F1, Macro Precision, Macro Recall, Macro F1, and
Micro F1 as the evaluation metrics.

Emotion Classification of COVID-19 Chinese Microblogs. To verify the
effectiveness of our model, we compare it with some existing mainstream emo-
tion classification models. Among them, BERT-KECD-v2 is our model. The
experimental results are shown in Table 7.

Table 7. Experimental results of COVID-19 microblog emotion classification.

Models Macro Precision Macro Recall Macro F1 Micro F1

MNB 48.20% 42.68% 43.40% 68.53%

SVM 51.83% 47.09% 48.66% 68.47%

BLSTM 52.93% 49.22% 49.53% 72.97%

CNN 67.25% 55.48% 57.23% 74.97%

DPCNN 66.27% 53.68% 55.20% 74.67%

HAN 64.98% 56.84% 56.43% 75.20%

BERT 67.28% 64.98% 65.63% 79.17%

BERT-KECD-v2 70.74% 65.77% 67.73% 79.83%

Table 7 shows that compared with other deep learning models, the traditional
machine learning models such as MNB and SVM have poor performance. The
Micro F1 of MNB and SVM are only 68.53% and 68.47%, respectively. It can
be seen that the Micro F1 of BLSTM, CNN, DPCNN, HAN, and BERT are
72.97%, 74.97%, 74.67%, 75.20%, and 79.17%, respectively. The performance of
these deep learning-based models is significantly better than MNB and SVM.

Besides, the Micro F1 of BERT-KECD-v2 is 79.83%, which is significantly
better than the above five deep learning models. Compared with BLSTM, the
Macro Precision, Macro Recall, Macro F1, and Micro F1 of BERT-KECD-v2
have increased by 17.81%, 16.55%, 18.20%, and 6.86%, respectively. Compared
with DPCNN, the four metrics of BERT-KECD-v2 have increased by 4.47%,
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12.09%, 12.53%, and 5.16%, respectively. Compared with BERT, the four met-
rics of BERT-KECD-v2 have increased by 3.46%, 0.79%, 2.10%, and 0.66%,
respectively. The experimental results prove the effectiveness of our model
and show the advantages of our model in the COVID-19 microblog emotion
classification.

Validation of Category Description Strategy. We compare the five models
of BERT, BERT-KCD, BERT-KECD-v1, BERT-KECD-v2, and BERT-EDCD
to verify the effectiveness of the proposed category description strategies. The
experimental results are shown in Table 8.

Table 8. Validation results of category description strategy.

Models Macro F1 Micro F1

BERT 65.63% 79.17%

BERT-KCD 67.03% 79.43%

BERT-KECD-v1 67.51% 79.93%

BERT-KECD-v2 67.73% 79.83%

BERT-EDCD 66.82% 79.50%

Table 8 shows that the three different category description strategies could
improve the performance of the BERT model. Compared with the BERT model,
the Macro F1 and Micro F1 of BERT-KCD increased by 1.40% and 0.26%,
respectively. The Macro F1 and Micro F1 of BERT-KECD-v1 increased by
1.88% and 0.76%, respectively. The Macro F1 and Micro F1 of BERT-KECD-v2
increased by 2.10% and 0.66%, respectively. In our analysis, this is because the
two keyword-based category descriptions represent part of the semantic infor-
mation of the category, which can help the model understand the emotion of
the text. Moreover, the richer the keywords, the more obvious the performance
improvement of the model.

Besides, compared with BERT, the Macro F1 and Micro F1 of BERT-EDCD
increased by 1.19% and 0.33%, respectively. In our hypothesis, because the
BERT-EDCD based on the emotion definition description carries richer cate-
gory information, it should perform best. However, the experimental results show
that the keyword-based models surprisingly achieve better results than BERT-
EDCD. In our analysis, there are two possible reasons why the BERT-EDCD
did not work as expected. One is that the definition of emotion is not precise
enough. As a comparison, keywords may more intuitively reflect the semantics
of the emotion category and are easily accessible. The other is that the structure
of BERT is not conducive to handling long sequences. The max sequence length
of BERT-EDCD is 240, which is the maximum length among all BERT series
models.
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Overall, the proposed models based on the category description have
improved performance compared to the basic model BERT. The experimen-
tal results show that the three description strategies proposed in this paper are
effective for the COVID-19 microblog emotion classification task.

Effective Verification of Our Model on Each Emotion Category. To
prove the effectiveness of our model on each emotion category, we compare the
Precision, Recall, and F1 of the BERT and BERT-KECD-v2 models. The exper-
imental results are shown in Figs. 3, 4, and 5.

Fig. 3. Comparison results of Precision on each emotion category

Fig. 4. Comparison results of Recall on each emotion category

From Figs. 3, 4, and 5, it can be seen that BERT-KECD-v2 has overall better
performance than the basic model BERT. Compared with the BERT model,
the Precision of the anger and surprise categories of BERT-KECD-v2 increased
the most significantly, with an increase of 12.20% and 17.02%, respectively. In
addition, BERT-KECD-v2 and BERT perform poorly on the three categories
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Fig. 5. Comparison results of F1 on each emotion category

of sadness, fear, and surprise. In our analysis, it can be attributed to the small
number of training samples in these three categories, which are only 649, 555, and
197, respectively. In contrast, there are 4423 training samples in the happiness
category, which enables the model to be fully trained and thus has the best
classification performance in this category. The experimental results show that
our model effectively improves the performance of the COVID-19 microblog
emotion classification.

5 Conclusion

This paper proposes an emotion classification method based on the emotion cat-
egory description for COVID-19 Chinese microblog data. By extending the emo-
tion category into a formalized category description, the semantic information of
the category is integrated to guide the model to classify emotions. Experimental
results show that our method can effectively model the nonstandard COVID-19
microblog text, and the introduced category description semantic information
helps the model understand the semantics and emotions of the irregular text. It
also proves that introducing the idea of question answering into the BERT model
can significantly improve the performance of the COVID-19 microblog emotion
classification. Moreover, the issue of category imbalance in emotion classification
is a challenge for existing studies. In the future, we will further investigate the
category imbalance of COVID-19 microblogs.
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Abstract. Emotion cause analysis (ECA) aims to identify the potential
causes behind certain emotions in text. Lots of ECA models have been
designed to extract the emotion cause at the clause level. However, in
many scenarios, only extracting the cause clause is ambiguous. To ease
the problem, in this paper, we introduce multi-level emotion cause analy-
sis, which focuses on identifying emotion cause clause (ECC) and emotion
cause keywords (ECK) simultaneously. ECK is a more challenging task
since it not only requires capturing the specific understanding of the role
of each word in the clause but also the relation between each word and
emotion expression. We observe that ECK task can incorporate the con-
textual information from the ECC task, while ECC task can be improved
by learning the correlation between emotion cause keywords and emo-
tion from the ECK task. To fulfill the goal of joint learning, we propose
a multi-head attention based multi-task learning method which utilizes
a series of mechanisms including shared and private feature extractor,
multi-head attention, emotion attention and label embedding to capture
features and correlations between the two tasks. Experimental results
show that the proposed method consistently outperforms the state-of-
the-art methods on a benchmark emotion cause dataset.

Keywords: Emotion cause analysis · Emotion cause clause · Emotion
cause keywords · Multi-task learning

1 Introduction

Emotion cause analysis (ECA), a new field in emotion analysis, attempts to
comprehend a given text, and then extracts potential causes that lead to emotion
expressions in the text. There has been an increasing interest in the research
community on ECA more recently since it is widely used in many scenarios.
For example, restaurants are eager to find out why people like or dislike their
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food or services from users’ comments or reviews. Similarly, instead of gauging
public opinions towards policies or political issues just using frequency counts,
governments would like to further know the triggering factors of certain attitudes
expressed online.

ECA is a challenging emotion analysis task since it requires a comprehen-
sive understanding of natural languages and the ability to do further inference.
Restricted by the lack of annotated corpora, early studies used rule-based meth-
ods [1,17] and crowd-sourcing methods [24] to tackle this task. Until recently, Gui
et al. [11] released a reasonable ECA corpus, based on which they developed the
first deep learning model for the task [10], and by following that, various other
ECA approaches were proposed and achieved superior results [5,7,20,21,27].

Example 1. [x1] : Entertainment reporter Jucy interviewed that LAM Raymond
and Xinyue Zhang to get married in 2020. [x2] : Also, [x3] : she interviewed a
piece of explosive news that the wedding ceremony of Tina Tang will
be held. [x4] : The Tina Tang’s fans were very happy and congratulated her1.

Most of the existing studies identify which clause contains the emotion cause.
Example 1 shows a piece of text from Sina Weibo, in which the emotion word
is “happy” and the exact emotion cause of “happy” is “the wedding ceremony of
Tina Tang will be held”. We call all the words in the exact emotion cause as the
emotion cause keywords and the clause which contains the emotion word as the
emotion clause. For instance, in this example, the emotion clause, emotion cause
clause and the emotion cause keywords are clause [x4], clause [x3] and {“the”,
“wedding”, “ceremony”, “of ”, “Tina”, “Tang”, “will”, “be”, “held”}, respec-
tively. With the existing methods, the emotion cause clause [x3] is expected to
be extracted because the cause of “happy” is “the wedding ceremony of Tina
Tang will be held” that is a part of [x3].

However, only identifying which clause contains the emotion cause is flawed
and ambiguous. In Example 1, the content “she interviewed a piece of explosive
news” in [x3] is not the cause of “Tina Tang’s fans happiness. If [x4] becomes
“The reporter felt very happy and immediately won the boss’s praise”, the con-
tent “she interviewed a piece of explosive news” is the cause and “the wedding
ceremony of Tina Tang will be held” is not the cause in [x3]. Therefore, with
only an emotion cause clause extracted, it is common that one cannot exactly
tell the real stimulus of a given emotion.

Extracting the exact emotion cause is very challenging. It needs not only deep
text understanding including the role of each word in the emotion expression, but
also requires specific semantic inference based on what is understood. Meanwhile,
it is difficult to precisely determine the boundary of the cause segment, which
1 Each instance in the ECA corpus contains presumably a unique emotion and at

least one emotion cause clause. A clause is typically a text segment separated by
punctuation marks (e.g., ‘,’, ‘.’, ‘?’, ‘!’, etc.) in the given document.
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differs from the traditional Question Answering (QA) task for why questions.
Because the emotion clause expressions in ECA triggering the cause finding are
typically much more diverse and ambiguous, and the real cause to be extracted is
generally much finer-grained. We argue that rather than only locating the coarse-
grained emotion cause clause or precisely finding the exact cause segment(s), it
would be more practical to adopt a hybrid extraction strategy considering clause
level and word level to help us get the emotion cause.

In this paper, we attempt to extract the Emotion Cause Clause (ECC) and
Emotion Cause Keywords (ECK) simultaneously. Given an emotion event, the
goal of ECC task is to identify which clause contains the stimulants of emotion.
ECK is a finer-grained emotion cause analysis task, which aims to identify which
word(s) in the clause contribute to stimulate the emotion expression. Basically,
ECK is more difficult to identify than ECC but more light-weighted than the
exact emotion cause identification. The ECK task requires not only capturing the
relationship between the words and emotion expression but also understanding
the role of each word in the clause. However, it does not only need to identify
the complete and precise cause content but also the keywords that help us better
understand the emotion cause from the clause. For example, we can find that
the specific cause of “happy” emotion in Example 1 can be better conveyed if
both the emotion cause clause [x3] and emotion cause keywords, e.g., “wedding”,
“ceremony”, “Tina” and “Tang” are identified.

To this end, we propose a Multi-head Attention based Multi-task learning
network for Multi-level Emotion Cause Analysis (MamMeca). In the MamMeca,
both ECC and ECK tasks make use of the semantic information of the text and
the emotion expression to infer the cause of the emotion, for which the ECK
and ECC mutually enhance each other in the unified framework. The proposed
model consists of a shared feature extractor and a private feature extractor,
where multi-head attention and label embedding mechanisms are designed to
facilitate capturing the relationship between the two tasks. The contribution of
our paper is three-fold:

– We present a multi-level ECA problem, based on the hypothesis that ECC
and ECK tasks together can help us better identify the specific emotion cause
and both tasks can benefit each other by mutual enhancement. To the best of
our knowledge, this work is the first attempt to incorporate the two sub-tasks
into a unified framework for ECA.

– We propose an extensible and effective multi-head attention based multi-
task neural network for multi-level ECA. The model utilizes a shared pri-
vate feature extractor to get effective representations of the keywords and
clause. Meanwhile, multi-head attention and label embedding mechanisms
are designed to further capture the inter-task correlations.

– Our results on a dominating benchmark dataset validate the feasibility and
effectiveness of our proposed MamMeca model.
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2 Related Work

Various learning methods have been applied to emotion cause analysis, which
are mainly categorized as rule-based models, feature-driven models and feature-
learning models.

Rule-Based Models. Lee et al. [17] first gave the formal definition of emotion
cause analysis task and constructed a small-scale corpus from the Academia
Sinica Balanced Chinese Corpus. Based on the corpus, Lee et al. [18] developed
a rule-based system for emotion cause detection based on various linguistic rules.
Some studies then extended rule-based approaches to informal texts such as Gao
et al. [9]. Li et al. [19] also constructed an automatic rule-based system to detect
the cause event of emotional post on Chinese microblog posts.

Feature-Driven Models. Chen et al. [1] developed two sets of linguistic fea-
tures based on linguistic cues and a multi-label approach, and utilized SVM to
detect emotion causes. Similarly, Gui et al. [12] extended the linguistic rules as
features and used SVM model for emotion cause extraction. More recently, Gui et
al. [11] released a Chinese emotion cause corpus based on public city news, which
has inspired a large-scale ECA research campaign. Meanwhile, they presented
a multi-kernel SVM approach for emotion cause extraction. Xu et al. [28] used
LambdaMART algorithm incorporating both emotion-independent features and
emotion-dependent features to identify emotion cause clause. The above models
have achieved highly competitive results for ECA task, but the models heavily
depend on the design of effective features.

Feature-Learning Models. Inspired by deep learning, Gui et al. [10] utilized
the deep memory network model to capture the relationship between the clause
and the emotion word, and then identified the emotion cause clause. Yu et
al. [31] presented a hierarchical network-based clause selection framework for
ECA, which considered three levels (word-phrase-clause) of information. Li et
al. [21] proposed a co-attention mechanism to capture the relationship between
the emotion expression and the candidate clause, and then extracted the emo-
tion cause clause. Li et al. [20] took advantage of clues provided by the context
of the emotion word and proposed a multi-attention-based neural network to
identify which clause contained emotion cause. Ding et al. [5] proposed a neural
network architecture to incorporate the relative position of the clause and the
prediction label of previous clauses information for emotion cause clause extrac-
tion. Xia et al. [27] proposed a hierarchical network architecture based on RNN
and Transformer to capture the different levels features for emotion cause clause
identification. Fan et al. [7] designed a regularized hierarchical neural network
(RHNN) which utilized the discourse context information and the relative posi-
tion information for emotion cause clause extraction. Hu et al. [14] proposed a
graph convolutional network to fuse the semantics and structural information,
which automatically learned how to selectively attend the relevant clauses use-
ful for emotion cause analysis. Recently, Xia et al. [26] proposed a new task:
emotion-cause pair extraction, which aims to extract all potential pairs of emo-
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Table 1. An example of illustrating the ECC task.

tion clause and corresponding cause clause in a text. Following this, many deep
learning models [6,8,14,25,30] were designed for this task.

Discussion. Most of the previous studies attempt to extract which clause con-
tains the emotion causes for a given emotion cause event. It is not enough to
identify which clause contains the emotion cause in many application scenario,
and Example 1 has illustrated this situation clearly. Only Gui et al. [10] utilized
the emotion cause keyword to identify which clause contains the emotion cause,
however, they still extract the emotion cause at clause level. That is, the clause
is identified as emotion cause clause if it contains the emotion cause keyword
in their model. Different from the previous studies, we propose to extract both
the emotion cause clause and the indicative emotion cause keywords in one shot
which is the first of such effort.

3 Methodology

3.1 Task Definition

Given a document d, which is a passage about an emotion cause event, it contains
an emotion expression and the cause of the emotion. The document usually
consists of multiple clauses {x1, x2, · · · , xm}, and each xi = {wi1, wi2, · · · , wini

}
is a clause where wij is the j-th word of xi. Each document is assumed to have
a unique emotion and at least one corresponding emotion cause clause. Let
xe = {we

1, · · · , we
le

, · · · , we
ne

} be the emotion clause containing the concerned
emotion word we

le
which is the le-th word of xe. In our work, both ECC and

ECK tasks are seen as a binary classification problem. The expected labels of
the clause or word obtained by the model is either 1 (yes) or 0 (no).

ECC Task. The goal of ECC task is to identify which clause stimulates the
emotion expression. Then, the task can be formulated as

py
c

i = fECC

(
xi, x

e
)

(1)

where the function fECC identifies whether the clause xi stimulates the emotion
expressed in the emotion clause xe, and py

c

i is the predicted probability of xi

(yc = 1 if xi stimulates the emotion expressed in the xe, or yc = 0 otherwise).
Table 1 illustrates ECC task clearly.
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Table 2. An example of illustrating the ECK task. (Entertainment: ; reporter:

; the wedding ceremony: ; her: )

w Entertainment reporter . . . that the wedding ceremony . . . her .
yw 0 0 . . . 0 1 1 1 . . . 0 0

ECK Task. ECK task aims to identify which word participates to stimulate
the emotion we

le
, which is formulated as

py
w

ij = fECK

(
wij , xi, x

e
)

(2)

where xi and xe are the i-th clause and the emotion clause of document, respec-
tively. wij is the j-th word of xi. The function fECK outputs the probability
that the word wij stimulates the emotion expression or not, py

w

ij is the predicted
probability for wij ∈ xi, and yw ∈ {1, 0}. To illustrate this definition, we show
the labels of words in Example 1 in Table 2.

3.2 Model Description

In this section, we introduce our proposed MamMeca model that will learn task-
shared feature (Sect. 3.2) and the task-private feature (Sect. 3.2). The architec-
ture of MamMeca is given in Fig. 1, which mainly consists of three components:
(1) task-shared feature extracting layer; (2) task-private feature extracting layer;
and (3) classification layer. The task-shared feature extracting layer aims to cap-
ture the common features of the ECC and ECK tasks, which mainly contains
two parts: shared Bi-GRU and emotion attention mechanism. After this layer,
we can obtain the emotion weighted word representations, which will be further
fed into the private feature extracting layer. Task-private feature extracting layer
mainly contains three parts: private Bi-GRU, multi-head attention mechanism,
and label embedding mechanism. Private Bi-GRUs are used for ECC task and
ECK tasks to get the word level and clause level representations respectively.
The emotion cause keywords must appeared in emotion cause clause which can
be seen the definitions of two tasks in Sect. 3.1. Hence, the labeling embedding
and multi-head attention mechanisms are designed to enhance the performance
of the ECC task and ECK task by using the predicted word labels in ECK task
and the clause presentation obtained in ECC task. The classification layer aims
to get the class distribution of the clauses and words for ECC and ECK tasks
respectively.

Task-Shared Feature Extracting Layer. This layer extracts common fea-
tures shared between the two tasks, which contains two parts: (1) shared Bi-GRU
encoder; (2) emotion attention mechanism.

Shared Bi-GRU Encoder. Bi-directional gated recurrent units (Bi-GRU)
leverages gates to control the information flow from previous and future words,
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Task-Shared Feature   Extracting   Layer

Emotion word 
attention
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context attentionGRUGRU

GRUGRU
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GRU
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Si
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Clause 
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Clause 

Fig. 1. The architecture of the MamMeca model. The model contains three main
parts: Task-Shared feature Extracting Layer, Task-Private Feature Extracting Layer
and Classification Layer. Task-Shared Feature Extracting Layer contains shared Bi-
GRU encoder and emotion attention mechanism. This layer aims to capture the shared
features for the ECC and ECK tasks. Task-Private Feature Extracting Layer includes
private Bi-GRU encoder for specific task extraction, multi-head attention mechanism
for enhancing the word representation by using the clause representation obtained by
ECC task, Label embedding mechanism for enhancing the clause representation by
utilizing the word label obtained in ECK task. Classification Layer is able to get the
class distribution of the words and clauses, respectively.

which can better capture long term dependencies than basic RNNs, and are
often chosen in practice [2]. Thus, we adopt Bi-GRU to incorporate information
from both the forward and the backward directions of input sequence. In this
work, we first map each word into a low dimensional embedding space and then
feed the whole document into a Bi-GRU word encoder to extract word sequence
features.

−→
h ij =

−−−→
GRU(wij),

←−
h ij =

←−−−
GRU(wij), j ∈ {1, · · · , ni} (3)

where wij ∈ R
dw is the embedding vector for the word wij in clause xi at time

step j and ni is the length of clause xi. The j -th word representation in the
clause xi can be expressed as hij = [

−→
h ij ⊕←−

h ij ], where ⊕ denotes concatenation,
hij ∈ R

2dh , and dh is the size of Bi-GRU hidden vector. Therefore, we can
obtain the representation matrix Hi = [hi1;hi2; · · · ;hini

] (Hi ∈ R
ni×2dh) of

clause xi. Symmetrically, we can obtain the emotion word (we
le

) representation
vector hew ∈ R

2dh and the emotion context word (we
i ) representation hec

i ∈ R
2dh

(i ∈ {1, . . . , le − 1, le + 1, . . . , ne}).

Emotion Attention Mechanism. The relationship between the candidate
cause clause and the emotion clause plays an important role in emotion cause
identification, which has been verified in [21]. We introduce an emotion attention
mechanism to extract such words that are important to the emotion expression
of the clause and aggregate the representation of these informative words to
construct the clause vector. Specifically, we differentiate emotion word and emo-
tion context which usually express different types of information. The emotion
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word “happy” in Example 1 aims to convey the emotion polarity directly while
the emotion context “The Tina Tang’s fans were very - and congratulated her”
provides the related event information about the emotion, such as “Tina Tang’s
fans congratulated her” (dubbed as emotion event). These two types information
play different roles in emotion cause identification. Hence, we get separate clause
representations based on emotion word attention and emotion context attention.

(1) Emotion word attention. Emotion word attention is applied over the words
embedding to allow the model to focus on words that contribute highly to the
emotion category expression of the clause:

mew
ij = αij ∗ hij ; αij =

exp(h�
ijh

ew)
∑ni

j′=1 exp(h�
ij′hew)

(4)

where hew is the emotion word vector obtained by Bi-GRU encoder, αij is the
attention weight indicating the importance of word wij , and mew

ij is the emotion
word attention-based representation of wij . We then obtain the emotion weighted
representation of xi as Mew

i = [mew
i1 ; . . . ;mew

ini
] where Mew

i ∈ R
ni×2dh .

(2) Emotion context attention. Emotion context attention allows the model
to focus on words that contribute to the emotion event of the clause. The
relation matrix between the clause xi and the emotion context is constructed
as A = (HiW1) ∗ (HecW2)�, where Hec = [hec

1 ; · · · ;hec
le−1;h

ec
le+1; . . . ;h

ec
ne

],
Hec ∈ R

(ne−1)×2dh , W1,W2 ∈ R
2dh×2dh are trainable parameters. Each ele-

ment ajk (j ∈ {1, . . . , ni}, k ∈ {1, . . . , le − 1, le + 1, . . . , ne}) of A represents
the relationship between the j -th word of clause xi and the k-th word of emo-
tion context of xe. The importance of the j-th word of xi to the emotion event
expression can be obtained as follows:

βij =
exp(θij)∑ni

j′=1 exp(θij′)
; θij = max(aj1, aj2, . . . , ajni

) (5)

θij represents the most influential values for the emotion context obtained by
xi. Then we can obtain the new representation of xi considering the emotion
context as: Mec

i = [mec
i1 ; . . . ;mec

ini
] where mec

ij = βij ∗ hij , Mec ∈ R
ni×2dh .

Finally, the high-level representation of the clause xi can be obtained by com-
bining the original clause representation, the emotion word attention weighted
clause representation and the emotion context attention weighted clause repre-
sentation:

Si = Relu((Mew
i ⊕ Mec

i ) ∗ W3) ⊕ Hi (6)

where W3 ∈ R
4dh×2dh is the trainable parameter.

Task-Private Feature Extracting Layer. This layer extracts private features
that are specific to each task being updated exclusively, which contains three
parts: (1) private Bi-GRU encoder; (2) multi-head attention mechanism; (3)
label embedding mechanism.

Private Bi-GRU Encoder. For the ECC task, two private Bi-GRUs are uti-
lized, one applied at word level and the other at clause level.



Multi-level Emotion Cause Analysis by Multi-task Learning 85

To capture the task-specific information, a private Bi-GRU is used at word
level to get the representation of xi as ui = [

−−−→
GRU(sini

) ⊕ ←−−−
GRU(si1)] i ∈

{1, 2, . . . ,m}, where si1 and sini
are the first and the ni-th word vectors of Si (see

Eq. (6)). The semantic expression of a clause is usually impacted by its context.
Hence, we utilize another Bi-GRU applied at clause level to model the latent
relation among different clauses on top of ui. The clause-level representation of
xi can be obtained as oi = [

−−−→
GRU(ui) ⊕ ←−−−

GRU(ui)], where oi ∈ R
2dh .

For the ECK task, we utilize a single Bi-GRU to obtain the specific word
representation for each word wij as tij = [

−−−→
GRU(sij) ⊕ ←−−−

GRU(sij)] j ∈
{1, 2, . . . , ni}, where sij ∈ R

2dh is the word vector of wij in Si.

Multi-head Attention Mechanism. ECC and ECK tasks are closely related
as the emotion cause keywords must appear in emotion cause clause. Our core
idea is to utilize the cause clause representation generated by the ECC task to
enhance the learning of cause keyword representation in the ECK task. We
exploit multi-head attention mechanism to capture word correlation in each
clause, based on which the high-level word representation is obtained for fur-
ther classification.

Let τ denote the number of heads in the multi-head attention. We first lin-
early project the queries, keys and values by using different linear projections:
qij = t′ijW

q, kij = t′ijW
k, vij = tijW

v. Where t′ij = tij ⊕ oi and t′ij ∈ R
4dh ,

W q ∈ R
dk×dk , W k ∈ R

dk×dk and W v ∈ R
dk/2×dk are trainable parameters, and

dk = 2dh/τ . Then the attention value of the j -th word to the k -th word of clause
xi can be computed below:

ηjk =
exp (qij ∗ k�

ik)
Σni

k′=1 exp (qij ∗ k�
ik′)

(7)

The final representation of the j -th word is obtained by fusing the attention
weighted vector and the query (qij): z′

ij = ηjkvik + qij , where z′
ij is the word

representation taking into account word correlations in the clause.

Label Embedding Mechanism. The emotion cause keywords can pro-
vide important signals for locating the emotion cause clause. Therefore, we
can enhance the ECC representation learning using the cause keyword labels
obtained by the ECK task.

Let lyw ∈ Rdw be the embedding vector of keyword label yw. Note that
the clause, which contains emotion cause keywords, is the emotion cause clause.
Therefore, the keyword label in the clause xi also plays an important role in emo-
tion cause clause identification. Let {yw

i1, y
w
i2, · · · , yw

ini
} represent the keywords

labels predicted by ECK task (see Sect. 3.2). Then, the predicted keywords label
embedding vector of xi can be presented as: lwxi

= [lyw
i1

⊕ lyw
i2

⊕ · · · ⊕ lyw
ini

] ∗ Wl.
Finally, we obtain the new clause vector by concatenating the label embedding
vector and the original clause representation vector as o′

i = [oi ⊕ lwxi
].
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Classification Layer. In the classification layer, the class distribution of a
keyword w is computed using softmax as py

w

ij = softmax(Wwzij + bw), where
zij is the combination of τ representation vectors (z′

ij), and Ww and bw are
learnable parameters. Similarly, the class distribution of clause xi is computed
as py

c

i = softmax(Wco
′
i + bc), where Wc and bc are training parameters.

3.3 Training and Parameter Learning

Given a document d, the loss functions of ECC task and ECK task can be defined
as follows:

LECC = −
∑

xi∈d

G(xi) log(pG(xi)
i ) LECK =−

∑

xi∈d

∑

wij∈xi

Y(wij) log(pY(wij)
ij )

(8)
where G(xi) and Y(wij) denote the ground-truth label of xi and wij , respectively,
and p

G(xi)
i and p

Y(wij)
ij are the corresponding class probability predicted. The final

loss function of the proposed model is given as:

L = λ1LECC + λ2LECK (9)

where λ1 and λ2 are hyper-parameters.
In the training phrase, we use Adam [16] to optimize the final loss function.

After learning the parameters, we feed the test instance into the model and take
the label with the highest probability as the predicted category.

4 Experiments and Results

4.1 Dataset and Settings

Dataset. Our experiments are conducted on a Chinese emotion cause analy-
sis dataset publicly available and widely used for ECA evaluation which was
collected from Sina News2 by Gui et al. [11]. The dataset is manually anno-
tated with the clause labels and keyword labels which contains 2,105 documents,
11,799 clauses and 2,167 emotion cause clauses. Most of the documents contain
one emotion cause clause. Each clause is word segmented by Jieba3 and the
average number of words in the clause is 7.

Experimental Settings. We follow the settings of previous works to split the
datasets for train/test [10,27]. We apply fine-tuning for the word vectors, which
can help us improve the performance. The word vectors are initialized by word
embeddings that are pre-trained on the emotion cause dataset with CBOW [22],
where the dimension is 100. The trainable model parameters are given initial
values by sampling from uniform distribution U(−0.01,+0.01). The learning
rate is initialized as 0.001. Dropout [13] is taken to prevent overfitting, and the

2 http://hlt.hitsz.edu.cn/?page%20id=694.
3 https://github.com/fxsjy/jieba.

http://hlt.hitsz.edu.cn/?page%20id=694
https://github.com/fxsjy/jieba
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dropout rate is 0.5. The size of Bi-GRU hidden states dh is set as 50. λ1 and λ2

are set as 1.0 and 0.75, respectively. Both the batch size and epochs are set to
20. The metrics of both tasks we use in evaluation include precision (P ), recall
(R) and F1 score (F1), which are the most commonly used evaluation metrics
for emotion cause analysis [10,27].

4.2 Comparison of Different Methods

For the ECC task we compare our proposed model with the following three
groups models. (1) Group I (Rule-based and knowledge-based models):
RB extracts the emotion cause by utilizing two sets of linguistic rules proposed
by Lee et al. [17]. KB is a knowledge-based method [24] that uses the Chi-
nese Emotion Cognition Lexicon [29] as the common-sense knowledge base. (2)
Group II (Feature-driven models): SVM (RB+KB), SVM (Word2vec) and
SVM (n-grams) use linguistic rules [17] plus Emotion Cognition Lexicon [29],
Word2vec embeddings [23], and n-grams as features, respectively, to train a SVM
classifier. SVM (MK) uses the multi-kernel SVMs based on structured represen-
tation of events to extract emotion cause [11]. LambdaMART utilizes Lamb-
daMART algorithm incorporating emotion independent and dependent features
to identify emotion cause [28]. (3) Group III (Feature-learning models):
ConvMS-Memnet is a convolutional multiple-slot deep memory network for the
ECC task [10]. CANN [21] and MANN [20] takes advantage of the emotion
context information and designed different attention model to capture the rela-
tionship between the emotion clause and clause for ECC task. PAE-DGL is a
reordered prediction model, which incorporates relative position information and
dynamic global label for emotion cause extraction [5]. RTHN is a transformer
hierarchical network which utilizes RNN to encode multiple words in each clause
and transforms to learn the correlation between multiple clauses in a document
[27]. RHNN is a regularized hierarchical neural network [7]. FSS-GCN is a graph
convolutional networks with fusion of semantic and structure for emotion cause
clause identification [14].

Among these methods, only RB and ConvMS-Memnet are able to identify
emotion cause keywords. To test the performance on ECK task, we compare the
proposed model with the rule-based model (RB), feature-driven model (SVM),
and Feature-learning models (ConvMS-Memnet, Bi-GRU, Bi-LSTM). Fur-
thermore, we compare the proposed model with question answering which is rele-
vant to the ECA problem. In our experiment, we adopt BERT (BERTBASE ver-
sion4) [4], a pre-trained bidirectional Transformer-based language model which
achieves a good performance on various public question answering datasets
recently [3,15].

4 https://storage.googleapis.com/bert models/2018 11 03/chinese L\discretionary-
12 H\discretionary-768 A\discretionary-12.zip.

https://storage.googleapis.com/bert_models/2018_11_03/chinese_Ldiscretionary {-}{}{}12_Hdiscretionary {-}{}{}768_Adiscretionary {-}{}{}12.zip
https://storage.googleapis.com/bert_models/2018_11_03/chinese_Ldiscretionary {-}{}{}12_Hdiscretionary {-}{}{}768_Adiscretionary {-}{}{}12.zip
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Results and Analysis. Table 3 shows the results of our proposed MamMeca
model and baselines on ECC task. We can observe that: (1) MamMeca outper-
forms state-of-art baselines for ECC task on all the evaluation metrics, which
clearly confirms the effectiveness of joint identification of emotion cause clause
and keywords with our multi-task learning framework. (2) The F1 value obtained
by MamMeca model outperforms the strongest baseline RHNN by 3.1%, which
verifies the effectiveness of incorporating the label embedding and emotion atten-
tion mechanisms. (3) MamMeca outperforms the BERT-based QA model, which
further verifies advantage of our proposed model. This is because standard QA
task assumes that the question is a complete question expression while in our
case the emotion clause is most likely incomplete or ambiguous rendering a more
challenging problem. MamMeca can better deal with it since the complex rela-
tionship between the emotion clause and the cause clause can be captured with
the joint learning.

Table 3. Results on ECC task. The results with superscript � are reported in Gui
et al. [10], and the rest are reprinted from the corresponding publications.

Compared with Group I and Group II

Method P R F1

RB� 0.675 0.429 0.524

KB� 0.267 0.713 0.389

RB+KB� 0.544 0.531 0.537

SVM (RB+KB)� 0.592 0.531 0.560

SVM (n-grams)� 0.420 0.4375 0.429

SVM (Word2vec)� 0.430 0.423 0.414

SVM (MK)� 0.659 0.693 0.675

LambdaMART 0.772 0.750 0.761

MamMeca 0.849 0.798 0.822

Compared with Group III

Method P R F1

ConvMS-Memnet� 0.708 0.689 0.696

CANN 0.772 0.689 0.727

MANN 0.784 0.759 0.771

PAE-DGL 0.762 0.691 0.742

RTHN 0.770 0.766 0.768

RHNN 0.811 0.773 0.791

FSS-GCN 0.786 0.757 0.771

BERT 0.782 0.757 0.769

MamMeca 0.849 0.798 0.822

Table 4. Results on ECK task.

Method P R F1

RB 0.228 0.643 0.337

SVM (Word2vec) 0.024 0.006 0.010

Bi-LSTM 0.150 0.332 0.207

Bi-GRU 0.149 0.311 0.202

ConvMS-Memnet 0.625 0.614 0.620

BERT 0.710 0.749 0.729

MamMeca 0.714 0.774 0.742

[α] [β]
(a) (b)

Fig. 2. Visualization of attention. Darker color
represents lower attention weight.

Table 4 shows the results of the emotion cause keyword extraction. From this
table, we find that our MamMeca model outperforms all the baselines includ-
ing the state-of-the-art model ConvMS-Memnet [10] and the strong QA model
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BERT. It gains improvement more than 12% in F1 compared to ConvMS-
Memnet, which indicates that the proposed model’s strong ability to capture
the relationships between the emotion expression and the candidate cause words
expressions. BERT achieves a good performance on many QA datasets, however
performs worse than MamMeca on the ECK task as well. It further confirms
that the QA models is not a better choice for tackling the ECA problem. In
general, the emotion cause extraction is concerned about the cause of the given
emotion expression instead of the relevance or similarity between the question
and text.

4.3 Ablation Study

To understand the effect of different components, we compare several sub-
networks of our model.

Full is the full MamMeca model. We use Full-X to represent the model with-
out component X, where X can be ECK, ECC, EA, MA and LE corresponding
to ECK private parameters, ECC private parameters, Emotion Attention, Multi-
head Attention, and Labeling Embedding mechanisms, respectively.

The performance of above models are shown in Tables 5 and 6. As expected,
the results in F1-score of the sub-networks all drop. This clearly demonstrates
the usefulness of these components. Both Full-ECK and Full-ECC are worse
which confirms that joint training of two tasks is helpful for learning the effec-
tive features. On the one hand, the word label predicted by ECK task is able to
provide the important emotion cause signal which help inferring that whether
the clause is the emotion cause clause. For example, if there are some words are
predicted as emotion cause keywords, the model will increase the probability
of the current clause being predicted as an emotion cause clause. On the other
hand, the clause representation obtained by ECC task is able to give a posi-
tive impact for emotion cause keyword prediction. That is, if the current clause
is predicted as emotion cause clause, the words in this clause more likely be
the emotion cause keywords. Full gains 1.6% improvement in F1 over Full-EA,
which indicates that the emotion attention can provide important information
for emotion cause keywords extraction. In Table 5, when removing the word label
embedding mechanism, the F1 score of Full-LE decreases 2.9%, which indicates
the word label embedding from ECK task is conducive to ECC task. Also, Full
gains 10.5% improvement in F1 over Full-MA indicating that the ECC task can
enhance the performance of the ECK task by multi-head attention mechanism
in Table 6. We also find that Full-ECK outperforms the strong baseline RHNN,
which maybe due to the case that considering the emotion word and context
differently is effective.
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Table 5. Ablation test results of ECC
task.

Model P R F1

Full 0.849 0.798 0.822

Full-ECK 0.807 0.786 0.796

Full-EA 0.818 0.821 0.819

Full-LE 0.830 0.761 0.793

Full-MA 0.816 0.779 0.796

Table 6. Ablation test results of ECK
task.

Model P R F1

Full 0.714 0.774 0.742

Full-ECC 0.662 0.690 0.674

Full-EA 0.689 0.771 0.726

Full-LE 0.696 0.745 0.718

Full-MA 0.621 0.655 0.637

4.4 Case Study

To show how emotion attention and self-attention mechanisms work, we visu-
alize the attention weights αij (in Eq. (4)) and βij (in Eq. (5)) with heatmap.
Example 2 illustrates the detail with a training example.

Example 2.
( In English: [x1] : Shifeng

Hou’s heart is full of gratitude. [x2] : She said: [x3] : we are not familiar, [x4] :
but he plays the violin for me, [x5] : and I’m very happy.)

Figure 2(a) and (b) represent the attention distribution of emotion word and
emotion context to the each word of x4. In Fig. 2(a), “but”, and “.” have low
attention score as they are indeed irrelevant with respect to the emotion cause
expression. Figure 2(b) shows that the words “for” and “me” in clause x4 are
paid more attention by the emotion context, which means that the emotion
cause has a close relation with these two words. From Fig. 2(a) and (b), we
can easily find the words “me”, “plays”, “the violin” in the clause x4 have
higher attention weights than “but” and punctuation “.”, implying that the
words, which help express the cause, are more important and thus captured by
the emotion attention mechanism. These again verify the effectiveness of our
proposed emotion attention mechanism on emotion cause analysis.

4.5 Error Analysis

We notice that for some passages which have the long distance between the
emotion word and the cause, our model may have a difficulty in detecting the
correct emotion cause keywords. We show an example to illustrate this situation
(see Example 3). From the example, we can find the emotion cause of the emotion
“angry” is “the old lady who was helped up ran to the front of the bus and sat
down on the ground”. However, the emotion cause keywords obtained by our
model is “Seeing this scene”. It is a challenging task to properly model the
words which have long-distance with the emotional expression. In the feature,
we will explore different network architecture with consideration of the various
relationship between the words and emotion expression.
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Example 3.

In English: Unexpectedly, when Lianlin Xu was just about to activate the
car and leave the station, the old lady who was helped up ran to the
front of the bus and sat down on the ground. The passengers standing in
the front of the bus saw the scene clearly. Seeing this scene, the passengers on
the bus immediately burst into a boiling pot and argued fiercely. Some of the
passengers were very angry. They accused Lianlin Xu of “not being too busy”
while giving him a lesson: “I told you not to take care of this.”

5 Conclusions

In this paper, we study the multi-task learning approach to identify emotion
cause at clause level and word level simultaneously. We propose an effective
multi-head attention based multi-task learning network, which utilizes shared-
private feature extractor, multi-head attention mechanism and label embedding
mechanism to enable two tasks to interact with each other for better learning
the task-oriented representations. Results on benchmark dataset for ECA task
demonstrate that our model can effectively extract multi-level emotion causes,
and outperform the strong QA-based system and other strong ECA baselines by
large margins. In the future, we plan to focus on extracting the specific cause(s)
in a more accurate granularity for improving emotion cause analysis.
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Abstract. Manifold ranking has been successfully applied in query-
oriented multi-document summarization. It not only makes use of the
relationships among the sentences, but also the relationships between
the given query and the sentences. However, the information of origi-
nal query is often insufficient. So we present a query expansion method,
which is combined in the manifold ranking to resolve this problem. Our
method not only utilizes the information of the query term itself and the
knowledge base WordNet to expand it by synonyms, but also uses the
information of the document set itself to expand the query in various
ways (mean expansion, variance expansion and TextRank expansion).
Compared with the previous query expansion methods, our method com-
bines multiple query expansion methods to better represent query infor-
mation, and at the same time, it makes a useful attempt on manifold
ranking. In addition, we use the degree of word overlap and the prox-
imity between words to calculate the similarity between sentences. We
performed experiments on the datasets of DUC 2006 and DUC2007, and
the evaluation results show that the proposed query expansion method
can significantly improve the system performance and make our system
comparable to the state-of-the-art systems.

Keywords: Multi-document summarization · WordNet · Query
expansion · Manifold ranking

1 Introduction

Query-focused multi-document summarization is to create a summary from a set
of documents that answers the information requirements expressed in the query.
Compared to generic summarization, query-focused summarization requires the
summary biased to a specific query besides the general requirement for a sum-
mary. In contrast to the task of question answering (QA) that mainly focuses on
simple factoid questions and results in precise answers such as person, location
or date, etc., in the case of query-focused summarization, the queries are mostly
real-world complex questions and the information provided by the queries is
c© Springer Nature Switzerland AG 2021
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insufficient. So how to understand the query and expand the query has a certain
impact on the quality of the query-oriented summary.

Currently most query oriented abstract systems are based on general summa-
rization systems. By incorporating features that are related to the given query
(e.g., the relevance of a sentence to the query), a generic summarization system
can be adapted to a query-focused one. Due to the limit of information that
a query can express, some systems also expand the query using some external
resources such as WordNet, by which the synonyms of the query words can be
obtained as expansion words [30]. However, such approaches to query expan-
sion are restricted in query itself and external resources, because they cannot be
applied to words not in WordNet such as named entities which frequently occur
in queries, and much context related information cannot be captured by only
synonyms. Lin [14] uses graph-based sentence ranking and sentence-to-word rela-
tionships to implement query expansion, which can improve the effect of graph
ranking. However, the paper uses a single query expansion method and only
adopts TextRank instead of manifold ranking as graph ranking algorithm. So we
improved the query expansion method based on the above problems.

The main contributions of this work are: (1) We used multiple query expan-
sion methods to expand the query, including the query itself (using Wordnet
synonyms) and the expanded query based on the document set (mean expansion,
variance expansion and TextRank expansion). (2) We improved the calculation
of sentence similarity matrix in the manifold ranking process, using sentence TF-
ISF similarity, word overlap similarity, and sentence proximity information. Our
experiments on the dataset DUC 2006 and DUC 2007 show that the summa-
rization results with query expansion are much better than that without query
expansion, achieving the state-of-the-art performance.

2 Related Work

Graph-based ranking algorithms have been successfully used in text summa-
rization. [8] proposed LexRank for generic text summarization. They construct
a connected similarity graph where nodes represent sentences and edges rep-
resent cosine similarities between sentences. A random walk is applied on the
graph until converging to a stationary distribution, by which the sentences can
be ranked. Topic-sensitive LexRank [16] has been applied to the task of query-
focused summarization where the relevance of a sentence to the query is taken
into account when performing random walk. [26] proposed a hypergraph based
vertex-reinforced random walk framework for multi-document summarization.
[24] applied a manifold ranking algorithm to query-focused summarization which
can simultaneously make full use of both the relationships among all the sen-
tences in the documents and the relationships between the given query and the
sentences.

Regarding manifold ranking algorithms, subsequent researchers have made a
lot of improvements. [21] introduced the matrix factorization model on the basis
of Xiaojun Wan’s model, and constructed the sentence relational matrix by using
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the cosine value of the decomposed matrix. [4] used the syntactic and shallow
semantic kernels to calculate the correlation between sentences based on the
model of Xiaojun Wan. On the basis of Xiaojun Wan’s model, [13] improves the
relationship matrix by mixing the cosine similarity of decomposed matrix and
TF-ISF cosine similarity in a certain proportion. At the same time, this paper
uses lifelong learning topic model to enhance the co-occurrence effect of matrix
factorization words. Finally, this paper adds statistical features, mix various
scoring methods together, and then extract summaries with the strategy of de-
redundancy. [2] not only considers the internal relevance propagation within the
sentence set (or within the theme cluster set), but also considers the mutual
reinforcement between the ranking of the sentence set and the ranking of the
cluster set. These models mainly focus on the calculation of sentence similarity
and sentence ranking, but pay little attention to queries.

Query understanding is a research hotspot in the field of search engines.
[1] proposed the use of a corpus to expand the original query. [9] proposed a
Wikipedia-based user query intent understanding. [17] considered the distribu-
tion of expansions in documents, statistical associations with query terms, and
semantic associations. [25] and [18] combined query expansion with word mean-
ing elimination to enhance the validity of the query. To the best of our knowl-
edge, few people have done the research on the effect of query understanding and
query expansion on manifold ranking. Therefore, based on the above research,
we use multiple query expansion methods to improve the effect of model based
on manifold ranking.

3 Method

In this section, this paper will introduce the model architecture, as Fig. 1 shows.
For the preprocessing step, this paper performed sentence segmentation, word

segmentation, word stemming and TF-ISF calculation for each sentence in the
documents and the query. This paper utilized titles and narratives as queries.
When computing the sentence similarities, stop words, emails, digital characters,
punctuation marks and single characters were removed, and only the content
words (i.e., noun, verb, adjective and adverb) were used after the morphological
analysis based on treetagger.

For the extraction process of automatic text summarization, this paper selects
the method used by [24].

Manifold ranking, query expansion and sentence similarity calculation and
will be introduced in detail in following sections.

3.1 Manifold Ranking

Manifold ranking [28,29] is a universal graph ranking algorithm and it is ini-
tially used to rank data points along their underlying manifold structure. The
prior assumption of manifold-ranking is: (1) sentences on the same structure
are likely to have the same ranking scores; (2) sentences similar to the query
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Fig. 1. Model architecture.

sentence have higher ranking scores. The process of the manifold ranking algo-
rithm can be understood as follows: construct a similarity matrix W between
all sentences, initialize a vector y = [y0, y1, · · · , yn]T , in which y0 = 1 because
x0 is the query sentence and yi = 0(1 ≤ i ≤ n) for all the sentences in the
documents. Then the ranking algorithm transmits the scores of query sentences
to the scores of sentences similar to query points through the similarity between
sentences, and then the scores of each sentence are propagated to the scores of
other similar sentences, iterating many times until the scores of each sentence
remain unchanged. The algorithm for manifold ranking is as Formula 1 shows:

L(f) = αmr ∗
N∑

i,j=1

Wij

∣∣∣∣∣
1√
Dii

fi − 1√
Djj

fj

∣∣∣∣∣

2

+ (1 − αmr) ∗
N∑

i=1

|fi − yi|2

s.t.Dii = sum(Wi∗),Y = [ y1 y2 · · · yN ]T = [ 1 0 · · · 0 ]T (1)

Where F = [ f1 f2 · · · fn ]T is the sentence score vector for the solution,
and Y is the vector indicating the query sentence. This paper assumes that
when Ai is the query sentence or the query sentence yi = 1, and otherwise is 0,
Wij indicates the relationship between the i-th sentence and the j-th sentence.
There are many ways to calculate the relationship between sentences, such as
Manhattan distance, Euler distance, inner product calculation method, cosine
similarity, etc., or a combination of various methods. Dij represents the sum of
the elements of the i-th row in the W matrix, and αmr represents the proportion
of the similarity between the sentences in the manifold ranking.
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3.2 Query Expansion

In the query-oriented multi-document summarization, each topic has one or two
sentences as the query, but the information of these sentences is often insuffi-
cient. Therefore, the query sentence should be expanded. There are two general
methods: one is to expand according to the content of documents. The other is to
expand based on the query itself, which usually depends on the understanding of
the query. For each topic, we extract query sentences and sentences of multiple
documents to form a sentence-word matrix A(0) =

[
T (0) X

]T
of N * M, and

then use the above two methods to expand the query sentence, the formula for
expanding query sentences is as Formula 2 shows:

T (1)= sim word(T (0)) + θmmean(X) + θvvariance(X) + θrTextRank(A(0))
(2)

Where A is a sentence-word matrix, the word weight is calculated using the
TF-ISF (as [14] use) formula, T is query sentences, X is all document sentences,
N is the number of the sentences, M is the number of all various content words in
the documents, sim word(T (0)) is the expansion of the word meaning of the query
sentence, mean(X) is the mean expansion of the query sentence, variance(X) is
the variance expansion of the query sentence, TextRank(A(0)) is the TextRank
expansion of the query sentence.

Query Expansion by WordNet. WordNet is a large English word sense
database [7]. It not only explains the meaning of words, but also links the
meaning of words together. In WordNet, each of synset (semantics) represents
a basic lexical concept. A word can have more than one synonym, and a syn-
onym can correspond to more than one word. Synonymous phrases are con-
nected by semantic relations such as hypernymy-hyponymy, synonym-antonym,
meronymy-holonyms and implication, forming a network structure with syn-
onymous phrases as nodes and semantic relations as edges. Therefore, semantic
similarity can be calculated by the length of the edge between two semantic
nodes.

Semantic similarity calculation is based on [19], which mainly uses the path
length between concepts. The shorter the path between two nodes is, the higher
the semantic similarity between the two concepts is. In this paper, the similarity
is calculated using the following formula 3:

sim(syn1, syn2) =
a

a + d
(3)

Where syn1, syn2 refers to the semantic node of a word, d represents the
number of upper edges of the shortest path between the semantic nodes syn1
and syn2 in the semantic graph, and a represents an adjustable parameter.

For most applications, there is no data with word meaning labels, so algo-
rithms are needed to provide us with similarities between words rather than
between meanings or concepts. For any algorithm based on a semantic dictio-
nary, according to Resnik [20], we can approximate the similarity by using the
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maximum similarity between two word semantic items. Therefore, based on word
meaning similarity, we can define word similarity as following formula 4:

sim(w1, w2) = max
syn1∈senses(w1)
syn2∈senses(w2)

sim(syn1, syn2) (4)

Where w1, w2 represent the target word, syn1, syn2 refer to the sense of the
word. For a sentence-word matrix A(0) of N * M, the similarity of all words in the
document can be obtained first, and then the word similarity matrix of M * M
can be obtained. According to the matrix, each word of the query sentence can
be expanded. The expanded formula is as Formula 5 shows.

t
(1)
i = max

j
(t(0)j · sim(wj , wi)) (5)

t
(0)
i represents the i-th word feature before expansion, t

(1)
i represents the

expanded i-th word feature, and wi represents the i-th word item, then T(1) =
sim word(T (0)) =

[
t
(1)
1 t

(1)
2 · · · t

(1)
M

]
is the query sentence after the word

meaning expansion. By expanding the meaning of the query sentence, it can
make the query sentence reflect the features of the similar words in the original
sentence, and solve the problem that the feature of the query sentence is not
salient because the original query sentence has too few words.

Word Similarity Filtering. According to the above word similarity calcula-
tion method, we can extract all words from the dataset to calculate the word
similarity matrix. However, most of the similarities between words have no prac-
tical significance, so they need to be filtered. There are two kinds of filtering
methods in this paper: vertical filtering and horizontal filtering.

Vertical filtering is based on the path length between words. For example,
computer and football are obviously not similar, but because they can be con-
nected by superordinate entities, even if the shortest path between them is very
long, they will still get smaller values after similarity calculation. This degree
of similarity has little significance for feature calculation, so smaller values can
be discarded. In this way, not only computational meaningful features can be
expanded, but also sparse matrix storage can be used to reduce the waste of
storage space. Therefore, this paper will use vertical filtering parameter as L to
filter the similarities which the shortest path is greater than L.

Horizontal filtering is based on the number of similarities between a word and
other words. When a word is similar to most words, it shows that the feature of
the word itself is not salient, so it needs to be filtered. For example, the verbs
“use” and “do” are similar to almost all verbs. If these verbs are expanded, noise
will be introduced into the textual features of the query sentences, which will
not highlight the topic feature of the query sentences. Therefore, this paper will
use horizontal filtering parameter as C to retain the words which are similar to
no more than C other words.
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Query Expansion by Mean and Variance. Due to the large amount of
information contained in the text, the average TF-ISF value and the variance
TF-ISF value of each word in the document can be obtained to expand the query
sentence, as shown in the following Formula 6 and 7 show.

mean(X) =
[
X̄∗1 X̄∗2 ... X̄∗M

]

=

[
1

N − 1

N−1∑

i=1

Xi1
1

N − 1

N−1∑

i=1

Xi2 ...
1

N − 1

N−1∑

i=1

XiM

]
(6)

variance(X) =

[
1

N − 2

N−1∑

i=1

(Xi1−X̄∗1)
2
...

1
N − 2

N−1∑

i=1

(XiM−X̄∗M)2
]

(7)

N represents the number of all sentences, Xij represents the i-th document
sentence and the j-th word item feature, X̄∗j represents the average of the j-th
word item feature in the documents.

Query Expansion by TextRank. In this section, we select from the document
set both informative and query relevant words based on TextRank (Sect. 3.2 in
[14]) results, add them into the original query and use the updated query to
perform manifold ranking again. Our query expansion approach goes as follows:

1. Normalize X by S = D−1X to make the sum of each row equal to 1, where
D is the diagonal matrix with (i, i)-element equal to the sum of the ith row of X.

2. Calculate vector y by y = ST p∗, where p∗ is the vector of sentence ranking
scores derived in the last step in the TextRank algorithm described in Lin et al.
[14], and y represents the word scores.

3. Rank all the words based on their scores in y and select the top c words as
query expansions. c is a parameter representing the number of expansion words,
which is set in the experiments.

4. Add the top c words into the query sentence T , the formula is as follows:

TextRank(A(0)) =
[
t

′
1, t

′
2, ..., t

′
n

]
(8)

t
′
i =

{
1,when the words corresponding to t are in the top c words

0, when the words corresponding to t are not in the top c words (9)

Where t
′
i represents the i-th word feature after expansion. This algorithm is to

make use of both the sentence importance and sentence-to-word relationships to
select the expansion words. By this step, salient words occurring in the important
sentences are more likely to be selected, and because the higher ranked sentences
are biased towards the query, the words selected in this way are also biased
towards the query.
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3.3 Sentence Similarity Calculation

The W matrix is used to measure the similarity between two sentences, which
is critical in manifold ranking. If the calculation method of W is closer to the
similarity between sentences, the quality of the summary is higher. This paper
mainly uses TF-ISF cosine similarity, word overlap and proximity similarity to
calculate. The TF-ISF cosine similarity and word overlap use the word frequency
characteristics of the sentence itself. Word overlap only considers the number of
words co-occurring in two sentences, regardless of the occurrence of words in
other sentences, which is beneficial to increase the number of different words in
the summary. The adjacency similarity mainly considers the relationship between
the relative positions of two sentences, so that the meaning of the sentence in
the context is reflected. The three are organically combined, as shown in the
following Formula 10:

Wij = αA · cos(A(1)
i∗ , A

(1)
j∗ ) + αoverlap · SSij+αpeer · Pij (10)

Where cos(A(1)
i∗ , A

(1)
j∗ ) represents the cosine similarity of the TF-ISF of the

sentence A
(1)
i∗ and A

(1)
j∗ . SSij indicates the degree of word overlap of the sentence

A
(0)
i∗ and A

(0)
j∗ , that is, the ratio of the number of words appearing together in

two sentences to the minimum word length of two sentences.
For the position information of the sentence, this paper mainly considers the

context of the sentence. Pij is used to represent the adjacency matrix of the
sentence. One topic has multiple documents, and one document has multiple
sentences. These sentences constitute the context and the sentences are in a
specific document. There is a specific context, each sentence must have a certain
relationship with the adjacent sentence, so the adjacency matrix can be used to
quantify the relationship between the sentences. The closer the sentences are,
the higher the similarity score is. The representation is as shown in the following
Formula 11:

Pij=
{

0.1|i−j|, i and j are in the same document
0, i and j are not in the same document

(11)

In addition, when solving the cosine similarity matrix of TF-ISF between
sentences, this paper uses the expanded query sentence as the query sentence.
When calculating the sentence word overlap matrix, the original query sentence
is used as the query sentence.

4 Experimental Setup

4.1 Datasets and Evaluation

The summary data sets used in this experiment are DUC2006 [5] and DUC2007
[6]. DUC 2006 and DUC 2007 are query-oriented multi-document summary
datasets, each data set contains multiple topics, each topic consists of multiple



Using Query Expansion in Manifold Ranking 105

related documents, and each topic provides a title and a narrative as a query.
For each topic, we take the first 250 words as the model summary from the
results and compare it with the expert summary by using ROUGE [12] toolkit.
We report F1 scores of ROUGE-1, ROUGE-2, ROUGE-W and ROUGE-SU4
metrics.

4.2 Parameter Settings

The parameters of the proposed methods are determined according to the overall
effect of the model on DUC data set. The parameter a is 1, L is 4, C is 5000, the
mean parameter θm is 1, the variance parameter θv is 1, rt is 0.4, the αmr is 1,
the cosine similarity parameter αA is 0.9, the word coverage parameter αoverlap

is 0.1, and the adjacency similarity parameter αpeer is 0.4. ω as a de-redundancy
parameter, takes 8 (refer to [24]). In the TextRank expansion, the c is 100 and
d is 0.6 (refer to [14]).

5 Results

5.1 Comparison with Query Expansion Methods

In this experiment, our aim is to examine the efficiency of the combination of
these query expansion methods. The results are reported in Table 1.

From the report, we can figure out that the performance of the method using
expansion of query is better than that using the original query. In other words,
the results of ori+MEAN+VAR+TextRank are better than one that combines
a subset of query expansion methods.

5.2 Comparison with Related Methods

In this experiment, we will compare the model performance with the other
existing well-known methods. We compare QE-WMVT-Mani (Manifold rank-
ing with word similarity, mean, variance and TextRank query expansion) with
other methods: 1) Random (For each topic, randomly extracts a certain number
of sentences as a summary); 2) Lead (Under each topic, select a certain num-
ber of sentences in the document of the most recent time as a summary); 3)
MV-CNN [27]; 4) AttSum [3]; 5) VAEs-A [11]; 6) QODE [15]; 7) C-Attention
[10]; 8) MultiMR [23]; 9) JMFMR [22]; 10) JTMMR [13]; 11) JLTMMR [13]; 12)
JLTMMR + SF [13]; 13) RDRP AP [2]; 14) HERF [26]; 15) TextRank [14]; 16)
QE-T+TextRank [14].

For MV-CNN, QODE, AttSum, VAEs-A, C-Attention, MultiMR, JMFMR,
JTMMR, JLTMMR, JLTMMR+SF, RDRP AP and HERF models, this paper
chooses results from their corresponding papers. For the QE-T+TextRank
method, because the original paper does not give the F value, this paper re-
experiments it, and the preprocessing process is the same as the original paper.
rt is set to 0.4, and other parameters are the same as the original paper.
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Table 1. ROUGE evaluation results of expanded query sentences and original query
sentences in DUC2006 and DUC2007.

Dataset Extension method Rouge-1 Rouge-2 Rouge-W Rouge-SU4

DUC2006 ori 0.40331 0.08809 0.13960 0.14637

ori+MEAN 0.40695 0.09057 0.14099 0.14827

ori+VAR 0.40604 0.09013 0.14060 0.14835

ori+SIM WORD 0.41019 0.08785 0.14084 0.14691

ori+TextRank 0.41658 0.09174 0.14274 0.15102

ori+SIM WORD+MEAN 0.41129 0.08895 0.14078 0.14762

ori+SIM WORD+VAR 0.41112 0.08879 0.14113 0.14762

ori+MEAN+VAR

+SIM WORD 0.41060 0.08934 0.14090 0.14723

ori+MEAN+VAR

+SIM WORD+TextRank 0.41674 0.09202 0.14279 0.15071

DUC2007 ori 0.42010 0.10372 0.14559 0.16051

ori+MEAN 0.42612 0.10638 0.14773 0.16329

ori+VAR 0.42149 0.10444 0.14616 0.16102

ori+SIM WORD 0.42565 0.10195 0.14564 0.15991

ori+TextRank 0.43557 0.11174 0.15088 0.16668

ori+SIM WORD+MEAN 0.42907 0.10447 0.14706 0.16163

ori+SIM WORD+VAR 0.42699 0.10184 0.14604 0.16016

ori+MEAN+VAR

+SIM WORD 0.43042 0.10574 0.14768 0.16295

ori+MEAN+VAR

+SIM WORD+TextRank 0.43982 0.11185 0.15159 0.16870

Table 2. Rouge results of multi-document summarization on DUC 2006.

Dataset System Rouge-1 Rouge-2 Rouge-W Rouge-SU4

DUC2006 Random 0.35352 0.05381 0.12135 0.111

Lead 0.3396 0.05412 0.11748 0.10961

MV-CNN 0.3865 0.0791 – 0.1409

QODE 0.4015 0.0928 – 0.1479

AttSum 0.409 0.094 – –

VAEs-A 0.396 0.089 – 0.143

C-Attention 0.393 0.087 – 0.141

MultiMR 0.40306 0.08508 0.13997 –

JMFMR 0.41244 0.0887 – 0.14585

JTMMR 0.40014 0.08160 0.13652 0.14062

JLTMMR 0.4043 0.08126 0.13774 0.14032

JLTMMR+SF 0.41045 0.08926 0.14214 0.14798

RDRP AP 0.39615 0.08975 – 0.13905

TextRank 0.39056 0.0871 0.13536 0.14299

QE-T+TextRank 0.40115 0.08985 0.13804 0.14619

QE-WMVT+Mani 0.41674 0.09202 0.14279 0.15071
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Table 3. Rouge results of multi-document summarization on DUC2007.

Dataset System Rouge-1 Rouge-2 Rouge-W Rouge-SU4

DUC2007 Random 0.36896 0.06654 0.125 0.12312

Lead 0.35461 0.06639 0.1219 0.11926

MV-CNN 0.4092 0.0911 – 0.1534

QODE 0.4295 0.1163 – 0.1685

AttSum 0.4392 0.1155 – –

VAEs-A 0.421 0.11 – 0.164

C-Attention 0.423 0.107 – 0.161

MultiMR 0.42041 0.10302 0.14595 –

JTMMR 0.42717 0.10181 0.1458 0.15761

JLTMMR 0.43349 0.10375 0.14786 0.16002

JLTMMR+SF 0.43734 0.10439 0.1496 0.1625

RDRP AP 0.43775 0.11563 – 0.16904

HERF 0.42444 0.11211 – 0.16307

TextRank 0.4033 0.10196 0.14063 0.15463

QE-T+TextRank 0.41554 0.10597 0.14379 0.16074

QE-WMVT+Mani 0.43982 0.11185 0.15159 0.16870

Table 2 and 3 show the ROUGE scores of related methods. The bolded results
highlight the best results in the set of experiments. From the results, we have
the following observations:

1. Our proposed method (QE-WMVT+Mani) outperforms other related
methods generally. Random and Lead sentences show the poorest ROUGE
scores.

2. The effect of deep learning method is not very prominent in the query-
oriented multi-document summarization, only slightly prominent in the score of
ROUGE-2, and significantly lower in the score of ROUGE-1 than our proposed
method. This shows that the method of deep learning needs to be improved.

3. Manifold ranking models based on query sentence expansion (QE-WMVT
+ Mani) have improved compared with the manifold ranking model MultiMR,
JMFMR, JTMMR, JLTMMR, JLTMMR+SF and RDRP AP. This shows that
the manifold ranking based on the expansion of the query sentence is generally
better than the manifold ranking based on the original query sentence.

4. TextRank with TextRank expansion (QE-T+TextRank) can improve the
effect of TextRank, but the overall performance is not as good as our method.
This is because the TextRank method of the original query sentence is signif-
icantly worse than manifold ranking of the original query sentence (see result
in Sect. 5.1) and the query expansion method has limited ability to improve the
model.
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Fig. 2. ROUGE-SU4 scores vs. αoverlap (αoverlap + αA = 1) and αpeer.

5.3 Influence of Sentence Similarity Parameter Tuning

In our method, αoverlap is used to tune the trade-off between the TF-ISF and
word overlap feature. αpeer is utilized to add the context feature. We carry out
experiments with different αoverlap and αpeer to see their influence.

Figure 2 presents the ROUGE-SU4 evaluation results of our method on
DUC2006 and DUC2007 respectively for different values of αoverlap and αpeer. In
general, with an increase in αoverlap and αpeer, the performance first increases,
reaches its peak value and then is degraded. For DUC2006 and DUC2007, a value
of αoverlap around 0.1 can attain the best ROUGE-SU4 result. This indicates
that TF-ISF is a critical feature in sentence similarity, but word overlap feature
can improve the effect of the model. For the DUC2006 dataset, a value of αpeer

around 0.7 can attain the best ROUGE-SU4 result. For DUC2007, αpeer = 0.4
produces peak values of ROUGE scores. Although the best value of αpeer differ
for DUC2006 and DUC2007, they can slightly improve the model results. This
indicates that there are positional connections between sentences.

5.4 Query Relevance Performance

We also perform the qualitative analysis to exam the query relevance perfor-
mance of our model. We randomly choose some queries in the test datasets and
calculate the relevance scores of sentences from our model. We then extract the
top ranked sentences and check whether they are able to meet the query need.
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Examples for query and model summaries are shown in Table 4. We also give
the sentences from our model without query expansion for comparison.

With manual inspection, we find that most query-focused sentences in our
model with query expansion can answer the query to a large extent. All these
aspects are mentioned in reference summaries. The sentences from our model
without query expansion, however, are usually short and simply repeat the key
words in the query. The advantage of query expansion is apparent in query
relevance ranking.

Table 4. Sentences recognized to focus on the query.

Query: What has been the argument in favor of a line item veto?

How has it been used? How have US courts, especially the Supreme

Court, ruled on its constitutionality?

Our model without query expansion Summary:

Supreme Court to Rule on Line Item Veto

Court rules Line Item Veto unconstitutional

Court strikes down president’s Line Item Veto power

Supreme Court Rules Line Item Veto Law Unconstitutional

Clinton Vetoes Congress Rejection of His Line Item Veto

QE-WMVT+Mani Summary: Supreme Court to Rule on Line Item

Veto

In a 6-3 decision the high court ruled the Line Item Veto Act

violated the constitution’s separation of powers between Congress

which approves legislation and the president who either signs it into

law or vetoes it

Court strikes down president’s Line Item Veto power

Clinton is the first president to have line item veto authority

In a 6-3 ruling the court said the 1996 Line Item Veto Act

unconstitutionally allows the president by altering a bill after its

passage to create a law that was not voted on by either house of

Congress

Different from single document summary, multi-document summary has more
information, and the central idea of each document under each topic is different.
Therefore, the amount of valid information, such as ROUGE, is more suitable
for evaluating the effect of multi-document summarization. Although our model
is based on extraction method, it is simple and efficient, and the amount of valid
information can be comparable to the state-of-the-art models.

6 Conclusion

In this paper, we propose a query-oriented multi-document summarization model
based on query expansion and manifold ranking. We use WordNet, mean, vari-
ance, TextRank to expand query. We also use the cosine values of TF-ISF, word
overlap values and the relative position of sentences to calculate the relation
between sentences. We applied our model to DUC2006 and DUC2007, and found
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that our model is better than one that combines a subset of query expansion
methods and achieves competitive performance with the state-of-the-art results.
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Abstract. Extractive text summarization seeks to extract indicative
sentences from a source document and assemble them to form a sum-
mary. Selecting salient but not redundant sentences has always been
the main challenge. Unlike the previous two-stage strategies, this paper
presents a unified end-to-end model, learning to rerank the sentences by
modeling salience and redundancy simultaneously. Through this ranking
mechanism, our method can improve the quality of the overall candi-
date summary by giving higher scores to sentences that can bring more
novel information. We first design a summary-level measure to evaluate
the cumulating gain of each candidate summaries. Then we propose an
adaptive training objective to rerank the sentences aiming at obtaining
a summary with a high summary-level score. The experimental results
and evaluation show that our method outperforms the strong baselines
on three datasets and further boosts the quality of candidate summaries,
which intensely indicate the effectiveness of the proposed framework.

Keywords: Extractive text summarization · Salience · Redundancy

1 Introduction

Extractive summarization aims to create a summary by identifying and con-
catenating the most important sentences in a document [8,15,18,26,30]. To
choose an appropriate sentence from the document, we need to consider two
aspects: salience, which represents how much information the sentence car-
ries; and redundancy, which represents how much information in the sentence
is already included in the previously selected sentences [21]. The former focuses
on sentence-level importance, while the latter considers the relationship between
sentences at the summary-level.

The main challenge of extractive summarization is how to combine salience
and redundancy simultaneously. Most previous methods [6,11] only consider
salience at the sentence-level, where they usually model sentence-selecting as
a sequence labeling task. Several approaches for modeling redundancy between
selected sentences are generally classified into two types: heuristics-based and
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andrea petkovic is part of the germany fed cup 
team which travels to sochi next week
maria sharapova has been confirmed to play for 
the russia team in the fed cup semifinals 
the russian tennis federation has confirmed that 
maria sharapova will play for her country against 
germany in the fed cup semifinals this month
four-time champions russia and two-time winners 
germany have met only twice in the fed cup since 
the collapse of the soviet union
playing in the team event helps her become eligible 
for next year’s olympics
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Fig. 1. A summary sample whose sentences are scored by the baseline model(labeled as
Rank) and our model(labeled as Re-rank) respectively. Both models only select sentences
with top-3 scores as candidate summaries. Sentences on blue background constitute the
gold summary. Phrases painted in the same color indicate N-gram overlap.

model-based approaches [22]. The former such as Trigram Blocking [15] is not
adaptive since they usually apply the same rule to all the documents, which results
in limited effects on a few specific datasets. The latter depends heavily on feature
engineering or a neural post-processing module to model redundancy. [3] extracts
Ngram-matching and semantic-matching features to indicate the redundancy of
a candidate sentence. [28] proposes a two-step pipeline that first scores salience,
then learns to balance salience and redundancy as a text-matching task. The crit-
ical drawbacks are error propagation and high computation cost. Compared to
these models, we aim to propose an efficient and unified end-to-end model to
jointly learn salience and redundancy without extra post-processing modules.

In this paper, we present a unified end-to-end ranking-based method for
extractive summarization. Unlike previous methods, we train a single unified
model that is both salience-aware and redundancy-aware to extract high-quality
sentences at the summary level. The principle idea is that the best summary
should consist of candidate sentences that can make the largest cumulating met-
ric gain. As shown in Fig. 1, only modeling salience when scoring sentences leads
to give a high score to a salient but redundant sentence. Due to the redundancy
between the sentences labeled as B and C in Fig. 1, the readers can not get the
most overall information from the candidate summary consisting of the top 3
sentences. Our method aims to give higher scores to the sentences containing
novel but important information by globally considering its contribution to the
summary-level metric gain, and generates a candidate summary with a high
summary-level score. Specifically, similar to the intuition in [1,9], we first define
a new summarization evaluation measure - Normalized Cumulating Gain based
on the Overlap of N-gram (NCGON) between candidate sentences and gold
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summary, which can better evaluate the overall quality of candidate summaries
by considering the distances of multiple N-gram matching scores between the
candidate summary and golden summary. Then we design a novel redundancy-
aware ranking loss - Adaptive Summary Ranking Loss (AdpSR-Loss) modified
by NCGON. We penalize the deviation of the predicted ranking position prob-
abilities of sentence pairs from the desired probabilities, which leads our model
to rerank sentences adaptively according to the difference of NCGON between
candidate summaries, and finally find the best candidate summary end-to-end.

We conduct experiments on a range of benchmark datasets. The experimen-
tal results demonstrate that the proposed ranking framework achieves improve-
ments over previous strong methods on a large range of benchmark datasets.
Comprehensive analyses are provided to further illustrate the performance of
our method on different summary length, matching N-gram and so on.

Our contributions are as follows:

1. We propose a unified end-to-end summary-level extractive summarization
model, jointly learning salience and redundancy of candidate sentences with-
out an extra post-processing stage.

2. We consider extractive summarization as a sentence ranking task and present
a new objective AdpSR-Loss based on the summary-level measure NCGON.

3. Without using extra models to reduce redundancy, we outperform the strong
baseline methods by a large margin. Experimental results and analysis show
the effectiveness of our approach.

2 Related Work

Neural networks have achieved great success in the task of text summarization.
There are two main lines of research: abstractive and extractive. The abstractive
paradigm [20,23] focuses on generating a summary word-by-word after encoding
the full document. The extractive approach [6] directly selects sentences from
the document to assemble into a summary. Recent research on extractive sum-
marization spans a large range of approaches. These Extractive summarization
models often use a dedicated sentence selection step aiming to address redun-
dancy after sentence scoring step which deals with salience.

2.1 Salience Learning

With the development of neural networks, great progress has been made in
extractive document summarization. Most of them focus on the encoder-decoder
framework and use recurrent neural networks [8] or Transformer [27] encoders for
the sentence scoring [25]. These architectures are widely used and also extended
with reinforcement learning [30]. More recently, summarization methods based
on BERT [7] have been shown to achieve state-of-the-art performance [15,26,29]
for extractive summarization. The development of the above sentence represen-
tation and scoring models do help to achieve improvements on selecting salient
sentences.



Jointly Learning Salience and Redundancy for Extractive Summarization 115

Fig. 2. Overview of the proposed model. The left part is the basic sentence extraction
architecture based on BERT and the right part represents the AdpSR-Loss mechanism.
Δs represents the difference between the scores of sentc and sente predicted by model
in the left part.

2.2 Redundancy Learning

There are relatively fewer methods that study sentence selection to avoid redun-
dancy. In the non-neural approaches, Maximal Marginal Relevance [5] based
methods select the content that has the maximal score and is minimally redun-
dant with the previously constructed partial summary. Integer Linear Program-
ming based methods [17] formulate sentence selection as an optimizing prob-
lem under the summary length constraint. Trigram blocking [15] filter out sen-
tences that have trigram overlap with previously extracted sentences. In the neu-
ral approaches, [30] propose to jointly learn to score and select sentences with a
sequence generation model. [3] proposed redundancy-aware models by modeling
salience and redundancy using neural sequence models. [28] proposes a two-step
pipeline that first scores salience, then learns to balance salience and redundancy
as a text-matching task.

Compared to these methods, our method aims to propose an efficient one-stage
method to jointly learn salience and redundancy without extra redundancy-aware
models, and have a good generalization on a large range of benchmark datasets.

3 Method

In this section, we first introduce the overall architecture including the sentence
scoring model and our training mechanism in Sect. 3.1. Then we introduce our
designed reranking training objective in Sect. 3.2.

3.1 Overall Architecture

Sentence Scoring Model. Given a single document consisting of sentences
[sent1, sent2, . . . , sentm], where senti is the i-th sentence in the document, our
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task is to extract a certain number of sentences to represent the main information
of source document. As shown in Fig. 2, using BERT [7] as a sentence encoder
BERTEnc, we add token [CLS] before each sentence and use the vector from the
top BERT layer hi as the representation of senti. To learn more inter-sentence
information, several transformer layers TransEnc are used after BERT:

hi = BERTEnc(senti) (1)

hL
i = TransEnc(hi) (2)

The final output layer is a sigmoid classifier with a fully-connected layer to score
each sentence:

ŷi = sigmoid(Woh
L
i + bo) (3)

where hL
i is the i-th representation of senti from the transformer layers and ŷi

is the extraction probability of each sentence.
Training Mechanism. We train the model with two different losses – binary
cross entropy loss and a new adaptive ranking loss (AdpSR-Loss, Fig. 2) succes-
sively. The binary-cross entropy loss aims at scoring each sentences. The novel
ranking loss is designed to rerank the sentences and obtain the better sentence
combination. Using this strategy, the summary-level gain of top k sentences can
be efficiently improved end-to-end without introducing a second-stage model.

3.2 Extraction Summarization as Ranking

NCGON: A Summary-Level Evaluation Measure. We refer to D =
{sentn|n ∈ (1, N)} as a single document consisting of n sentences and C =
{sentk|sentk ∈ D} as a candidate summary consisting of k sentences extracted
from D. A sequence of labels {yn|n ∈ (1, N)} (yn ∈ (0, 1)) for {sentn} are given
as ground truth by a greedy algorithm similar to [18] by maximizing the ROUGE
score against the gold summary C∗ written by human. Let {sn|n ∈ (1, N)} rep-
resent the scores of sentences {sentn} predicted by model. Traditional method
simply ranks {sentn} according to {sn} in descending order and selects top
k sentence as candidate summary Ct, and the remaining sentences are aban-
doned directly by model, which does not consider the overall gain for obtaining
summaries.

To better evaluate the gain of sentence choosing at a summary-level, we con-
sider the overlap between candidate and gold summary as cumulating gain (CG).
As Fig. 1 shows, the CG of Ct may not be the highest due to the redundancy,
although the score of each senti is top k highest individually. We use function as
followed to measure the overlap of N-grams (N = 2,3,4) between the extracted
summary Ct and the gold summary C∗:

Rn(C∗, Ct) = Rouge-N(C∗, Ct) (4)

Consequently, the cumulating gain based on the overlap of N-grams (CGON) as
follows:

CGON =
∑

n=2,3,4

Rn(C∗, Ct) (5)
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Swapping the position of sentc and sente in Fig. 1 makes CGON improve by
minimizing the overlap between top k sentences. Therefore, using CGON as the
measure, we can better find the summary-level candidate containing most over-
all information rather than only using cross entropy loss which tends to select
sentences with higher individual gain. To fairly quantify the CGON of differ-
ent candidates, we normalize it by CGONmax as our final evaluation measure
NCGON:

NCGON =
CGON

CGONmax
(6)

where CGONmax is the CGON of the ground truth candidate consisting of
sentences whose labels are equal to 1.

AdpSR-Loss: Adaptive Summary Ranking Loss. Inspired by the Learning
to Rank (LTR) structure [4,9], we model extractive summarization as a pair-wise
ranking problem and aim at reranking the sentence list to find the best candidate
summary consisting of sentences with top k scores. Based on the method in 2.1,
we get the original score list using cross entropy loss. Considering one pair of
sentences {senti, sentj}, where i ∈ (1, k) and j ∈ (k + 1, N). Let Ui > Uj

denote that senti is ranked higher than sentj . {si, sj} is mapped to a learned
probability Pij as followed, which indicates the probability of ranking position
between senti and sentj predicted by model.

Pij = P (Ui > Uj) =
1

1 + e−(si−sj)
(7)

We apply the cross entropy loss, which penalizes the deviation of the model
output probabilities Pij from the desired probabilities P ij : let P ij ∈ {0, 1} be
the ground truth of the ranking position of {senti, sentj}. Then the cost is:

Lij = −P ij logPij − (1 − P ij)log(1 − Pij)

= log(1 + e−(si−sj))
(8)

To better optimize the evaluation measure NCGON through Lij , we modify Lij

by simply multiplying ΔNCGON, which represents the size of the change in
NCGON given by swapping the rank positions of senti and sentj (while leav-
ing the rank positions of all other sentences unchanged). Specific to extractive
summarization, there is no need to calculate all pairs of sentences in D, we only
focus on {senti, sentj |i ∈ (1, k), j ∈ (k + 1, N)} due to the fact that only the
overlap of N-grams between top k sentences in the ranking list and gold sum-
mary make sense. Finally, the Adaptive Summary Ranking Loss (AdpSR-Loss)
can be written as:

L =
∑

i,j

Lij =
∑

i,j

log(1 + e−(si−sj))|ΔNCGON | (9)

Our experiments have shown that such a ranking loss actually optimizes NCGON
directly, which leads our model to extract a better candidate summary.
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Understanding How AdpSR-Loss Works. To explain AdpSR-Loss com-
monly, we define the gradient of the cost Lij as |λij |, which we can easily get
through derivation:

λij = − 1
1 + e(si−sj)

|ΔNCGON | (10)

|λij | can be interpreted as a force: if sentj is more salient than senti, which
means choosing sentj could obtain higher cumulating gain than senti, then sentj
will get a push upwards of size |λij |. By multiplying ΔNCGON , the gradient is
endowed with practical physical meaning: sentences that can bring more relative
gain will be given greater power to improve their ranking position adaptively.

4 Experiments

4.1 Datasets

We conduct empirical studies on three benchmark single-document summariza-
tion datasets, CNN/DailyMail [10], Xsum [19] and WikiHow [13] as followed.
CNN/DailyMail is a widely used summarization dataset for single-document
summarization, which contains news articles and associated highlights as
summaries.
XSum is a one-sentence summary dataset to answer the question “What is
the article about?”. We use the splits of Narayan et al. (2018a) for training,
validation, and testing.
WikiHow is a new large-scale dataset using the online WikiHow knowledge base.

Table 1 shows the full statistics of three datasets. All the sentences are split
with the Stanford CoreNLP toolkit [16] and pre-processed following [15]. We
tokenize sentences into subword tokens, and truncate documents to 512 tokens.

Table 1. Datasets overview. The data in Doc. and Sum. indicates the average length
of documents and summaries in the test set respectively. # Ext denotes the number of
sentences that should extract in different datasets.

Datasets Source # Pairs # Tokens # Ext

Train Valid Test Doc. Sum.

CNN/DM News 287,084 13,367 11,489 766.1 58.2 3

XSum News 203,028 11,273 11,332 430.2 23.3 2

WikiHow KB 168,126 6,000 6,000 580.8 62.6 4

4.2 Implementation Details

Our baseline BertSum [15] using BERT [7] as a sentence encoder, the vectors
from the top BERT layer of token [CLS] before each sentence are used as the
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representation of each sentence. To learn more inter-sentence information, sev-
eral transformer layers are used after BERT and a sigmoid classifier is stacked
to score each sentence. In order to avoid interference of other factors, we re-
implement the model BERTSUM in our training environment according to the
default parameters of [15] using the base version of BERT1, and compare our
method on this baseline fairly. All the models are trained on 2GPUs (GTX
1080 Ti) with gradient accumulation per two steps. We use Adam optimizer [12]
with β1 = 0.9, β2 = 0.999 and adopt the learning rate schedule as [24] with a
warming-up strategy. We train the model with cross entropy loss for 50,000 steps
to obtain the original score for each sentence and AdpSR-Loss afterward with
max learning rate 2e−5 for 3000 steps to obtain the final scores.

4.3 Evaluation Metric

We adopt ROUGE [14] for evaluation metric, which is the standard evaluation
metric for summarization. We report results in terms of unigram and bigram
overlap (ROUGE-1 and ROUGE-2) as a means of assessing informativeness, and
the longest common subsequence (ROUGE-L) as a means of assessing fluency.

Table 2. Results on CNN/DM test set. Results with ∗ mark are taken from the
corresponding papers.

Model R-1 R-2 R-L

LEAD 40.43 17.62 36.67

ORACLE 52.59 31.23 48.87

BanditSum
∗ [8] 41.50 18.70 37.60

NeuSum
∗ [30] 41.59 19.01 37.98

HiBert
∗ [26] 42.37 19.95 38.83

BertExt
∗ [2] 42.29 19.38 38.63

BertSum[15] 42.54 19.86 39.00

BertSum + Tri-Blocking 42.86(+0.32) 19.87(+0.01) 39.29(+0.29)

BertSum + Reranking (Ours) 42.94(+0.40) 20.04(+0.18) 39.31(+0.31)

4.4 Experimental Results

Table 2 summarizes the results of CNN/DM dataset using ROUGE-F1 evalua-
tion. The first block in the table includes the results of an extractive ORACLE
system as an upper bound and a LEAD-3 baseline (which simply selects the
first three sentences in a document). The second block summarizes the strong
extractive summarization baselines on CNN/DM. The third block shows our pro-
posed method results on R-1, R-2 and R-L compared to BERTSUM and BERT-
SUM without Tri-blocking. Compared with BERTSUM without Tri-blocking,
1 https://github.com/huggingface/pytorch-pretrained-BERT.

https://github.com/huggingface/pytorch-pretrained-BERT
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Table 3. Results on test sets of WikiHow and XSum. Num indicates how many sen-
tences are extracted as a summary.

Model R-1 R-2 R-L

XSum (Num = 2)

LEAD 16.30 1.60 11.95

ORACLE 29.79 8.81 22.66

BERTSUM[15] 22.83 4.38 16.96

BERTSUM + Tri-Blocking 22.72(-0.11) 4.18(-0.20) 17.21(+0.25)

BERTSUM + Reranking (Ours) 23.32(+0.49) 4.51(+0.13) 17.71(+0.75)

WikiHow (Num = 4)

LEAD 24.97 5.83 23.24

ORACLE 35.59 12.98 32.68

BERTSUM[15] 30.08 8.39 28.00

BERTSUM + Tri-Blocking 30.00(-0.08) 8.25(-0.14) 27.95(-0.05)

BERTSUM + Reranking (Ours) 31.64(+1.56) 8.49(+0.10) 29.31(+1.31)

our method achieves 0.40/0.18/0.31 improvements on R-1, R-2 and R-L. Also,
we outperforms BERTSUM with Tri-blocking, which is the most commonly used
and effective method to remove redundancy on CNN/DM.

Table 3 presents results on the XSum and WikiHow dataset. Our model
achieves 0.49/0.13/0.75 improvements on R-1, R-2, and R-L in the Xsum dataset
and 1.56/0.10/1.31 improvements on R-1, R-2, and R-L in the WikiHow dataset.
Notably, using Tri-Blocking on these two datasets leads to a decrease in perfor-
mance. Compared with using Tri-Blocking for redundancy removal, our method
has improvements on all the three datasets, which illustrates that the reranking
mechanism has better generalization ability on summary-level sentence extract-
ing systems.

In addition, we find the scores improve especially on XSum and WikiHow
by a large margin. And the baseline model tends to choose longer sentences
than our model. Through calculation, we can get the average sentence length
(19.5/11.65/15.6) of the three datasets (CNNDM/XSum/ WikiHow), which indi-
cates our summary-level model is more powerful than the sentence-level frame-
work, especially when the gold summaries consist of shorter sentences.

5 Qualitative Analysis

To further analyze the main results in Sect. 4.4, we carry out detailed evaluation
and analysis. We first give an ablation study of our method in Sect. 5.1, and
then analyze the performance of our method on different summary length in
Sect. 5.2. Considering that the main metric ROUGE is based on the N-gram
overlap, we conduct a fine-grained analysis in Sect. 5.3. Finally, we implement a
human evaluation and case study in Sect. 5.4 and 5.5.
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5.1 Ablation Study

To study the effectiveness of each component of the AdpSR-Loss, we conduct
several ablation experiments on the CNN/DM dataset. “w/o R-N” denotes that
we remove the Rouge-N gain and only use the sum of remaining gain to weight
the AdpSR-loss. As the results shown in Table 4, we could find R-2 is an essential
element in NCGON to increase the outcome of our strategy, comparing to R-3
and R-4 that we guessed in advance. However, increasing the weight of R-2 in
NCGON can not bring better results.

Table 4. Results of removing different components of our ranking loss on the CNN/DM
dataset.

Model R-1 R-2 R-L

Our method 42.94 20.04 39.31

w/o R-2 42.69 19.96 39.13

w/o R-3 42.80 20.00 39.23

w/o R-4 42.83 20.00 39.21

w/o (R-3+R-4) 42.70 19.98 39.21

w/o (R-2+R-4) 42.65 19.96 39.09

5.2 Effect of Summary Length

To analyze the performance of our method on different summary length, we
divide the test set of CNN/DM into 5 intervals based on the length of gold
summaries (X-axis in Fig. 3). We evaluate the performance of our method and
the baseline BERTSUM in various parts, and the improvements of the sum of
scores on R-1, R-2, R-L are drawn as bars (left y-axis ΔR). As shown in Fig. 3,
the ROUGE increases more significantly on documents with short summaries,
which means our model can efficiently extract short but salient sentences instead
of long sentences prone to redundancy. This further proves that the joint consid-
eration of salience and redundancy during model training is effective on obtaining
extractive summaries, especially on summaries consisting of short sentences.

Fig. 3. Datasets splitting experiment. The X-axis indicates the length of gold sum-
maries, and the Y-axis represents the ROUGE improvement of OUR MODEL over
BERTSUM on this subset.
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5.3 Analysis of N-Gram Frequency

To further analyze the difference between system summary and the oracle, we
count the n-gram frequency in the source document of the matching n-gram
and unmatching n-gram between system summary and oracle in Table 5 on
CNN/DM. Here F-match means the n-gram frequency of the matching n-grams
and F-unmatch means the n-gram frequency of the unmatching n-grams.

Table 5. Results of the n-gram frequency of BertSum on the CNN/DM and WikiHow
test set.

Datasets F-match F-unmatch

BERTSUM 5.53 1.68

BERTSUM + Tri-blocking 5.52 1.68

BERTSUM + Reranking 5.50 1.69

Compared with matching n-grams, the average n-gram frequency of unmatch-
ing n-grams is much lower, and the frequency is almost the same in all the com-
paring models (the frequency of unmatching n-grams on the three models are
similar to equal), which shows that finding sentences containing perl but impor-
tant n-grams with lower n-gram frequency is an important aspect of improving
the summary quality.

5.4 Human Evaluation

As we know, although the ROUGE metric has long been regarded as a classi-
cal evaluation metric in summarization, it does not always reflect the quality of
salience and redundancy. Hence, we conduct human evaluation to further ana-
lyze. We follow the human evaluation method proposed in [30], which is widely
used in the extractive summarization task. We randomly sample 200 documents
and ask five volunteers to evaluate the summaries of the two model outputs. They
rank the output summaries as 1 (best) or 2 (worst) regarding informativeness,
redundancy and overall quality, and they evaluate the summaries by the fair
and anonymous ranking method. Table 6 shows the human evaluation results.
Our method performs better than the baseline model BERTSUM, especially in
Rdnd, which demonstrates our model is more redundancy-aware.
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Table 6. Average ranks of BERTSUM and our method on CNN/DM in terms of
informativeness (Info), redundancy (Rdnd) and overall quality by human (lower is
better).

Model Info Rdnd Overall

BERTSUM 1.56 1.64 1.59

BERTSUM + Reranking 1.44 1.36 1.41

Fig. 4. Example output articles, candidate summaries from BERTSUM and our
method from CNN/DM dataset. Sentences painted in green color are the golden sen-
tences. Phrases painted with the grey highlight indicate N-gram overlaps.

5.5 Case Study

We investigate two examples of extracted output in Fig. 4. As the first case illus-
trates, comparing to BERTSUM, our reranking method effectively avoids the
n-gram overlap between the chosen sentences, and chooses more correct sen-
tences, which means our method could find the sentence combination with less
redundancy and more salient information. Also, we also find that during eval-
uating BERTSUM and our method, both of these two systems tend to choose
sentences with similar positions. As the cases show, BERTSUM chooses the sen-
tences at position 0, 1 in the first case and position 5, 6 in the second case.
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Besides, BERTSUM also tends to choose sentences that are closer to the begin-
ning of the article. Comparing to BERTSUM, our reranking method alleviates
this problem to a certain extent, but the trend still exists, which may also have
a correlation with the characteristics of the CNN/DM dataset itself.

6 Conclusions

In this paper, we propose a novel end-to-end summary-level method jointly learn-
ing salience and redundancy in the extractive summarization task. Experiments
on three benchmark datasets confirm the effectiveness of our one-stage mecha-
nism based on the adaptive ranking objective. Moreover, we find that our method
delivers more benefits to short-sentence summaries. We believe the power of this
ranking-based summarization framework has not been fully exploited especially
on the design of cumulating gain and fine-grained learning, and we hope to
provide new guidance for future summarization work.
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Abstract. Abstractive dialogue summarization is the task of capturing
the highlights of a dialogue and rewriting them into a concise version.
In this paper, we present a novel multi-speaker dialogue summarizer
to demonstrate how large-scale commonsense knowledge can facilitate
dialogue understanding and summary generation. In detail, we consider
utterance and commonsense knowledge as two different types of data and
design a Dialogue Heterogeneous Graph Network (D-HGN) for model-
ing both information. Meanwhile, we also add speakers as heterogeneous
nodes to facilitate information flow. Experimental results on the SAM-
Sum dataset show that our model can outperform various methods. We
also conduct zero-shot setting experiments on the Argumentative Dia-
logue Summary Corpus, the results show that our model can better gen-
eralized to the new domain.

Keywords: Dialogue summarization · Commonsense knowledge ·
Graph neural networks.

1 Introduction

Automatic summarization is a fundamental task in Natural Language Process-
ing, which aims to condense the original input into a shorter version cover-
ing salient information and has been continuously studied for decades [12,22].
Recently, online multi-speaker dialogue/meeting has become one of the most
important ways for people to communicate with each other in their daily works.
Especially due to the spread of COVID-19 worldwide, people are more dependent
on online communication. In this paper, we focus on dialogue summarization,
which can help people quickly grasp the core content of the dialogue without
reviewing the complex dialogue context.

Recent works that incorporate additional commonsense knowledge in the dia-
logue generation [32] and dialogue context representation learning [29] show that
even though neural models have strong learning capabilities, explicit knowledge
can still improve response generation quality. It is because that a dialog sys-
tem can understand conversations better and thus respond more properly if it
c© Springer Nature Switzerland AG 2021
S. Li et al. (Eds.): CCL 2021, LNAI 12869, pp. 127–142, 2021.
https://doi.org/10.1007/978-3-030-84186-7_9
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Fig. 1. An example of dialogue-summary pair. Green for speakers, blue for utterances,
and pink for commonsense knowledge. In order to generate “give a lift” in the reference
summary, the summarization model needs to understand the commonsense knowledge
behind “pick up” and “car broke down”.

can access and make full use of large-scale commonsense knowledge. However,
current dialogue summarization systems [3,6,13,15,33] ignore the exploration
of commonsense knowledge, which may limit the performance. In this work, we
examine the benefit of incorporating commonsense knowledge in the dialogue
summarization task and also address the question of how best to incorporate
this information. Figure 1 shows a positive example to illustrate the effective-
ness of commonsense knowledge in the dialogue summarization task. Bob asks
Tom for help because his car has broken down. On the one hand, by introducing
commonsense knowledge according to the pick up and car broke down, we can
know that Bob expects Tom to give him a lift. On the other hand, commonsense
knowledge can serve as a bridge between non-adjacent utterances that can help
the model better understanding the dialogue.

In this paper, we follow the previous setting [32] and also use ConceptNet
[26] as a large-scale commonsense knowledge base, while the difference is that
we regard knowledge and text(utterance) as heterogeneous data in a real multi-
speaker dialogue. We propose a model named Dialogue Heterogeneous Graph
Network (D-HGN) for incorporating commonsense knowledge by constructing
the graph including both utterance and knowledge nodes. Besides, our heteroge-
neous graph also contains speaker nodes at the same time, which has been proved
to be a useful feature in dialogue modeling. In particular, we equip our heteroge-
neous graph network with two additional designed modules. One is called message
fusion, which is specially designed for utterance nodes to better aggregate infor-
mation from both speakers and knowledge. The other one is called node embed-
ding, which can help utterance nodes to be aware of position information. Com-
pared to homogeneous graph network in related works [6,13,15,33], we claim that
the heterogeneous graph network can effectively fuse information and contain rich
semantics in nodes and links, and thus more accurately encode the dialogue rep-
resentation.

We conduct experiments on the SAMSum corpus [7], which is a large-scale
chat summarization corpus. We analyze the effectiveness of integration of knowl-
edge and heterogeneity modeling. The human evaluation also shows that our app-
roach can generate more abstractive and correct summaries. To evaluate whether
commonsense knowledge can help our model better generalize to the new domain,
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Fig. 2. Illustration of heterogeneous dialogue graph construction process.

we also perform zero-shot setting experiments on the Argumentative Dialogue
Summary Corpus [19], which is a debate summarization corpus. In the end, we
give a brief summary of our contributions: (1) We are the first to incorporate com-
monsense knowledge into dialogue summarization task. (2) We propose a D-HGN
model to encode the dialogue by viewing utterances, knowledge and speakers as
heterogeneous data. (3) Our model can outperform various methods.

2 Heterogeneous Dialogue Graph Construction

In this section, we describe the graph notation and the graph construction
process, which consists of three steps, including (1) utterance-knowledge bipar-
tite graph construction, (2) speaker-utterance bipartite graph construction and
(3) heterogeneous dialogue graph construction.

2.1 Graph Notation

Our heterogeneous dialogue graph (HDG) is defined as a directed graph G =
(V, E ,A,R), where each node v ∈ V and each edge e ∈ E . Different types of
nodes and edges are associated with their type mapping functions τ(v) : V → A
and φ(e) : E → R.

2.2 Utterance-Knowledge Bipartite Graph Construction

Current dialogue summarization corpus has no knowledge annotations. To
ground each dialogue to commonsense knowledge, we make use of ConceptNet
[26] to incorporate knowledge. ConceptNet is a semantic network that contains
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34 relations in total and represents each knowledge tuple by R = (h, r, t, w)
meaning that head concept h and tail concept t have a relation r with a weight
of w. It contains not only world facts such as “Paris is the capital of France” that
are constantly true, but also informal relations that are part of daily knowledge
such as “Call is used for Contact”.

We use each word in the utterance as a query to retrieve a one-hop graph
from ConceptNet, as done by [9]. We only consider nouns, verbs, adjectives,
and adverbs. We filter out tuples where (1) r is in a pre-defined list of useless
relations1 (e.g. “number” is antonym of “letter”), (2) the weight of r is less
than 1 (e.g. “text” is related to “refactor”, weight: 0.9). Finally, we can get
related concepts for the dialogue, as shown in Fig. 2(b). We construct utterance-
knowledge bipartite graph by viewing utterances and knowledge as different
types of nodes. As shown in Fig. 2(c), we connect two utterances to one tail
concept t using edge know-by if they both have the same tail concept t. Note
that two utterances may connect to multiple tail concepts, we choose the one
with the highest average weight of relations (e.g. “phone book” is better than
“date”). If there are multiple identical knowledge nodes, we also combine them
to a single one (e.g. two “contact” nodes are combined into one node).

2.3 Speaker-Utterance Bipartite Graph Construction

Given multiple speakers and corresponding utterances in a dialogue, we construct
the speaker-utterance bipartite graph by viewing speakers and utterances as
different types of nodes. As shown in Fig. 2(d), we construct speak-by edges from
speakers to utterances based on who said the utterances.

2.4 Heterogeneous Dialogue Graph Construction

We combine the utterance-knowledge bipartite graph and the speaker-utterance
bipartite graph as our heterogeneous dialogue graph, as shown in Fig. 2(e). Addi-
tionally, we add a reverse edge rev-know-by and rev-speak-by to facilitate infor-
mation flow over the graph. Finally, there are three types of nodes, where A
becomes speaker, utterance, and knowledge and four types of edges, where R
becomes speak-by, know-by, rev-speak-by and rev-know-by.

3 Dialogue Heterogeneous Graph Network

In this section, we describe the details of our dialogue heterogeneous graph net-
work (D-HGN), including three components: node encoder, graph encoder and
pointer decoder. The model is shown in Fig. 3.

1 We pre-define the useless relation list, including Antonym, EtymologicallyDerived-
From, NotHasProperty, DistinctFrom, NotCapableOf, EtymologicallyRelatedTo and
NotDesires.
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Fig. 3. Illustration of our D-HGN model. (a) Graph construction receives a dialogue
and ConceptNet and outputs a heterogeneous dialogue graph (HDG). (b) Node encoder
receives a sequence of words for a node and produces initial node and word represen-
tations. (c) Graph encoder first conducts graph operations for initial node representa-
tions. Then a node embedding module is added after graph layers to make nodes to
be aware of position information. Finally, the initial word representations and corre-
sponding updated node representations are concatenated as final word representations.
(d) Pointer decoder can either generate summary words from the vocabulary or copy
from the input words.

3.1 Node Encoder

The role of node encoder is to give each node vi ∈ V an initial representation
h0

vi
, where vi consists of |vi| words [wi,1, wi,2, ...wi,|vi|]. Note that speaker and

knowledge may have multiple words. We employ a Bi-LSTM as the node encoder
that encodes input node forwardly and backwardly to generate two sequences of
hidden states

(−→
h1,

−→
h2, . . . ,

−−→
h|vi|

)
and

(←−
h1,

←−
h2, . . . ,

←−−
h|vi|

)
.

−→
hn =LSTMf

(
xn,

−−−→
hn−1

)

←−
hn =LSTMb

(
xn,

←−−−
hn+1

) (1)

xn denotes the embedding of wi,n. The forward and backward hidden states
are concatenated as the initial node representation h0

vi
= [

−−→
h|vi|;

←−
h1] and initial

word representation h0
vi,n = [

−→
hn;

←−
hn]. h0

vi
will be passed to the graph encoder to

learn high-level representations. h0
vi,n will be concatenated with updated node

representations to get final word representations.

3.2 Graph Encoder

Graph encoder is used to digest the structural information and get updated
node representations. We employ Heterogeneous Graph Transformer [10] as our
graph encoder, which models heterogeneity by type-dependent parameters and
can be easily applied to our graph. It includes: (a) heterogeneous mutual atten-
tion, which calculates attention scores Attn(s, e, t) between source nodes and
the target node. (b) heterogeneous message passing, which prepares the message
vector Msg(s, e, t) for each source node and (c) target-specific aggregation, which
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aggregates messages from source nodes to the target node using attention scores
as the weight. Specifically, we design two modules named message fusion and
node embedding to make the learning process more effective for our graph.

Heterogeneous Mutual Attention. Given an edge e = (s, t) with their node and
edge type mapping functions τ and φ, we first project source and target node
representations from (l-1)-th layer h

(l−1)
s and h

(l−1)
t into key vector k

(l)
s and

query vector q
(l)
t with type-dependent linear projection.

k(l)
s = K Linear(l)τ(s)

(
h(l−1)

s

)

q
(l)
t = Q Linear(l)τ(t)

(
h
(l−1)
t

) (2)

Fig. 4. Illustration of one graph layer. Given a target node of utterance type and source
nodes of knowledge and speaker type. Firstly, we use (a) heterogeneous mutual atten-
tion to calculate the attention scores by type-dependent linear projection. Secondly, we
use (b) heterogeneous message passing to prepare the message vector for each source
node. Thirdly, we use (c) target-specific aggregation to aggregate messages to the tar-
get node. Specifically, we propose a message fusion module that uses attention scores as
the weight to average the knowledge vectors and add speaker information additionally.

Next, to integrate edge type information, we calculate unnormalized score
α(s, e, t) between t and s by adding a edge-based matrix WATT

(l),φ(e). Finally, for
each target node t, we conduct Softmax for all s ∈ N(t) to get the final normal-
ized attention scores Attn(l)(s, e, t), where N(t) denotes neighbors of target node
t. Note that if target node is of utterance type and source node is of speaker
type, we do not calculate the attention score between these two types of nodes.
See more detail at message fusion module. The process is shown in Fig. 4(a).

α(s, e, t) =
(

k(l)
s WATT

(l),φ(e)q
(l)
t

�
)

Attn(l)(s, e, t) = Softmax
∀s∈N(t)

(α(s, e, t))
(3)
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Heterogeneous Message Passing. We first project source node representation
h
(l−1)
s into the vector m

(l)
s = M Linear(l)τ(s)

(
h
(l−1)
s

)
with type-dependent linear

projection and then followed by a edge-based matrix WMSG
(l),φ(e) to get the message

vector. The process is shown in Fig. 4(b).

Msg(l)(s, e, t) = m(l)
s WMSG

(l),φ(e) (4)

Target-Specific Aggregation. We divide this process into two cases based on
the type of target node: (1) τ(t) �= utterance, (2) τ(t) = utterance. For
the first case, We use attention vector as the weight to average messages:
h̃
(l)
t =⊕∀s∈N(t)

(
Attn(l)(s, e, t) ⊗ Msg(l)(s, e, t)

)
. For the second case, we design

a Message Fusion module to aggregate messages to utterance node more effec-
tively. After getting aggregated message vector h̃

(l)
t , we maps it back to τ(t)-type

distribution with a linear projection followed by residual connection to get the
updated representation h

(l)
t , as shown in Fig. 4(c).

h
(l)
t = A Linear(l)τ(t)

(
Sigmoid

(
h̃
(l)
t

))
+ h

(l−1)
t (5)

Message Fusion. Dialogue summaries often describe “who did what”, thus
speaker information is required for utterances. However, if target node of utter-
ance type aggregates messages from source nodes of knowledge and speaker type,
it will prefer more to the speaker node while giving up using knowledge nodes,
since attention is a normalized distribution. Therefore, in our message fusion
module, we use attention weights for knowledge nodes to average correspond-
ing messages and add speaker information additionally. The process is shown in
Fig. 4(d).

sk = (∀s ∈ N(t) ∧ τ(s) = knowledge), ss = (∀s ∈ N(t) ∧ τ(s) = speaker)

h̃
(l)
t = ⊕

s∈sk

(
Attn(l)(s, e, t) ⊗ Msg(l)(s, e, t)

)
+ Msg(l)(ss, e, t)

(6)

Node Embedding. In this section, a module named Node Embedding is designed
to make utterance nodes to be aware of position information in source dia-
logue. This is because original heterogeneous graph cannot directly model the
chronological order between utterances, while an ideal dialogue summary needs
to refer to the order of corresponding dialogue utterances. In detail, for speaker
and knowledge nodes, we fix their position to 0. For each utterance node vi,
it associates with a position pvi

, which is the ranking of utterances in the
original dialogue. As shown in Fig. 3(c), we add position information for each
node: ĥ

(l)
vi = h

(l)
vi + W pos[pvi

], where W pos denotes a learnable node embed-
ding matrix. After getting the output representation ĥ(l) for each node, we
concatenate updated node representation ĥ

(l)
vi and corresponding initial word

representations h0
vi,n followed by a linear projection F Linear to get final word

representations hvi,n.

hvi,n = F Linear([ĥ(l)
vi

;h0
vi,n]) (7)
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3.3 Pointer Decoder

We employ a LSTM with attention and copy mechanism to generate summaries.
At each decoding time step t, the LSTM reads the previous word embedding
xt−1 and previous context vector ct−1 as inputs to compute the new hidden state
st = LSTM (xt−1, ct−1, st−1). We use the average of all word representations s0
in the graph to initialize the decoder.

s0 = Average(
∑

vi∈G

∑
n∈[1,|vi|]

hvi,n) (8)

The context vector ct is computed as in [1], which is then used to calculate
generation probability pgen and the final probability distribution P (w), as done
by [24].

3.4 Training

For each heterogeneous dialogue graph G that is paired with a ground truth
summary Y ∗ = [y∗

1 , y
∗
2 , ..., y

∗
|Y ∗|], we minimize the negative log-likelihood of the

target words sequence.

L = −
|Y ∗|∑
t=1

log p
(
y∗

t |y∗
1 . . . y∗

t−1, G
)

(9)

4 Experiments

Dataset Following the latest works [6,7], we conduct experiments on two differ-
ent settings. Firstly, we train and evaluate our model on the SAMSum corpus
[7], which contains dialogues around chit-chats topics. Secondly, we train using
SAMSum corpus and use the Argumentative Dialogue Summary Corpus (ADSC)
[19] as the test set to perform zero-shot setting experiments. Each dialogue in
ADSC dataset owns 5 different summaries and is mainly around debate topics.
Table 1 shows the knowledge related statistics of two datasets.

Table 1. Knowledge related statistics on SAMSum and ADSC datasets. # is the
number of dialogues. Coverage represents the percentage of dialogues with at least one
knowledge node. Average Know represents the average number of knowledge nodes per
dialogue.

Dataset Split # Coverage Average Know

SAMSum Train 14732 94.43% 19.60

Valid 818 95.72% 18.23

Test 819 93.89% 19.77

ADSC Full 45 100% 6.50
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Implementation Details. The word embedding size is set to 100 and initialized
with the pre-trained GloVe vector. The dimension of node encoder and pointer
decoder is set to 300. The dimension of graph encoder is set to 200. The graph
layer number is set to 1. Dropout is set to 0.5. We use Adam with the learning
rate of 0.001 and use gradient clipping with a maximum gradient norm of 2. In
the test process, beam size is set to 10, minimum decoded length is 192.

Evaluation Metrics. We employ the standard F1 scores for ROUGE-1,
ROUGE-2, and ROUGE-L metrics [14] to measure summary qualities. These
three metrics evaluate the accuracy on unigrams, bigrams, and longest common
subsequence between the groundtruth and the generated summary 3.

Baseline Models. We compare our model with several baselines.

– LONGEST-3 chooses the longest three utterances as the summary.
– TextRank [18] is a graph-based extractive method.
– SummaRunner [20] extract utterances based on a hierarchical RNN model.
– Transformer [27] is a Seq2Seq model that utilizes self-attention operations.
– PGN [24] is a Seq2Seq model equipped with copy mechanism.
– HRED [25] is a hierarchical Seq2Seq model.
– Abs RL [4] is a pipeline model that first selects salient utterances based

on a extractive model then produces the summary based on a abstractive
model using diversity beam search. The extractive model is trained using
utterance-level extraction labels. The overall model is jointly trained using
reinforcement learning.

– Abs RL Enhance [7] is based on Abs RL, which appends all speakers after
each utterance, because the original model may select utterances of a single
speaker that will lead to no other speaker information.

– D-GAT, D-GCN and D-RGCN are variants of our model that replace
heterogeneous graph layers with homogeneous graph layers, including GAT
[28], GCN [11] and RGCN [23]4.

4.1 Automatic Evaluation

Table 2 shows the results on SAMSum corpus. The D-HGN stands for our full
model, which outperforms various baselines. Compared with HRED that uses no
additional auxiliary information such as commensence knowledge or utterance-
level extraction labels, D-RGCN that uses commensence knowledge can achieve
0.97% improvement on ROUGE-1, 0.94% on ROUGE-2, 1.28% on ROUGE-L,
which shows the effectiveness of knowledge integration. Compared with homo-
geneous networks like D-RGCN, D-HGN that based on heterogeneous graph
networks can achieve 0.67% improvement on ROUGE-1, 1.00% on ROUGE-2,
0.63% on ROUGE-L, which verifies the effectiveness of heterogeneity modeling.
2 Our codes are available at: https://github.com/xcfcode/DHGN.
3 https://pypi.org/project/pyrouge/.
4 Note that D-GAT also use message fusion module to update representations for

utterance nodes.

https://github.com/xcfcode/DHGN
https://pypi.org/project/pyrouge/
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Table 2. Test set results on the SAMSum Dataset, where “R-1” is short for “ROUGE-
1”, “R-2” for “ROUGE-2”, “R-L” for “ROUGE-L”. “Know.”, “Heter.”, “Utter.” and
“RL” indicate whether knowledge, heterogeneity modeling, utterance-level extraction
labels and reinforcement learning are used or not.

Type Model Know. Heter. Utter. RL R-1 R-2 R-L

Extractive LONGEST-3 ✗ ✗ ✗ ✗ 32.46 10.27 29.92

TextRank ✗ ✗ ✗ ✗ 29.27 8.02 28.78

SummaRunner ✗ ✗ ✗ ✗ 33.76 10.28 28.69

Abstractive Transformer ✗ ✗ ✗ ✗ 36.62 11.18 33.06

PGN ✗ ✗ ✗ ✗ 40.08 15.28 36.63

HRED ✗ ✗ ✗ ✗ 40.39 16.13 37.65

Pipeline Abs RL ✗ ✗ ✓ ✓ 40.96 17.18 39.05

AbsRL Enhance ✗ ✗ ✓ ✓ 41.95 18.06 39.23

Ours D-GCN ✓ ✗ ✗ ✗ 41.33 16.98 38.70

D-GAT ✓ ✗ ✗ ✗ 41.08 16.89 38.61

D-RGCN ✓ ✗ ✗ ✗ 41.36 17.07 38.93

D-HGN ✓ ✓ ✗ ✗ 42.03 18.07 39.56

4.2 Human Evaluation

We conduct human evaluation to verify the quality of the generated summaries,
including abstractiveness (contains higher-level conceptual words), informative-
ness (covers adequate information) and correctness (associates right names with
actions). We randomly sample 50 dialogues with corresponding generated sum-
maries to conduct the evaluation. We hired five graduates to perform human
evaluation. For each metric, the score ranges from 1 (worst) to 5 (best). The
results are shown in Table 3.

Table 3. Human evaluation results.

Model Abstractiveness Informativeness Correctness

PGN 2.70 2.68 2.49

AbsRL enhance 2.94 3.23 2.43

D-HGN 3.26 3.25 2.92

W/o knowledge 3.09 3.16 2.80

W/o speaker 3.23 3.21 2.60

Our model achieves higher scores. Compared with D-HGN, D-HGN(w/o
knowledge) gets a lower score in abstractiveness, which indicates knowl-
edge incorporation can help our model express deeper meanings. D-HGN(w/o
speaker) performs worse than D-HGN in correctness, which shows effectiveness
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of heterogeneity modeling by viewing speakers as heterogeneous data. AbsRL
Enhance performs worst in correctness, which may due to the utterances extrac-
tion will break the coherence of dialogue contexts.

4.3 Ablation Study

We conduct two types of ablation studies to verify the effectiveness of different
types of nodes and two modules we propose. As shown in Table 4, without knowl-
edge integration(w/o knowledge), the model suffers the performance drop, which
shows incorporating knowledge can help our model better modeling the dialogue
context. For speaker nodes, directly remove them in the graph will lead to no
speaker in the final summary. Instead, we append the speakers in front of utter-
ances(w/o speaker). The results show that modeling speakers as heterogeneous
data will do good the final summary generation process.

Table 4. Ablation study for two modules

Model ROUGE-1 ROUGE-2 ROUGE-L

D-HGN 42.03 18.07 39.56

W/o message fusion 41.29 17.09 38.74

w/o node embedding 41.99 17.85 38.89

As shown in Table 5, we remove the message fusion module(w/o message
fusion), the results show that it is worth to design specific message fusion method
according to different types of nodes. Besides, without taking position informa-
tion into account(w/o node embedding), our model will lose some performance.

Table 5. Ablation study for different types of nodes

Model ROUGE-1 ROUGE-2 ROUGE-L

D-HGN 42.03 18.07 39.56

w/o knowledge 41.52 17.38 38.76

w/o speaker 41.06 17.17 38.92

4.4 Zero-Shot Setting

To verify whether knowledge can help our model better generalize to the new
domain, we directly test models on the ADSC Corpus. The results are shown
in Table 6. The homogeneous model D-GAT that uses knowledge can get better
results than other baselines. The D-HGN gets the best score. We contribute this
to the fact that knowledge can help our models better understand the dialogue
in the new domain.
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Table 6. ROUGE F1 results on the argumentative dialogue summary corpus.

Model ROUGE-1 ROUGE-2 ROUGE-L

PGN 28.69 4.77 22.39

AbsRL Enhance 30.00 4.87 22.27

D-GAT 32.90 5.46 22.47

D-HGN 33.55 5.68 22.75

4.5 Visualization

To examine whether our D-HGN can learn easily distinguishable representations,
we extract node representations from the last graph layer for the SAMSum test
set. We apply t-SNE [17] to these vectors. The results are shown in Fig. 5. We find
that our model can generate more discrete and easily distinguishable represen-
tations. Besides, D-GAT also tends to separate representations of different types
of nodes, which indicates explicitly heterogeneity modeling is a more reasonable
approach.

Fig. 5. Visualization of node representations generated by the last graph layer of D-
HGN and D-GAT.

4.6 Case Study

Figure 6 shows summaries generated by different models and the visualization
of knowledge-to-utterance attention weights learned by our D-HGN model, the
darker the color, the higher the weights. Our model incorporates two knowledge
nodes, one is birthday party according to “bday party”, “happy” and “cake”, the
other one is some people according to “Tom” and “boyfriend”. We can see that
our D-HGN model pays more attention to birthday party rather than some people.
On the one hand, incorporating birthday party helps our model generate a more
formal summary (using birthday rather than bday). On the other hand, birthday
party connects non-adjacent utterances around the birthday topic, which helps
our model generate a more informative and detailed summary (including cake).
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Fig. 6. Example summaries generated by different models for one dialogue.

5 Related Work

Previous works used feature engineering [30], template-based [21] and graph-based
[2] methods for extractive dialogue summarization. Although extractive methods
are widely used, the results tend to be incoherent and poorly readable. There-
fore, current works mainly focus on abstractive methods, which can produce more
readable and fluency summaries. They tend to incorporate additional auxiliary
information to help better modeling the dialogue. [8] incorporated dialogue acts to
model the interactive status of the meeting. [15] tackled the problem of customer
service summarization, which first produced a sequence of pre-defined keywords
then generated the summary. [16] generated summaries for nurse-patient conver-
sation by incorporating topic information. [6] first removed useless utterances by
utilizing discourse labels and then generated summaries. [13] combined vision and
textual features in a unified hierarchical attention framework to generate meeting
summaries. [33] employed a hierarchical transformer framework and incorporated
part-of-speech and entity information for meeting summarization. [3] incorporated
topic and stage information to model the dialogue. [31] used topic words to alle-
viate the factual inconsistency problem. [5] used dialogue discourse to model the
interaction between utterances. In this paper, we facilitate dialogue summariza-
tion task by incorporating commonsense knowledge and further model utterances,
commonsense knowledge and speakers as heterogeneous data.

6 Conclusion

In this paper, we improve abstractive dialogue summarization by incorporating
commonsense knowledge. We first construct a heterogeneous dialogue graph by
introducing knowledge from a large-scale commonsense knowledge base. Then
we present a Dialogue Heterogeneous Graph Network (D-HGN) for this task
by viewing utterances, knowledge and speakers in the graph as heterogeneous
nodes. We additionally design two modules named message fusion and node
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embedding to facilitate information flow. Experiments on the SAMSum dataset
show the effectiveness of our model that can outperform various methods. Zero-
shot setting experiments on the Argumentative Dialogue Summary Corpus show
that our model can better generalized to the new domain.
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Abstract. Question generation (QG) is to generate natural and gram-
matical questions that can be answered by a specific answer for a given
context. Previous sequence-to-sequence models suffer from a problem
that asking high-quality questions requires commonsense knowledge as
backgrounds, which in most cases can not be learned directly from train-
ing data, resulting in unsatisfactory questions deprived of knowledge.
In this paper, we propose a multi-task learning framework to intro-
duce commonsense knowledge into question generation process. We first
retrieve relevant commonsense knowledge triples from mature databases
and select triples with the conversion information from source context to
question. Based on these informative knowledge triples, we design two
auxiliary tasks to incorporate commonsense knowledge into the main QG
model, where one task is Concept Relation Classification and the other is
Tail Concept Generation. Experimental results on SQuAD show that our
proposed methods are able to noticeably improve the QG performance
on both automatic and human evaluation metrics, demonstrating that
incorporating external commonsense knowledge with multi-task learning
can help the model generate human-like and high-quality questions.

Keywords: Question generation · Commonsense knowledge ·
Multi-task learning

1 Introduction

Question Generation (QG) has become an essential task for NLP, which aims to
generate grammatical and fluent questions for a given context and answer. QG
can create question-answer pairs as data augmentation for Question Answering
(QA) [9,32,38]. Moreover, it is also useful in education [13,14] and business
applications [24], such as creating materials for language beginners, helping build
chatbots, etc.

Existing question generation methods can be roughly grouped into two cat-
egories. First, rule-based methods utilize handcrafted paradigms to perform
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Table 1. A real example in the training set of SQuAD, which demonstrates the vital
effect of commonsense knowledge on QG.

Context Passage:

The European Parliament and the Council of the European Union have powers
of amendment and veto during the legislative process.

Reference question:

Which governing bodies have legislative veto power?

Generated question by the baseline model:

What has the powers of amendment and veto during the legislative process?

Extracted commonsense knowledge:

(‘council’, ‘RelatedTo’, ‘governing’)

(‘parliament’, ‘Hypernymy’, ‘legislative bodies’)

declarative-to-interrogative sentence transformations [6,12], but these methods
often consume lots of efforts from domain experts and usually cover limited areas.
Second, neural network-based methods typically model the question generation
task in a fully data-driven manner [8,33,41], which has made much progress in
recent years.

One key issue, however, is still up in the air: human beings often ask ques-
tions with commonsense knowledge that may exist in their brain but not appear
in the given context. Take the instance in Table 1 as an example. To generate
the human-like high-quality question, one must have the corresponding common-
sense knowledge that the “European Parliament” and “Council of the European
Union” are of “governing bodies”. Lacking such commonsense knowledge results
in unsatisfactory questions that simply copy some words from the source context.
This directs us to introduce commonsense backgrounds to bridge the knowledge
gap between the given contexts and generated questions.

Actually, previous NLP works have investigated the structured commonsense
knowledge to help text generation, such as story generation [11,37] and response
generation [40]. They model commonsense knowledge from external databases as
additional context through attention mechanism [1,40]. However, simply employ-
ing these methods may not perform well in question generation task. Moreover,
there remain two open issues in modeling external knowledge for text generation:
1) existing methods [1,40] usually utilize all extracted knowledge triples indis-
criminately, which neglects the fact that some triples may not provide useful
information, and introduce noises. 2) existing methods simply plug the knowl-
edge triples into encoders, which may not fully leverage the information of these
knowledge triples.

We here propose more sophisticated modeling on knowledge triples to help
question generation: relevant triples, which cover the knowledge gap between
source contexts and generated questions, are selected in the very beginning; fur-
thermore,we not only utilize knowledge triples as additional inputs, but also design
auxiliary tasks to help the QG model deeply absorb commonsense knowledge. To
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the best of our knowledge, we are the first to incorporate structured commonsense
knowledge into question generation via a multi-task learning framework.

Specifically, we first retrieve all context-relevant knowledge triples from Con-
ceptNet [30] and WordNet [23], and keep the triples where the head concept
appears in the context and the tail concept appears in the reference question,
i.e., (“council”, “RelatedTo”, “governing”) and (“parliament”, “Hypernymy”,
“legislative bodies”) in Table 1.

Then, we design a multi-task learning framework that combines the main
QG task and two triple-based auxiliary tasks: Concept Relation Classification
and Tail Concept Generation to benefit the question generation process. The
two auxiliary tasks can provide useful knowledge information and optimize the
parameters of the main QG model.

We conduct extensive experiments on SQuAD dataset, and our proposed
model outperforms strong baselines and achieves comparable state-of-the-art
performance, demonstrating that incorporating commonsense knowledge with
multi-task learning is able to improve the performance of question generation.
We will release our data and code for future research.

2 Related Work

Traditionally, QG is tackled by rule-based methods [6,13,18] that rely heavily on
extensive hand-crafted rules. Different from these, neural network-based methods
are completely data-driven and trainable in an end-to-end fashion [8,15–17,25,
29,39,41–43]. For better representing the input context, the answer position and
token lexical features (e.g. NER, POS and word case) are treated as supplements
for the neural encoder [29,41]. Pointer or copy mechanisms [10,28,39] are also
utilized to overcome the OOV problem in question generation process.

In order to optimize the parameters of QG model, recent works adopt the multi-
task learning framework with different auxiliary tasks. Zhou [42] use language
modeling as a low-level task to provide coherent representations of the input con-
text for the high-level QG task. To improve the accuracy of the start-up word gen-
eration, Zhou [43] treat question type prediction as an auxiliary task and use the
predicted word to initialize the decoding process. Jia [15] acquire built-in para-
phrase knowledge through back-translation, and introduce paraphrase knowledge
into QG process. Different from these works, this paper introduces external com-
monsense knowledge into QG through multi-task learning framework.

In addition to unstructured knowledge as Jia [15] used, many works in text
generation utilize structured knowledge from mature database like Concept-
Net [30]. Yang [37] employ external commonsense knowledge through dynamic
memory mechanism to generate more diverse essays. Guan [11] apply structured
commonsense knowledge through multi-source attention to facilitate story com-
prehension and generate coherent endings. Zhou [40] incorporate commonsense
knowledge graphs through graph attention to create more appropriate and infor-
mative responses. Instead of combining knowledge triples into encoding process,
our model creatively incorporates commonsense knowledge into QG procedure
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Table 2. The statistics of retrieved knowledge triples from ConceptNet and WordNet
for the training set of SQuAD.

SQuAD Knowledge-equipped Pure

ConceptNet – 12432 –

WordNet – 41049 –

Whole 75722 46455 (61.3%) 29267 (38.7%)

with two new auxiliary tasks. In this way, the commonsense knowledge can be
effectively absorbed by question generation.

3 Knowledge Extraction

To incorporate structured commonsense knowledge into question generation, the
most basic step is to extract proper knowledge triples for each training sample.
We will describe the details of the knowledge extraction in this section.

In order to obtain more commonsense knowledge, we extract structured
knowledge triples from two commonly used databases: ConceptNet and Word-
Net. ConceptNet is a semantic network composed of triples (h, r, t) denoting
that the head concept h has a relation r with tail concept t. WordNet is a
lexical database organized in accordance with psycholinguistic theories, where
lexicalized concepts are organized by semantic relations (synonymy, hyponymy,
etc.). For each sample in the training set of SQuAD, we use each non-stop word
in the context passage as a query to retrieve corresponding triples from both
ConceptNet and WordNet.

In the process of question generation, only those triples that provide essential
knowledge for source contexts and target questions are useful rather than all
retrieved triples. Therefore, we design a rule to filter triples: keep only those
triples where the head concept h appears in the context passage and the tail
concept t appears in the question (in the case of reversed, we swap the head and
tail concepts), since these triples can directly provide conversion information
between the input context and the output question. For example, in Table 1,
we can extract triples like (“council”, “RelatedTo”, “governing”), (“council”,
“RelatedTo”, “city”) and (“council”, “Synonymy”, “assembly”) for the word
“council”, while we only maintain (“council”, “RelatedTo”, “governing”) since
it directly provides the needed information for generating the right question.

From ConceptNet, there are 12,432 training samples that have extracted
knowledge triples, and from WordNet there are 41,049 training samples suc-
cessfully extract knowledge triples. For each training sample, we merge these
triples from ConceptNet and WordNet and then remove repeated ones. Finally
we obtain 46,455 knowledge-equipped samples and each sample has 1.7 corre-
sponding triples on average, as clearly shown in Table 2.

Accordingly, we divide the origin SQuAD training set into two parts:
commonsense knowledge-equipped samples: (context passage, answer,
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question, knowledge triples) and pure samples: (context passage, answer, ques-
tion). We will explain how to use these two parts of data in the following sections.

As shown in Table 3, among these extracted knowledge triples, there are
mainly 6 types of relations, where “Synonymy” and “RelatedTo” contribute to
the largest proportion, with 41% and 38% respectively.

Table 3. Relation types of retrieved commonsense knowledge triples. We use “Others”
to uniformly denote other relations whose proportion is less than 1%.

Type Proportion Type Proportion

Synonymy 41% RelatedTo 38%

IsA 6% Hypernymy 6%

Hyponymy 3% Others 6%

4 Model Description

In this section, we will describe our proposed question generation model, as is
illustrated in Fig. 1. Based on the extracted knowledge triples which can provide
commonsense transition information, we incorporate this knowledge into ques-
tion generation via multi-task learning by employing two triple-based auxiliary
tasks.

4.1 Multi-task Learning Framework

For the commonsense knowledge triple (h, r, t), where the head concept h
appears in the context passage and tail concept t appears in the question, it
directly provides the conversion information needed for QG. To help the main
QG model have a deeper understanding of this commonsense transition, we
design two auxiliary tasks: Relation Classification (RC) and Tail Concept Gen-
eration (TG). We describe our main QG model and two auxiliary tasks, as well
as the unified model in the following parts.

Main Task: QG Baseline Model. Given a context passage p and a specific
answer a, QG targets to generate a grammatical question that can be answered
by a based on the content of p. We perform sequence-to-sequence generation and
adopt the model proposed by Zhang [38] as our main QG model.

First, we employ a two-layer bi-directional LSTMs as the encoder, which
takes feature-enriched embedding ei as input and outputs a list of hidden rep-
resentations H:

Hi = [
−→
hi ;

←−
hi ] (1)

−→
hi =

−−−−→
LSTM([ei;

−−→
hi−1]) (2)

←−
hi =

←−−−−
LSTM([ei;

←−−
hi−1]) (3)

ei = [wi; ai;ni; pi] (4)
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where wi, ai, ni, pi respectively represents the embedding of words, answer posi-
tion (BIO), Name Entity (NER) and Part-of-Speech (POS). For word embed-
ding, we follow the settings of Zhang [38] and use ELMo [27] or BERT [5] to
obtain contextualized word representations.

To aggregate long-term dependencies within the context passage, we add a
gated self-attention mechanism to the encoder outputs H for Ĥ:

ĥp
i = gi ∗ fp

i + (1 − gi) ∗ hp
i (5)

We obtain self-attention context vector fp
i through self-matching mechanism on

H and then use a learnable gate gi to balance how much fp
i and hp

i will contribute
to the output Ĥ.

The decoder we used is a two-layer uni-directional LSTM. At each decoding
step t, the decoder state st is updated dynamically by an attention mechanism
on Ĥ:

st+1 = LSTM([yt, s̃t]) (6)
s̃t = tanh(W e[ct; st]) (7)

ct = Ĥαt, αt = softmax(ĤTWhst) (8)

For each target word yt, its probability generated from vocabulary is com-
puted by a maxout neural network and softmax function:

ût = tanh(W d[ct; st]) (9)
ut = [max{ût,2k−1, ût,2k}]k (10)

Pvocab = softmax(W out) (11)

Besides, the pointer mechanism will also be applied to calculate the proba-
bility of copying a word from the source context. Finally, the probability distri-
bution is a combination of these two modes with a gate pg:

P (yt|y<t) = pgPvocab + (1 − pg)Pcopy (12)

The training objective is to minimize the negative log likelihood of the target
sequence q:

Lq = − 1
Tq

Tq∑

t=1

log(P (yt = qt)) (13)

Auxiliary Task-1: Relation Classification. This task is designed to predict
the correct relationship between the head concept h and tail concept t. We use
a two-layer bi-directional LSTM to encode the (h, t) pair and obtain the hidden
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representation R. Then we conduct co-attention mechanism between R and the
context passage representation Ĥ to get the co-dependent context R̂:

R̂ = [Ĥ;RAH ]AR (14)
R = LSTM([h; t]) (15)

AH = softmax((RT Ĥ)T ) (16)

AR = softmax(RT Ĥ) (17)

Fig. 1. The illustration of our proposed QG framework. First, we conduct knowledge
extraction. In the training stage, the two triple-based auxiliary tasks provide common-
sense knowledge for the main QG model and the QG model also serves as a context
for TG and RC tasks.

Based on R̂, we use a feed-forward layer f and softmax function to predict
the class of relationship:

yr = softmax(f(R̂)) (18)

Lr = −
∑

r

(ŷr log(yr)) (19)

where Lr is the loss function, and ŷr is the one-hot label of the relationship class
as listed in Table 3.

Auxiliary Task-2: Tail Concept Generation. Correspondingly, given the
head concept h and relationship r, generating a proper tail concept t also needs a
deep understanding of the commonsense knowledge between them, so we design
a second auxiliary task: Tail Concept Generation. Specially, we adopt another
two-layer bi-directional LSTM to encode (h, r):

T = LSTM([h; r]) (20)

In the decoding process, we use a uni-directional LSTM to generate tail
concept words sequentially based on the head-relation pair. Additionally, QG
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passage can serve as a background so we add the context representation of QG
passage Ĥ (computed in Eq. 5) into tail concept decoding:

sj+1 = LSTM([yj , s̃j ]) (21)

s̃j = tanh(W t[cj ; kj ; sj ]) (22)

cj = Ĥαj , αj = softmax(ĤTWhsj) (23)

kj = Tγj , γj = softmax(TTW ksj) (24)

where yj refers to the j-th tail concept word, cj and kj represent the context of
QG passage and head-relation pair, respectively. The word probability calcula-
tion is same with QG model. The loss function of tail concept generation is:

Lt = − 1
Tt

Tt∑

j=1

log(P (yj = tj)) (25)

Unified Model. Our unified model combines the main QG model and two
auxiliary tasks, as illustrated in Fig. 1. In detail, the QG context passage, the
head-tail pair and head-relation pair will firstly be encoded by QG encoder, head-
tail encoder and head-relation encoder, respectively. Then we concatenate the
head-relation and head-tail encoder outputs to obtain the complete knowledge
triple representation:

K = concat([T ;R]) (26)

kt = Kβt, βt = softmax(KTWhst) (27)

We use this representation as additional commonsense context for QG decoding
process. Therefore, the Eq. 7 can be rewritten as:

s̃t = tanh(W e[ct; kt; st]) (28)

The overall training objective is the combination of the main QG task and two
auxiliary tasks:

L = Lq + Lr + Lt (29)

As we mentioned above, each knowledge-equipped training sample has 1.7
corresponding triples on average. Since our proposed auxiliary tasks only take
one knowledge triple as input at a time, we need to choose one triple among
several extracted triples. As shown in Table 3, the types of “synonymy” and
“relatedto” have the largest proportions in all extracted triples. We test the
effects of prioritizing “synonymy” triples and prioritizing “relatedto” triples.
According to experiment results, priority use of “synonymy” is slightly better
than the priority use of “relatedto” triples. Based on this, we prefer to use
“synonymy” triples in our models.
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4.2 Iterative Training Framework

Actually, only 61.3% percent of the training samples have extracted knowledge
triples, and our unified model can only be trained on these knowledge-equipped
samples. In order to make full use of the remaining pure training samples, we
adopt an iterative training framework (ITF) that alternately utilizes knowledge-
triple-equipped training data and pure training data.

Our unified model is composed of three parts: QG model, RC model and TG
model, where RC and TG models serve as auxiliary tasks to provide common-
sense knowledge for QG. During iterative training, the unified model is firstly
trained based on knowledge-triple-equipped training data for N steps. Then we
switch to the pure training data for another N steps and only update the QG
model’s parameters and leave the other parameters related to using knowledge
triples frozen. In this way, the pure training samples can also contribute to the
unified model.

5 Experimental Settings

5.1 Dataset and Metrics

As the most commonly used QG dataset, SQuAD is composed of (passage,
answer, question) samples. Follow the setting of Zhang [38], we split the acces-
sible parts of SQuAD into a training set (75,722 samples), a development set
(10,570 samples) and a test set (11,877 samples).

We evaluate the performance of our models using BLEU [26], ROUGE-L [20]
and METEOR [4].

5.2 Baseline Models

We compare our method with the following previous works on SQuAD.

– Rule-based methods: PCFG-Trans [13], Syn-QG [6]
– Pre-trained models: ACS-QG [21], UNILM [34], ERNIE-GEN [35],

UNILMv2 [2], ProphetNet [36]
– Seq2Seq models: NQG++ [41], M2S+cp [29], A-P-Hybrid [31], s2s-a-ct-mp-

gsa [39], Q-type [43], sent-Relation [19], Capture Great Context [22], NQG-
RL-GS [3], QPP&QAP [38], Paraphrase-QG [15]

Besides, in order to present the different performance between our multi-
task learning framework of using knowledge triples and previous methods, we
also implement the graph attention method [40], which is proposed to facilitate
conversation generation task, as a comparing model. This method constructs the
retrieved triples into a graph and attentively reads the knowledge triples within
each graph through a dynamic graph attention mechanism.
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Table 4. Experimental results of our unified model comparing with previous works

Categories Models BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGH-L METEOR

Rule-based PCFG-Trans 28.77 17.81 12.64 9.47 31.68 18.97

Syn-QG 45.55 30.24 23.84 18.72 – –

Pre-trained ACS-QG 52.30 36.70 28.00 22.05 53.25 25.11

UNILM – – – 23.75 52.04 25.61

ERNIE-GEN – – – 25.57 53.31 26.89

UNILMv2 – – – 26.30 53.19 27.09

ProphetNet – – – 26.72 53.79 27.64

Seq2Seq NQG++ 42.36 26.33 18.46 13.51 41.60 18.18

M2S+cp – – – 13.91 42.72 18.77

A-P-Hybrid 43.02 28.14 20.51 15.64 – –

s2s-a-ct-mp-gsa 44.51 29.07 21.06 15.82 44.24 19.67

Q-type 43.11 29.13 21.39 16.31 – –

Sent-Relation 44.40 29.48 21.54 16.37 44.73 20.68

Paraphrase-QG 44.32 29.88 22.28 17.21 – 20.96

Capture Great Context 46.60 31.94 23.44 17.76 45.89 21.56

NQG-RL-GS – – – 17.94 46.02 21.76

QPP&QAP – – – 18.65 46.76 22.91

QG baseline model (with ELMo) 44.99 30.03 22.05 16.70 45.15 21.11

+ graph attention 45.34 30.18 22.29 17.14 45.04 20.72

Our Unified model (EMLo) 45.44 30.64 22.63 17.31 46.02 21.58

QG baseline model (with BERT) 46.12 31.41 23.51 18.19 46.41 21.69

Our Unified model (BERT) 46.36 31.74 23.91 18.65 46.65 21.84

5.3 Implementation Details

Following the settings of Zhang [38], we tokenize and obtain POS/NER features
by Stanford Corenlp1. The QG encoder, TG encoder, RC encoder, QG decoder,
and TG decoder are all 2-layer LSTMs with the hidden size of 600. We set the
probability of dropout to 0.3 for each layer. We use beam search with size of 10
for decoding. In the Iterative Training Framework (ITF), we set N to 3000 and
each training mode will be iteratively trained 3 times. In order to reduce the
volatility of the training process, we averaged the 5 models closest to the best
performing checkpoint on the development set.

The pre-trained ELMo [27] word embedding is character-level and we keep
it fixed during training. For the BERT [5] version model, we utilize BERT
embeddings as the replacement of ELMo. WordPiece tokenizer is applied to
tokenize each word and POS/NER tags are also extended to its corresponding
word pieces. During inference, we map the word-piece outputs to normal words
through post-processing.

6 Results

6.1 Main Results

The main experimental results are shown in Table 4. For fair comparisons, we
divide previous works into three categories: rule-based methods, pre-trained
1 http://stanfordnlp.github.io/CoreNLP/.

http://stanfordnlp.github.io/CoreNLP/
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language modeling-based methods and Seq2Seq methods, where rule-based
methods and pre-trained models only serve as references and different Seq2Seq
models are our comparing methods.

Our unified model (with BERT) outperforms all but one previous Seq2Seq
models and obtains comparable results (18.65 BLEU-4 score) with the best
QPP&QAP method [38]. QPP&QAP method relies on two pre-trained models:
question paraphrasing classification and question answering models to provide
rewards for policy gradient, and is further equipped with reinforcement learning
mechanism, which is more complicated than ours.

Compared with the best performance of rule-based method Syn-QG, our
evaluation score of BLEU-4 is very close while our other scores are obviously
better.

Although the performance of our model is still far from the methods that are
based on pre-training language modeling, our method is much simpler and pro-
vides an effective way to use diverse knowledge databases to supplement knowl-
edge triples into QG. Our idea of introducing knowledge into the generation pro-
cess is completely different from pre-trained models. Actually, pre-training turns
out to be a useful strategy for helping models with a large number of parameters
based on large-scale unsupervised training corpus [2,7,21,35,36]. However, it is
extremely time-consuming and computationally expensive.

Compared with these, our method is lightweight and only takes several
related knowledge triples as additional inputs instead of huge amounts of data.

Besides, directly using top K extracted triples2 as additional inputs through
graph attention [40] has a slight improvement over the QG baseline model (17.14
vs. 16.70 on BLEU-4). Compared with this traditional method, our proposed
multi-task learning framework has better performance, achieving a 0.61 increase
over the QG baseline model (with ELMo). Meanwhile, after applying our pro-
posed framework, we also achieve a 0.46 BLEU-4 improvement over the much
stronger QG baseline model (with BERT), which demonstrates that our pro-
posed methods can indeed improve the performance of question generation.

Table 5. Ablation studies of our unified model (with ELMo) trained on knowledge-
equipped data.

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGH-L METEOR

QG baseline model 44.47 29.28 21.23 15.90 44.30 20.52

Unified model (w.o. ITF) 44.91 29.96 21.96 16.67 45.48 21.28

- TG 44.30 29.47 21.60 16.32 45.10 20.70

- RC 46.21 30.37 21.95 16.38 44.04 21.10

- TG-RC 45.04 29.71 21.57 16.15 44.84 20.77

2 We set K to 3*m in our experiments, where m represents the number of content
words in each paragraph.
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6.2 Ablation Study

We perform model variants and conduct ablation tests for better understand-
ing the effect of different components of our model, and the results are shown in
Table 5.

Through our Iterative Training Framework (ITF), we can simultaneously
utilize the knowledge-equipped training data and pure training data. In order
to better displaying the improvement brought by the introduction of external
commonsense knowledge alone, we also conduct experiments by training the

Table 6. Two real cases in the test set of SQuAD. We bolded the answer and high-
light the parts of the passage and the question that require commonsense knowledge
conversion. The baseline model refers to QG baseline model (with BERT) and Unified
model refers to Unified model (BERT) with ITF.

Context Passage-1:

Gateway National Recreation Area contains over 26,000 acres ( 10,521.83 ha
) in total , most of it surrounded by New York City , including the Jamaica
Bay Wildlife Refuge in Brooklyn and Queens , over 9,000 acres ( 36 km2 ) of
salt marsh , islands , and water , including most of Jamaica Bay . Also ......

Answer:

10,521.83

Reference:

how large is the gateway national recreation area in hectares ?

Baseline:

how many acres contains gateway national recreation area ?

Unified:

how many hectares does the gateway national recreation area have?

Context Passage-2:

Australia : The event was held in Canberra , Australian Capital Territory
on April 24 , and covered around 16 km of Canberra ’s central areas , from
Reconciliation Place to Commonwealth Park . Upon its arrival in Canberra ,
the Olympic flame was presented by Chinese officials to local Aboriginal elder
Agnes Shea , of the Ngunnawal people . She , in turn ......

Answer:

Agnes Shea

Reference:

what is the name of the aboriginal elder who received the torch from chinese
officials ?

Baseline:

who was the olympic flame presented to ?

Unified:

who received the torch from chinese officials ?
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model only on the knowledge-equipped training data. In this case, as shown
in Table 5, the QG baseline model (with ELMo) only obtains a 15.90 BLEU-4
score. After applying our proposed components, our unified model boosts the
BLEU-4 score to 16.67. That means, with the help of extracted commonsense
knowledge and our multi-task learning framework, 61.3% training data (as listed
in Table 2) yields very close results to the performance of training on the whole
SQuAD dataset (16.70 in Table 4).

To confirm the effect of each component we proposed, we conduct ablation
experiments over the unified model based on the knowledge-equipped train-
ing data. Without the Tail Generation auxiliary task, the performance of our
unified model has a drop of 0.35. Besides, the unified model has a performance
degradation of 0.29 if removing the Relation Classification task. In the case of
removing two auxiliary tasks at the same time (using knowledge triple as an
additional input for attention mechanism), the effect of the model will drop by
0.52. These experimental results verify the effectiveness of each auxiliary task
and the combination of them.

6.3 Analysis of Auxiliary Tasks

In addition to the main QG task, we also evaluate the performance of two triple-
based auxiliary tasks. The Relation Classification task has six categories and its
accuracy reaches 66%, which has a 25% increase over the most-frequent-category
baseline (41%). For RC task, the relationship between the head and tail concept
is generally unique.

On the contrary, Tail Concept Generation is a much difficult task because
given head concept and relation, the tail concept is not unique. We use BLEU-1
as evaluate metric and obtain a 6.23 score on this task.

6.4 Human Evaluation

For a text generation task, the automatic metrics like BLEU, ROUGH, and
METEOR have limitations to evaluate the quality of generated questions. There-
fore, we conduct human evaluation to compare the performance of Unified model
(BERT) and QG baseline model (with BERT). We randomly select 100 samples
and ask three annotators to score the generated questions of two models, accord-
ing to: Relevancy: whether the question is relevant to the context passage; Flu-
ency: whether the question is grammatical and fluent; Answerability: whether
the question can be answered by the given answer. The rating score is set to
[0, 2]. The evaluation results are shown in Table 7. Our unified model receives
higher scores on all three metrics. Moreover, the high Spearman correlation coef-
ficients guarantee the validity of our human evaluation results.
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Table 7. Human evaluation results.

Model Relevancy Fluency Answerability

baseline/unified 1.39/1.41 1.74/1.80 1.44/1.47

Spearman 0.65 0.80 0.73

6.5 Case Study

To clearly display the output questions, two real cases in the test set of SQuAD
are shown in Table 6. Generating the right questions needs commonsense knowl-
edge that cannot be directly obtained from the given passage, such as “ha” is
the short form of “hectares” in case-1 and “flame” is synonymy with “torch” in
case-2. For the baseline model, lacking such commonsense knowledge results in
unsatisfactory questions which only copy some words from the passage. Com-
pared with the baseline model, our unified model can better deal with these
cases with the help of external commonsense knowledge.

7 Conclusion

In this paper, we propose a new multi-task learning framework to introduce
commonsense knowledge into QG. We first extract relevant structured knowl-
edge triples from external databases, ConceptNet and WordNet. Based on these
knowledge triples, we design two auxiliary tasks to help the main QG model
deeply absorb the commonsense knowledge. Both the automatic and human eval-
uation results verify the effectiveness of our proposed methods. In the future,
we will explore new ways to use multiple knowledge triples simultaneously in
the multi-task learning framework. Besides, we may also apply our framework
in other text generation tasks, such as conversation generation and story gener-
ation.
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Abstract. In this paper, we focus on machine reading comprehension
in social media. In this domain, one normally posts a message on the
assumption that the readers have specific background knowledge. There-
fore, those messages are usually short and lacking in background infor-
mation, which is different from the text in the other domain. Thus, it
is difficult for a machine to understand the messages comprehensively.
Fortunately, a key nature of social media is clustering. A group of people
tend to express their opinion or report news around one topic. Having
realized this, we propose a novel method that utilizes the topic knowledge
implied by the clustered messages to aid in the comprehension of those
short messages. The experiments on TweetQA datasets demonstrate the
effectiveness of our method.

Keywords: Machine Reading Comprehension · Social media · Topic
knowledge

1 Introduction

As an increasing number of people share and obtain information from social
media, social media is now becoming an important real-time information source.
The unprecedented volume, variety of user-generated content, and the user inter-
action network constitute new opportunities for understanding social behavior
and building socially intelligent systems. It is important and challenging to teach
a machine to automatically understand the content presented in social media.

Although considerable progress has been made in the task of Machine Read-
ing Comprehension (MRC), most of the previous works only focus on the
comprehension of the other domains, such as news [1,5], story [11,16] and
Wikipedia [17,27], and there are very few works addressing the problem of social
media MRC. Table 1 shows an example of social media comprehension. Different
from the other domains, in social media domain, one normally posts a mes-
sage on the assumption that the readers have specific background knowledge.
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Those messages are generally short and contain limited contextual information
as shown in the table. Thus, it is difficult for a machine to understand them
thoroughly based only on the text itself. In this example, if only look at the
message, without background knowledge, a machine reader would be puzzled
about its topic and could not answer the question.

Table 1. An example of machine reading comprehension in social media domain.

Message: in case you missed it, here’s your first look at jamie bell’s the
thing: # fantasticfour empire magazine (@ empiremagazine) april 9, 2015

Question: what movie is being shared here? Answer: fantastic four

To obtain background knowledge for a machine reader, one feasible method is
to introduce external knowledge from the knowledge base like ConceptNet [10] and
WordNet [4], as the previous works do in other domains [9,22,24]. Unfortunately,
due to the nature of informality and diversity of the messages in social media,
some key phrases of the short messages cannot be found in those pre-constructed
knowledge base. For example, in Table 1, the token fantasticfour, which indicates
the topic of the message, cannot be found in ConceptNet or WordNet.

By studying social media messages, we find that a significant nature of them
is clustering. That is to say, on a social media platform, a group of people tend
to express their opinion or report news around one topic. Specifically, those
topic-relevant messages is commonly clustered by the hashtag, which is marked
with “#” symbol (e.g., #fantasticfour in Table 1) and ubiquitous in social media
domain. Thus, given a social media message, we can find a group of relevant mes-
sages based on the hashtag. As shown in Table 2, there are a series of topic-relevant
messages clustered by the hashtag “#fantasticfour”. Through those messages, we
would know the topic is a science fiction film, from Marvel, about some super-
heroes and so on. Those hashtag-clustered messages tend to share a common topic
and can be considered as a knowledge source of the topic of the given message. To
this end, we propose a novel method, which obtains and utilizes the topic knowl-
edge from the hashtag-clustered messages, to address the problem of lack of back-
ground knowledge in the task of social media comprehension.

Given a message and a question, we extract the hashtag from the message and
retrieve the relevant messages based on the hashtag. Subsequently, we refine topic
knowledge from the retrieved messages. Moreover, we construct a neural network,
dubbed as Topic Knowledge Reader (TKR). The refined knowledge will be fused
into the TKR model and contribute to the process of reading comprehension and
question answering. We conduct experiments on the TweetQA dataset [26]. The
result shows the effectiveness of our method.

To summarize, the major contributions of this paper are as follows:

– In the task of machine reading comprehension, we investigate the problem of
lack of background knowledge in social media domain. We propose to utilize
the nature of clustering of social media to obtain the knowledge from the
other relevant messages.



Topic Knowledge Acquisition and Utilization for Social Media MRC 163

Table 2. An example of hashtag-clustered messages in social media.

Message0: #FantasticFour was way better than I thought it would be! It’s
def a science fiction film tho this ain’t for the mindless action crowd.
Message1: GREAT SCIENCE FICTION FILM! #fantasticFour

Message2: Move over, Captain Marvel! #FantasticFour

Message3: #2020WillBeTheYearFor the #FantasticFour to unite with all
of these cool characters in @Marvel Ultimate Alliance 3!
Message4: #FantasticFour Remains the Worst Superhero Film of the
Decade
Message5:@MarkHarrisNYC delivers a postmortem of #FantasticFour and
the state of superhero films

– We propose a particular knowledge acquisition approach, which retrieves and
refines topic knowledge from those relevant messages clustered by the hashtag
which exists generally in the social media messages.

– We build a machine reading comprehension model, TKR, to utilize the refined
knowledge in a targeted manner and conduct experiments on the public
dataset, which demonstrates the effectiveness of our method.

2 Related Work

Social Media NLP: Over the past few years, social media has revolutionized
the way we communicate. Massive amount of information in form of text is con-
tinuously generated by the users, which creates enormous challenges for NLP
community to analyze and understand those text automatically. In recent years,
several NLP techniques and datasets for processing social media text have been
proposed. Dos Santos and Gatti [3] use a deep convolutional neural network that
exploits from character-level to sentence-level information to perform sentiment
analysis of short texts. Vo and Zhang [21] splits the context and employs dis-
tributed word representations and neural pooling functions to extract features
from tweets. Zhou and Chen [29] propose a graphical model, named location-
time constrained topic (LTT), to capture the content, time, and location of social
messages. Singh et al. [18] develop an event classification and location predic-
tion system which uses the Markov model for location inference. Qian et al. [13]
jointly discover subevents from microblogs of multiple media types–user, text,
and image, and design a multimedia event summarization process.

Machine Reading Comprehension: Due to the fast development of deep
learning techniques and large-scale datasets, Machine Reading Comprehension
(MRC) has gained increasingly wide attention over the past few years. Richard-
son et al. [15] build the multiple choice dataset MCTest, and this dataset encour-
ages the early research of machine reading comprehension, and a strand of MRC
models [11,16] are inspired by the dataset. Hermann et al. [5] propose a cloze test
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dataset CNN & Daily Mail, which is large-scale and more suitable than MCTest
for deep learning methods. Based on this dataset, Hermann et al. [5] propose an
attention-based LSTM [6] model named Attentive Reader. Moreover, Rajpurkar
et al. [14] release the span extraction dataset, SQuAD, which has become the
most popular MRC dataset over recent years. This dataset enlightens a lot of
classical MRC model, like BiDAF [17] and R-Net [25]. In addition, the multi-
hop MRC dataset HotpotQA [27] has gained recent wide attention. This dataset
addresses the problem of multiple clues based question answering.

3 Method

Tweet: in case you missed it, here's your first look at 
jamie bell's the thing: #fantasticfour empire magazine 
(@ empiremagazine) april 9, 2015

Question: what movie is being shared here?

Answer: fantastic four

Hashtag: #fantasticfour

Relevant Tweets: 
(1) Jessica Alba as Sue Storm. Those movies really didn’t 
show how powerful Sue really is. # FantasticFour
(2) Were getting a # FantasticFour reboot before we get 
new # XMen in the MCU only because the last Fantastic Four 
Movie was in 2015 and have been forgotten about
(3) Mild Take: the only # FantasticFour movie worth your 
time was produced by Roger Corman.

#fantasticfour

Invisible woman
movie

susan storm
marvel

fantastic

secret wars

Refining Concepts

Concept
Knowledge

Retrieving 
Relevant Tweets

Fig. 1. The framework of our proposed method. The left half is the process of obtaining
topic knowledge. The right half is the reading comprehension model, Topic Knowledge
Reader (TKR)

Figure 1 shows the framework of our method. Note that it is an example of the
tweets, but the method is universal for the messages from other social media
platforms. Given a tweet and a question, we obtain the answer by the following
steps: First, we extract the hashtag from the tweet, meanwhile, we encode the
tweet and the question by the BERT encoder. Second, we retrieve relevant tweets
that contain the same hashtag. Third, we refine the topic knowledge from the
retrieved tweets. Next, the knowledge is encoded and fused with the BERT
representation. Finally, the model predicts the answer based on the knowledge
aware representation of the tweet and question.

3.1 Knowledge Acquisition

We regard the set of tweets clustered by the hashtag as the resource of knowl-
edge and obtain topic knowledge from them. We first retrieve relevant tweets,
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then from those tweets, we gather common concepts. Meanwhile, we maintain a
hashtag pool to score each concept. Finally, we refine the concepts by select the
top-k scored ones as the topic knowledge.

Retrieving Relevant Tweets. Given a tweet text T , we first extract the
hashtag H. Next, we use H as the query and retrieve the relevant tweets. So we
have a set S consisting of tweets that contain the same hashtag. The tweets in S
tend to share the same topic with the given tweet T , and the information of them
is helpful to understand T comprehensively. Next, we remove the non-English
tweets from S, and then delete the non-normal strings in the text of S such as
the URL which starts with “http” and the reference of the picture which starts
with “pic\”.

Exceptionally, for those tweets that contain no hashtag, we utilize a hashtag
extractor to extract hashtag words from the tweet. The extractor is composed of
a BERT encoder and a span pointer. We input the tweet, T , to the BERT model
and obtain the representation P = {p0, p1, ..., pn}, where pi is the i-th word of
the tweet. Then we extract the hashtag from the tweet by a pointer:

Starti =
exp(wT

0 pi)∑
j exp(wT

0 pj)
Endi =

exp(wT
1 pi)∑

j exp(wT
1 pj)

(1)

where w0 and w1 are trainable vectors. The pointer labels the probability of each
word as the start and the end of the hashtag, respectively. We calculate the score
of a span by multiplying those two probabilities and take the span with the max
score as the hashtag. Figure 2 shows an example. We train the extractor model
on a hashtag extraction dataset proposed by Zhang et al. (2016). [28]. Evaluated
on the test set of the dataset, our extractor achieves 85.1% accuracy.

Fig. 2. An example of extracting hashtag for those tweets without hashtag

Gathering Relevant Concepts. Having retrieved the tweets with the same
topic, we gather the fine-grained knowledge, i.e., concepts that connect to the
topic. We tokenize every tweet text in S and obtain a set of tokens. Then we
segment each token to get the concept. Due to the nature of informality, some
tokens from the tweets could contain multiple words, like the hashtag “#secret-
wars”, thus we conduct a segmentation on each token. After that, we obtain a
set C consisting of concepts (e.g., “movie”, “marvel”, and “secret wars”).
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Maintaining Hashtag Pool. To further refine the concepts, we maintain a
hashtag pool. First of all, a large scale of recent tweets is collected as the original
corpus. Based on the corpus, we collect the hashtags, then find the relevant tweets
and obtain the concept set C for each hashtag follow above-mentioned process.
Those hashtags and their all relevant concepts are added to the empty hashtag
pool as the initialization. When a new tweet, T , is given during application, we
update the hashtag pool by adding the hashtag of T and the relevant concepts,
C, to the pool.

Refining Topic Knowledge. Given tweet T , by above-mentioned steps, we
have concepts C, then we apply Term Frequency-Inverse Document Frequency
(TF-IDF) to score each concept. The score for concepti in C is calculated by:

scorei =
ni

N
log

|P |
|pi| + 1

(2)

where ni is the frequency of concepti in C, N is the total count of concepts in
C, P denotes the hashtag pool. Thus, |P | is the total number of the hashtags
in the hashtag pool, and |pi| is the number of hashtags, whose relevant concepts
contain the concepti, in the hashtag pool. Finally, the top-k scored concepts are
selected as the topic knowledge K of the tweet T .

3.2 Topic Knowledge Reader

Bert Encoder

Knowledge Aliginer

LSTM

Tweet + Question

Po inter

Start Score

End Score

Score Scaling

Bert Encoder

Self Attention

Concepts

W
ords Agg

Concepts Encoding

Fig. 3. The detail architecture of Topic Knowledge Reader (TKR).

As shown in Fig. 3, we propose a reading comprehension model, named Topic
Knowledge Reader (TKR), to fuse the refined concepts and then answer the
question. The inputs of the model are

– the given tweet T = {t0, t1, ..., tn−1} ∈ R
n, where n is the number of words

in the tweet, ti is the i-th word in T .
– the question Q = {q0, q1, ..., qm−1} ∈ R

m, where m is the number of words in
the question, qi is the i-th word in Q.
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– the concept knowledge K =
{
k00, k01, ..., kij , ..., k(l−1)x

} ∈ R
y, where y is the

number of words of all concepts, kij refers to the j-th word of i-th concept.
– the concept score S = {s0, s1, ..., sl−1} ∈ R

l.

The output of the model is the predicted answer.

Encoding Tweet and Question. We first concatenate the question Q and
the tweet T . The combination passage is

D = {[CLS], t0, t1, ..., tn−1, [SEP ], q0, q1, ...qm−1, [SEP ]} (3)

where we add the special word “[CLS]” and “[SEP]”, which follows the process
from Devlin et al. [2]. Then, we employ BERT [2] to encode the tweet and the
question together, thus we have the question-aware representation of the passage:

P 0 = BERT (D) ∈ R
(m+n+3)×h (4)

Encoding Concepts. We encode the concepts, before the step of fusion. To
obtain the original representation, we apply BERT encoder for the concepts as
well. Analogously, we add the special word “[CLS]” to the single sequence of
knowledge words,

K =
{
[CLS], k00, k01, ..., kij , ..., k(l−1)x

}
(5)

and then the pre-trained model, BERT, is applied on encoding the concepts:

O = BERT (K) ∈ R
(y+1)×h (6)

Words Aggregation: As there are multiple words in some concepts, we aggre-
gate the words of each concept by mean pooling, then obtain the one-vector
representation, c0i , for each concept:

c0i =
1
N

∑

j∈[0,N)

c0ij C0 =
{
c00, c

0
1, ..., c

0
i , ..., c

0
l−1

} ∈ R
l×h

(7)

Self Attention: Though no sequential relation exists among those concepts,
they are still interrelated. Thus, we use the self-attention mechanism to perform
a non-sequence context encoding on the concepts:

c1i =
∑

j

αijc
0
j αij =

exp(σ(Wqc
0
i ) · σ(Wkc

0
j ))∑

j′ exp(σ(Wqc0i ) · σ(Wkc0j′))
(8)

where σ is the activation function, Wq ∈ R
h×h and Wk ∈ R

h×h are trainable
matrixes. Thus we have self-aligned concepts C1 =

{
c10, c

1
1, ..., c

1
l−1

} ∈ R
l×h.

Score Scaling: We then scale the concepts by the score S ∈ R
l assigned in the

step of knowledge refining:

C2 = SC1 ∈ R
l×h (9)

C2 denotes the final representation of the Concepts.
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Topic Knowledge Fusion. The Concepts are fused into the passage by:

p1i =
∑

j

βijc
2
j βij =

exp(σ(Wpp
0
i ) · σ(Wcc

2
j ))∑

j′ exp(σ(Wpp0i ) · σ(Wcc2j′))
(10)

where σ is the activation function, Wp ∈ R
h×h and Wc ∈ R

h×h are train-
able matrixes. Thus, we obtain the concepts-aware passage representation P 1 ={
p10, p

1
1, ..., p

1
m+n+2

} ∈ R
(m+n+3)×h. A bidirectional LSTM is applied to conduct

an additional sequential context encoding and aggregate the original question-
aware passage representation P 0 and the concepts-aware passage representa-
tion P 1.

P 2 = BiLSTM([P 0;P 1]) ∈ R
(m+n+3)×h (11)

Prediction. We employ two Linear layers to point the start position and the
end position of the answer in the passage, respectively, and then normalize the
prediction scores:

˜Starti =
exp(wT

s p2i )∑
j exp(wT

s p2j )
˜Endi =

exp(wT
e p2i )∑

j exp(wT
e p2j )

(12)

ws ∈ R
h and we ∈ R

h are trainable weight vectors. We utilize Negative Log
Likelihood (NLL) as the loss function during training. Moreover, during the
evaluation, we obtain the score of each span of the tweet by multiplying its start
score and the end score and then select the text span with the max score as the
answer.

4 Experiment

4.1 TweetQA Dataset

We conduct experiments on the recently released social media MRC dataset,
TweetQA. Each instance of the dataset is a triple consisting of a tweet text, a
human proposed question, and a list of human-annotated answers. The dataset
is composed of 10692 training triples, 1086 development triples, and 1979 test
triples. It is the first large-scale MRC dataset over social media data.

4.2 Implement Detail

Preprocess: As we employ BERT [2] to encode the text, we tokenize the text
by the default tokenizer of BERT. Since the answer spans are not labeled in the
train set, we annotate the approximate answer span in each tweet by selecting
the span that achieves the best F1 score.

Knowledge Acquisition: To simulate the real-world scenario where a social
media MRC system works, we regard the train set as the original corpus for the
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initialization of the Hashtag Pool. During evaluating, we update the Hashtag
Pool by the hashtag and the relevant concepts, from the development set and
the test set. Based on the experimental analysis, we select top-8 scored concepts
for each hashtag at the step of refining the knowledge.

Training: We select the instances that contain the span whose F1 score no
less than 0.6 to train the model in the way of weakly supervised. As a result,
8238 instances are used during training. We employ Adam optimizer to train
the model. The learning rate is set to 3 × 10−5, the model is fine-tuned for 3
epochs, and the dropout rate of BERT is set to 0.1. The BERT model we choose
is the pre-trained bert-base [2] model, distinguished from the bert-large model.
The hidden size of BERT is 768.

Evaluation: As the answer in TweetQA is not always a span of given tweet,
following Xiong et al. [26], we use the metrics for natural language generation to
evaluate the models, namely BLEU-1, Meteor, and Rouge-L. The answers of the
test set are not released, so we submit our prediction to the official evaluating
platform of TweetQA1 and receive the response of the performance results.

4.3 Baselines

– Query Matching: a simple IR baseline [7], which is adapted to the TweetQA
Task by Xiong et al. [26].

– BiDAF: a popular neural baseline [17] of Machine Reading Comprehension,
which extract answers from the original tweet text.

– Gerative QA: a RNN-based generative model [19]. The model employs both
copy and coverage mechanisms during the process of generating.

– BERT Extraction: a recently proposed pre-trained model [2]. Following [2],
we construct a BERT based answer extraction model by inputting the repre-
sentation of passage, P 0, obtained from Eq. 4 directly to the prediction layer
formulated by Eq. 12.

– BERT Generation: Because part of the answers of TweetQA are not a span
of the tweet text, we build a BERT based generative model. We use BERT as
the encoder same with Eq. 4. Following [20], we employ a pointer generator,
which selects words from both the tweet and the vocabulary, to decode the
answer. The generative model is trained on all instances of the train set.

– Knowledge Concat: We also introduce another simpler method to fuse the
topic knowledge, named “Knowledge Concat”. The model directly concate-
nates topic knowledge (i.g., the selected concepts) with the sequence of tweet
and question before BERT encoding and finally, same with TKR, conduct a
span prediction.

– KAR: Knowledge Aided Reader (KAR) [23] is a recently proposed MRC
model, which utilizes the knowledge from WordNet. The model conducts
mutual attention and self-attention based on the connections among the words
of the question and the passage. The connections are built based on the

1 https://tweetqa.github.io/.

https://tweetqa.github.io/
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knowledge from WordNet. For a fair comparison, we change the model by
utilizing BERT as the basic encoder instead of the original embedding layers
composed of Glove [12], CNN [8], and LSTM.

4.4 Main Results

Table 3. The results on TweetQA dataset. Extract-UB denotes the upper bound of
extractive methods.

Model Dev set Test set

BLEU-1 Meteor Rouge-L BLEU-1 Meteor Rouge-L

Human – 63.7 70.9 70.0 66.7 73.5

Extract-UB – 68.8 74.3 75.1 69.8 75.6

Query matching – 12.0 17.0 11.2 12.1 17.4

BiDAF – 31.6 38.9 34.9 31.4 38.6

Gerative QA – 32.1 39.5 36.1 31.8 39.0

BERT generation 48.5 42.0 51.8 49.1 42.1 52.3

BERT extraction 61.0 58.4 64.2 63.2 60.9 65.8

Knowledge concat 65.5 61.6 67.9 66.9 63.4 69.1

KAR 66.9 63.2 68.9 67.7 64.1 69.8

TKR 68.7 64.7 70.6 69.0 65.6 71.2

As shown in Table 3, our model, TKR, surpasses the recently proposed Knowl-
edge Aided Reader (KAR) and achieves competitive performance. From our
point of view, due to the limitation of the knowledge from the pre-constructed
knowledge base (WordNet), KAR suffers from the sparsity problem of knowl-
edge extraction for the diverse and informal expressions in social media domain.
Besides, TKR outperforms all of the other baselines significantly, especially the
BERT based model, BERT Extraction. The model, BERT Extraction, is exactly
the rest architecture of TKR when we ablate topic knowledge from TKR. Thus,
the comparison between TKR and BERT Extraction can directly demonstrate
the advantages of our methods to acquire and utilize topic knowledge for social
media comprehension.

Moreover, Knowledge Concat performs better than BERT Extraction, which
also validates the effectiveness of the knowledge. Besides, comparing Knowledge
Concat with TKR, we find that TKR performs better. This is because TKR can
integrate our refined knowledge to the MRC model in a more targeted manner.

4.5 Different Number of Concepts

To further verify the effectiveness of the topic knowledge, we study the relation-
ship between the number of employed concepts and the performance of TKR.
We choose top-k concepts during the step of refining, where k changes from 2



Topic Knowledge Acquisition and Utilization for Social Media MRC 171

Fig. 4. The performance of TKR with different number (k) of concepts on the dev set
of TweetQA.

to 18, and then train and evaluate TKR at different settings of k. As shown in
Fig. 4, by increasing the number, k, from 2 to 18, the performance of TKR first
rises rapidly until k reaches 8 and then drop down slowly. The gain of perfor-
mance from k = 2 to k = 8 proves our topic knowledge effective. The loss of
performance from k = 8 to k = 18 is caused by the noise introduced by the
concepts with low scores.

Table 4. Sampled cases which show the effect of the different numbers of concepts.
The concepts in blue are the Top-5 scored ones, and those in black are the 13–18th
scored concepts.

Tweet: Vets saw a fetus on Mei Xiang’s ultrasound today. Paws crossed 4 viable
pregnancy #PandaStory National Zoo (@NationalZoo)

Hashtag: PandaStory

Concepts: panda life, national zoo, panda, awesome ip, Mei Xiang, ..., youtube,
conservation, giant, yuan meng panda, panda fans on instagram

Question0: where is mei xiang located?

Answer0: at the national zoo

Question1: what is the name of the panda?

Answer1: mei xiang

To probe the effect of employing different numbers of concepts more intu-
itively, we sample and analyze some cases from the development set. Table 4
shows one of them, where Question0 and Question1 are two questions proposed
based on the same tweet as shown in the table. In this example, we find that the
top-5 concepts describe the topic comprehensively, build a semantic connection
between some key concepts in the tweet including panda, Mei Xiang, and Nat-
tional Zoo, and finally contribute to answering the questions. On the contrary,
the 13–18th scored concepts tend to deviate from the topic, and as noisy-like
information, they even damage the Reading Comprehension model, TKR, when
introduced into the model.
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4.6 Ablation Study

Table 5. Ablation study on the development set. -score scale denotes TKR without
the module of score scaling. -self attn denotes TKR without self attention. -word agg
denotes TKR without word aggregation. - LSTM denotes TKR that use a dense layer
instead of LSTM for the knowledge fusion

Model BLEU-1 ΔBLEU-1 Meteor ΔMeteor Rouge-L ΔRouge-L

TKR 68.7 – 64.7 – 70.6 –

- score scale 68.0 −0.7 64.3 −0.4 70.0 −0.6

- self attn 67.9 −0.8 64.0 −0.7 69.7 −0.9

- word agg 68.1 −0.6 64.1 −0.6 70.1 −0.5

- LSTM 68.4 −0.3 64.5 −0.2 70.3 −0.3

To study the effect of some key modules of TKR, we conduct ablation experi-
ments on the development set. As shown in Table 5, all of the three knowledge
encoding module, including score scale, self attention and word agg, contribute
to the overall performance. The results demonstrate that those modules. which
are designed for the topic knowledge in a targeted manner, indeed help the model
to encode the knowledge and further to absorb it. Furthermore, the performance
of - LSTM is slightly behind the original TKR, which proves that the sequential
information captured by the additional context encoding is beneficial for the
comprehension.

4.7 Extractive vs. Generative

Table 6. Sampled cases that show the difference between the generative model and
the extractive one.

Tweet: thank you to @ marvel for sending gifts for our patients. they were thrilled
to receive them! ...

Question: ruwhat were patients of Seattle children’s thrilled to receive?

Answer: gifts from marvel

Generative prediction: gifts of marvel

Extractive prediction: gifts

Tweet: our prayers are with the students, educators & families at independence high
school & all the first responders on the scene. # patriotpride ...

Question: at which school were first responders on the scene for?

Answer: independence high school

Generative prediction: the school

Extractive prediction: independence high school

As shown in Table 3, compared with BERT Generation, the extractive models
including BERT Extraction and TKR achieve better performance, though there
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is no identically matching substring in the tweet for part of answers. Table 6
shows two sampled cases which tell the difference between the extractive model
and the generative one. As shown in the table, the generative model performs
better in some cases where the answer is supposed to be synthesized based on
the question and tweet. On the contrary, the generative model lag behind the
extractive one, when the answer is an uninterrupted snippet of the tweet. How-
ever, as studying more cases, we find that even in many cases, where the answer
need to synthesize, the generative model fails to provide a qualified answer. We
consider that much more data is needed to train a qualified generative MRC
model.

4.8 Weakly Supervised Training

To train the extractive model, TKR, we annotate the answer span in the tweets
by the F1 score. We train the model to locate the annotated span. As the anno-
tated span may not be the true answer, it is a process of weakly supervised
training. As shown in Table 7, we study the relationship between the span score
of training data and the performance which is evaluated on the development
set. As shown in the table, by reducing the threshold of span score, increasing
training data is involved, meanwhile the performance first rises until span score
= 0.6 and then drop down. That is to say, in the process of introducing dif-
ferent amount of the weakly supervised training data, span score = 0.6 is the
point where the difference between the benefit from the positive example and
the damage from the noise is maximized.

Table 7. The performance on development set with different scale of train data.
SpanScore ≥ i denotes that the model is trained by the instances containing the
span whose F1 score is no less than i. data and proportion refer to the scale and the
proportion of the selected training data.

Span score Data Proportion BLEU-1 Meteor Rouge-L

≥1 6899 64% 67.0 63.5 69.1

≥0.8 7442 69% 67.9 64.3 69.2

≥0.6 8238 77% 68.7 64.7 70.6

≥0.4 8978 83% 68.2 64.2 70.3

≥0.2 9283 86% 67.3 63.3 69.3

>0 9314 87% 67.1 63.0 69.2

5 Conclusion

In this paper, we focus on machine reading comprehension in social media
domain. We propose a novel method to address the problem of lacking in back-
ground knowledge in this task. Utilizing the nature of clustering of social media,
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we retrieve and refine topic knowledge from the relevant messages, and then
integrate the knowledge into an MRC model, TKR. Experimental results show
that our proposed method outperforms the recently proposed models and the
BERT-based baselines, which proves the method effective overall. By introduc-
ing different amount of topic knowledge, we demonstrate the effectiveness of our
refined knowledge. Moreover, the ablation study further validates the contribu-
tion of the key modules of TKR for utilizing the knowledge.
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Abstract. GuessWhat?! is a task-oriented visual dialogue task which
has two players, a guesser and an oracle. Guesser aims to locate the
object supposed by oracle by asking several Yes/No questions which are
answered by oracle. How to ask proper questions is crucial to achieve the
final goal of the whole task. Previous methods generally use an word-
level generator, which is hard to grasp the dialogue-level questioning
strategy. They often generate repeated or useless questions. This paper
proposes a sentence-level category-based strategy-driven question gener-
ator (CSQG) to explicitly provide a category based questioning strategy
for the generator. First we encode the image and the dialogue history
to decide the category of the next question to be generated. Then the
question is generated with the helps of category-based dialogue strategy
as well as encoding of both the image and dialogue history. The eval-
uation on large-scale visual dialogue dataset GuessWhat?! shows that
our method can help guesser achieve 51.71% success rate which is the
state-of-the-art on the supervised training methods.

Keywords: Visual dialogue · Question generation · Question category

1 Introduction

Goal-oriented Visual Dialogue is one of the multi-modal task which has gained
increasing attentions. It can usually be explained as a task which using a couple
of visual related turns of communication to reach a specific goal, such as Guess-
Which [2], VisDial [5], Multimodal dialogs (MMD) [17], GuessWhat?! [28] and
so-on.

GuessWhat?! [28] is a two-player game which can be named guesser and
oracle. Given an image, the oracle choose an object in the image without telling
the guesser. Guesser reads the image and asks several Yes/No questions, at the
meanwhile Oracle uses ‘Yes’, ‘No’ and ‘N/A’ to answer them. After a fixed turns
of questioning, Guesser should guess the chosen object in image and one game
finishes. As is mentioned above, there are two sub tasks: one is ask question
(QGen), and the other is Guess. Figure 1 gives a sample in GuessWhat?! dataset.

To reach the goal of the entire game, the agent for task QGen should be able
to make use of information from both the dialogue history and the image. de
c© Springer Nature Switzerland AG 2021
S. Li et al. (Eds.): CCL 2021, LNAI 12869, pp. 177–192, 2021.
https://doi.org/10.1007/978-3-030-84186-7_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-84186-7_12&domain=pdf
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Vries et al. [28] use an encoder-decoder model to generate questions, which is the
first QGen model. After that, some researchers manage to improve the generation
quality by attention mechanism. Zhuang et al. [32] proposed a parallel attention
(PLAN) network. Deng et al. [6] proposed accumulated attention mechanism (A-
ATT). Xu et al. [29] focused on boosting the agent to generate highly efficient
questions and obtains reliable visual attentions and proposed Answer-Driven
Visual State Estimator (ADVSE). On the other hand, Strub et al. [24] introduced
reinforcement learning (RL). Pang et al. [14] proposed visual dialogue state
tracking (VDST) to represent visual dialogue state and update with the change
of the distribution on objects.

When humans play the game, they often have some strategies which aims
to minimize the scope of the object and reaches the goal as quickly as possible.
For example, In visual dialogue dataset GuessWhat?!, people might first ask the
type of the object, once they determine the right type of the object, they then
ask the attributes of the object and so on. In fact, we can find there are more
than 80% of records ask questions about an object at the first turn, however
only 4.03% ask questions about color at the same place. The sample in dataset
GuessWhat?! [28] is shown in Fig. 1.

However, most of previous works didn’t explicitly focus on the question gen-
erating strategy. de Vries et al. [28] encodes the image and dialogue history into
a fixed length representation vector and generates the response. Deng et al. [6]
and Zhuang et al. [32] improve the model by adding strong attention mechanisms
but still lack of improvement on generation side. In the absence of specialized
strategy modules, such simple encoding way is often difficult to fit the question
generation switching strategy [28]. Xu et al. [29] used an answer-based attention
transfer method. They used the transferring of attention to shift the focus point
of the problem, but still lacks of explicit influence on question generation.

Fig. 1. This is a sample of visual dialogue in dataset GuessWhat?!. From the question
sequence, we can see that human beings use the explicit category strategy to help
locate the target.
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We proposed a category-based strategy-driven question generator (CSQG)
to solve the above issues. We design a module of category prediction before
response generation. We first encode the image and historical information using
faster-RCNN [16] and multi-layer GRU [4] respectively. Then we use text-image-
based attention and combine the representation into context vectors. After that,
we predict the probability distribution of the category of the question to be
generated basing on the context vectors and a prior-probability of the category
of next question, which is an explicit strategy on categories of questions learned
from training data. Experimental results on GuessWhat?! [28] show that our
model effectively learns the information of category and achieve state-of-the-art
performance on supervising learning domain.

In summery, our contributions are mainly as follows.

1. We propose a category-based strategy-driven question generator to explicitly
introduce the strategy for question generation at dialogue level. An explicit
prior-probability is used to control the category transfer together with encod-
ing of the dialogue history and the image.

2. Experiments on large Visual Dialogue dataset GuessWhat?! show that our
improved model achieves state-of-the-art performance on supervising learning
setting.

In the rest of this paper, we firstly gives a general introduction to the relate
work in Sect. 2. Section 3 introduces the design of category information and how
to label it on each question. Section 3 describes our CSQG model in detail.
Section 4 shows the experiment results on large visual dialogue dateset and at
last we gives our conclusion in Sect. 5.

2 Related Work

Task-oriented visual dialogue is a new and critical research direction for dialogue
systems. It needs not only the ability of traditional text-based dialogue [3,19,26],
but also image representation and multi-modal fusion capabilities [16,22]. As
one of the widely used dataset, GuessWhat?! [28] has three sub-tasks, QGen,
Oracle and Guesser. QGen is extensively studied due to its key role in the entire
game [14,28,29].

There are mainly two lines of researches on QGen task. One line is the
improvement on model structure. de Vries et al. [28] proposed the first model
for the task as a baseline. It uses the fc8-layer of VGG-16 model [22] to pro-
vide image embedding and a hierarchical RNN-based model to encode the dia-
logue history. The generator is performed by RNN-based model which concate-
nates image and context representation and generates responses. In order to
have more clear image representation, ResNet [11] is introduced by the work
from Shekhar et al. [21] which extracts the image representation by the second
to last layer of ResNet152. Due to the lack representation capability of static
embedding, object detection models are involved. Xu et al. [29] and Pang et
al. [14] introduced Faster-RCNN [16] and receive a better performance. Many
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of other researches focus on the improvement of linguistic information encoding.
Other than the baseline method, some attention-based models are proposed to
get dynamic visual and linguistic embedding. PLAN network [32] is proposed
to provide dynamic visual information at each round by computing the atten-
tion on different regions. Accumulated Attention [6] consists of three kinds of
attention which are query, image and objects attention. Answer-Driven Visual
State Estimator [29] uses an answer-based attention transfer method to exploit
different answers in different ways to update the visual attention at each step.

The other line is on model learning. Strub et al. [24] first used reinforce
learning on this task. Temperature Policy Gradient [31] is proposed to make
balance of exploration and exploitation while selecting words. Visual dialogue
state tracking (VDST) [14] is proposed to update the change of the distribution
on objects.

Our work is basically on the first line. Inspired by human cognitive psychol-
ogy and current controlled text generation tasks [23], we add control factors to
influence the direction of text generation. To prepare questions controlled infor-
mation, we first classify them like Krishna et al. [12] at the earliest for VQA
task. Different from them, we merge the unreasonable classifications and used
a more accurate model-based method instead of keywords to label questions’
categories.

In QGen task, our CSQG predicts the probability distribution of category
and determines the certain category in this turn based on the explicit prior-
probability strategy. As we can see, there is currently no work to add the question
category as an element to the generation process. Our method is based on human
cognition and has better interpretability and logic. The specific effect will also
be confirmed in subsequent experiments.

3 Proposed Model

In this section, we will introduce our question generation model CSQG in detail.
Denote the dialogue history as H, Ht−1 = [q0, a0, q1, a1...qt−1, at−1] as history
before the current turn, and I as the image representation. Our model can be
described as qt = f(Ht−1, I) where qt is the generated question for user in this
turn. The overall structure of the model is shown in Fig. 2. There are three
module: (1) a multi-modality encoder with a hierarchical RNN-based neural
network and an image-text attention structure, (2) a category predictor and (3)
a generation decoder.

3.1 The Design and Implement of Category Info to Questions

In the current most datasets [17,28], there is no specific type annotation for each
question. Therefore, before introducing the category-driven policy into visual
dialogue generation task, we need to complete the classification and annotation
of question categories. As one of our references, Krishna et al. [12] defines 15
category tags(such as objects, attributes and so on) and marks each question
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Fig. 2. This is the structure of our CSQG model. The query and session GRU is
hierarchical RNN-based dialogue history encoder. For the image object feature, we use
object-session attention as shown in the top left of the figure. We then predict the next
category and add it to the decoder as shown in the top and right of the figure.

with one or more of these tags in the vqa dataset [1]. We find that 15 tags are
too complex and unnecessary for our task. Thus we merge the tags and propose
four categories: object, color, location and other.

The method that Krishna et al. [12] tag questions is using key-words by
counting the static words of each category. When those words appear in a ques-
tion, it can be marked with the category tag. This method is simple but not
accurate. Especially the key-words of location category are confused with many
preposition words in normal questions.

As a result, we propose a supervised Bert-CNN classification model to deal
the task which will be at first trained by a part of manual marking data. The
model is shown in Fig. 3.

Denote question Q with n tokens as Q = [x0, x1, ..., xn−1]. We first use pre-
trained Bert model [7] to extract and get the representation of the sentence.
When a list of question tokens is fed into the model, each token will be con-
verted as word embedding Eword ∈ Rh and position embedding Pword ∈ Rd

where d is the hidden dimension of the model. The embedding input sequence
[e0, e1, ...en−1] is then fed into Bert model which is basically a Bi-Transformer
encoder containing several blocks, from which the main structure is Multi-head
Self-attention [27]. The final output of Bert model can be expressed as below:

BertInput(xi) = E(xi) + P (xi) = ei ∈ Rd,∀0 ≤ i ≤ n (1)

BertOut = BertModel([e0, e1, ...en−1]) = [t0, t1, ...tn−1] (2)
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Fig. 3. The Bert-CNN model for classifying category of questions.

We split the output into token-level and sentence-level representation.
Sentence-level representation Osentence is the final state corresponding to the
[CLS] token which we added in the beginning of input sentence. Token-level
representation Otokens is the final state corresponding to each token in the raw
sentence. A convolution layer is added behind to deal with token-level represen-
tation for more classification information.

Concatenate the convolution output and the sentence-level representation
from Bert model, we map features to specific categories through a full-connected
layer and use the Sigmoid function to normalize the probability of each category.

In the face of millions of questions, it is not realistic to label all the question
categories manually. Therefore, we estimate the minimum number of training
data required by our model, and then labeling them manually. After the model is
trained completely, we label the category information of the remaining questions
by inference process of this model.

3.2 Multi-modality Encoder

The multi-modality encoder is used to get the representation from current con-
text which include the image feature and the dialogue history. The dialogue
history contains several turns of question-answer pairs which can be expressed
as D = [q0, a0, q1, a1, ..., qn−1, an−1]. Each question is an independent sentence
while the answer is limited into three choices: ‘Yes’, ‘No’, ‘N/A’. Each question
and its corresponding answer will form a turn of game, and there is an obvious
progressive relationship between each turn. So combine all the questions and
answers into a long list is not a wise approach. Refer to Serban et al. [18], we
build a hierarchical recurrent neural network based on GRU [4] as our dialogue
history encoder. It can be divided as two layers.

The first layer is query layer, which is Bi-GRU. It process each ques-
tion and output the last hidden. Suppose the i-th question sentence is qi =
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[xi,0, xi,1, ..., xi,n−1], where xi,j ∈ Rdemb means the embedding of j-th token in
question sequence qi. The procedure of each timestamp is shown below:

hforward
n = GRU(xn, hn−1,W ) (3)

hbackward
n = GRU(xn, hn+1,W ) (4)

hn = hforward
n + hbackward

n (5)

hn−1 ∈ Rdquery means the hidden state of last timestamp, hn+1 ∈ Rdquery

means the hidden state of next timestamp, and W ∈ Rdemb,dquery means the
parameters in this layer. When the last token embedding is processed, we
summed each backward and forward hidden state and the last timestamp’s hid-
den state is regarded as the representation of this sequence.

After all the questions are encoded, our model needs to further encode the
previous history messages at the session level. The second layer is session layer.
Not like the former query layer, this is based on Uni-GRU with only forward
direction. For turn i, the input information contains question qi, answer and the
category. Because the types of both answer and category are limited, we transfer
them by using one-hot embedding and express answer and category embedding
of as ai and ci. We concatenate them and input to the session layer.

On the other hand, we introduce the commonly used object detection model
Faster-RCNN [16] and get the feature of objects in the image. Besides the repre-
sentation vector, we concatenate the related position from each object to others.
The final object features of image I is expressed as below. Rpos is the relative
position matrix and num is the number of objects in the image.

OI = Concat(RCNN(I), Rpos) ∈ Rnum×dimage (6)

Considering that the attention of different objects is different in each turn,
we introduces the object-session attention mechanism to guide the attention of
different objects. For object features list OI and history representation tn, a
dot-attention is introduced to calculate the similarity score.

vmid = Conv1d(OI) ∈ Rnum×dmid (7)

tmid = unsqueeze(W · tn) ∈ R1×dmid (8)

hatt = tmid · vTmid ∈ R1×num (9)

In Eq. 9, hatt is the score of each object. After softmax function, we sum all
objects weighted and concatenate with history representation tn to get the con-
text vector C as shown in Eq. 11.
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VI =
num−1∑

i=0

Softmax(hatt) ∗ Oi (10)

C = concat(VI , tn) ∈ Rdcontext (11)

3.3 Category Predictor

Category predictor is used to predict the category of the next question to guide
the generation. Because we use the explicit way to express the category, the
prediction task can be regarded as a multi-labeled classification task. The original
method is using a full-connected neural network to get the signal of each category
from the context vector and turn it to probability by a sigmoid function.

si = W s · C + bs (12)

pi = Sigmoid(si) (13)

W s and bs are parameters for full-connected neural network, and pi is the prob-
ability of category i. When pi exceeds the threshold, category i is considered to
appear in the next question. In the training process, we directly use binary cross-
entropy (BCE) loss function to obtain gradient information as below, where yi
is the target of category label i. After backward propagation of gradient and
iteration of parameters by optimizer, the predictor will be able to forecast the
needed category in the following generation task.

Loss =
C∑

i=1

yi ∗ logpi + (1 − yi) ∗ log(1 − pi) (14)

In addition to simply predicting categories through neural networks, we intro-
duce an explicit prior-probability strategy based on the answers.

When generating questions, there is an interesting phenomenon that the
historical answers usually have an important impact on the category of questions
to be generated in this turn. Especially the answer from last turn will have a
direct and significant impact.

Considering that when the last question receive a positive answer, they tend
to change the category of questions to expect more information gain. When the
answer has a disposition to negative, the next question can continue to search
for other possibilities in this domain. Based on the above, we make a constraint
between the last turn’s answer & category and the forecast category. The flow
chart of the strategy is shown in Fig. 4. In addition to using the classification
model to obtain the initial probability value pt,i of category i at turn t, we make
statistics on the prior probability in the game. As the prior probability of same
category class varies greatly between different turns, we separate them where
qt,i means the prior probability of category i in t-th turn. This prior probability
is used as benchmark to judge the confidence of predictor result.
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Fig. 4. This is the strategy for generating next question’s category. In the figure, ci
means the i-th category. at−1 and ct−1,i means the answer and i-th category of last

turn. p
′
t,i is the final probability for the following generation task.

The principle of discriminator is described in Eq. 15:

p
′
t,i =

{
min(pt) (pt,i < qt,i)&(at−1 = Y es)&(ct−1,i = 1)
pt,i else

(15)

at−1 and ct−1,i means the answer and i-th category of last turn. When last turn’s
question has involved such category and answer is “Yes”, the category’s income
is greatly reduced. If predictor gives a high enough confidence which exceeds a
given threshold (its prior probability in this turn), we trust it and continue to
use pt,i. Otherwise, we cut down its probability to the minimum.

For example, the category of last turn is B, and the answer is “Yes”. The
predicted probability of all categories is [A, B, C, D]. For category at position
B, if B is greater than its prior probability, we adopt B. If B is lower than the
prior probability, we cut down B to the minimum between A D to transfer the
attention to other categories.

3.4 Generation Decoder

The generation decoder is used to generate questions based on context repre-
sentation and predicted category. Its structure is based on GRU. Similar to
common LSTM based sequence-to-sequence models [8,25], the first hidden state
of decoder GRU is the context representation C computed in Eq. 11. During
each timestamp, we combine the input embedding and the category probability
vector to guide the decoder generating preset types of tokens. Suppose the input
for GRU is inputdect which is concatenated by category probability vector pc and
token embedding embdecj . The hidden state of last generated token is hdec

j−1 and
the computed progress is as below:

hdec
j = GRU(hdec

j−1, input
dec
t ) (16)

logitsj = W dec
lm · hdec

j (17)
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The outputs of each timestamp are updated hidden state hdec
j and current

output logits logitsj . Cross entropy is used to compute loss and generate gradi-
ent. And in inference procedure, beam search [9] is the generating strategy we
use to maximize the general probability of the whole question.

4 Experiments

To access the performance, we evaluate our models on the large visual dialogue
dataset GuessWhat?!, which contains 155,281 dialogues and 821,955 question-
answer pairs. These dialogues are based on 66537 images with 134,074 different
objects. To make a fair contrast between ours and the previous, we divided
GuessWhat?! dataset according to the same way from others. All dialogues are
split into train, dev and test dataset, 70%, 15%, 15%.

In this section, we show the performance of CSQG on the question generation
task. The implement details of module Oracle and Guesser will be introduced,
and we will report the contrast experiment between ours and related comparison
objects. In order to analyze the effect in more detail, an ablation experiment,
the accuracy of category in generating questions and representative case analysis
will be reported in the next.

4.1 Implementation Details on Guesser and Oracle

There are three parts in a GuessWhat?! game in all. Besides question generation
task, we implement the baselines of Oracle and Guesser module that assist to
complete the whole game.

The job for an oracle is to answer questions based on the given object. We
choose GRU to build a question encoder and the representation is the hidden
state of last timestamp. The hidden size of GRU is 2400, with only forward
direction and 300 embedding dimension. The representation of the object con-
tains crop vector, spatial and object category information. After concatenate
both features, a feed-forward neural network is built with two linear layer and
a ReLU [10] activation function beside them. The middle hidden size is 512 and
the output is the score of each kind of answers. After a Softmax function, we
compute the loss by cross entropy function. After 15 epochs with batch size of
128, the accuracy on the test set is about 78.5%.

The job for an guesser is to guess which object has been selected in advance
according to the information of dialogues, image and objects. The dialogue
encoder is also built by GRU with only forward direction. Different from Ora-
cle, the image feature is extracted from the fc8 layer of pretrained vgg16 model
[22]. A feed-forward neural network is used to transfer the object features into
vectors, whose are computed cosine distances with dialogue hidden state. The
feed-forward neural network contains two linear layer with 512 hidden size and
ReLU activation function. At last we softmax the scores and guess the object.
The accuracy of this baseline is about 64.6%.
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4.2 Contrast Experiments

Follow the existing studies [20,28,30], we choose the comprehensive game success
rate as evaluation metrics. The reason we don’t choose traditional text generation
evaluation indicators such as Bleu [15] and Rouge [13] is that the diversity of
questions will affect the accuracy of these evaluation metrics.

We compared the recent representative models in this field, whose are base-
line SL [28], VDST-SL [14], ADVSE-QGen [29] and GDSE-SL [21]. Because the
implementation of CSQG is only under supervised learning, we compare with
other models only on supervised learning part.

Baseline SL [28]: This is an end-to-end QGen model with HRED dialogue
encoder and decoder. It uses the output of fc8 layer of VGG16 as image feature.

VDST-SL [14]: An end-to-end QGen model based on visual dialogue state
tracking structure. It includes a visual-language-visual multi-step reasoning
cycle. Refer to the description from Pang et al. [14], the dimension of word
embedding is set to 512. We don’t append the reinforce training part.

ADVSE-QGen [29]: An end-to-end model with answer-driven focusing atten-
tion, which gets visual state estimation by conditional visual information fusion.

GDSE-SL [21]: It contains a grounded dialogue state encoder which addresses
a foundational issue on how to integrate visual grounding with dialogue system
components. It is only trained by supervised learning.

CSQG-CD and CSQG are ours. CSQG-CD only includes category driven,
without adding specific strategies while CSQG contains both category driven
structure and prior probability strategy. We use the vector of objects from faster-
RCNN which contains 36 objects per image and each size is 2048. The hidden
size of our hierarchical encoder is 800 for query layer and 1000 for session layer.
The hidden size of our decoder is 600. The dropout is set as 0.2 for the whole
model.

Table 1 shows comparisons among the above models. We conducted com-
parative experiments on new targets which pictures have been seen by models
and on new images which totally new for models. 5 and 8 turns of dialogue
are set respectively, with both beam search and greedy search. CSQG achieves
the success rate of 54.4% on new objects and 51.7% on new games. It exceeds
9.7% on new objects and 11% on new games from baseline-SL and 2% from the
current state of the art GDSE-SL. Ours achieve the highest success rate under
supervising learning at present.

The comparative experiments show that our module for controlling question
generation category and the strategy of predicting categories effectively improve
the key success rate of games. Although we only use the baseline modules of ora-
cle and guess, the overall success rate of the game is still significantly improved.
This shows that the conditional introduction of high-level semantic control infor-
mation still has room for improvement compared with pure end-to-end models
whose are actually pure black boxes.
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Table 1. Comparison results of QGen on the task success rate. G means Greedy Search
and B means Beam Search.

New object New game

Max turn 5 Max turn 8 Max turn 5 Max turn 8

Baseline SL G 43.5 – 40.8 40.7

B 47.1 – 44.6 –

VDST-SL G 49.49 48.01 45.94 45.03

ADVSE-QGen G 50.66 – 47.03 –

B 47.47 – 44.70 –

GDSE-SL G – – 47.8 49.7

CSQG-CD (ours) G 52.4 52.7 48.0 48.3

B 51.5 52.7 46.6 48.2

CSQG (ours) G 53.2 54.4 49.9 51.7

B 52.4 53.9 48.1 49.7

4.3 Ablation Experiments

In order to evaluate efficiency of the different improvements in our models, we
conduct ablation experiments on settings of category-driven structure, category
strategy and prior probability of categories.

Baseline is an end-to-end QGen model with RCNN image features and visual
attention between dialogue sessions and images. The reason why we don’t use
the model proposed by de Vries et al. [28] is to eliminate the difference from
image features of VGG16 and RCNN.

CSQG-CD includes category driven without adding specific strategies. The
next question’s category is entirely predicted by neural networks from the context
vector.

CSQG-Punish is with different category prediction strategy. Instead of prior
probability in each turn, it only punishes the probability when same former
categories receive “Yes”. The more positive answers, the more punishment for
this category.

The rest of settings remain keep up with CSQG where the hidden sizes of
encoder are 800 and 1000. The image feature is 36 × 2048 from RCNN and the
visual attention is set with the hidden size of 800 and dropout of 0.2. The ablation
experiment result shows in Table 2. RCNN-based baseline achieves 44.3% on new
objects and 41.8% on new games.

The improvement of category-driven raises the success rate from 44.3% and
41.8% to 52.7% and 48.3% (comparing Baseline with CSQG-CD). It approves
the positive impact of this improvement. Comparing with pure NN-predicted
category method, the punishment strategy raises the success rate from 52.7% and
48.3% to 53.7% and 48.4%. This proves that compared with human questioning
strategy, simply relying on neural networks can not make the global revenue
maximization. Although we can rely on more complex reinforcement learning
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Table 2. Ablation results of QGen on the task success rate. The generation strategy
is greedy search.

New object New game

Max turn 5 Max turn 8 Max turn 5 Max turn 8

Baseline 43.9 44.3 41.6 41.8

CSQG-CD 52.4 52.7 48.0 48.3

CSQG-Punish 52.1 53.7 47.0 48.4

CSQG 53.2 54.4 49.9 51.7

optimization, our strategy is obviously more concise and good interpretability.
The comparison between CSQG-Punish and CSQG shows that prior probability
of categories can adjust the strategy to gain the maximum incomes.

4.4 Good Case Study

Figure 5 shows a couple of examples of dialogues generated by CSQG, whose are
sampled from the evaluation set. As can be seen in figure, the sample at the top
generates questions according to the categories very effectively. The subsequent
categories are adjusted accordingly with the answers. When the answer is ”Yes”,
almost all the next turns have changed the categories, which is also reasonable
from the case point of view. These cases proves that our prior probability cate-
gory strategy is reasonable and well implemented.

Fig. 5. Generated dialogue examples of CSQG.
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5 Conclusions

We introduced CSQG, a category-based strategy-driven question generator
which is guided with category information. At First, we predict the initial prob-
ability of each class by classifier and joint learning training method. Then we
introduce an update strategy based on the prior probability of each category in
each turn. The updated category guides the decoder to generate the next ques-
tion. Experiments shows that our proposed model achieves 51.7% on new games
in large visual dialogue dataset GuessWhat?!, which is the state of the art under
supervise learning. The ablation experiments further proved that both category
guided and prior probability have positive effect on the success rate of the game.

Our CSQG model is training only on supervised learning. However, due to
the coherence, interactivity and dynamics of visual dialogue, there is a lot of
room for improvement in reinforcement learning. In the future, we will explore
how to produce category prediction which is more consistent with the overall goal
through reinforcement learning. And this will balance the goals of interpretability
and game success rate.
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Abstract. Few-shot relation classification has attracted great attention
recently, and is regarded as an effective way to tackle the long-tail prob-
lem in relation classification. Most previous works on few-shot relation
classification are based on learning-to-match paradigms, which focus
on learning an effective universal matcher between the query and one
target class prototype based on inner-class support sets. However, the
learning-to-match paradigm focuses on capturing the similarity knowl-
edge between query and class prototype, while fails to consider discrimi-
native information between different candidate classes. Such information
is critical especially when target classes are highly confusing and domain
shifting exists between training and testing phases. In this paper, we
propose the Global Transformed Prototypical Networks (GTPN), which
learns to build a few-shot model to directly discriminate between
the query and all target classes with both inner-class local informa-
tion and inter-class global information. Such learning-to-discriminate
paradigm can make the model concentrate more on the discriminative
knowledge between all candidate classes, and therefore leads to bet-
ter classification performance. We conducted experiments on standard
FewRel benchmarks. Experimental results show that GTPN achieves
very competitive performance on few-shot relation classification and
reached the best performance on the official leaderboard of FewRel 2.0
(https://thunlp.github.io/2/fewrel2 da.html).
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1 Introduction

Few-shot relation classification aims to build relation extractors with only a few
instances. Different from supervised learning that requires large scale training
data of target classes, few-shot learning-based approaches can effectively build
relation extractors with only a few examples (i.e., the support set) of each target
class. This property makes it very appealing in the real application, where the
training data of new target class can be scarce.

Fig. 1. Illustration of the motivation for our Global Transformed Prototypical Net-
works (GTPN). (a) is the previous learn-to-match paradigm method, that matches the
query instance q to each relation support set S1 and S2, and measures the similarity
seperately. (b) is the learn-to-discriminate paradigm of GTPN, that directly discrimi-
nate the query instance q on all relation support sets, and give the normalized scores
on each relation type for further learning of the prototypes.

Previous few-shot relation classification approaches can be summarized into
a learning-to-match paradigm. Specifically, as shown in Fig. 1(a), these methods
try to learn a universal matcher between the query and each target relation
type, and measure their similarity separately to infer the type of queries. Along
this line, Gao [7] propose the hybrid attention to attach different importance
for each relation feature, and match the query to each relation type with the
reweighted features. Ye [33] performs a local matching and aggregation between
the query instance and each relation type. Besides, Gao [8] proposes an instance-
pair matcher for scoring the similarity between query and each relation instance.
Generally, the goal of these methods is to effectively obtain a query-class matcher
with the limited given instances in the support set.

However, because such learning-to-match based approaches focus on captur-
ing the similarity information between query and classes, they are unable to
consider discriminative knowledge between different candidate classes. This can
significantly undermine the model performance when target classes are highly
confusing, and domain shifting exists between training and testing phases. For
example, a query with relation mention word “contain” may correspond to either
a “Component-Whole” relation or a “Member-Collection” relation. Therefore,
under the learning-to-match paradigm, this query will achieve high matching
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scores with both two relation types, which may lead to confusion and misclassifi-
cation when we determine the instance relation type. Furthermore, the existence
of domain shifting can result in the inaccuracy of the similarity measurement on
the out-of-domain relation. To tackle these problems, a model needs to take dis-
criminative information into consideration, and focus more on how to distinguish
between confusing target relations.

To this end, this paper proposes to resolve few-shot relation classification in a
learning-to-discriminate paradigm. The main idea behind, as shown in Fig. 1(b),
is to learn a meta classification model which can directly generate a relation
classifier based on the query and small support sets of all candidate relations,
rather than a meta matcher between the query and one relation. Motivated by
this, we design the Global Transformed Prototypical Networks (GTPN), which
takes the query and the support sets of all target relations as input, and output
the probabilities of the input query correspond to each relation simultaneously.
The architecture of GTPN is shown in Fig. 2. Specifically, GTPN first encodes
the query and all relation instances in the support sets into the same embedding
space. Then we conducted a multi-view global transformation on each relation
instance to extract features of different facets, based on the knowledge from
both intra-relation and inter-relation instances. After that, all representations
of instances of the same relation are summarized to form the class prototypes.
Finally, these prototypes, as well as the query representation, are simultaneously
sent into a classifier to determine the relation type of the input query. The main
advantage of GTPN, compared with previous approaches, is that all candidate
relation types are considered jointly rather than independently during relation
classification, which makes the model able to leverage discriminative information
between classes to more preciously distinguish between confusing relation pairs.

To verify the effectiveness of GTPN, we conduct thorough experiments on
FewRel 1.0 [10] and FewRel 2.0 [8], two standard benchmarks for few-shot rela-
tion classification. Experimental results demonstrate that GTPN can achieve
effective and robust performance on few-shot relation classification, even domain
shifting exists. Furthermore, GTPN reaches the best performance on the FewRel
2.0 official leaderboard. These all demonstrate the effectiveness of GTPN and
the proposed learning-to-discriminate paradigm.

Generally, the main contributions of this paper can be summarized as:

– We propose to resolve few-shot relation classification in a learning-to-
discriminate paradigm, which is able to leverage discriminative knowledge
for better distinguishing between confusing type pairs, compared with previ-
ous learning-to-match paradigm.

– Based on the paradigm, we propose the Global Transformed Prototypical
Networks (GTPN), an effective neural network-based architecture with global
transformation for few-shot relation classification.

– The proposed GTPN achieved the new state-of-the-art performance on the
official leaderboard of FewRel 2.0, which demonstrates the effectiveness of the
proposed paradigm and architecture.
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Fig. 2. Framework of GTPN. q is the query instance, Sj
i means the jth support instance

of relation i.

2 Background

This section describes the definition and the notations of few-shot relation classi-
fication task. Besides, we will briefly illustrate previous learning-to-match based
approaches.

Relation Classification. Let X = [x0, ..., xn−1] be the sequence which contains
n words, e1 = [i, j] and e2 = [k, l] indicate the entity pair spans, where 0 ≤
i ≤ j, j < k ≤ l and l ≤ n − 1, a relation instance is defined as (X , e1, e2).
For example, (“Steve Jobs was the co-founder of Apple Inc.”, “Steve Jobs”,
“Apple Inc.”) is a relation instance. The aim of relation classification is to learn
a mapping function: f : r → c, where c is the relation class. For example, we
want mapping (“Steve Jobs was the co-founder of Apple Inc.”, “Steve Jobs”,
“Apple Inc.”) to its relation class “Founder-of”.

Few-Shot Relation Classification. Few-shot relation classification task contains
a support set S and a query instance q, where S = {S1, .., SN} are support sets
for N relation classes and each

Si = {s1i , ..., s
K
i }

contains K support relation instances for relation i. Then the query instance q
is to be classified based on the support relation instances in S. Such a few-shot
setting is commonly named as an N-way K-shot relation classification.
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Learning-to-match Based Methods. Learning-to-match based methods regard
few-shot relation classification as a matching problem [25,30]. Generally, it
encodes each relation class into a prototype, which is learned from its support
set Si:

PSi
= f(Si) ∈ Rdk ,

where dk is the dimension of the metric space. Then a matcher is learned to
measure the similarity between each prototype and the query. For classification,
it first encodes the query instance to the same metric space:

Pq = g(q) ∈ Rdk .

Then the matcher computes the distances between the query instance and each
prototype of different relation classes, and the relation class of the query instance
is inferred by the nearest distance:

y = arg min
i

D(PSi
,Pq), (1)

where y is the label of the nearest relation class prototype, D(.) is the distance
function to measure the similarity between support set and query instance.

The main drawback of such learning-to-match approaches is that the proto-
type only contains the information from the support instances of its own class.
This results in the absence of discriminative knowledge between different can-
didate classes, which can significantly undermine the performance on confusing
relation type pairs. Besides, the inaccurate measurement of similarities on out-
of-domain relations can also lead to a negative impact on system performance.

3 Global Transformed Prototypical Networks

In this section, we introduce our Global Transformed Prototypical Networks
(GTPN) for few-shot relation classification. Different from previous work, GTPN
follows a learning-to-discriminate paradigm, which directly takes the query and
support sets of all classes as input. Figure 2 shows the framework of our method.
First, GTPN encodes the query and instances in support sets into a hidden vector
space via an instance encoder, as well as a relation marker, which represents
whether two support instances belong to the same relation support set. These
embeddings are then all synchronously sent to multi-view global transformation
layers to learn the discriminative information based on both intra-relation and
inter-relation knowledge. Then, we summarize the representations of all instances
of the same relation to generate the prototypes of each class. Finally, the query
representation and all prototypes are sent into a classifier to predict the relation
type. In the following, we will describe each step of GTPN in detail.

3.1 Instance Encoder

The instance encoder module encodes each instance x into the same embedding
space:

h = H(x), h ∈ Rdk , (2)
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where dk is the dimension of the embedding space, h is the embedding of each
instance, which will be used for further prototype learning. Recent years, several
instance encoders have been proposed, including Convolutional Neural Networks
(CNN) [10,34]; Recurrent Neural Networks (RNN) [11,36]; and the recent Trans-
former architecture [28]. Pre-trained language models like BERT [5] also provide
promising encoders for relation instances [2,8]. In this work, we adopt the BERT-
based instance encoder similar to [2], which wraps entities in the instance with
special markers [ENTITY] and [/ENTITY], and concatenate the representations
of the first marker [ENTITY] of each entity as the instance embedding.

3.2 Relation Marker

Apart from the instance encoder, it is necessary to introduce relation markers to
encode whether two instances belong to the same relation support set. To this
end, we propose to use two kinds of relation markers for GTPN, including:

– Randomly initialized relation encoding. For each instance embedding
hi, 1 ≤ i ≤ N ∗ K with relation type ri, we randomly initialize the relation
encoding embedding hri ∈ Rdk for it, and add it with the relation encoding
embedding: hi = hi + hri as the new hidden states. For the query instance,
we regard it as the instance of relation rN+1: hq = hq + hrN+1 .

– One-hot relation encoding. we use an one-hot vector to indicate each
relation class, e.g., [1, 0, ..., 0] for the first relation class and [0, 1, 0, ..., 0] for
the second relation class. For the query instance, we use the last one-hot
vector to indicate the relation class.

The relation markers are directly concatenated to the embeddings from pre-
vious instance encoder to form the instance representations. Finally, we represent
the output after instance encoder as:

X = [hq,hs11
, ...,hsK1

, ...,hs1N
, ...,hsKN

]. (3)

3.3 Multi-view Global Transformation

After obtaining the representations of all support instances, we will conduct
global transformation among them to learn the knowledge from both intra-
relation and inter-relation support sets. This module is based on a multi-layer
transformer model [28]. Specifically, given the embeddings of all instances, each
instance is firstly mapped into multiple views of semantics by a multi-view pro-
jection:

vi
j = Wi · hj + bi, (4)

where vi
j is the ith view of the jth instance, Wi is the mapping matrix and bi

is the bias for view i. Then the model will transform the representation of all



From Learning-to-Match to Learning-to-Discriminate 199

instances of all relations from each view via an attention-based mechanism:

vi
j =

N∗K∑

m=0

αjm · vi
m

αjm = Softmax(
vi
j · vi

m
T

√
dk

),

(5)

where αjm is the normalized attention score between the jth and mth instances,
the attention score is divided by dimension dk to rescale the inner product of
two vectors. After that, the output representation of each instance of this trans-
formation layer is obtained by concatenating the representations in its all views.
This output representation is then fed into next global transformation layer. We
denote the output representation of instance Sj

i as oj
i . Furthermore, we use hq

to represent the final output representation of the given query.

3.4 Prototype-Based Classification

After obtaining the global transformed instance representations, we calculate
the prototype of each class by averaging the representations of all instances in
its support set:

pi =
1
K

K∑

k=1

ok
i , (6)

where pi is the prototype of relation i. Then we calculate the probability of the
query being an instance of relation yi by sending the query representation hq

and all prototypes into a softmax-based classifier:

P(yi|Si, q; θ) =
exp(−D(pi,hq))∑N
j=1 exp(−D(pj ,hq))

. (7)

Here D is a score function between the prototype and the query. In this paper,
we simply choose D to be the Euclidean distance function. But it can be easily
replaced with other parametrized functions such as MLP. Finally, we choose the
relation yi with maximum probability as the relation class of the given query:

y = arg max
i

P(yi|Si, q, θ) . (8)

3.5 Model Learning

Similar to previous work [8,10], all components in GTPN are trained in an
end-to-end manner. Specifically, given a training task with N support relations
(Sn, yn) and one query instance (q, yq), GTPN is learned by minimizing the
following loss function:
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J (θ) = −
N∑

n=1

I(yn) log P (yn|Sn, q, θ), (9)

where yn is the relation of support set Sn and I(.) is an indicator function:

I(yn) =

{
1, yn = yq

0, yn �= yq
, (10)

which indicates whether the relation corresponds to the golden relation of the
given query.

Table 1. Hyperparameter settings.

Hyperparameter Value

Batch size 1

Layer number 1, 2, 3

View number 1, 2, 4, 8

Learning rate 10−5

Weight decay 10−6

Optimization strategy Adam

Learning rate decay 0.6

Learning rate decay step 1000

Maximun sequence length 256

4 Experiments

4.1 Experimental Settings

Datasets. We conducted experiments on two standard few-shot relation
classification benchmarks: FewRel 1.0 [10] dataset and FewRel 2.0 Domain
Adaptation [8] dataset1. FewRel 1.0 is constructed based on the arti-
cles from Wikipedia. FewRel 2.0 Domain Adaptation task further extends
FewRel 1.0 by introducing an additional test data from PubMed foot-
note https://www.ncbi.nlm.nih.gov/pubmed/, which is a large database of
biomedical literature, and is significantly different from Wikipedia train set.
Totally, FewRel 1.0 consists of 100 relation classes and 700 instances for each
relation class, and the standard 64/16/20 of train/validate/test relation class
splits are adopted in our experiments. While FewRel 2.0 shares the same train-
ing data with FewRel 2.0, but a different test set including XXX relations in
medical domain.
1 https://github.com/thunlp/FewRel.

https://www.ncbi.nlm.nih.gov/pubmed/
https://github.com/thunlp/FewRel
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Table 2. Accuracies(%) on FewRel 2.0 test sets. *is reported in Peng et al.. [2020].

Model FewRel 2.0

5-Way 5-Way 10-Way 10-Way Avg.

1-Shot 5-Shot 1-Shot 5-Shot

Proto-CNN 35.1 49.4 23.0 35.2 35.7

Proto-Bert 40.1 51.5 26.5 36.9 38.8

Proto-Adv (Bert) 41.9 54.7 27.4 37.4 40.4

Proto-Adv (CNN) 42.2 58.7 28.9 44.4 43.6

DaFeC 61.2 77.0 47.6 64.8 62.7

BERT-PAIR 67.4 78.6 54.9 66.9 66.9

CP 79.7 84.9 68.1 79.8 78.1

MTB* 74.7 87.9 62.5 81.1 76.6

GTPN 80.0 92.6 69.25 86.9 82.2

Table 3. Accuracies(%) on FewRel 1.0 test sets. MTB and CP pretrained the matcher
on Wikipedia, which is also the source of FewRel 1.0. While Pony introduced addi-
tional world knowledge to improve the performance. So there results are not directly
comparable with GTPN.

Model FewRel 1.0

5-Way 5-Way 10-Way 10-Way Avg.

1-Shot 5-Shot 1-Shot 5-Shot

Proto-Adv (CNN) 70.3 84.6 56.3 74.7 71.5

Proto-Adv (Bert) 73.4 82.3 61.5 72.6 72.4

Proto-CNN 74.5 88.4 62.4 80.5 76.4

HATT – 90.1 – 83.1 –

Proto-Bert 80.7 89.6 71.5 82.9 81.2

MLMAN 83.0 92.7 73.6 87.3 84.1

BERT-PAIR 88.3 93.2 80.6 87.0 87.3

Bert-EM 89.8 93.6 83.4 88.6 88.9

REGRAB 90.3 94.3 84.1 89.9 89.6

CP 95.1 97.1 91.2 94.7 94.5

MTB 93.9 97.1 89.2 94.3 93.6

GTPN 89.4 97.0 84.4 93.8 91.2
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Baselines. We compared GTPN with the following published baselines:

– Bert-Pair [8]: A few-shot model that utilize the BERT sequence-pair model
to measure similarity between two instances.

– DaFeC [4]: An inductive unsupervised domain adaptation framework for
few-shot relation classification.

– Proto-Adv(Bert) [8]: The adversarial trained prototypical networks with
Bert as the encoder.

– Proto-Bert [8]: The vanilla prototypical networks using Bert as the encoder
and the [CLS] token to represent the instance.

– Proto-Adv(CNN) [8]: The adversarial trained prototypical networks with
CNN as the encoder.

– Proto-CNN [8]: The vanilla prototypical networks using CNN as the
encoder.

– REGRAB [21]: A bayesian meta-learning method that utilize additional
global relation graph knowledge.

– Bert-EM [2]: A simple Bert-based prototypical networks that wrap entity
with special markers.

– MTB [2]: The same base model with Bert-EM, and uses large-scaled wiki
data to pre-train the model, which is of the source with FewRel 1.0.

– MLMAN [33]: The multi-level matching and aggregation network that
involve intr-class information and support-query interactions.

– HATT [7]: The hybrid attention-based prototypical networks that also
includes local context to avoid noisy data.

– CP [18]: This model utilizes the same model of Bert-EM and proposes a
different contrastive-based pretraining on Wikipedia.

Evaluation Metrics. We follow the settings in FewRel [10] and adopt the official
evaluation scripts2 to evaluate the accuracy of all models on tasks including
5-way 1-shot, 5-way 5-shot, 10-way 1-shot, and 10-way 5-shot tasks.

Hyperparameter Settings and Infrastructure specifications. In the experimental
period, we fix all the hyper-parameters listed in Table 1 during training stage
except for the layer number and view number. We conducted grid search on
validation set of FewRel 1.0 to find the best layer number and view number,
which will be detailedly analyzed in the following. We train and evaluate our
model using one Titan RTX GPU with about 24 GB memory. Each training
period costs about 2 h for about 15000 steps of batches. The trainable parameters
of GTPN are about 4M, excluding the BERT parameters.

4.2 Overall Results

Table 2 shows the overall results on FewRel 2.0 Domain Adaptation task and
Table 3 shows the result on FewRel 1.0. From these tables, we can see that
comparing with previous work:
2 https://github.com/thunlp/FewRel.

https://github.com/thunlp/FewRel
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1. GTPN achieves the very competitive performance on few-shot rela-
tion classification. From Table 2, we can see that GTPN achieved the best
performance on the FewRel 2.0 domain adaptation task. Besides, we can also
see that in Table 3, GTPN achieved a very competitive performance on the
Fewrel 1.0. Note that the top 2 systems (i.e. MTB and CP) on FewRel 1.0
introduced additional in-domain knowledge into the task, and therefore is
not directly comparable with GTPN. Specifically, MTB and CP pretrained
the matcher on Wikipedia, which is also the source of FewRel 1.0. While the
second-best model introduced additional world knowledge to improve the per-
formance. On the contrast, GTPN achieves very strong performance without
introducing any additional knowledge, which demonstrates the effectiveness
of GTPN.

2. GTPN is robust when domain shifting exists. In FewRel 2.0 domain
adaptation task, GTPN outperforms all other baseline models with a large
margin, and also reaches the Top 1 in leaderboard of FewRel 2.0 domain
adaptation benchmark, which demonstrates that GTPN is very robustness in
few-shot relation classification task even without any knowledge of the target
domain. We believe that this is because the proposed learning-to-discriminate
paradigm can transfer more knowledge between different domains than
previous learning-to-match paradigm. Besides, the learning-to-discriminate
paradigm also more corresponds to the nature of few-shot relation classifica-
tion task. These all results in the performance improvements when domain
shifting exists.

3. GTPN is even more effective on 5-shot learning paradigm. Com-
paring with the improvement over the 1-shot settings, GTPN achieves more
improvements on 5-shot settings. We believe that this is because a little bit
more support instances could provide more sufficient discriminative informa-
tion between different relations, and therefore results in better learning-to-
discriminate performance.

4.3 Detailed Analysis

In this section, we conducted detailed analysis on the behavior of GTPN. Since
the test sets of both FewRel 1.0 and FewRel 2.0 are unavailable to the public,
we choose FewRel 1.0 validation set as the development set to select model, and
use FewRel 2.0 validation set as the test set to evaluate the final performance
for each model.

Effect of GTPN with Different Instance Encoder. This experiment analyzes the
effect of GTPN over the base instance encoder. We reproduce Bert-EM as the
base encoder for GTPN and use the Prototypical Networks on Bert-EM as com-
parison. As we can see from Table 4a, with the same instance encoder, GTPN
significantly outperforms vanilla Prototypical Networks, which means that the
improvement of GTPN does not stem from the power of instance encoder, but
from the effective learning-to-discriminate paradigm.
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Table 4. Accuracy (%) of different instance encoders and relation markers.

Model

5-Way 5-Way 10-Way 10-Way

1-Shot 5-Shot 1-Shot 5-Shot

Bert-EM 79.0 88.4 64.4 84.4

Bert-EM+GTPN 82.8 91.4 71.0 86.0

(a) Accuracies (%) of GTPN over base encoder on
FewRel 2.0. Bert-EM is our reimplement of
Soares et al., (2019).

Relation 5-Way 5-Way 10-Way 10-Way

Encoding 1-Shot 5-Shot 1-Shot 5-Shot

One-hot 82.8 91.4 71.0 86.0

Random 82.2 90.2 71.4 86.2

None 82.2 91.0 68.6 85.8

(b) Accuracies(%) with different relation
encodings of GTPN on FewRel 2.0 validation set.

Table 5. Accuracy (%) of different transformation view and layer numbers.

View 5-Way 5-Way 10-Way 10-Way

Number 1-Shot 5-Shot 1-Shot 5-Shot

1 81.8 90.4 69.2 84.6

2 82.6 90.8 69.8 86.0

4 82.8 91.4 71.0 86.0

8 82.4 89.6 68.4 85.6

(a) Accuracies(%) with different view numbers

of GTPN on FewRel 2.0 validation set.

Layer 5-Way 5-Way 10-Way 10-Way

Number 1-Shot 5-Shot 1-Shot 5-Shot

1 82.8 91.4 71.0 86.0

2 81.8 89.4 69.4 85.8

3 80.4 88.2 68.2 83.6

(b) Accuracies(%) with different layer

numbers of GTPN on FewRel 2.0 validation

set.

Effect of Relation Marker. In this experiment, we study the effect of different
relation markers we proposed of GTPN. For fair comparison, we fix the layer
number to 1 and the view number to 4. As shown in Table 4b, we can see that
the performance of different kinds of one-hot and random relation markers are
quite similar. One-hot relation marker performs slightly better on 5-way settings,
while random marker performs slightly better on 10-way settings. However, the
difference between them is not large, which means that both of them are effective
relation marker for GTPN.

Effect of Transformation Layer Number. In this experiment, we study the effect
of different transformation layer of GTPN. For fair comparison, we fixed all
other hyper-parameters the same as the main experimental setting and the view
number to 4. The layer number in this experiment is varied from 1 to 3. From
the results shown on Table 5b, we can see that model with one transformation
layers performs relatively best and more layer number leads the performance
to fall. This is perhaps because the global transformation in GTPN is fully-
connected with all instances in the task. Hence one layer is enough to capture
global information from all other instances. Besides, the limited training data
size can also undermine the performance of deep models, because it requires
more training data to learn effective parameters.

Effect of View Number. In this experiment, we verify the effect of different view
numbers. we vary the view number of GTPN from 1, 2, 4 to 8, and fix the layer
number to 1. From the result shown on Table 5a, we can see that with the view
number increases, the performance of GTP also improved. The model with 2
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and 4 view number reach the relatively best performance on FewRel 2.0, and
the model with single view performs the worst. We believe that this is because the
relation representation may contain several perspectives of semantics. So with
multi-view semantics, the model is easier to find the specific semantic and aggre-
gates more information with other instances with the similar features. Besides,
the model with 8 views are marginally worse than model with 4 views, which
may indicate that 4 views are enough to capture different aspects information.

5 Related Work

Relation Classification. Relation classification has long been an important
information extraction task. Conventional methods commonly employ syn-
tax structure-based representations, e.g., dependency tree [3] and constituent
tree [16,20]. In recent years, neural network-based methods dominate relation
classification. [34] proposed to encode relation instances via convolutional neu-
ral networks (CNN). [36] proposed an attention-based BiLSTM (AttBLSTM) for
instance encoding and classification. [31] proposed a multi-level attention CNNs
for capturing multi-level lexical and semantic features. [19] tried to incorporate
dependency information into neural networks by extending tree LSTM [27]. [29]
proposed graph attention networks (GATs) to incorporate the dependency infor-
mation. The main drawback of supervised methods is that they require a large
amount of annotated data, which is costly and cannot be easily obtained when
adapting to new relation classes.

Few-Shot Learning. To resolve the annotated data bottleneck problem, few-shot
learning is a promising approach. Many few-shot algorithms have been proposed
in Computer Vision (CV) and Natural Language Processing (NLP), which can be
categorized into two main paradigms, metric-learning based methods [12,25,30]
and meta-learning based methods [1,6,14,15,22,23]. Recently, many research
interests have been focused on metric-based methods [9,13,17,26,32,35].

Few-Shot Relation Classification. [10] proposed a few-shot learning task in rela-
tion classification, and adopted many few-shot learning methods into relation
classification, including prototype-based method [25], meta-learning method [14]
and graph neural network [24]. Since then, many prototype-based methods have
been proposed for relation classification. [2] utilize the pre-trained language
model BERT [5] for relation encoding and use prototypes to represent differ-
ent relation classes. [21] adds knowledge from graph to guide the meta-gradient
for bayesian meta-learning. [7] designed hybrid attention to learn a local matcher
between intra-class instances, query and each support instances. [33] proposed
the multi-level matching and aggregation network which updates support and
query instances by matching and aggregating evidence on each support set. [8]
directly average the support-query scores using the BERT sequence-pair classifi-
cation model for relation classification. We can see that the methods in few-shot
relation classification are mostly in a learning-to-match paradigm, The matcher
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learned in these model are difficult to handle confusing reltion types, as well the
domain shift. Thus, in this paper, we propose the learn-to-discriminate-based
GTPN to tackle these limitations.

6 Conclusions

In this paper, we propose the Global Transformed Prototypical Networks, which
switches previous learning-to-match paradigm to the learning-to-discriminate
paradigm, and therefore can make the model concentrate more on the discrimina-
tive knowledge between all candidate relations. GTPN learns to build a few-shot
model to directly discriminate between the query and all target classes with both
inner-class local information and inter-class global information. Experiments on
FewRel 1.0 and FewRel 2.0 demonstrate that GTPN achieves very competitive
performance on few-shot relation classification, and reached the best perfor-
mance on the FewRel 2.0 domain adaptation task. Which shows our method can
benefit both further study and practice in few-shot relation classification.
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References

1. Andrychowicz, M., et al: Learning to learn by gradient descent by gradient descent.
In: NeurIPS (2016). http://dl.acm.org/citation.cfm?id=3157382.3157543

2. Baldini Soares, L., FitzGerald, N., Ling, J., Kwiatkowski, T.: Matching the blanks:
distributional similarity for relation learning. In: ACL(2019). https://www.aclweb.
org/anthology/P19-1279

3. Bunescu, R., Mooney, R.: A shortest path dependency kernel for relation extrac-
tion. In: EMNLP (2005). https://www.aclweb.org/anthology/H05-1091

4. Cong, X., Yu, B., Liu, T., Cui, S., Tang, H., Wang, B.: Inductive unsupervised
domain adaptation for few-shot classification via clustering. In: ECML-PKDD
(2020). https://arxiv.org/abs/2006.12816

5. Devlin, J., Chang, M.W., Lee, K., Toutanova, K.: BERT: pre-training of deep
bidirectional transformers for language understanding. In: NAACL (2019). https://
www.aclweb.org/anthology/N19-1423

6. Finn, C., Abbeel, P., Levine, S.: Model-agnostic meta-learning for fast adaptation
of deep networks. In: ICML (2017). http://dl.acm.org/citation.cfm?id=3305381.
3305498

7. Gao, T., Han, X., Liu, Z., Sun, M.: Hybrid attention-based prototypical networks
for noisy few-shot relation classification. In: AAAI (2019). https://aaai.org/ojs/
index.php/AAAI/article/view/4604/4482

8. Gao, T., et al.: FewRel 2.0: Towards more challenging few-shot relation classifica-
tion. In: EMNLP-IJCNLP (2019). https://www.aclweb.org/anthology/D19-1649

9. Gidaris, S., Bursuc, A., Komodakis, N., Perez, P., Cord, M.: Boosting few-shot
visual learning with self-supervision. In: Proceedings of the IEEE/CVF Interna-
tional Conference on Computer Vision (ICCV), October 2019

http://dl.acm.org/citation.cfm?id=3157382.3157543
https://www.aclweb.org/anthology/P19-1279
https://www.aclweb.org/anthology/P19-1279
https://www.aclweb.org/anthology/H05-1091
https://arxiv.org/abs/2006.12816
https://www.aclweb.org/anthology/N19-1423
https://www.aclweb.org/anthology/N19-1423
http://dl.acm.org/citation.cfm?id=3305381.3305498
http://dl.acm.org/citation.cfm?id=3305381.3305498
https://aaai.org/ojs/index.php/AAAI/article/view/4604/4482
https://aaai.org/ojs/index.php/AAAI/article/view/4604/4482
https://www.aclweb.org/anthology/D19-1649


From Learning-to-Match to Learning-to-Discriminate 207

10. Han, X., et al.: FewRel: a large-scale supervised few-shot relation classification
dataset with state-of-the-art evaluation. In: EMNLP (2018). https://www.aclweb.
org/anthology/D18-1514

11. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8),
1735–1780 (1997)

12. Koch, G., Zemel, R., Salakhutdinov, R.: Siamese neural networks for one-shot
image recognition. In: ICML Deep Learning Workshop, vol. 2 (2015). https://
sites.google.com/site/deeplearning2015/37.pdf?attredirects=0

13. Liu, Y., et al..: Learning to propagate labels: transductive propagation net-
work for few-shot learning. In: ICLR (2019). https://openreview.net/forum?
id=SyVuRiC5K7

14. Mishra, N., Rohaninejad, M., Chen, X., Abbeel, P.: A simple neural attentive
meta-learner. In: ICLR (2018). https://openreview.net/forum?id=B1DmUzWAW

15. Munkhdalai, T., Yu, H.: Meta networks. In: ICML (2017). http://proceedings.mlr.
press/v70/munkhdalai17a.html

16. Nguyen, T.V.T., Moschitti, A., Riccardi, G.: Convolution kernels on constituent,
dependency and sequential structures for relation extraction. In: EMNLP (2009).
https://www.aclweb.org/anthology/D09-1143

17. Oreshkin, B., Rodŕıguez López, P., Lacoste, A.: Tadam: Task dependent adaptive
metric for improved few-shot learning. In: NeurIPS (2018). http://papers.nips.
cc/paper/7352-tadam-task-dependent-adaptive-metric-for-improved-few-shot-
learning.pdf

18. Peng, H., et al.: Learning from context or names? An empirical study on neural
relation extraction. In: EMNLP (2020). https://www.aclweb.org/anthology/2020.
emnlp-main.298

19. Peng, N., Poon, H., Quirk, C., Toutanova, K., Yih, W.t.: Cross-sentence n-ARV
relation extraction with graph LSTMs. In: TACL (2017). https://www.aclweb.org/
anthology/Q17-1008

20. Qian, L., Zhou, G., Kong, F., Zhu, Q., Qian, P.: Exploiting constituent depen-
dencies for tree kernel-based semantic relation extraction. In: COLING (2008).
https://www.aclweb.org/anthology/C08-1088

21. Qu, M., Gao, T., Xhonneux, L.P.A.C., Tang, J.: Few-shot relation extraction via
Bayesian meta-learning on relation graphs. In: ICML (2020), https://proceedings.
icml.cc/paper/2020/file/99607461cdb9c26e2bd5f31b12dcf27a-Paper.pdf

22. Ravi, S., Larochelle, H.: Optimization as a model for few-shot learning. In: ICLR
(2017)

23. Santoro, A., Bartunov, S., Botvinick, M.M., Wierstra, D., Lillicrap, T.P.: One-shot
learning with memory-augmented neural networks. ArXiv abs/1605.06065 (2016)

24. Satorras, V.G., Estrach, J.B.: Few-shot learning with graph neural networks. In:
International Conference on Learning Representations (2018). https://openreview.
net/forum?id=BJj6qGbRW

25. Snell, J., Swersky, K., Zemel, R.: Prototypical networks for few-shot learning. In:
NeurIPS (2017). http://papers.nips.cc/paper/6996-prototypical-networks-for-few-
shot-learning.pdf

26. Sung, F., Yang, Y., Zhang, L., Xiang, T., Torr, P.H., Hospedales, T.M.: Learning
to compare: Relation network for few-shot learning. In: CVPR (2018)

https://www.aclweb.org/anthology/D18-1514
https://www.aclweb.org/anthology/D18-1514
https://sites.google.com/site/deeplearning2015/37.pdf?attredirects=0
https://sites.google.com/site/deeplearning2015/37.pdf?attredirects=0
https://openreview.net/forum?id=SyVuRiC5K7
https://openreview.net/forum?id=SyVuRiC5K7
https://openreview.net/forum?id=B1DmUzWAW
http://proceedings.mlr.press/v70/munkhdalai17a.html
http://proceedings.mlr.press/v70/munkhdalai17a.html
https://www.aclweb.org/anthology/D09-1143
http://papers.nips.cc/paper/7352-tadam-task-dependent-adaptive-metric-for-improved-few-shot-learning.pdf
http://papers.nips.cc/paper/7352-tadam-task-dependent-adaptive-metric-for-improved-few-shot-learning.pdf
http://papers.nips.cc/paper/7352-tadam-task-dependent-adaptive-metric-for-improved-few-shot-learning.pdf
https://www.aclweb.org/anthology/2020.emnlp-main.298
https://www.aclweb.org/anthology/2020.emnlp-main.298
https://www.aclweb.org/anthology/Q17-1008
https://www.aclweb.org/anthology/Q17-1008
https://www.aclweb.org/anthology/C08-1088
https://proceedings.icml.cc/paper/2020/file/99607461cdb9c26e2bd5f31b12dcf27a-Paper.pdf
https://proceedings.icml.cc/paper/2020/file/99607461cdb9c26e2bd5f31b12dcf27a-Paper.pdf
https://openreview.net/forum?id=BJj6qGbRW
https://openreview.net/forum?id=BJj6qGbRW
http://papers.nips.cc/paper/6996-prototypical-networks-for-few-shot-learning.pdf
http://papers.nips.cc/paper/6996-prototypical-networks-for-few-shot-learning.pdf


208 F. Liu et al.

27. Tai, K.S., Socher, R., Manning, C.D.: Improved semantic representations from tree-
structured long short-term memory networks. In: Proceedings of the 53rd Annual
Meeting of the Association for Computational Linguistics and the 7th Interna-
tional Joint Conference on Natural Language Processing (Volume 1: Long Papers).
pp. 1556–1566. Association for Computational Linguistics, Beijing, China, July
2015. https://doi.org/10.3115/v1/P15-1150, https://www.aclweb.org/anthology/
P15-1150

28. Vaswani, A., et al.: Attention is all you need. In: NeurIPS (2017), http://papers.
nips.cc/paper/7181-attention-is-all-you-need.pdf
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Abstract. The irrelevant information in documents poses a great chal-
lenge for machine reading comprehension (MRC). To deal with such a
challenge, current MRC models generally fall into two separate parts:
evidence extraction and answer prediction, where the former extracts
the key evidence corresponding to the question, and the latter predicts
the answer based on those sentences. However, such pipeline paradigms
tend to accumulate errors, i.e. extracting the incorrect evidence results in
predicting the wrong answer. In order to address this problem, we pro-
pose a Multi-Strategy Knowledge Distillation based Teacher-Student
framework (MSKDTS) for machine reading comprehension. In our app-
roach, we first take evidence and document respectively as the input ref-
erence information to build a teacher model and a student model. Then
the multi-strategy knowledge distillation method transfers the knowl-
edge from the teacher model to the student model at both feature and
prediction level through knowledge distillation approach. Therefore, in
the testing phase, the enhanced student model can predict answer sim-
ilar to the teacher model without being aware of which sentence is the
corresponding evidence in the document. Experimental results on the
ReCO dataset demonstrate the effectiveness of our approach, and further
ablation studies prove the effectiveness of both knowledge distillation
strategies.
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1 Introduction

Machine reading comprehension (MRC) is a task that enables machines to read
and understand natural language documents to answer questions. Since it well
indicates the ability of machines in interpreting natural language as well as
having a wide range of application scenarios, it has attracted extensive attention
from academia and industry over the recent years. Prevailing MRC datasets
define their tasks as either extracting spans from reference documents to answer
questions, such as SQuAD [28] and CoQA [29], or inferring answers based on
pieces of evidence from a given document, which is also referred to as non-
extractive MRC, including multiple-choice MRC [16,30], open domain question
answering [5] and so on.

Current MRC faces the significant challenge of the irrelevant information in
documents causing negative impact on answer predicting. Therefore, our aim
is to engage the model to focus on evidence sentences in documents and using
them to answer corresponding questions accurately. To illustrate, consider the
example shown in Fig. 1 (adapted from the ReCO dataset [35]). In this sample
document, only the evidence sentences have a significant impact on predicting
the answer; the other sentences are irrelevant information that may confuse the
model and preventing it from focusing on the evidence sentences, thus affecting
the correctness of answer predicting.

Fig. 1. Example of multiple-choice machine reading comprehension. The sentence in
green is the evidence sentence for answering the given question in this document, which
is of great importance. Other sentences contain irrelevant information, while potentially
negatively affecting the answer prediction. The sentence in blue is the evidence obtained
by manual annotation (summarized or paraphrased by the annotator). (Color figure
online)

Previous attempts mainly focused on the pipeline (coarse-to-fine) paradigm
[24,36]: first locating or generating the evidence sentences corresponding to the
question by an evidence extractor or generator, then the answer is predicted
based on it. Unfortunately, such a pipeline paradigm suffers from the problem
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of error accumulation. Besides, in real-world scenarios, the evidence supporting
the answer to the question is often implicitly present in the document and thus
not easily extracted or generated. For instance, 46% of the evidence sentences
could not be explicitly found in the documents in the ReCO dataset. Once the
evidence extractor or generator gets incorrect evidence, the result obtained by
the answer predictor is bound to be wrong.

In this paper, we attempt to engage the model to focus more on the evi-
dence sentences in the document rather than extracting them out. Thus we pro-
pose a Multi-Strategy Knowledge Distillation based Teacher-Student frame-
work (MSKDTS). In the training phase, we first take evidence and document
as the reference information to pretrain a teacher model and a student model,
respectively. Then, we incorporate multi-strategy knowledge distillation into the
teacher-student framework, which is the student model attempts to produce
teacher-like features and predicted answers through feature knowledge distilla-
tion and prediction knowledge distillation. Subsequently, in the testing phase, the
enhanced student model predicts the answer with only the document (unaware
of the evidence sentences). Hence, the whole process obviates the process of
explicitly evidence extraction, which naturally circumvents the accumulation of
errors in the conventional pipeline paradigm.

Our contributions are summarized as follows:

– We propose a teacher-student framework for MRC to address the issue of
irrelevant information in reference documents causing a negative impact on
answer inference.

– We propose a multi-strategy knowledge distillation approach in the teacher-
student framework, which transfers knowledge from the teacher model to the
student model at feature level and prediction level through feature knowledge
distillation and prediction knowledge distillation.

– We conducted experiments on the two testing sets of the ReCO dataset, the
results demonstrate the effectiveness of our approach, and further ablation
experiments prove the effectiveness of both knowledge distillation strategies.

2 Related Work

2.1 Machine Reading Comprehension

The task of machine reading comprehension (MRC) can well indicate the ability
of the machine to understand texts. Owing to the rapid development of deep
learning and the presence of many large-scale datasets, MRC is under the spot-
light in the field of natural language processing (NLP) in recent years. Depend-
ing on the format of questions and answers, the MRC datasets can be roughly
categorized into cloze-style [10,11], multiple-choice [16,30,35], span prediction
[15,28], and free form [9,23]. Lately, new tasks have emerged for MRC, such as
knowledge-based MRC [25], MRC with unanswerable questions [13,27,32] and
multi-passage MRC [37].
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To model human reading patterns, pipeline (coarse-to-fine) paradigm have
been proposed [2,19]. These models first extract the corresponding evidence from
the document and then predict the answer via such evidence. To train a evidence
extractor, current methods are mainly unsupervised methods [14,31], weakly
supervised methods [22] and reinforcement learning methods [2]. Besides, Niu
et al. [24] proposed a self-training method for MRC with soft evidence extraction,
which performs great on several MRC tasks. Moreover, there are supervised
methods [8,20] for extractive MRC by automatically generating evidence, which
can be adopted in non-extractive MRC by first generating the evidence, then
predicting the answer based on it. Last, Wang et al. [35] presents ReCO, a
multiple-choice dataset which manually annotated the evidence in the document,
which allows training the evidence extractor or generator in a supervised manner.

In order to engage the model focus more on the evidence, while excluding
the pipeline paradigm that inevitably leads to error accumulation, we propose a
end-to-end teacher-student framework in this paper.

2.2 Knowledge Distillation

Knowledge distillation [12] is an effective means of transferring knowledge over
from one model to another by mimicking the outputs of the original model.
Knowledge Consolidation Network [1] is proposed to address the problem of
catastrophic forgetting in the incremental event detection task by utilizing the
knowledge distillation method. To deploy huge neural machine translation mod-
els on edge devices, Wu et al. [38] combined layer-level supervision into the inter-
mediate layers of the original knowledge distillation framework. To cope with the
problem of performance degradation caused by utilizing lifelong language learn-
ing on different tasks, Chuang et al. [3] proposes an approach that assigns the
teacher model to first learn the new task and then passes the knowledge to the
lifelong language learning model via knowledge distillation.

Adversarial feature learning [6] is a method that renders the student model
with comparable feature extraction ability to the teacher model via Genera-
tive Adversarial Networks (GANs, Goodfellow et al. [7]). In order to tackle the
major challenge faced in event detection, namely ambiguity in natural language
expressions, Liu et al. [21] proposed an adversarial imitation based knowledge
distillation approach to learn the feature extraction ability from the teacher
model. Lample et al. [17] adopts adversarial feature learning to align features
extracted from different language auto-encoders for unsupervised neural machine
translation.

In our work, we incorporate multi-strategy knowledge distillation (feature
level with adversarial feature learning and prediction level) into the teacher-
student framework, bringing more attention to the evidence.

3 Methods

Figure 2 demonstrates the overall framework of MSKDTS, which aims to cope
with the irrelevant information in documents. MSKDTS is composed of three
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major parts, namely, the teacher model, the student model and the knowledge
distillation strategies. Documents and evidence sentences are concatenated with
queries and candidate answers respectively as the input to the teacher model and
the student model. Following encoding the input sequences and predicting the
answers, we utilize knowledge distillation to align the features and predictions
of the student model to the teacher model.

Fig. 2. The overall framework of MSKDTS. The model is composed of six component:
the teacher encoder Etea, the student encoder Estu, the discriminator D, the teacher
classifier Ctea, the student classifier Cstu and the prediction knowledge distillation
component K. In the training phase, we first take evidence and document as the input
reference information to pretrain the teacher model and the student model. Next, Estu

and D compete with each other through adversarial imitation strategy. In addition,
the probabilities of the answers predicted by Cstu and Ctea are aligned by a prediction
knowledge distillation approach K. In the final testing phase, documents are used as
input to the enhanced Estu and Cstu for answer prediction.

3.1 MRC Model

Our teacher-student framework mainly oriented towards the multiple-choice
MRC problem [16,30,35]. It is composed of a teacher model and a student model,
both of which consisting a BERT encoder and a multi-class classifier.

BERT Based Encoder. Etea and Estu are implemented using BERT [4], a multi-
layer bidirectional Transformer [34] encoder. Below illustrates several different
elements of the input to the BERT encoder and their representations:

– Document: A N-token document contains several sentences, distinct parts
of which describe different information, denoted as Xd = {w1, w2, . . . , wN},
where wi denotes a word in the document.

– Evidence: As the most critical information in inferring the correct answer,
the evidence is typically shorter than the document, denoting it by a M-token
(where M ≤ N) sequence as Xe = {w1, w2, . . . , wM}, where wi denotes each
word in the evidence sentences.

– Query: A L-token query is denoted as Xq = {w1, w2, . . . , wL}, where wi is a
word in the query.
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– Alternative Answers: To predict the correct answer from candidate
answers, we denote each candidate answer by Ai. We concatenate A1 to AU

using [OPT] as the input to the encoder. Note that, in BERT encoder, we
use a special token [unused1] as [OPT].

In accordance with the different inputs of the teacher model and the student
model, we concatenate these elements above and encode them with the BERT
encoder to obtain a context-sensitive representation for the input sequence:

1) For the teacher encoder (Etea), we concatenate candidate answers, query
and evidence as input by special tokens of BERT, obtaining an input represen-
tation with evidence sentences as reference information. In Fig. 3, we present an
example of the input sequence for the teacher encoder.

2) For the student encoder (Estu ), analogous to the teacher encoder, except
that the reference information is the document rather than the evidence sentence,
i.e., candidate answers, query, and document.

Fig. 3. The BERT input format of the teacher encoder (Etea).

Multi-class Classifier. The softmax classifier is applied as our multi-class clas-
sifier, both Ctea and Cstu, which is used to predict the correct answer from
the candidate answers. We take the output of the BERT encoder (Etea and
Estu, respectively), i.e., the encoded features, as the input of the classifier. The
hidden layer of [OPT] is used as the classification feature fo for each candidate
answer. The multi-class classifier takes these features as input and then computes
a prediction probability for each candidate answers as output. The prediction
probability P (A|E,C) for each candidate answer is computed as:

P (A|E,C) = softmax(W o · fo + bo) (1)

where E is Etea or Estu; C is Ctea or Cstu; A is the candidate answers; W o and
bo are trainable parameters of the multi-class classifier (either Ctea or Cstu).

3.2 Knowledge Distillation Strategies

This section demonstrates in detail of the multi-strategy knowledge distillation
in our model, which includes feature-level and prediction-level knowledge dis-
tillation, correspondingly, we build a discriminator D and a prediction distiller
K. They differ in that the input to D is the extracted feature vector (i.e., the
hidden layer of [OPT] mentioned in Sect. 3.1) obtained from either Etea or Estu,
whereas the input to K is the logit of the prediction probability from Ctea or
Cstu.
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Feature Knowledge Distillation. We adopt an adversarial feature learning
approach for feature level knowledge distillation, specifically, we apply a discrim-
inator D, a multi-layer perception (MLP) based binary classifier. It takes the
features obtained from Etea and Estu as the input then generates a probability
PD to distinguish the source of the input features. PD is calculated as:

PD = sigmoid(W s(tanh(W xfo + bx)) + bs) (2)

where sigmoid(∗) is the activation function that maps a scalar to a float number
between 0 and 1. A well-trained discriminator would output 1 for the features
from Etea and 0 for the features from Estu. W x, bx, W s, and bs are trainable
parameters of the discriminator. We use a two-layer MLP to enhance the repre-
sentativeness of our discriminator.

The detailed training process of D will be elaborated in Sect. 3.3.

Prediction Knowledge Distillation. Apart from adversarial feature learning
for feature level knowledge distillation, we propose a prediction level knowledge
distillation. It enables the prediction probability of Cstu imitates those of Ctea,
thereby improving its answer prediction ability. We adopt the knowledge distil-
lation method proposed by Hinton et al. [12], whose specific approach in this
framework is demonstrated in Sect. 3.3.

3.3 Overall Training Procedure

Our training process can be summarized into two phases, namely the pretraining
phase and the fine-tuning phase. The overall training procedure is demonstrated
in Algorithm 1.

Algorithm 1. The Overall Training Procedure
Input: Training Data (x, x∗, y)
1: Pretrain the teacher model (Etea,Ctea), the student model (Estu,Cstu), and the

discriminator (D)
2: Freeze Etea and Ctea

3: repeat
4: Freeze D
5: Unfreeze Estu and Cstu

6: Updata Estu and Cstu using Eq.8
7: if the remainder of the batch number to k is 0 then
8: Unfreeze D
9: Freeze Estu and Cstu

10: Update D using Eq.5
11: end if
12: until convergence
Output: An enhanced student model
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The Pre-trainig Phase. In the pre-training phase, we first train the teacher
model and the student model using the evidence and the documents as reference
information, respectively. Then the discriminator is trained using the outputs of
Etea and Estu.

First, we train the teacher model (i.e., concatenating Etea and Ctea) which
is well aware of the evidence sentences. Its loss function is calculated as:

Ltea = −
U∑

i=1

yi log(P (Ai|Etea, Ctea)) (3)

where yi is the label for the i-th answer Ai.
Then, the student model (i.e., concatenating Estu and Cstu) is trained, which

is not aware of the evidence, it takes the entire document instead of evidence
sentences as reference information, thus implicitly introducing considerable irrel-
evant information. Its loss function is calculated as:

Lstu = −
Y∑

i=1

yi log(P (Ai|Estu, Cstu)) (4)

where yi is the label for the i-th answer Ai.
In the final step, we keep the parameters of Etea and Estu unchanged to train

the discriminator by treating the feature vector obtained from Etea as positive
examples (label 1) and those from Estu as negative examples (label 0). In this
process, the loss function of training the discriminator is calculated as:

LD = max
D

Ex∼X [log(D(fo,tea))] + Ex∗∼X∗ [log(1 − D(fo,stu))] (5)

where fo,tea is the features of the teacher encoder and fo,stu is the features of
the student encoder.

The Fine-Tuning Phase. In the fine-tuning phase, we aim to enhance the fea-
ture extraction ability of Estu and the answer prediction ability of Cstu, in other
words, in document-only cases, we expect the encoder to ignore the irrelevant
information as much as possible, focusing more on the evidence sentences.

To enhance the feature extraction ability of Estu, we employ the pretrained
D, which can well distinguish between Etea and Estu, to conduct adversarial
training with Estu. The loss of Estu is computed as:

Lafl = −y log(D(fo,stu)) (6)

where y is the label of the output of Estu given to D during adversarial feature
learning. Therefore, in order for Estu to produce features similar to those pro-
duced by Etea, we set y = 1, i.e., we expect the features extracted by Estu to
be recognized by D as those extracted by Etea.

After k batches of fine-tuning Estu, the accuracy of D decreases and fails
to distinguish well between the outputs obtained from Estu and Etea, then we
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retrain D using the same loss LD as in the pretraining phase. Iteratively fine-
tune Estu as well as retrain D until the training process converges. The training
procedure is shown in Algorithm 1.

As for prediction level knowledge distillation, the output logit of each sample
of Ctea and Cstu are denoted as v and v∗, respectively. The prediction knowledge
distillation is calculated as:

Lpkd = −
U∑

i=1

τi(v∗) log(τi(v))

τi(v∗) =
ev∗

i /Ω

∑U
j=1 ev∗

j /Ω
, τi(v) =

evi/Ω

∑U
j=1 evj/Ω

(7)

where Ω is a hyper-parameter, which is usually set to be greater than 1 (e.g.
Ω = 2) in our experiments to increase the weights of small values; U is the
number of classes; Lpkd is designed to encourage the prediction of the student
model to match the prediction of the teacher model.

In the fine-tuning phase, the total loss of the student model is:

Lstu all = Lstu + αLafl + βLpkd (8)

where α and β are two hyper-parameters. If α and β are very large, the model
will focus more on learning knowledge from the teacher model, rather than
the ground-truth labels. Noting that, the parameters of D, Etea, Ctea are kept
unchanged while fine-tuning the components of the student model.

After completing the two knowledge distillation approaches above, we
obtained an enhanced student model that has successfully learned the knowl-
edge of the teacher model and is able to predict accurate answers using only the
documents as reference information.

4 Experiments

4.1 Datasets

We conduct experiments on a recently proposed MRC dataset, ReCO [35] to
evaluate the validity of our model. To the best of our knowledge, this is the only
large-scale multiple-choice MRC dataset with manually labeled evidence. ReCO
contains 300k document-query pairs, each of them is manually labeled with
evidence. It is worth noting that, during the annotation process, for 46% samples,
the annotators paraphrase or highly summarize the key sentences according to
their understanding, resulting in a situation that not all evidence sentences can
be found in its corresponding document.

In ReCO, three candidate answers are available for each query. In order to
obtain the correct answer, strong inference capability of the model is required.
The dataset contains 280k training samples and 20k test samples, which are
further divided into testing set A (TestA) and testing set B (TestB). TestB is the
complement to TestA in terms of quantity, and can certify the validity of the
model more adequately.
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4.2 Baseline

To evaluate the capability of MRC models and select well-performing teacher
and student models in our framework, we adopt several strong baselines that
perform well on many MRC tasks:

BiDAF [31]: BiDAF uses LSTM as its encoder, and models the relationship
between the question and the answer by a bidirectional attention mechanism.

BiDAF* [26,31]: BiDAF* replaces the traditional word embedding in
BiDAF with ELMO (a language model trained on unsupervised data), which
yields better results.

BERT [4]: A multi-layer bidirectional Transformer, which is pretrained on
large unlabeled data, has outperformed state-of-the-art models in many NLP
tasks.

ALBERT [18]: ALBERT is an improved version of BERT, which reduces
the overall number of parameters, speeds up the training process, and is better
than BERT in many aspects.

Since the evidence sentences in the 46% samples in the ReCO dataset could
not be explicitly found in the corresponding documents, we use generation mod-
els as evidence generators in the pipeline baselines instead of extraction models.

Enc2Dec [33]: We designed a coarse-to-fine framework based on the encoder-
decoder framework. This model encodes documents with an LSTM encoder and
then generates evidence by an LSTM decoder.

Enc2Dec* [33]: In addition to the Enc2Dec model, we adopt the BERT
encoder in the encoder-decoder framework.

4.3 Experimental Setup and Evaluation Metrics

We use ALBERT-base from HuggingFace’s Transformer library1 as the encoder
for our MRC model. For both teacher model and student model as well as the
discriminator D, the learning rate is set to 2e−5, batch size set to 4, hyper-
parameters α and β are chosen from [0–100], specified as α = 0.5 and β = 20,
with temperature coefficient Ω = 2. Since D can easily learn and distinguish the
features obtained from different encoders, we randomly sample 10,000 training
samples each time to train D. We retrain the discriminator every k = 3000
batches. All hyper-parameters are obtained by grid search in the validation
process.

Following the previous work [35], we use accuracy as our metric to evaluate
whether each sample is correctly classified.

4.4 Results

We list the following Research Questions (RQ) as guidelines for experimentation
in our work:

1 https://huggingface.co/.

https://huggingface.co/
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– RQ1: How well did the MRC models perform before incorporating the knowl-
edge distillation strategies, and which model we select to be the teacher or
student model?

– RQ2: Is there a significant improvement in performance after applying our
proposed MSKDTS framework, and does the MSKDTS framework outper-
form the traditional pipeline paradigm?

– RQ3: Whether the feature knowledge distillation we designed can effectively
improve the performance by enabling Estu to imitate the output features of
Etea?

– RQ4: Will the prediction knowledge distillation strategy we employ be effec-
tive in improving the performance of the student model?

Teacher and Student Models. To answer RQ1, this section shows the per-
formance of several baseline models when inputting documents or evidence as
reference information, and compares the performance of different baselines to
select the teacher and student models in the MSKDTS framework.

Table 1. Experimental results on the development set (Dev), testing set A (TestA)
and testing set B (TestB) of the ReCO dataset. The second/third column shows the
result of these models when taking evidence/documents as inference information input
in both training and testing phases. Bold indicates the best model. BERTb and BERTl

denotes BERT base and BERT large, respectively. ALBERTtiny and ALBERTb denotes
ALBERT tiny and ALBERT base, respectively.

Teacher (Evidence) Student (Document)

Dev TestA TestB Dev TestA TestB

Random [35] 33.3 33.3 33.3 33.3 33.3 33.3

BiDAF [31] 68.9 68.3 67.9 55.7 55.8 56.1

BiDAF* [26,31] 70.3 70.9 71.1 58.4 58.9 58.6

BERTb [4] 73.8 73.4 72.8 61.4 61.1 62.0

BERTl [4] 76.3 77.0 76.4 65.5 65.3 65.8

ALBERTtiny [18] 70.9 70.4 71.3 63.1 62.7 62.4

ALBERTb [18] 77.2 77.6 77.0 68.2 68.4 69.1

Human - 91.5 - - 88.0 -

Table 1 shows the performance of several baseline models when evidence and
documents are used as reference information input, respectively. Comparing the
results in Table 1, we can see that irrelevant information in the documents does
have a negative effect on answer prediction (for every model except random,
the performance with evidence as reference information input is superior to the
performance with documents as reference information input), so evidence has
a facilitating effect on answer prediction. Also, the results in Table 1 show that
there is a gap between predicting answers by documents and by evidence even
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for human, which proves the importance of evidence in machine reading com-
prehension.

From the results, we can see that ALBERTb achieves the best performance
and can outperform other BERT-based models when taking evidence and doc-
ument as reference information input, therefore, we choose ALBERTb as both
our teacher and student models.

The teacher model outperforms the student model by 9.2% and 7.9% on
TestA and TestB, respectively. Since the student model is designed to imitate the
behavior of the teacher model in our approach, the performance of the student
model cannot exceed that of the teacher model, i.e., the performance of the
teacher model is the upper bound of our framework, and the lower bound should
be the student model without fine-tuning.

Results on Real Test Scenarios. To answer RQ2, we compared our approach
with the pipeline paradigm and the teacher model and student model (which is
not fine-tuned with our knowledge distillation strategies) as upper and lower
bounds.

Table 2. Experimental results on the development set (Dev), testing set A (TestA),
testing set B (TestB). Enc2Dec(*) + ALBERTb is MRC models with evidence generator
(pipeline paradigm).

Dev TestA TestB

Lower bound 68.2 68.4 69.1

Enc2Dec + ALBERTb 68.6 68.9 69.3

Enc2Dec* + ALBERTb 68.9 69.0 69.6

MSKDTS (Ours) 71.3 71.0 70.8

Upper bound 77.2 77.6 77.0

To validate the effectiveness of MSKDTS, we tested the performance of the
enhanced student model in real scenarios. In real scenarios, the evidence in the
documents is not annotated, and the enhanced student model needs to predict
the results directly based on the documents as reference information.

From the experimental results in Table 2, we can see that:
First, our student model achieves the best performance, outperforming all

the baseline models that do not use evidence. This demonstrates that the
multi-strategy knowledge distillation approach we proposed enables the student
encoder to effectively imitate the output features of the teacher encoder, can
focus on the evidence sentences in the documents.

Second, to compare with the pipeline model, we train an encoder-decoder
model that generates the evidence sentences for each testing sample. The per-
formance of Enc2Dec and Enc2Dec* on the two testing sets is much weaker than
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our fine-tuned student model. Our model outperforms Enc2Dec* by 2.0% and
1.2% on TestA and TestB, respectively.

Third, there is still a gap between our approach and the teacher model, which
shows that it is still a significant challenge of how to engage the model to focus
on the evidence sentences from the documents.

The Effect of Feature Knowledge Distillation. To answer RQ3, we study
the effect of feature knowledge distillation in this section.

Table 3. Experimental results on the development set (Dev), testing set A (TestA)
and testing set B (TestB) to verify the effect of feature knowledge distillation.

Dev TestA TestB

MSKDTS 71.3 71.0 70.8

MSKDTS (k = 10000) 71.0 70.5 70.6

MSKDTS (k = 50000) 70.6 70.3 70.2

MSKDTS-AFL+COSINE 70.7 70.6 70.4

MSKDTS-AFL 70.2 70.1 69.8

We conducted three experiments to demonstrate the effectiveness of adver-
sarial feature learning as a feature knowledge distillation strategy: 1) Testing the
performance of the MSKDTS framework with different hyper-parameters (when
the update frequency k = 10000 and k = 50000 of the discriminator D). 2)
Testing the performance of the MSKDTS framework replacing adversarial fea-
ture learning with the cosine similarity loss between the features of the teacher
model and those of the student model (denoted as MSKDTS-AFL+COSINE),
which enables the two features to have the same angle in the high dimensional
space. 3) Testing the performance of the MSKDTS framework without any fea-
ture knowledge distillation strategies (denoted as MSKDTS-AFL). Table 3 shows
the results of these models.

From these results, we can see that: 1) Our approach outperforms all variants,
which proves the effectiveness of our feature knowledge distillation strategy. 2)
For k = 10000 and k = 50000, the performance degradation is caused by poor
discriminator performance due to updating the discriminator after a larger num-
ber of batches. 3) The cosine similarity loss causes a performance degradation
with −0.4% and −0.4% on TestA and TestB due to features learned based on
specific distances is prone to be approximated from a certain aspect (angle) in
the high dimensional space, which may result in a loss of semantic information.
4) In the absence of feature knowledge distillation, the performance degrades
significantly due to the lack of proximity to the features of the teacher model.

The Effect of Prediction Knowledge Distillation. To answer RQ4, we
study the effect of the prediction knowledge distillation in this section.
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Table 4. Experimental results on the development set (Dev), testing set A (TestA),
testing set B (TestB) to verify the effect of prediction knowledge distillation.

Dev TestA TestB

MSKDTS 71.3 71.0 70.8

MSKDTS-PKD+KL 70.9 70.5 70.3

MSKDTS-PKD 69.7 69.9 70.1

As shown in Table 4, we use KL-divergence (MSKDTS-PKD+KL) to replace
the knowledge distillation loss. This variant causes performance degradation due
to the absence of the temperature coefficient Ω in the knowledge distillation
loss. Therefore, it is difficult for the model to learn small logit values and affects
the knowledge distillation ability. Compared to the model without Prediction
Knowledge Distillation, our model achieves significant improvement. It demon-
strates the effectiveness of prediction knowledge distillation. Compared to the
student model trained with document only (without fine-tuning), it verifies that
the simultaneous use of feature knowledge distillation and prediction knowledge
distillation can effectively improve the performance.

5 Conclusion

We propose a Multi-Strategy Knowledge Distillation based Teacher-Student
framework (MSKDTS) for MRC to address the challenges posed by irrelevant
information in documents for answer prediction. The teacher-student framework
naturally circumvents the error accumulation problem in the traditional pipeline
paradigm and the knowledge distillation strategies enhance the model capability
at the feature and prediction levels. Experiments on the ReCO dataset demon-
strate the effectiveness of our approach.
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Abstract. The predominant approach of visual question answering
(VQA) relies on encoding the image and question with a “black box”
neural encoder and decoding a single token into answers such as “yes”
or “no”. Despite this approach’s strong quantitative results, it struggles
to come up with human-readable forms of justification for the prediction
process. To address this insufficiency, we propose LRRA [Look, Read,
Reasoning,Answer], a transparent neural-symbolic framework for visual
question answering that solves the complicated problem in the real world
step-by-step like humans and provides human-readable form of justifica-
tion at each step. Specifically, LRRA learns to first convert an image into
a scene graph and parse a question into multiple reasoning instructions.
It then executes the reasoning instructions one at a time by travers-
ing the scene graph using a recurrent neural-symbolic execution module.
Finally, it generates answers to the given questions and makes corre-
sponding marks on the image. Furthermore, we believe that the relations
between objects in the question is of great significance for obtaining the
correct answer, so we create a perturbed GQA test set by removing lin-
guistic cues (attributes and relations) in the questions to analyze which
part of the question contributes more to the answer. Our experiments
on the GQA dataset show that LRRA is significantly better than the
existing representative model (57.12% vs. 56.39%). Our experiments on
the perturbed GQA test set show that the relations between objects is
more important for answering complicated questions than the attributes
of objects.

Keywords: Visual question answering · Relations between objects ·
Neural-symbolic reasoning

1 Introduction

Currently, the predominant approach to visual question answering (VQA) relies
on encoding the image and question with a black-box transformer encoder [1,2].
These works carry out complex calculations behind the scenes but only pro-
duce a single token as prediction output (for example, “yes”, “no”) and they
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can not provide an easy-to-understand form of justification consistent with their
predictions. In addition, recent studies have shown that the end-to-end model
can be easily optimized to learn the “shortcut bias” of the data set instead of
reasoning (for example, the model uses the implicit fused question representa-
tions [3,4], the answer can be directly inferred according to certain language
patterns), which tend to undesirably adhere to superficial or even potentially
misleading statistical associations [5], so they do not really understand the ques-
tion, and often perform poorly in the face of complex reasoning problems in
the real world. In order to solve the above insuficiencys, we learn the correct
problem solving process step-by-step mimicking humans and propose a neural-
symbolic approach for visual question answering that fully disentangles vision
and language understanding from reasoning. A human would first (1) look at the
image, (2) read the question, (3) reason and think (4) answer questions. Follow-
ing this intuition, our model deploys four neural modules, each mimicking one
problem solving step that humans would take: A scene graph generation module
first converts an image into a scene graph; A semantic parsing module parses
each question into multiple reasoning instructions; A neural execution module
interprets reason instructions one at a time by traversing the scene graph in a
recurrent manner; Answer generation module predicts the answer with the high-
est probability. These four modules are connected through hidden states instead
of explicit outputs. Therefore, the entire framework can be trained end-to-end
from pixels to answers. In addition, since LRRA also produces human-readable
output from individual modules during testing, we can easily locate the error by
checking the modular output. Our experiments on the GQA dataset show that
LRRA is significantly better than the existing representative model (57.12%
vs. 56.39%). Furthermore, we believe that the relations between objects in the
question is of great significance for obtaining the correct answer, so we create a
perturbed GQA test set by removing linguistic cues (attributes and relations)
in the questions to analyze which part of the question contributes more to the
answer. Ablation experiment further show that the relations between objects
is more important for answering complicated questions than the attributes of
objects. To summarize, the main contributions of our paper are threefold:

– When we give the answer, we also make the corresponding mark on the image
to improve explainability and discourage superficial guess for answering the
questions.

– We propose an end-to-end trainable modular VQA framework LRRA. Com-
pared with contemporary black-box methods, it has interpretability and
enhanced error analysis capabilities.

– We create a perturbed GQA test set that provides an effificient way to validate
our approach on the perturbed dataset. The dataset will be announced soon.

2 Related Work

Visual Reasoning. It is the process of analyzing visual information and solving
problems based on it. The most representative benchmark of visual reasoning



228 Z. Wan et al.

is GQA [6] a diagnostic visual Q&A dataset for compositional language and
elementary visual reasoning. The majority of existing methods on GQA can be
categorized into two families: 1) holistic approaches [7–10], which embed both
the image and question into a feature space and infer the answer by feature
fusion; 2) neural module approaches [11–15], which first parse the question into
a program assembly of neural modules, and then execute the modules over the
image features for visual reasoning. Our LRRA belongs to the second one but
replaces the visual feature input with scene graphs.

Neural Module Networks. They dismantle a complex question into several
subtasks, which are easier to answer and more transparent to follow the interme-
diate outputs. Modules are predefined neural networks that implement the cor-
responding functions of subtasks, and then are assembled into a layout dynami-
cally, usually by a sequence-to-sequence program generator given the input ques-
tion. The assembled program is finally executed for answer prediction [12–14]. In
particular, the program generator is trained based on the human annotations of
desired layout or with the help of reinforcement learning due to the nondifferen-
tiability of layout selection. Recently, Hu et al. [15] proposed StackNMN, which
replaces the hard-layout with soft and continuous module layout and performs
well even without layout annotations at all. Our LRRA experiments on GQA
follows their softprogram generator.

Recently, NS-VQA [16] firstly built the reasoning over the object-level struc-
tural scene repre-sentation, improving the accuracy on CLEVR from the previ-
ous state-of-the-art 99.1% [14] to an almost perfect 99.8%. Their scene structure
consists of objects with detected labels, but lacked the relationships between
objects, which limited its application on real-world datasets such as GQA [6].
In this paper, we propose a much more generic framework for visual reasoning
over scene graphs, including object nodes and relationship edges represented
by either labels or visual features. Our scene graph is more flexible and more
powerful than the table structure of NS-VQA.

Scene Graphs. This task is to produce graph representations of images in
terms of objects and their relationships. Scene graphs have been shown effective
in boosting several vision-language tasks [17–19]. However, scene graph detection
is far from satisfactory compared to object detection [20–22]. To this end, our
scene graph implementation also supports cluttered and open-vocabulary in real-
world scene graph detection, where the nodes are merely RoI features and the
edges are their relations.

3 Approach

We build our neural module network over scene graphs to tackle the visual rea-
soning challenge. As shown in Fig. 1, given an input image andquestion, we first
parse the image into a scene graph and parse the question into a module program,
an then execute the program over the scene graph. Besides, our approach are
totally attention-based, making all theintermediate reasoning steps transparent.
The model framework as shown in Fig. 1.
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Scene Graph Generation. Given an image I, its corresponding scene graph
represents the objects in the image (e.g., girl, hamburger) as nodes and the
objects’ pairwise relationships (e.g., holding) as edges. The fifirst step of scene
graph generation is object detection. We use DETR [22] as the object detection
backbone since it removes the need for hand-designed components like non-
maximum suppression. DETR [22] feeds the image feature from ResNet50 [23]
into a nonau-toregressive transformer model, yielding an orderless set of N object
vectors [o1, o2, · · · , oN ],as in (1). Each object vector represents one detected
object in the image. Then, for each object vector, DETR uses an object vector
decoder (feed-forward network) to predict the corresponding object class (e.g.,
girl), and the bounding box in a multi-task manner. Since the set prediction of
N object vectors is orderless, DETR calculates the set prediction loss by first
computing an optimal matching between predicted and ground truth objects,
and then sum the loss from each object vector. N is fifixed to 100 and DETR
creates a special class label “no object”, to represent that the object vector does
not represent any object in the image.

[o1, o2, · · · , oN ] = DETR (1)

The object detection backbone learns object classes and bounding boxes,
but does not learn object attributes, and the objects’ pairwise relationships. We
augment the object vector decoder with an additional object attributes predictor.
For each attribute meta-concept (e.g., color), we create a classifier to predict
the possi-ble attribute values (e.g., red, pink). To predict the relationships, we
consider all N(N − 1) possible pairs of object vectors, [e1, e2, · · · , eN(N−1)]. The
relation encoder transforms each object vector pair to an edge vector through
feed-forward and normalization layers as in (2). We then feed each edge vector to
the relation decoder to classify its relationship label. Both object attributes and
inter-object relationships are supervised in a multitask manner. To handle the
object vector pair that does not have any relationship, we use the “no relation”
relationship label.

We construct the scene graph represented by N object vectors and N(N −1)
edge vectors instead of the symbolic outputs, and pass it to downstream modules.

ei,j = LayerNorm(FeedForward(oi ⊕ oj)) (2)

Semantic Parsing. The semantic parser works as a “compiler” that translates
the question tokens (q1, q2, · · · , qQ) into an neural executable program, which
consists of multiple instruction vectors. We adopt a hierarchical sequence gener-
ation design: a transformer model [23] first parses the question into a sequence of
Minstruction vectors, [i1, i2, · · · , iM ]. The ith instruction vector will correspond
exactly to the ith execution step in the neural execution. engine. To enable
human to understand the semantics of the instruction vectors, we further trans-
late each instruction vector to human-readable text using a transformer-based
instruction vector decoder. We pass the M instruction vectors rather than the
human-readable text to the neural execution module.
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[i1,i2, ..., iM ] = Transformer(q1, ..., qQ) (3)

Visual Reasoning. The neural execution engine works in a recurrent manner:
At the mth time step, the neural execution engine takes the mth instruction
vector (im) and outputs the scene graph tra-versal result. Similar to recurrent
neural networks, a history vector that summarizes the graph traversal states
of all nodes in the current time-step would be passed to the next time-step.
The neural execution engine operates with graph neural network. Graph neural
network generalizes the convolution operator to graphs using the neighborhood
aggregation scheme [24,25]. The key intuition is that each node aggregates fea-
ture vectors of its immediate neighbors to compute its new feature vector as the
input for the following neural layers. Specifically, at mth time step given a node
as the central node, we first obtain the feature vector of each neighbor (fm

k )
through a feed-forward network with the following inputs: the object vector of
the neighbor (ok) in the scene graph, the edge vector between the neighbor node
and the central node (ek,central) in the scene graph, the (m − 1)th history vector
(hm−1), and the mth instruction vector (im).

fm
k = FeedForward(ok ⊕ ek,central ⊕ hm−1 ⊕ im) (4)

We then average each neighbor’s feature vector as the context vector of the
central node

cmcentral =
1
K

K∑

k=1

fm
k (5)

Next, we perform node classification for the central node, where an “1” means
that the corre-sponding node should be traversed at the mth time step and “0”
otherwise. The inputs of the node classifier are: the object vector of the central
node in the scene graph, the context vector of the central node, and the mth

instruction vector.

smcentral = Softmax(FeedForward(ocentral ⊕ cmcentral ⊕ im)) (6)

where smcentral is the classification confidence score of central node at mth time
step. The node classification results of all nodes constitute a bitmap as the scene
graph traversal result. We calculate the weighted average of all object vectors as
the history vector (hm), where the weight is each node’s classification confidence
score.

hm =
N∑

i

smi · oi (7)

Predict answer. VQA is commonly formulated as a classification problem
where the model learns to answers with one token (e.g., “yes” or “no”). To
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do this, the language output at the last step is passed to a feed-forward network
with softmax activation to obtain the distribution for the predicted answers.

w = atgmax(softmax(wht)) (8)

End-to-End Training: From Pixels to Answers We connect four modules
through hidden states rather than symbolic outputs [26]. Therefore, the whole
framework could be trained in an end-to-end manner, from pixels to answers.
The training loss is simply the sum of losses from all four mod-ules. Each neural
module receives supervision not only from the module’s own loss, but also from
the gradient signals backpropagated by downstream modules. We start from the
pretrained weights of DETR for the object detection backbone and all other
neural modules are randomly initialized.

Fig. 1. The framework of LRRA model

4 Experiments

4.1 Dataset

We demonstrate the value and performance of our model on the “balanced-
split” of GQA v1.1, which contains 1M questions over 140K images with a more
balanced answer distribution. Compared with the VQA v2.0 dataset [27], the
questions in GQA are designed to require multi-hop reasoning to test the rea-
soning skills of developed models. Compared with the CLEVR dataset [28], GQA
greatly increases the complexity of the semantic structure of questions, leading
to a more diverse function set. The real-world images in GQA also bring in a
bigger challenge in visu-al understanding. Following [28], the main evaluation
metrics used in our experiments are accuracy, validity and distribution.
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4.2 Implementation Details

We first pre-trained DETR for object detection, and then fix the parameters in
the backbone to train the scene graph generation model. SGD is used as the
optimizer, with initial learning rate 1e–2 for both training stages. For question
parser, we train with learning rate 7×10−4 for 20,000 iterations. The batch size
is fixed to be 64.

4.3 Results

We evaluated our method on the GQA dataset [6], which contains 1.5 million
questions out of 1.1 million images. We use standard data set splitting. In the
training process, we use the basic facts of the scene graph, reasoning explanation,
and the traversal result of the scene graph for each step. During the test, we only
used images and questions. We will present the state-of-the-art model LXMERT
[1] as a baseline. We report the accuracy of the answers of LXMERT and LRRA.

VQA. We compare our performance both with baselines, as appear in [6], as well
as with other prior arts of VQA model. Apart from the standard accuracy metric
and the more detailed type-based diagnosis (i.e. Binary, Open), we get further
insight into reasoning capabilities by reporting three more metrics [6]: Validity,
and Distribution. The validity metric checks whether a given answer is in the
question scope, e.g. responding some color to a color question. The distribution
score measures the overall match between the true answer distribution and the
model predicted distribution (for this metric, lower is better). As Table 1 shows,
our model achieves competitive accuracy among.

Table 1. VQA results on GQA data sets.

Model Accuracy Distribution ↓ Binary Validity

Language [6] 41.07 16.63 60.39 95.70

BottomUp [29] 49.74 5.60 65.64 94.13

MAC [10] 54.05 5.14 70.49 96.16

LCGN [30] 56.28 4.30 74.87 96.48

Vision [6] 18.93 19.27 36.05 –

LXMERT [1] 56.39 4.80 75.16 96.35

Ours 57.12 3.75 74.87 96.87

Table 2. The accuracy (%) of our question parser and symbolic executor.
Program Acc. repre-sents the accuracy of generated program, which is evaluated
by the accuracy of operation token, arguments token and the function (It is
positive when both operation and arguments in a function are correct). Executor
Acc. represents the accuracy of the answers obtained by our deterministic part
of program executor executed on the ground-truth scene graph, by using ground-
truth (G.T.) and generated (Gen.) program.
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Table 2. The accuracy of LRRA model in question parser and symbolic executor

Data Split Program Acc Executor Acc

Operation Arguments Function G.T Gen

Testdev 96.65 80.49 81.34 - -

Val 97.49 82.50 81.75 96.84 90.46

Re-posuton GQA Dataset and Additional Analysis. Finally, we use a
comprehensive list of attributes obtained by [28] and mask them using a prede-
fined mask token. For effectively masking relationships, we use Spacy POS-
Tagger and mask verbs (VB) and prepositions (PRPN) from the question. The
results are reported in Table 3. For attributes, we see that LRRA performance
drops by 21.35% as compared to 8.07% drop in LXMERT, while for relations,
the margin is more signifificant at 27.73% and 18.33% respectively, thus pro-
viding us a strong convergent evidence for our hypothesis that the relations
between objects is more important for answering complicated questions than
the attributes of objects.

Table 3. Perturbation analysis on testdev set.

Model Acc drop(from→to)

Relations masked

LXMERT 18.33% (55.49%→37.16%)

LRRA 27.73% (57.15%→29.39%)

Attributes masked

LXMERT 8.07% (55.49%→47.42%)

LRRA 21.35% (57.15%→35.80%)

4.4 Example Analysis

Illustrative execution trace generated by our Neuro-Symbolic Concept Learner
on the GQA dataset. Execution traces A and B shown in the figure leads to the
correct answer to the question.

Our model effectively learns visual concepts from data. The symbolic reason-
ing process brings transparent execution trace and can easily handle quantities
(e.g., object counting in Example A).
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Fig. 2. Example of GQA data set generation

5 Conclusion

We present a transparent neural-symbolic reasoning framework for visual ques-
tion answering, providing a human-readable form of justification at each step.
The modular design of our methodology enables the whole framework to be train-
able end-to-end. Our experiments on GQA dataset show that LRRA achieves
high accuracy on answer generation task, outperforming the state-of-the-art
LXMERT results. In addition, Our experiments on the perturbed GQA test
set show that the relations between objects is more important for answering
complicated questions than the attributes of objects. Furthermore LRRA per-
formance drops significantly more than LXMERT, when object attributes and
relationships are masked, hence indicating that LRRA makes a step forward,
towards truly understanding the question.
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Abstract. Zipf’s law is a succinct yet powerful mathematical law in lin-
guistics. However, the meaningfulness and units of the law have remained
controversial. The current study uses online video comments call “danmu
comment” to investigate these two questions. The results are consistent
with previous studies arguing Zipf’s law is subject to topical coherence.
Specifically, it is found that danmu comments sampled from a single
video follow Zipf’s law better than danmu comments sampled from a
collection of videos. The results also suggest the existence of multiple
units of Zipf’s law. When different units including words, n-grams, and
danmu comments are compared, both words and danmu comments obey
Zipf’s law and words may be a better fit. The issues of combined n-grams
in the literature are also discussed.

Keywords: Zipf’s law · Danmu · Internet language

1 Introduction

1.1 Zipf’s Law

Zipf’s law is an important empirical law describing the statistical properties of
many natural phenomena. The law states that the frequency of a word in a given
corpus has an inverse proportion with its frequency rank [53]. Ideally, the word
that ranks first will be twice as frequent as the word that ranks second and so
forth. This quantitative relation is captured in the following equation where f
represents word frequency, r stands for the frequency rank, and C is a constant.

f =
C

r
(1)

Mandelbrot proposed a refinement of Zipf’s original equation by adding two
constants m and β [33]. m is the shifted rank and β is the exponent which is
estimated to be 1. The following equation shows Mandelbrot’s revision:

f =
C

(r + m)β
(2)

Zipf’s law is quite common in natural languages and language-related phe-
nomena. It was found that the translated versions of the Holy Bible in one
c© Springer Nature Switzerland AG 2021
S. Li et al. (Eds.): CCL 2021, LNAI 12869, pp. 239–253, 2021.
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hundred natural languages approximately follow Zipf’s law [36]. Zipf’s law also
holds for artificial languages such as Esperanto, programming languages such as
Python and UNIX [8,32,42].

Beyond languages, Zipf’s law also has a wide coverage in physical, biological,
and behavioral phenomena. Examples include city sizes, webpage visits, scientific
citation numbers, earthquake magnitudes [12,15,39,41].

1.2 Remaining Questions in Zipf’s Law

Zipf’s law has been proposed for more than 70 years, yet a cen-
tral question still persists: why the complex language production pro-
cesses should conform to a mathematically concise equation [40]. While
many studies have successfully demonstrated Zip’s law in languages,
very few explained the underlying cause of word frequency distribu-
tion [35]. It is thus crucial for any explanation of Zipf’s law to make
new predictions and have their assumptions tested with more data [40].

Another question that has been little addressed is the unit in Zipf’s law [11].
In the literature, the majority of studies have used word as the frequency unit to
derive Zipf’s law [11]. However, word may not always be the right unit since the
meaningful components in languages are a combination of words and phrases
[48]. Moreover, word as an umbrella term can be difficult to define linguistically
[14]. Even if we get by with words, empirical data show that other units such
as phrases and combined n-grams sometimes fit Zipf’s law better than words
[17,48]. Therefore, it is important to compare how different units obey Zipf’s
law before taking word for granted as the default unit.

1.3 Goal of the Current Study

The current study uses danmu comments as data to explore the meaningfulness
and unit of Zipf’s law. It aims to answer three questions: 1. Do danmu comments
follow Zipf’s law? 2. Is there an optimal unit of Zipfian distribution in danmu
comments? 3. What does the distribution of danmu comments imply for the
meaningfulness of Zipf’s law?

The study can contribute to research on Zipf’s law in three ways. First, it
extends Zipf’s law to new data. Although it is tempting to assume that Zipf’s
law is universal, it is advocated that we should examine the data first [25]. In
that case, we can identify new data which follow Zipf’s law and reject false data
that are assumed to exhibit Zipf’s law. Second, it can advance our understanding
of Zipf’s law in internet language. Previous studies have examined how search
terms in searching engine and tags in online blogs exhibit Zipf’s law [7,28].
However, these items are not very different from words in regular texts in terms
of length and composition. In comparison, danmu comments have features that
are not commonly found in normal texts such as a large amount of code-mixing
and neologisms. Finally, comparing how different units follow Zipf’s law may
provide indirect evidence to the cause and meaningfulness of Zipf’s law.
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1.4 Danmu Comments

Danmu comments, or danmaku in Japanese, is an emerging type of commentary
system for online videos [50]. Danmu comments first appeared in Niconico, a
Japanese video sharing website and spread to China afterwards [51]. Danmu com-
ments are scrolling anonymous comments on the screen that allow participants to
express feelings or opinions while watching a video [1]. When danmu comments
become dense, they can cover the entire screen and create a visual impression
resembling the artillery barrage in warfare. Therefore, this type of comments
acquires the name “danmu” which literally means “barrage” in Chinese [9].

There are three characteristics of danmu comments worth pointing out. First,
danmu comments are comprised of diverse symbols, including linguistic symbols,
digits, punctuation, emoji, etc. [23]. Second, danmu comments often employed
homophones called mishearing or soramimi [38]. Some danmu comments sound
similar to what is said in the video, but convey different meanings. Third, danmu
comments have independent meanings from the video such that users can be as
much interested in the danmu comments as in the video itself [38]. Some users
just watch a video for the sake of danmu comments.

2 Previous Work

2.1 Meaningfulness of Zipf’s Law

Despite its seeming omnipresence, the origin of Zipf’s law remains a contro-
versy [6]. In particular, whether Zipf’s law is meaningful has been heatedly
debated. In the literature, there are mainly four accounts of Zipf’s law in natu-
ral languages: random account, stochastic account, communication account, and
semantic account [40].

The first account is the random account. This view demonstrates mathemat-
ically that random texts can exhibit Zipf’s law and concludes Zipf’s law is purely
a statistical phenomenon without linguistic meanings [24,34]. For example, Li
(2002) created random texts by inserting M + 1 symbols in each position with
one of the symbols being the word boundary [25]. The random “words” were
then extracted based on the word boundary symbol. Both mathematical proof
and numerical simulation showed that the random “words” follow Zipf’s law.
Similarly, random sequences consist of symbols from a set of M symbols with
equal probability are also shown to conform to Zipf’s law [54].

The second view draws on a stochastic model. Simon (1955) postulated that
a power-law distribution will take shape if new elements grow at a constant
rate and old elements reoccur at a rate proportional to their probability in all
elements that have appeared [45]. Similarly, Barabási and Albert (1999) proposed
that growth and preferential attachment are the origin of scale-free power-law
distribution [3]. On the one hand, new vertices are added as the network grows.
On the other hand, new vertices prefer to attach to vertices that already have
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many connections. Removing either factor will eliminate the scale-free features
in the network.

The third view argues the origin of Zipf’s law is the results of optimal com-
munication. Zipf (1949) proposed least effort is the fundamental principle gov-
erning all human actions [53]. This principle entails two types of economy: the
speaker’s economy which prefers to express all meanings with one word and
the auditor’s economy that favors a one-to-one mapping between meanings and
word forms. Ultimately, Zipf’s law is a vocabulary balance between these two
conflicting forces. Cancho et al. (2003) implemented Zipf’s idea of least effort
with an energy function defined as the sum of the effort for the hearer and the
effort for the speaker [6]. The model showed that Zipf’s law is the compromise
between the needs of the both the hearer and the speaker.

Finally, the semantic view presumes that word frequency is determined by
semantics. It is argued that word meanings tend to expand and people are reluc-
tant to use too many synonyms. Under the influence of these two forces, words
meanings develop into a semantic space with multiple layers, which give rise to
Zipf’s law [35].

2.2 Units in Zipf’s Law

Studies on Zipf’s law in Indo-European languages have predominately used word
as the unit. However, as mentioned before, the concept of word can be ambiguous.
More importantly, empirical evidence shows that other linguistic units may also
fit Zipf’s law.

Kwapieńand Drożdż (2012) studied the distribution of words and lemmas
(i.e. the dictionary form of words) in one English text and one Polish text [22].
It was found that words and lemmas have similar distribution in the English
text, but not in the Polish text. It was also pointed out that Zipfian-like scaling
covers wider range in words than in lemmas.

In a follow-up study, Corral et al. (2015) conducted a large-scale comparison
on how words and lemmas follow Zipf’s law in single-authored texts of 4 different
languages [11]. These languages range from morphologically poor language to
morphologically rich language (i.e. English, Spanish, French, and Finnish). The
authors found that Zipf’s law holds for both word and lemmas.

Williams et al. (2015) compared different linguistic units with three kinds
of text partition: (1) no whitespace serves as the word boundary and clauses
remain clauses (2) each whitespace has 50% chance of being the word boundary
and clauses are cut into phrases of one or more words (3) every whitespace is
treated as the word boundary and clauses are segmented into words [48]. The
results showed that both words and phrases yielded β (i.e. exponent of Zipf’s
law) close to 1, but phrases (β = 0.95) may be a better fit than words (β =
1.15).

Ha et al. (2009) extend Zipf’s law to n-grams in English, Latin, and Irish with
large corpora [17]. It was found that word frequency in English follows Zipf’s
law only up to the rank of 5000 while Latin and Irish words follow Zipf’s law
till the rank of 30000. In addition, none of the individual n-grams (i.e. bigrams,
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trigrams, 4-grams, 5-grams) in the three languages fit the Zipf’s curve. However,
when all the n-grams from unigrams to 5-grams are combined, the data in the
three languages all become close to Zipf’s curve for almost all ranks. The study
suggested that combined n-grams are a better fit for Zipf’s law than words.

For languages like Chinese and Tibetan, there are no whitespaces to mark the
word boundary. As a result, multiple linguistic units exist in the written corpora.
For example, apart from word, Chinese also has a conventional linguistic unit
called “character”. Character is the basic unit in Chinese writing system and
one character often corresponds to one morpheme and one syllable [13].

Guan et al. (1999) compared Zipf’s law in three linguistic units including
characters, words, and bigrams and concluded that Zifp’s law applies to all three
units [16]. Another study also showed that Chinese characters are similar unit
to English words in following Zipf’s law using short texts [13]. However, neither
studies clarified how well each unit fits. Wang et al. (2005) found that Chinese
character frequency obeys Zipf’s law in texts written before Qin dynasty but not
anymore afterwards [46]. The authors attributed the change to the unification
of Chinese characters in Qin dynasty, which leaves little room for the growth of
new characters.

Ha et al. (2003) showed the distribution of single characters fall below the
expected Zipf’s curve in Mandarin news corpora [18]. However, bigram curve
fits Zipf’s law better than any other n-grams. Moreover, when all n-grams are
combined, the data approximately followed Zipf’s law for nearly all ranks. Chau
et al. (2009) found similar patterns in the distribution of Chinese characters in
web searching [7]. They found that bigrams fit the Zipfian distribution better
than other n-grams. In addition, the combined n-grams also approximately follow
Zipf’s law.

In Tibetan, there are super character (i.e. a cluster of consonants and vowels),
syllable (a combination of one to seven phonemes), and words [27]. It was found
that syllable and word fit Zipf’s law while super character does not, when n-
grams from unigrams to 5-grams are combined.

There are also units beyond characters, words and phrases in internet lan-
guages. It was also shown that the distribution of hashtags on twitter follows
Zipf’s law [9,37]. The tags in Chinese blogs also approximately fit Zipf’s law
[28]. In addition, the number of microblog reposts on Sina Weibo obeys Zipf’s
law [52].

Some non-word symbols also obey Zipf’s law. For example, the frequency
of emoji used in the discussion of a topic on Chinese microblogging platform
follows Zipf’s law [26]. Punctuation in novels written in six Indo-European lan-
guages is very similar to words in obeying Zipf’s law [21]. Williams et al. (2017)
further showed that whitespace should also be considered as a word in Zipf’s
law [49]. Furthermore, both studies showed that when punctuation is added to
the analysis, the discrepancy between the power-law and the shifted power-law
is resolved.
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3 Research Method

3.1 Data

The current study used two datasets. The first dataset contains longitudinal
danmu comments in a single video and the second dataset includes danmu com-
ments from different videos in 8 categories.

All data come from Bilibili.com, which is the most popular danmu-supported
video sharing site in China. The 2020 fourth quarter and fiscal year financial
results published by Bilibili Inc. showed that the average monthly active users
(MAUs) reached 202 million and the average daily active users (DAUs) rose to
54 million [4].

The first dataset was collected by the author and the video was selected
for three reasons (https://www.bilibili.com/video/BV1HJ411L7DP). First, it
underwent an abrupt growth. The video was originally uploaded in January
2020, but did not become popular until November 2020. As of March 26, 2021,
the video has been watched for more than 30.6 million times and the audience has
created more than 90000 danmu comments. Second, the video and its danmu
comments have popularized numerous internet buzzwords such as haoziweizhi
‘mouse tail juice’ and bujiangwude ‘have no martial ethincs’. Finally, the video
was relatively recent so the danmu comments can be traced back to the first day
the video was published. The Bilibili official API was used to scrape the historical
danmu comments between January 5 2020 and March 31 2021. After removing
the duplicated items, the author obtained 48459 danmu comments, which is
almost half as many as the total danmu comments in the video. Because the
Bilibili official API only allows a maximum of 1000 danmu comments for each
day and some danmu comments can repeat on different days, it is impossible to
get the complete danmu comments.

The second dataset was compiled by the Big Data Lab at University of Sci-
ence and Technology of China [30,31]. 7.9 million danmu comments were crawled
from 4435 videos in 8 categories: anime, movie, dance, music, play, technol-
ogy, sport, and show. On average, each video provides 1786 danmu comments.
Although the authors did not report, it is very likely that the second dataset
only collects live danmu comments instead of the complete historical danmu
comments as did in the first dataset.

It is worth noting that the two datasets have three major differences: top-
ical homogeneity/heterogeneity, temporal homogeneity/heterogeneity, and size.
First, one dataset comes from a single video while the other is extracted from
videos of mixed categories. Second, the first dataset contains diachronic danmu
comments but the second dataset only includes synchronic danmu comments.
Finally, the second dataset is much larger than the first one.

3.2 Hypotheses

The current study postulates two hypotheses regarding the meaningfulness and
unit of Zipf’s law. The hypotheses will then be tested on the two danmu datasets.

https://www.bilibili.com/video/BV1HJ411L7DP
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The first hypothesis states that Zipf’s law in languages is not a random
process. Instead, Zipf’s law must be associated with semantics because we use
words to express meanings [35,40]. This hypothesis is based on three arguments
against the random account for Zipf’s law.

First, almost all the studies generated random texts with the assumption
that each symbol appears with equal probability and thus the frequency of a
sequence should decrease monotonically with its length [35]. However, this is
not the case for natural languages. It was shown that words with three letters
are the most frequent in both English and Swedish [44]. Russian data also showed
that words with five to ten letters are used most frequently [35]. Second, even
though random texts may exhibit Zipf’s law-like distribution, the distribution
in random texts is not identical to real texts. When words are restricted to a
certain length, random texts no longer have the Zipfian distribution [5]. Random
texts can also be easily differentiated from natural texts by vocabulary growth
[10]. Third, the words are used by human beings whose behaviors are far from
random. Barabási (2005) argued that humans select tasks according to the pri-
ority, rather than acting randomly [2]. It was found that human behaviors are
characterized by abrupt bursts and long waiting times between the bursts in
email communication. This pattern is different from the regular inter-event time
predicted by the Possion distribution, which assumes human activities are ran-
dom. In addition, acting randomly turns out to be a very difficult task for most
people [20]. In a psychological experiment, participants were asked to generate
600 random sequences using digits from 1 to 9 [43]. It was shown that even at the
eighth sequence, participants’ choice of digits can be predicted with an average
accuracy rate of 27%, whereas the chance performance is 11%.

The second hypothesis assumes that there is a unit that best fits Zipf’s law in
linguistic data. The unit must be meaningful and directly observable. According
to the first hypothesis, Zipf’s law is closely related to meaning. Therefore, the
unit in Zipf’s law should be carriers of meaningful information. Moreover, it was
suggested that direct measurements is more likely to yield Zipfian distribution
than derived measurements [25].

3.3 Predictions for Danmu Comments

It is predicted that danmu comments will follow Zipf’s law because danmu com-
ments are meaningful and not random. Danmu comments are used to commu-
nicate opinions and emotions and may also contain meanings independent of
the video content. In addition, He and al. (2017) showed danmu comments in
the same video entail a herding effect and multiple-burst phenomena [19]. This
pattern is similar to the burst phenomenon in Barabási (2005) which contends
that human actions are not random [2]. In addition, danmu comments in a sin-
gle video will fit Zipf’s law better than those in mixed videos because danmu
comments in a single video is more topically coherent. Williams et al. (2016)
argued that Zipf’s law occurs in topically coherent texts. For example, dictio-
naries, encyclopedias, subjects on questions and answers exhibit poor fit of Zipf’s
law [47].
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In terms of the units, it is predicted that danmu comments or words are
the unit of Zipf’s law. There are at least three linguistic units: danmu com-
ments, words and n-grams. Both danmu comments and words are meaningful
and directly observable. It is thus expected that the frequency of danmu com-
ments or words will conform to Zipf’s law.

4 Results and Discussion

4.1 Danmu

In order to examine whether danmu comments follow Zipf’s law, raw danmu
comments were used for analysis. No prepossessing such as lowercase conversion
was conducted. Table 1 shows the top 10 danmu comments in each dataset.

Table 1. Top 10 danmu comments in two datasets

Fig. 1. Distribution of danmu, clauses, and words in log-log plots. Subfigure (a) shows
the distribution of danmu in two datasets. Subfigure (b) shows the distribution of
danmu, clause, and words distribution in a single video.
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Note that the two datasets differ in diversity and size. The first dataset
came from a single video while the second dataset was taken from more than
4000 videos. In addition, the first dataset has only 46754 items but the second
dataset contains 7.9 million items. If danmu comments follow Zipf’s law in the
same way as random texts, we should expect to see the second dataset fits Zipf’s
law better because it has higher diversity and larger size.

There are two methods to fit Zipf’s law: ordinary least squares (OLS) and
maximum likelihood estimation (MLE). It was shown MLE fits better than OLS
for both Chinese and English data [29]. In the current study, the Zipf’s exponent
β was obtained by fitting the log-transformed data using MLE. Mandelbrot’s
revision (Eq. 2) was used to derive the likelihood function below:

L(θ|r) =
N∏

r=1

fr ∗ 1/(r + m)β

N∑
r=1

1/(r + m)β

(3)

The frequency and rank of danmu comments were log-transformed and plot-
ted in Fig. 1a. The exponent in single video danmu is 0.806 and the exponent in
mixed video danmu is 0.668. The baseline value for β is 1, as represented by the
dashed line.

The results suggest that danmu comments also approximately obey Zipf’s
law. More importantly, danmu comments in single video fits Zipf’s law better.
This finding is compatible with Williams et al. (2016), who proposed that Zipf’s
law is the result of coherent language production and thus topically coherent
texts tend to fit Zipf’s law better [47].

So far we have some evidence for the Zipfian distribution of raw danmu
comments in the first dataset. In the next three sections, other linguistic units
including clauses, words, and n-grams will be analyzed. Due to space constraints,
only the results in the first dataset will be reported.

4.2 Clauses

Danmu comments have various lengths. Some are composed of clauses or sen-
tences, such as “Did not dodge, it was funny” and “Why are you asking what’s
going on? Just look at the right eye”. Thus, clauses can serve as an intermediate
stage between danmu comments and words.

The current study uses comma, period, colon, semi-colon, question mark,
exclamation mark, and ellipsis in both Chinese and English are as delimiters to
cut danmu into clauses. The frequency of the clauses is fitted to Mandelbrot’s
revision (Eq. 2) using MLE. The exponent β of clauses is 0.832, slightly closer
to 1 than the raw danmu.

4.3 Words

Although methods for Chinese word segmentation are mature, the current study
used unigrams and bigrams of Chinese characters as a proxy to Chinese words.
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This practice is adopted for two reasons. First, word-segmentation can be
difficult to apply to mixed language. Code-mixing and language variants are
very common in Internet language. In Table 1, is an example of code mixing and
language variants can be found in , , of different lengths. Second, using characters
allows the current study to be comparable to previous studies such as Chau et
al. (2009), who investigated character usage in Chinese web searching [7].

Before analyzing word frequency, numbers and punctuation were removed
from the danmu comments. Strings in Chinese, Japaneses, and Korean were
segmented by character or syllable. String in Indo-European languages were
segmented by whitespaces. Contractions such as “’s” and “n’t” were restored to
the original words as “is” and “not”.

The unigrams and bigrams are a mixture of different languages, including
Chinese, Japanese, Korean, English, French, German, etc. Linear regression was
used to calculate Zipf’s exponent for each linguistic unit. As shown in Fig. 1b,
the exponent β in danmu, clauses, unigrams, and bigrams are 0.806, 0.832 1.271,
and 0.922 respectively. Evidently, bigrams best fit Zipf’s law. This finding is also
consistent with previous studies [7,18,48]. The studies found that bigrams follow
Zipf’s law better than unigrams in Chinese and phrases fit Zipf’s law better than
words in English. Furthermore, the exponent in bigrams is less deviated from 1
than that in danmu comments, though both are close to 1. This may suggest
that there are different units for Zipf’s law in Chinese internet language, but
bigrams or words are still the most basic linguistic unit.

The implications of the findings are twofold. It suggests that multiple lin-
guistic units in the same data can fit Zipf’s law, similar to the distribution of
lemmas and words in Indo-European languages [11,22]. The findings also filled a
gap in previous studies on Zipf’s law in internet language. The internet language
potentially involves different linguistic units, however, those different units were
not directly compared in previous studies. For example, character usage in web
searching was looked into without comparing it to the query terms [7]. Frequen-
cies of hashtags and blog tags were also examined, but no comparison has been
made with regard to characters or words that constitute the hashtags or tags
[9,28,37].

4.4 N-grams

Another issue that needs to be addressed is n-grams. According to the hypotheses
of unit in Zipf’s law proposed in the current study, the unit has to be meaningful
and directly observable. However, this is not always the case for n-grams. N-
grams are derived data and sometimes do not make sense. Consequently, they
should not be considered as the unit for Zipf’s law. However, several studies
reported that the combined n-grams fit Zipf’s law for almost all ranks regardless
of the languages and the unit chosen for creating n-grams [7,17,18].

Ha et al. (2009) provided an explanation for the behavior of combined n-
grams with randomly generated bits [17]. The paper claimed that the extension
of Zipf’s law to n-grams may arise from pure probabilities and called for an
re-examination of the theoretical motivation of Zipf’s law.
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To attest the argument, the current study compared separated n-grams and
combined n-grams of different symbols, including words, numbers, and punctua-
tion. The n-grams for these symbols were extracted from each danmu comment
and then merged together.

The log-log plots for different symbols are shown in Fig. 2 and the Zipf’s
exponents were presented in Table 2. As can be seen in the table, the combined
n-grams have smaller β values than unigrams in all three types of symbols. This
characteristic is the same as reported in previous studies.

However, after taking a closer look, the advantage of combined n-grams is not
so ubiquitous. In the column of punctuation n-grams, the combined n-grams are
only better than the unigrams and bigrams. The β value of combined n-grams
of punctuation is also much higher than that of words and number.

Punctuation usually includes one symbol such as “?” and some may contain
two or three symbols such as “[ ]” and “!!!”. It is hard to interpret what 4-grams
and 5-grams of punctuation mean, yet their exponents are all closer to -1 than
the combined n-grams. A possible explanation is that the combined n-grams
may be a statistical smoothing. Because punctuation data have few 4-grams
and 5-grams, the smoothing does not have a strong effect. On the contrary, the
combined n-grams for words are much for effective.

In summary, combined n-grams are the best fit for Zipf’s law for both words
and numbers. However, the somewhat meaningless punctuation 4-grams and 5-
grams fit Zipf’s law better than the combined n-grams.

Table 2. Zipf’s exponent for n-grams of different symbols

Types Exponent in words Exponent in numbers Exponent in punctuation

1-gram 1.271 1.465 2.305

2-gram 0.922 0.764 1.708

3-gram 0.842 0.692 1.255

4-gram 0.775 3.282 1.250

5-gram 0.687 4.997 1.306

Combined 0.956 1.155 1.444

5 Conclusion

The current study explored Zipf’s law with novel datasets from danmu com-
ments, which is an emerging type of online video comments and internet
language.

Specifically, the study has three findings. First, danmu comments also follow
Zipf’s law and danmu comments from topically homogeneous video fit Zipf’s
law better. The findings suggest that Zipf’s law may be driven by semantic
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Fig. 2. N-grams of different symbols in log-log plots. Subfigure (a), (b), (c) shows
N-grams of words, numbers, and punctuation respectively.

motivations. Second, danmu comments, clauses, and character unigrams and
character bigrams in danmu comments all follow Zipf’s law. There seems to be a
continuum of fitness in the order of bigrams, clauses, and danmu comment. The
results indicate that multiple units for Zipf’s law may exist even in the same
data. Finally, different from previous studies, combined n-grams do not always
have the best fit for Zipf’s law. It is argued that combined n-grams may be
considered as a statistical smoothing rather than a manifestation of Zipf’s law.

There are two limitations of the datasets. First, danmu comments are cumu-
lative and may change over time. Therefore, a temporal analysis of danmu com-
ments is necessary in the future. In addition, the danmu comments from a single
video seems to fit Zipf’s law. However, the dataset is relatively small and larger
data from more videos are needed to validate the Zipfian distribution in danmu
comments.

Internet has greatly changed the way we use languages and multilingualism
is becoming increasingly popular. Studies on Zipf’s law in internet language will
help us understand the language phenomena better.
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Abstract. For text-level discourse analysis, there are various discourse
schemes but relatively few labeled data, because discourse research is
still immature and it is labor-intensive to annotate the inner logic of
a text. In this paper, we attempt to unify multiple Chinese discourse
corpora under different annotation schemes with discourse dependency
framework by designing semi-automatic methods to convert them into
dependency structures. We also implement several benchmark depen-
dency parsers and research on how they can leverage the unified data
to improve performance (The data is available at https://github.com/
PKU-TANGENT/UnifiedDep.).

Keywords: Discourse parsing · Discourse resources · Discourse
dependency framework

1 Introduction

Discourse parsing aims to construct the logical structure of a text and label
relations between discourse units, as shown in Fig. 1 and Fig. 2. Various discourse
corpora have been developed to promote the discourse parsing technique. There
exist multiple discourse schemes such as Rhetorical Structure Theory (RST) [1]
and PDTB [13], which act as guidelines of various discourse corpora. At the
same time, text-level discourse annotation is complicated and laborious, so the
scale of a single discourse corpora is often much smaller compared with other
NLP tasks.

One way to conquer data sparsity is to use different discourse corpora through
multi-task learning. One way to conquer the data-sparsity problem is to multi-
task learning multiple corpora simultaneously. Prior efforts on that mainly focus
on discourse relation classification between two text spans, without considering
the whole discourse structure [7,8], since one principle of multi-task learning is
that the tasks should be closely related, but the discourse structures of different
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corpora vary a lot, e.g. shallow predicate-arguments structure (e.g. the relations
in Fig. 1) and deep tree structure (e.g. the CDTB tree in Fig. 2).

In this work, we explore another possible way to simultaneously leverage dif-
ferent corpora: we unify the existing discourse corpora under one same framework
to form a much larger dataset. Our choice for this unified framework is depen-
dency discourse structure (DDS), where elementary discourse units (EDUs) are
directly related to each other without consideration of intermediate text spans.
Because as [9] have argued, DDS is a very general discourse representation frame-
work, and they adopt a dependency perspective to evaluate the English discourse
corpora RST-DT [1] and the related parsing techniques.

Our work explore the feasibility of unifying discourse resources under depen-
dency framework with consideration of the following two questions: (i) How to
convert other discourse structures into DDS? (ii) How to make the best use of
the unified data to improve discourse parsing techniques?

Oriented by the questions above, we unify three Chinese discourse corpora
under dependency framework: HIT-CDTB [18], SU-CDTB [6] and Sci-CDTB
[2]. HIT-CDTB adopts the predicate-argument structure similar to PDTB, with
a connective as predicate and two text spans as arguments. Following rhetori-
cal structure theory (RST), SU-CDTB uses a hierarchical tree to represent the
inner structure of each text, with EDUs as its leaves and connectives as interme-
diate nodes. Sci-CDTB is a small-scale DDS corpus composed of 108 scientific
abstracts. It is the only Chinese DDS corpus as far as we know.

The primary obstacle of unifying these corpora is inconsistency of the repre-
sentation schemes, such as granularity of EDU and definition of relation types.
Besides, the predicate-argument structure of HIT-CDTB leads to the problem
that some discourse relations between adjacent text spans are absent, so that
the information provided by the original annotation might be insufficient to
form a complete dependency structure. To tackle these problems, we redefine
granularity of EDU, conduct mapping among different relation sets, and design
semi-automatic methods to convert other discourse structures into DDS. As the
automatic part, we design the dependency tree transformation method for each
corpora. As the manual part, we proofread all the segmentation of EDUs to
follow the same definition, complement necessary information, and correct the
transformed dependency trees.

Different from [9] who only consider conversion between RST and DDS, we
attempt to unify more discourse schemes into dependency framework and explore
whether discourse parsing techniques can be promoted by the unified dataset.
Here we implement several discourse dependency parsers and research through
experiment on how they can leverage the unified data to improve performance.
Then we give out our findings about how to make better use of the unified
discourse data.

Contributions of this paper are summarized as follows:

– we propose to integrate the existing discourse resources under a unified frame-
work;
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– we design a unified DDS framework and convert three Chinese discourse cor-
pora into dependency structure in a semi-automatic way and get a unified
large-scale dataset;

– we implement several discourse dependency parsers and explore how the uni-
fied data can be leveraged to improve parsing performance.

2 Background

In this section we mainly introduce the three Chinese discourse corpora: HIT-
CDTB, SU-CDTB and Sci-CDTB, which we use in this work.

HIT-CDTB. Borrowing the discourse scheme of PDTB, HIT-CDTB adopts one-
predicate two-arguments structure, where a connective serves as the predicate
and two text spans as two arguments, as shown in Fig. 1. The connective can be
either explicitly identified if it already exists in the original text, or implicitly
added by annotators, while the arguments can be phrases, clauses, sentences, or
sentence groups. Each connective corresponds to a relation type. In total, there
are 4 coarse-grained types (i.e., temporal causal, comparative and extension) and
22 fine-grained types (e.g., temporal is further divided as synchronous and asyn-
chronous). The documents cover multiple domains, such as news, editorials and
popular science articles. When labeling each document, the discourse relations
are labeled locally by only considering adjacent text spans, so a complete logical
structure of the text may not be obtained.

SU-CDTB. Similar to RST, SU-CDTB represents the inner structure of a text
with a hierarchical tree with EDUs as leaves, and uses connectives as intermedi-
ate nodes to indicate rhetorical relations. The whole text is first divided into sev-
eral text spans which are recursively divided until getting EDUs. In SU-CDTB,
EDUs are segmented according to the punctuation marks. The nucleus-satellite
relation structure in RST is retained through arrows in the trees. Connectives in
SU-CDTB are also given some relation attributes. 500 news documents from the
Chinese Treebank [15] are annotated. A discourse tree is constructed for each
paragraph rather than the entire document, with an average of 4.5 EDUs per
tree, which are relatively shallow. Besides, the top-down constructed tree can-
not cover some particular discourse structures, such as non-adjacent relations.
So parsers trained only with this corpus are not very likely to analyze more
complex discourse logic.

Sci-CDTB. Sci-CDTB is a small Chinese discourse dependency corpus, where
EDUs are directly connected with discourse relations without intermediate levels.
Its definition of EDU refers to RST-DT, with some modifications based on the
linguistic characteristics of Chinese. The head of each EDU and the relations
between them are annotated. Sci-CDTB is a small-scale corpus, only composed
of 108 annotated scientific abstracts, so it is hard to support the training of a
competitive discourse parser. It is the only Chinese DDS corpus to the best of
our knowledge.
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3 Unifying Discourse Corpora

In this section, we introduce how to convert the three discourse corpora into
one unified framework, which mainly involves two aspects, i.e., EDU segmenta-
tion and dependency tree construction. Here, we adopt the EDU segmentation
guideline of Sci-CDTB, which is similar to RST-DT [1]. Basic discourse units
of SU-CDTB and HIT-CDTB are divided mainly based on punctuation marks,
which is inconsistent with our EDU definition, so we manually re-segment their
EDUs to ensure the same segmentation rules.

As for dependency tree construction, we should ensure correctness of both
the tree structure and the relations between them. In a dependency tree, each
relation connects a head EDU to a dependent EDU. Each EDU should have
one and only one head. As the three corpora adopt different relation sets (22
relation types in HIT-CDTBdep, 18 in SU-CDTBdep

1 and 26 in Sci-CDTB), dur-
ing conversion we keep the relations unchanged for each corpus, and then map
them into 17 predefined relation types, which are basically the same as the ones
of SU-CDTB, except that relation example illustration is merged into explana-
tion. It requires to be further investigated whether there is a more appropriate
mapping, and there exists the possibility that these relation sets have inherent
incompatibility.

Experiments are conducted both before and after relation mapping.

3.1 Conversion of HIT-CDTB

Fig. 1. An example text in HIT-CDTB and its conversion result of DDS. Underlined
texts are arguments of labeled HIT-CDTB discourse relations. The dependency rela-
tions derived from the original corpus are represented with solid lines in the conversion
result, while the ones complemented during conversion are with dotted lines.

1 HIT-CDTBdep and SU-CDTBdep refer to the converted HIT-CDTB and SU-CDTB
before relation mapping.
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Fig. 2. An example SU-CDTB tree and its conversion result of DDS

Formally, a discourse relation in HIT-CDTB can be denoted as R = <relHIT ,
con, ARG1, ARG2>, where relHIT is a relation type, con a connective, and
ARG1, ARG2 are two arguments. The arguments can be phrases, clauses, sen-
tences or sentence groups. We will use the example in Fig. 1 to elaborate the
conversion process of HIT-CDTB.

For the example, HIT-CDTB labels two inner-sentence relations and one
inter-sentence relation, which can not form a complete tree for the text. As prepa-
ration for DDS construction, EDU segmentation is conducted with an pre-trained
segmenter [17], which are then manually checked to ensure quality. With EDUs
as basic units, we utilize the original relations labeled in HIT-CDTB and com-
plement some relations to construct a complete dependency tree. For instance,
the relations derived from the original corpus and the ones complemented during
conversion are respectively represented with solid lines and dotted lines in the
conversion result of Fig. 1.

Specifically, assume that Ui is the EDU set covered by Argi (i = 1, 2), the
absent relations are first complemented to construct a complete dependency
subtree. We generate these complemented relations in a rule-based way, by sum-
marizing common discourse markers for each relation type. For example, dis-
course markers for Temporal relation include (when), (before),
(after). Then, with two subtrees for U1 and U2, we replace U1 and U2 with their
root EDUs as the arguments of R′ (e.g., Causality relation between u1 and u3

in Fig. 1). Finally, all the automatically-added relations are manually checked
by two annotators.
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3.2 Conversion of SU-CDTB

Like RST, SU-CDTB represents the inner structure of a text with a hierarchical
tree, with EDUs as its leaves and connectives as its intermediate nodes. The
“nucleus-satellite” structure in RST is retained through the arrows on the tree.
In SU-CDTB, EDU segmentation is conducted according to punctuation marks.
Figure 2 shows an example discourse tree in SU-CDTB and its conversion result
of DDS.

The conversion process consists of three steps. First, as the annotation
scheme of SU-CDTB is similar to that of RST-DT, we conduct conversion in
a way similar to the algorithm of transforming RST-style discourse trees into
DDS [4,5,10]. Then, we further subdivide some of the EDUs because EDU
granularity in SU-CDTB is larger than our definition. Finally, we manually
label the relations between newly-segmented EDUs, such as f1 and f2 in Fig. 2.
As SU-CDTB constructs a complete tree for each text, the conversion process is
relatively labor-saving.

3.3 Corpus Statistics

Size of HIT-CDTBdep, SU-CDTBdep and Sci-CDTB are presented in Table 1.
We also list the statistics of RST-DT and SciDTB [16], an English dependency
corpus, for comparison. We can see that Sci-CDTB has a much smaller scale
than HIT-CDTBdep and SU-CDTBdep. HIT-CDTBdep and SU-CDTBdep have
similar number of relations, but the average length of each document (531.7 char-
acters, 28.6 EDUs) in HIT-CDTBdep is larger than that in SU-CDTBdep (94.8
characters, 4.8 EDUs). Size of the unified DDS corpus Unifieddep is comparable
to the two English discourse corpora.

Two annotators have participated in the manual labeling work. It takes them
about 3 months and 3 weeks respectively to do the manual annotation and check-
ing for HIT-CDTB and SU-CDTB. In comparison, it takes two annotators 3
months to build Sci-CDTB from scratch, which has a much smaller scale than
the converted data, showing that converting existing resources is a relatively effi-
cient way to generate dependency discourse dataset. Conversion of SU-CDTB is
less time-consuming because its discourse structure is more complete than HIT-
CDTB. For HIT-CDTB, annotators take much more time on EDU segmentation
and tree completion, since this corpus is constructed bottom up and its scheme
is more different from our discourse dependency framework. Table 2 shows dis-
tribution of the five most frequent relations in each corpus. We can see that the
relation distribution in Sci-CDTB is quite different from the other corpora.

4 Dependency Discourse Parsing

Baselines. Following the work of [16], we implement four Chinese discourse
dependency parsers:
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Table 1. Corpus size comparison

Corpus HIT-CDTBdep SU-CDTBdep Sci-CDTB Unifieddep SciDTB RST-DT

#Doc 353 2332 108 2793 798 385

#Rel 9796 8181 1392 19369 18978 21787

Table 2. Distribution of the 5 most frequently-used relations in HIT-CDTBdep, SU-
CDTBdep and Sci-CDTB

Corpus HIT-CDTBdep SU-CDTBdep Sci-CDTB Unifieddep

Rel. % Rel. % Rel. % Rel. %

Relation

Distribution

Joint 46.4 Joint 53.2 Elaboration 29.3 Joint 52.7

Explanation 8.7 Explanation 10.9 Joint 17.0 Explanation 16.7

Progressive 8.5 Causality 8.3 Enablement 9.9 Causality 6.9

Expression 8.1 Continuation 6.8 Bg-general 9.7 Continuation 4.3

Causality 6.2 Goal 4.1 Evaluation 6.1 Progressive 4.1

– Graph-based Parser adopts Eisner algorithm to predict the most possible
dependency tree structure [6]. It refers to the graph-based method of syntax
parsing, which adopts Eisner algorithm and MST algorithm to predict the
most possible dependency tree structure. For simplicity, an averaged percep-
tron is implemented to train weights.

– Vanilla Transition-based Parser adopts the transition method of depen-
dency parsing proposed by [12], employing the action set of arc-standard
system [11]. An SVM classifier is trained to predict transition action for a
given configuration.

– Two-stage Transition-based Parser [14] first adopts the transition-based
method to construct a naked dependency tree, and then uses another SVM
to predict relations, which can take the tree-structure as features.

– Bert-based Parser also conducts parsing in a two-stage transition way, but
in the second stage it uses a bert-based model, which incorporates BERT
[3] with one additional output layer, to identify relation types. It keeps the
pre-trained parameters2 and is fine-tuned on our task using Adam.

Metrics. As for metrics, we use UAS and LAS to measure the dependency tree
labeling accuracy without and with relation labels respectively. LASO and LASU

denote using the original relation set of each corpus or the predefined unified
relation set.

Results. Table 4 compares performance of the benchmark parsers. To give a
rough upper bound of the parsing performance, the last row lists the consis-
tency of human annotation by comparing two annotators’ labelling results on

2 https://github.com/huggingface/transformers.

https://github.com/huggingface/transformers
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Table 3. Division of training, validation and test set for the three corpora

Train Dev Test

HIT-CDTBdep 250 50 53

SU-CDTBdep 1600 400 332

Sci-CDTB 68 20 20

Unifieddep 1918 470 405

Table 4. Performance comparison of benchmark parsers on different dependency dis-
course corpora

HIT-CDTBdep CDTBdep Sci-CDTB

UAS LASO LASU UAS LASO LASU UAS LASO LASU

Graph-based 0.353 0.237 0.255 0.585 0.415 0.428 0.338 0.175 0.199

Vanilla Trans 0.835 0.551 0.588 0.803 0.580 0.588 0.525 0.276 0.299

Two-stage 0.835 0.565 0.600 0.803 0.587 0.597 0.525 0.276 0.299

Bert-based 0.835 0.564 0.576 0.803 0.767 0.783 0.525 0.358 0.408

Two-stageUni 0.813 - 0.614 0.802 - 0.591 0.603 - 0.393

Bert-basedUni 0.813 - 0.606 0.802 - 0.637 0.603 - 0.220

Human 0.872 0.723 - 0.897 0.774 - 0.806 0.627 -

30 documents from each corpus respectively. Division of training, validation and
test set is shown in Table 3. The first four methods in the first block show the
results of the benchmark parsers which are trained and tested respectively on
HIT-CDTBdep, SU-CDTBdep and Sci-CDTB.

Graph-based method is less effective than the others, but it could probably
be improved by using other training methods like MIRA. Among the transition-
based methods, Bert-based performs the best on SU-CDTBdep and Sci-CDTBdep

with respect to LAS, but is 2.4% lower than Two-stage on HIT-CDTBdep, proba-
bly because HIT-CDTBdep is a multi-domain corpus, and feature-based methods
are more robust to changes in different domains. Comparing the three corpora,
parsing results on Sci-CDTB are the worst because Sci-CDTB is too small for
supervised learning. As we expect, SU-CDTB performs the best since it has rel-
atively shallow tree structure and its labeling is highly consistent. With original
relations mapped to the unified relation set, LASU results of all the methods
on the three corpora have been improved compared with LASO, proving that
the unified relation set we use is acceptable. Two-stage transition-based method
performs better than the vanilla one with respect to LAS due to the addition of
tree structural features in relation type prediction.

Two-stageUni and Bert-basedUni use Unifieddep as training data, and are
tested on each corpus respectively. From Table 4, we can see that Sci-CDTB has
a significant promotion of 7.8% on UAS, while HIT-CDTBdep and SU-CDTBdep

slightly decline. One possible explanation is that documents in HIT-CDTBdep
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are much longer than in SU-CDTBdep so their structures are not similar enough
to improve each other’s performance. For Sci-CDTB, however, it also has a small
numbers of EDUs per text so parsing performance can be improved by learning
the augmented data of short trees from SU-CDTB.

For LASU, both methods increase on HIT-CDTBdep, but drop on SU-
CDTBdep. As HIT-CDTBdep covers multiple domains and has an average of
28.6 EDUs per text, its annotation is more difficult and the DDS-conversion
process is also more complicated. In comparison, with an average of 4.5 EDUs
per tree, SU-CDTB only focuses on news domain and its DDS-conversion is
relatively easy. As a result, SU-CDTBdep keeps a better data consistency than
HIT-CDTBdep, which may explain why the augmented data promotes the results
on HIT-CDTBdep, but introduces noise data for SU-CDTBdep. As Sci-CDTB
is from scientific domain and its relations are much different from those of
HIT-CDTB and SU-CDTB, the augmented labeled relations do not bring much
improvement on relation labeling.

Overall, Unifieddep can serve as a discourse dataset for researching cross-
domain or long text discourse parsing. However, our unification method may
also introduce noise due to difference in text length and domain, so it remains
to be considered how to better leverage this unified large corpus to improve the
Chinese discourse parsing techniques.

5 Conclusions

In our work, we design semi-automatic methods to unify three Chinese discourse
corpora with dependency framework. Our methods of converting PDTB-style
and RST-style discourse annotation into DDS can be used to convert more other
corpora and further enlarge our unified dataset. At the same time, by implement-
ing several benchmark parsers on the converted data, we find that augmenting
training set with the unified data can to some extent improve performance, but
may also introduce noise and bring performance loss due to difference in text
length and domain. This unified dataset is potentially helpful to research on
cross-domain and long text discourse parsing, which will be our future work.
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Abstract. Machine reading comprehension (MRC) is a typical natural
language processing (NLP) task and has developed rapidly in the last few
years. Various reading comprehension datasets have been built to sup-
port MRC studies. However, large-scale and high-quality datasets are
rare due to the high complexity and huge workforce cost of making such
a dataset. Besides, most reading comprehension datasets are in English,
and Chinese datasets are insufficient. In this paper, we propose an auto-
matic method for MRC dataset generation, and build the largest Chinese
medical reading comprehension dataset presently named CMedRC. Our
dataset contains 17k questions generated by our automatic method and
some seed questions. We obtain the corresponding answers from a med-
ical knowledge graph and manually check all of them. Finally, we test
BiLSTM and BERT-based pre-trained language models (PLMs) on our
dataset and propose a baseline for the following studies. Results show
that the automatic MRC dataset generation method is considerable for
future model improvements.

Keywords: Machine reading comprehension · Knowledge graph ·
PLMs

1 Introduction

Medical care is closely related to people’s lives and helps people keep healthy
in several different aspects, including disease prevention, medical examination,
disease diagnosis, and treatment. Generally, various medical services are pro-
vided by those professionals who have specialized knowledge and rich experi-
ence. However, many countries now face severe medical personnel shortages,
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which means the demand for medical services dramatically exceeds the limit
that professionals can supply. The rapidly developed artificial intelligence (AI)
technology is a potential solution to the doctor shortage problem. AI medical
experts are expected to offer various kinds of service for patients after learning
enough knowledge from human experts and thus, reduce doctors’ burden to a
great extent.

One of the potential uses of AI experts is to provide medical consultation
for patients. The technical nature of such kinds of applications is the auto-
mated question answering technology. Recently, the automatic question answer-
ing system is a significant development direction of the intelligent medical indus-
try. Retrieval-based question answering and knowledge base question answering
(KBQA) are two primary forms of present medical QA systems. Retrieval type
system selects the candidate in the existing collection of QA pairs with the high-
est similarity to the user’s input question. It returns the corresponding answer
as the final response. As for KBQA, the system first extracts a topic entity
in the user’s question, then searches it in the knowledge base and returns the
most suitable neighbor of a topic entity as the final answer. However, the above
two methods both have poor performances when answering new questions that
have not been appeared in the dataset or knowledge base of the QA system.
Thus, they are not adaptive to the medical industry, where new things appear
almost all the time. MRC provides a new approach to construct a QA system. It
enables the machine to understand the meaning of contexts and answer related
questions. The difference is that the MRC QA system answers questions based on
its knowledge learned from a large volume of data rather than directly matching
one from the dataset or knowledge base.

Although MRC systems have many advantages in question answering tasks,
they are not developed a lot recently due to the lack of large-scale and high-
quality datasets. At present, most MRC datasets are generated and annotated by
humans, which is time-consuming and non-objective sometimes. In the medical
industry, some data annotation work can only be done by those annotators
with specialized knowledge, which also means a high economic cost. In this
case, it is helpful to generate and annotate datasets automatically. Here, we
propose a knowledge-graph-based automatic method to generate Q&A datasets
and construct a medical dataset. We will show the details of the method in
Sect. 3.

The main contributions of our work are as follows:

– We propose a reading comprehension dataset automatic generation method
based on knowledge graph (KG) and pretrained language models (PLMs).

– By using this method, we release the largest Chinese Medical Reading Com-
prehension dataset.

– We propose several baseline models based on our medical dataset CMedRC,
such as BERT, ERNIE, etc.
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2 Related Work

2.1 English Machine Reading Comprehension Datasets

There are many reading comprehension datasets for Machine reading compre-
hension research. Though these datasets concentrate on different question types
and refer to different corpora domains, most of them are in English. The follow-
ing paragraph introduces several famous English datasets. CNN/Daily Mail [6]
is a large one in the news, which contains approximately 1.4M fill-in questions.
NewsQA [16] is another corpus that focuses on the news field, but it is relatively
small, and most questions are the span of words. RACE [10] collects around
870K multiple-choice questions that appeared in Chinese middle school students’
English reading comprehension examination. SQuAD2.0 [12] and TriviaQA [8]
are collections of contents and question-answer pairs in Wikipedia. Besides the
span of words, some questions in those two datasets are more complex, which
need to be inferred by summarizing multiple sentences in corresponding con-
texts. CoQA [13] gathers its data mainly from children’s storybooks. It contains
various types of questions, including the span of words, yes/no, and even some
unanswerable questions whose answers cannot be obtained according to the given
context.

2.2 Chinese Machine Reading Comprehension Datasets

As for the Chinese dataset, HFL-RC [3] and C3 [14] are the first Chinese cloze-
style and free-form multiple-choice MRC datasets respectively. The former is
collected from fairy tales and newspapers, while the latter is based on documents
in Chinese-as-a-second-language examinations. In the field of law, CJRC [2] is
a famous dataset that contains more than 10K documents published by the
Supreme People’s Court of China. It contributes a lot to the research of judicial
information retrieval and factor extraction. DuReader [5] is a large-scale and
open-domain Chinese MRC dataset, which gathers 200K questions from Baidu
Search and Baidu Zhidao with manually generated answers.

2.3 Machine Reading Comprehension Models

Considering the characteristics of Chinese MRC tasks, various models have been
proposed for solving them. By using attention mechanism [9], AoA (attention
over attention) [1], Gated Attention [4], Hierarchical Attention [19] and ConvAtt
[22], some models have achieved considerable performance increase. From MRC
task perspective, there are also various specific models that have been proposed
recently [7,11,17,20,21].

However, most of the proposed methods and their corresponding datasets rely
on humans. There are several disadvantages in efficiency and accuracy. Those
methods involve resource-intensive processes such as the pre-defining question
template and the linkage between question and their paragraph in documents.
Those proposed fully automated annotation methods still require humans for
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Fig. 1. Example of entity replacement using conceptual knowledge graph

evaluation and dataset cleaning. For those professional areas such as medical,
the annotation and evaluation require professional knowledge. Those proposed
methods are not usable. Furthermore, present methods are mostly straightfor-
ward and do not involve multiple-step reasoning and inferences.

3 CMedRC: A Chinese Medical MRC Dataset

CMedRC dataset is generated based on a chinese medical knowledge graph1.
Knowledge graph is a summary and abstraction of existing human knowledge.
With the upper and lower relationship in the knowledge graph, new questions
can be generated by conducting replacement keywords in seed questions. During
the generation process, SimBert is applied to create synonymous sentences of
questions to guarantee the corpus’ richness. Answers to questions are obtained
from a knowledge graph, and corresponding documents that contain answers are
crawled from Baidu Baike and Wikipedia. In the following subsections, we will
introduce the dataset construction in detail.

3.1 Question and Answer Generation

For a given cypher (seed question), we can extract topic entities and relations
from the sentence. Here, a relation means a piece of knowledge related to a topic
entity in our medical knowledge graph. Thus, we can replace entities and/or
relations in those seed questions to generate new questions automatically.

Entity Replacement. We conduct entity replacing based on a medical con-
ceptual knowledge graph. For each topic entity in our knowledge graph, it has a
hypernym and a class. Those topic entities that belong to the same hypernym
1 http://cmekg.pcl.ac.cn/.

http://cmekg.pcl.ac.cn/
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Fig. 2. Examples of relation replacement using conceptual knowledge graph

or other hypernyms under the same class form a candidate set. By selecting
a suitable entity from the candidate set for substitution, a new question can
be generated. For example, in Fig. 1, the seed question is

. The original entity of cypher is
, which is an instance of its hypernym .

The original hypernym is a subclass of class .
When conducting replacement, the candidate set includes other entities of orig-
inal hypernym and entities of the hypernym that belongs
to the same class . After entity substitution,
one example of the new question is (What is
the effect of cephalosporin?)”.

Relation Replacement. Similarly, a conceptual knowledge graph is used for
relation replacement. After extracting a topic entity and its relation from a
cypher, we can choose other relations of that entity in the knowledge graph to
replace the original one. Thus, a new question can be generated. If there is a
multi-step relation in the seed question, we substitute for the last step rela-
tion. Figure 2 shows relation replacement examples of the above two cases. For
single-step relation case, the seed question is (Which clinic
department should we go when having a cold?)”. We can extract the entity

and its relation from cypher. To
make a substitution, we randomly choose one relation from the candidate set:
the rectangle area enclosed with a dotted line. One example of a generated
question is .
As for the multi-step case, our cypher is (What
are the side effects of cold medicine ShuangHuangLian?)”. Here, we have

, and two entities, their corresponding
relations are and respectively. When
conducting replacement, only the last step relation is
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substituted by a new relation of entity . Thus, a
new question can be (What is the dosage of cold
medicine ShuangHuangLian?)”.

Fig. 3. The structure of SimBERT model

3.2 Synonymous Sentences Generation

To guarantee question corpus diversity, we use SimBERT to produce a syn-
onymous sentence for those new questions after entity and/or relation replace-
ment. SimBERT is a model trained by many synonymous sentence pairs and
can predict labels according to the cosine similarity between contextual token
embeddings. The structure of SimBERT is shown in Fig. 3. In our method, we
generate ten synonymous sentences for each new question by SimBERT and
randomly select one from those sentences to be the final version of the ques-
tion.2 For example, we use a previously generated question

as the input, the modified new
question can be (What treatment method can be
applied for cold?).

3.3 Answer Matching and Document Linkage

We need to match their answers for newly-generated questions and collect those
documents containing QA pairs. First, we obtain answers directly from our med-
ical conceptual knowledge graph. We exclude those questions without answers in
the dataset. We can crawl the related paragraph from web pages such as Baidu
Baike and Wikipedia for those well-matched QA pairs. Suppose the answer to a
question cannot match the crawled paragraph exactly, we calculate the Leven-
shtein Distance between answer and each sliding window of that paragraph. If
there is at least one distance larger than 0.7, we record corresponding window
with largest distance and submit it for manual check. Otherwise, we delete that
question from our dataset.
2 https://github.com/ZhuiyiTechnology/simbert.

https://github.com/ZhuiyiTechnology/simbert
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Table 1. Comparison of CMedRC with existing reading comprehension datasets

DataSets Language Domain Answer type

RACE ENG English exam Multi choise

SQuAD ENG Wikipe Span of word, Unanswerable

NewsQA ENG CNN Span of word

CNN ENG News Fill in entity

HFRC CHN Fairy/News Fill in word

CMRC CHN Wikipe Span of word

CJRC CHN Law Span of word, Yes/No, unanswerable

CMedRC CHN Medical Span of word, Yes/No, unanswerable

Table 2. Dataset statistics of CMedRC

Docments Q&A pairs Span of word Yes/No Unanswerable

Train 6000 13000 10002 2255 743

Test 2000 4000 3261 693 46

3.4 Dataset Cleaning

After answer and document matching, we can obtain a set of triples (Q, A, P).
To guarantee the quality of the corpus, we conduct data cleaning before adding
them to the dataset. Specifically, we check the generated questions and remove
those with faulty or misleading wording. Even though our method is more labor-
efficient, evaluation is more knowledge-reliable than the human generation.

3.5 Data Statistics

Our dataset consists of more than 8k medical documents and 17k QA pairs.
It is the largest medical reading comprehension dataset. Table 1 compares our
dataset with some other datasets mentioned in Sect. 2, mainly considering three
dimensions: language, domain, and answer type. Table 1 shows that CMedRC
contains more problematic types of questions, thus can evaluate the ability of
algorithms from more perspectives.

In order to carry out the research better, we divide the dataset into training
set and test set, and the data distribution is shown in Table 2. Additionally,
Table 3 gives an example of a piece of data.

4 Experiment

4.1 Evaluation Metric

In this paper, we adopt two different evaluation metrics to measure the perfor-
mance of the question-answering task. The metrics are Exaction Position Match
and F1-Score.
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Table 3. Example of data in CMedRC

Extraction Position Match. For the extracted machine reading comprehen-
sion(MRC) task, we measure the position match using the exact match (EM).
When the extracted beginning position and the end position are the same, the
score is one. Otherwise, the score is zero. Such a measure can be regarded as a
strict performance indicator.

F1-Score. For MRC tasks, if the starting or ending position is close but not
the same, the answer is still valuable sometimes. Therefore, we also use F1-score,
which can measure the characters’ overlap between the prediction and ground
truth. Specifically, the formula of F1-score is as follow:

Pre =
TP

LP
Rec =

TP

LG
F1 =

2 ∗ Pre ∗ Rec

Pre + Rec
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Here, TP is the overlap length between prediction and ground truth, LP and
LG are the length of prediction and ground truth, respectively. Moreover, if there
are successive non-Chinese tokens, they are counted as one unit length rather
than segmented into characters.

4.2 Baselines

For MRC tasks, there is usually a sequence model for contextual encoding and
a task-specific layer for index prediction. We adopt traditional BiLSTM as our
baseline model. For BERT-based PLMs, we test the normal BERT-based model
and BERT-WWM (Whole Word Masking), which considers the Chines language
characteristic. We also test the ERNIE [15] as the SOTA model for our evalu-
ation. Finally, we provide estimated human performance as the human perfor-
mance for reference.

Sequential Model. Traditional MRC model uses BiLSTM as the input
sequence encoding layer and the final linear layer for the answer index pre-
diction [18]. BiLSTM considering two directions of information flow, and it is
lightweight and classic to be the baseline model.

BERT. As the representation of pre-training language models(PLMs), BERT
is pre-trained on a large text corpus (like Wikipedia). Thus it can capture the
general language features and be used as a general contextual embedding layer
for downstream tasks. In MRC, BERT is used as the contextual encoding layer
to get the sentence embedding. There are various versions of BERT, and we
chose the word piece MLM version and whole word masking version (WWM) to
be the Bert-based models in our experiment.

ERNIE. ERNIE (Enhanced Language Representation with Informative Enti-
ties) can learn abundant information from broad knowledge resources, including
knowledge graphs. Thus it is more potent in knowledge-oriented downstream
tasks, such as MRC. We use it as a SOTA model in the experiment.

4.3 Evaluation

Experimental results on the test set are shown in Table 4. From this table,
it is obvious that the pre-trained language models (PLMs) such as BERT is
about 20% points better than BiLSTM in EM and F1, which indicates that
PLMs on large corpora can help it learn general language representation. Fine-
tuning based on PLMs can improve downstream tasks’ effects and avoid train-
ing models of downstream tasks from scratch. Besides, we also experiment with
two improved BERT models—BERT WWM and ERNIE. The table shows that
BERT WWM can be one percentage point higher than BERT Base in EM by
using Whole Word Masking. And ERNIE can be one percentage point higher in
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Table 4. Experiment results

Model EM F1

Human 0.861 0.912

BiLSTM 0.532 0.623

BERT Base 0.737 0.832

BERT WWM 0.746 0.837

ERNIE 0.740 0.841

F1 by introducing knowledge into BERT. Finally, we also evaluate the results of
Human Performance, which is approximately seven percentage points higher
than PLMs. It implies that the automatically generated data can markedly
improve models in future research.

5 Conclusion and Further Research

5.1 Conclusion

We present an automatic generation method for machine reading comprehen-
sion dataset. The method merely relies on an existing conceptual knowledge
graph and a small number of seed questions to automatically construct a Chi-
nese reading comprehension dataset. According to this approach, we construct
the largest Chinese medical reading comprehension dataset presently, which con-
tains more than 17k QA pairs and 8k documents. In comparison with those
human-annotated datasets, our dataset’s construction cost is reduced to a great
extent. Next, we propose baseline models based on our dataset for BiLSTM and
BERT-based PLMs. After comparing with human answers, the results show that
those models have room for further improvement. Although our method is prac-
ticed in the medical area, such a method can be easily adopted and generalized
into other areas.

5.2 Further Research

In our method, we only consider the one-step replacement. We can use simi-
lar methods for generated multi-hop reasoning reading comprehension datasets,
which is a more challenging task for evaluating the MRC model and machine
intelligence.
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Abstract. Morphological analysis is a fundamental task in natural lan-
guage processing, and results can be applied to different downstream
tasks such as named entity recognition, syntactic analysis, and machine
translation. However, there are many problems in morphological analy-
sis, such as low accuracy caused by a lack of resources. In this paper, to
alleviate the lack of resources in Uyghur morphological analysis research,
we construct a Uyghur morphological analysis corpus based on the anal-
ysis of grammatical features and the format of the general morphological
analysis corpus. We define morphological tags from 14 dimensions and
53 features, manually annotate and correct the dataset. Finally, the cor-
pus provided some informations such as word, lemma, part of speech,
morphological analysis tags, morphological segmentation, and lemmati-
zation. Also, this paper analyzes some basic features of the corpus, and
we use the models and datasets provided by SIGMORPHON Shared
Task organizers to design comparative experiments to verify the corpus’s
availability. Results of the experiment are 85.56%, 88.29%, respectively.
The corpus provides a reference value for morphological analysis and
promotes the research of Uyghur natural language processing.

Keywords: Morphological analysis · Corpus · Uyghur

1 Introduction

Morphological analysis is the process of dividing words into different morpholo-
gies or morphemes and analyzing their internal structure to obtain grammatical
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information. It is an essential step in lexical analysis. Therefore, [1] showed
that the related research of morphological analysis has also attracted the atten-
tion of most researchers. In natural language processing based on deep learning,
researchers have found that if modeling to words directly, it is easy to ignore the
relationship within the words, which will also bring limitations to the model.
Thus, the model’s input has changed from a single word to a character, sub-
word, and morpheme or morphology. When the word is split into different gran-
ularities [2–4], the performance of the model is improved. Among these words’
segmentation methods, morphology or morpheme relies on the morphological
analysis tagger or manual annotation. In languages with mature natural lan-
guage processing technologies such as English, Finnish, and Chinese, there are
many manually annotated morphological analysis corpus, and the lexical analy-
sis (including morphological analysis) technology of these languages has reached
a high level. To further promote the lexical analysis of minority languages in
Xinjiang, many researchers have obtained preliminary results in lexical analysis.
[5] constructed a Uyghur lexical tagging corpus of 1.23 million words; [6] built
a Uyghur stemming corpus of 10,000 sentence sets; [7] annotated about 30,000
Kazakh sentences and studied a lexical analysis of Kazakh; [8] constructed a
character-level Uyghur morphological collaborative word corpus and annotated
morphological analysis for 3500 sentences; for the first time, [9] released the
Uyghur language based on morpheme sequence for morphological segmentation
corpus; the corpus includes about 20,000 Uyghur words, including word-level and
sentence-level corpus; based on the statistics of Uyghur noun affixes, [10] pro-
posed a hybrid strategy for the Uyghur noun morphological Re-Inflection model;
[11] constructed a small-scale stemming corpus for Uzbek, which includes 7435
words and 568 sentences in total.

Up until now, no reports have been published about the publicly available
Uyghur of morphological analysis corpus. In addition, because there is no unified
reference standard, the private morphological analysis datasets created by previ-
ous studies have fewer or incomplete features. This is not only directly affecting
the development of the language’s morphological analysis technology but also
indirectly affecting the performance of downstream tasks, such as named entity
recognition [12], syntactic analysis [13], text classification [14], and machine
translation [15]. Therefore, to alleviate the shortage of Uyghur language mor-
phological analysis resources, this paper refers to the format of universal mor-
phological feature schema (UniMorph Schema), analyzes Uyghur words from 14
dimensions and 53 features, constructs a Uyghur language morphological anal-
ysis corpus, and provides lemma, part of speech. Morphological analysis tags,
morphological segmentation, and lemmatization. This can be used for various
lexical analysis tasks, like morphological analysis, stemming, and other down-
stream tasks of natural language processing.
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2 Related Work

2.1 Agglutinative Language and Morphological Analysis

The world’s languages can be roughly classified into four types [16], based on
their morphology: isolated language, agglutinative language, fusional language,
and polysynthetic language. The main feature of agglutinative language is that
there is no inflection inside the word. A word is composed of several morphemes,
and a morpheme is the smallest grammatical unit [17]. According to the different
roles of morphemes in words, they are divided into root and affix. Among them,
affix can be subdivided into word-forming affix and inflectional affix. Root and
word-forming affix can form new words; the inflectional affix to words can change
the grammatical category. The following will take Uyghur as an example:

In the example, “ ” is the root of the word, combined with the word-
forming affix “ ” will form a new word “ ”, and then combined with
the plural affix “ ” will change the grammatical category and meaning of
“ ” change from a student to students.

Morphology [18] refers to the study of the internal structure of words and
how they are formed. It refers to recognition of words’ lemma [19], part of
speech (POS), and morphological features of a word. Lemma refers to the condi-
tion where the word is not connected to affixes. For example, in English, words
“write”, “writes”, “written” and “writing”, all have the same lemma “write”;
POS is defined according to syntactic function and morphological function. If
words have a similar syntactic function, they can appear in similar contexts.
Or they have affixes with similar morphological functions, and then they can be
classified into one category. The morphological feature of a word is the grammat-
ical categories (related grammatical information) attached to the lemma, such
as number, case, tense, aspect, mood, person, and so on. The example is shown
in Table 1.

Table 1. Lemma, POS, Morphological analysis for “shadows”

Word Shadows

Lemma Shadow

POS V (verb)

Morphological analysis Shadow; V; SG; 3; PRS
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2.2 Morphological Analysis Corpus

The corpus is integral part of natural language processing tasks and is a collec-
tion of written or spoken material stored [20]. Early corpus research dates back
before the 1950s, but its rise and development period can trace on the 1980s.
In 1964, W. Nelson Francis and Henry Kučera of Brown University released the
first machine-readable corpus and the first parallel corpus: the Standard Corpus
of Present-Day Edited American English (the Brown Corpus)1. However, the
Brown corpus was built early and roughly, it has always been the standard for
English parallel corpus. Geoffrey Leech and Stig Johansson released the original
version of the Lancaster Oslo/Bergen corpus (LOB corpus)2 and the annotated
POS version3 in 1976 and 1986, respectively. In 1993, the University of Pennsyl-
vania released the Penn Treebank (PTB) [21], which mainly annotated POS and
syntactic component analysis; NEGRA corpus4 is a German syntax annotated
corpus constructed by Saarland University in Germany, and the second version
has been released. There are about 350,000 words (20,603 sentences), mainly
annotated POS, MSDs (morphosyntactic descriptions), the grammatical func-
tion in the directly dominating phrase, and the category of nonterminal nodes
edge labeling. In 2013, Jan Hajič5 released the Czech Morphological Dictio-
nary, a spelling checker and lemmatization dictionary. The description contains
not only traditional morphological categories but also some semantic, stylistic,
and derivational information. Almaty Corpus of Kazakh language6 is an online
corpus containing about 40 million words. The corpus texts were marked uti-
lizing the automatic morphological analyzer, 86% of word forms of the corpus
were parsed. In terms of other agglutinative languages, Finnish has also released
different dependency treebanks, which also annotate the morphological tag of
words. For example, Turku Dependency Treebank (TDT)7 and Finn Treebank
(FTB), etc. TDT collects more than 10,000 sentences and about 180,000 words in
different fields, respectively annotating lemma, POS, and MSDs; there are three
versions of the FTB dependency treebank, the first version FTB1 is a manually
annotated corpus, including 19,000 sentences or sentence fragments and about
160,000 words (including punctuations), and can be provided Online services.
The corpus is mainly marked with lemma, POS, MSDs, dependency relation-
ship, and sentence component analysis; the second version FTB 2 improves the
first version, sentences and words are more than the previous version. For these,
uses the same labeling format as the first version is adopted, the sentence com-
ponents are manually annotated, and the MSDs uses three different analyzers,
and finally, the results are manually verified; the third version, FTB 3, contains
about 4.36 million sentences and about 76.36 million words. It has the functions

1 http://icame.uib.no/brown/bcm.html.
2 http://korpus.uib.no/icame/manuals/LOB/INDEX.HTM.
3 http://korpus.uib.no/icame/manuals/LOBMAN/INDEX.HTM.
4 http://www.coli.uni-saarland.de/projects/sfb378/negra-corpus/.
5 http://ufal.mff.cuni.cz/morfflex.
6 http://web-corpora.net/KazakhCorpus/search/index.php.
7 https://bionlp.utu.fi/fintreebank.html.

http://icame.uib.no/brown/bcm.html
http://korpus.uib.no/icame/manuals/LOB/INDEX.HTM
http://korpus.uib.no/icame/manuals/LOBMAN/INDEX.HTM
http://www.coli.uni-saarland.de/projects/sfb378/negra-corpus/
http://ufal.mff.cuni.cz/morfflex
http://web-corpora.net/KazakhCorpus/search/index.php
https://bionlp.utu.fi/fintreebank.html
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of automatic morphology and dependent syntax analysis. The main difference
between TDT and FTB is that [22] FTB includes various grammatical examples,
while TDT is more of daily Expressions.

In 1994, the Association for Computational Linguistics (ACL) established
the Special Interest Group on Computational Morphology and Phonology group
(SIGMORPHON)8 and regularly held morphology-related share tasks to pro-
mote further the basic research of natural language processing, which mainly
models to words, lemma, and MSDs. From the share tasks in the past five years,
it is found that most of their data sets are provided by Universal Morphology
(UniMorph) and Surrey Morphology Group; among them, UniMorph is used
widely. This corpus, published by the Center for Language and Speech Pro-
cessing (CLSP) of Johns Hopkins University, currently contains a morphological
analysis corpus of 118 languages and annotated more than 23 dimensions of
meaning with over 212 features, and UniMorph3.0 [23] released in May 2020 is
by far the largest high-quality morphological analysis corpus. Also, other share
tasks selected the Universal Dependencies (UD) as datasets. UD provides 92 lan-
guages of POS, MSDs, and syntactic dependencies. It is an improvement based
on Universal Stanford dependencies, Google universal part-of-speech tags, and
the Interset interlingua for morphosyntactic tagsets, using CoNLL-X [24] for-
mat to annotate each word (CoNLL-X format mainly includes word ID, word
form or punctuation, lemma, UPOSTAG, XPOSTAG, morphological features
FEATS, the central word HEAD of the current word, dependency relation-
ship DEPREL, second-level dependency (head-deprel pair) DEPS and others
label MISC). Since the corpus’s existence related to morphological analysis,
researchers have also released many morphological analyzers, such as Morfessor9,
UDPipe10, Omorfi, and MorphoDiTa11. Morphological analysis corpus currently
available for Uyghur, Kazakh, and Uzbek languages. But there are some prob-
lems of those languages’ corpus, such as the corpus has a one kind of POS, a
small amount of data, or incomplete tags, and so on.

3 Construction of Uyghur Morphological Analysis
Corpus

This chapter will introduce the construction process of the Uyghur morpholog-
ical analysis corpus. Firstly, a more suitable morphological annotation guide-
lines is proposed based on [25] and [26]. Secondly, the collected dataset is pre-
processed. Finally, considering the context, the whole dataset is annotated by
human-machine interaction.

8 https://sigmorphon.github.io/.
9 http://morpho.aalto.fi/projects/morpho/.

10 https://bnosac.github.io/udpipe/en/.
11 http://ufal.mff.cuni.cz/morphodita.

https://sigmorphon.github.io/
http://morpho.aalto.fi/projects/morpho/
https://bnosac.github.io/udpipe/en/
http://ufal.mff.cuni.cz/morphodita
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3.1 Data Preparation and Preprocessing

We crawled Uyghur news articles from TianshanNet12 and NurNet13 as raw cor-
pus and preprocesses them. It is including finance, lottery, technology, tourism,
society, fashion, sports, entertainment, and other fields. The preprocessing
mainly includes removing web page tags, to punctuate sentences, and word seg-
mentation, and finally selecting 5014 sentences with high quality. These 5014
sentences are used to construct the morphological analysis corpus. These sen-
tences are used to construct the morphological analysis corpus.

3.2 The Annotation Scheme

This paper makes a more fine-grained morphological analysis and annotation of
each word based on the previous annotation guidelines. The corpus’ annotation
scheme will be explained below: the annotation takes sentences as the context
environment and words as the basic unit. The annotation mainly includes the
current word, lemma, POS, MSDs, morphological segmentation, and lemmatiza-
tion. The grammatical categories and morphological tags are shown in Table 2.

Table 2. Grammatical features and morphological tags

Grammatical features Morphological tags

Parts of speech N, ADJ, NUM, CLF, ADV, PRO, IMI, V, ADP, CONJ, PART, INTJ,

AUX, Y, X, LW;

Case NOM, GEN, ACC, ALL, LOC, ABL, LQ, LMT, SML, EQUI;

Possession PSSPNO;

Person 1, 2, 3;

Number PL, SG

Aspect PROG, PROSP, ABIL, ITER, DISP, SELF;

Voice CAUS, PASS, REFL, PECP;

Polarity NEG;

Participle PTCP;

Masdar MSDR;

Converb CVB;

Tense PST, NPST;

Mood IND, INT, COND, IMP, OPT;

Politeness POL;

– Lemma: give the valid word;
– POS: mainly divided into noun, adjective, numeral, classifier, adverb, pro-

noun, imitation word, verb, postposition, conjunction, particles, interjection,
auxiliary verb, in addition to punctuation, additional ingredients, and Latin;

12 http://uy.ts.cn/.
13 https://www.nur.cn/index.shtml.

http://uy.ts.cn/
https://www.nur.cn/index.shtml
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– MSDs: including POS and grammatical features. The grammatical features
are expressed through inflectional affixes, mainly including plural affix, pos-
session affixes, case affix, voice affix, aspect affix, negative affix, masdar affix,
participle affix, converb affix, tense affix, and mood affix;

– Morphological segmentation: according to different grammatical features,
each type of affix is segmented in a fine-grained way;

– Lemmatization: restore the affix obtained by morphological segmentation to
obtain a valid affix.

When formulating tags, this article refers to the morphological tags proposed by
[25]. However, these tags are universal tags and do not include special grammat-
ical features. Therefore, new tags are also made for grammatical features that
are not in UniMorph.

3.3 Corpus Construction Process

After preprocessing the data crawled from news websites, a dataset based on
sentences is obtained. To reduce manual annotation workload, POS tagging [27],
and stemming [17] are performed on the dataset. Since POS used in this article
is not the same as the first-level part-of-speech proposed by [27], the tagging
set is modified. The morphological analysis corpus does not provide stemming
result, but it is valuable for constructing the corpus.

After the labeled data are initially obtained, the data is manually annotated.
Three students took part in the manual annotation. First, students should under-
stand annotation scheme. Secondly, they conduct small-scale annotation and
check each other. Then refer to the annotation scheme, they discuss the incon-
sistencies or ambiguous annotations and achieve a consensus. Finally, annotate
the data in batches. To ensure the consistency of the annotated data, after the
annotation, each student checks the annotation result of the other two students
and submits the annotated data after it is true. An example of annotation is
shown in Fig. 1.

4 Corpus Information Statistics and Evaluation

The statistical distribution of words and sentences in each domain is shown in
Fig. 2, which including 5014 sentences, 152669 words, 24631 tokens. The average
word repetition rate is 1:6, and it can be found that each sentence contains an
average of 30 words. Compared with other categories, the number of news in
finance is most, sport news has the largest number of words, and entertainment
news has more tokens. Figure 3(a) and (b) respectively represent the distribution
of sentence length and word length in the corpus. The abscissa represents the
length of the statistics, and the ordinate represents the number of statistics.
Figure 3(a) sentence length statistics figure, most of the sentence length is in the
(40,140), the shortest sentence length is 3, the longest is 195. Figure 3(b) word
length statistics figure, most of the word length is (1, 10), the shortest word
length is 1, and the longest word length is 33.
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Fig. 1. An example of annotation

Fig. 2. The number of words and sentences in each field
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(a) sentence length statistics (b) word length statistics

Fig. 3. Sentence and word length statistics

In general, a sentence contains at least one verb and several nouns, and there
are a small number of conjunctions or interjections, etc. Each type of word has a
different grammatical category, and as the number of words increases, its gram-
matical features will increase. According to the morphological labels, the POS
distribution, morphological feature distribution, and morphological label distri-
bution of some words are respectively counted, as shown in Figs. 4(a), (b), and 5.

(a) POS distribution (b) morphological feature distribution

Fig. 4. POS and morphological feature distributions

From the part of speech distribution in Fig. 4(a), we found that the propor-
tions of noun (N), adjective (ADJ), pronoun (PRO), verb (V), and auxiliary verb
(AUX) are more than the proportions of classifier (CLF), interjection (INTJ)
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and imitate (I). From the distribution of lexical features in Fig. 4(b) and the
morphological distribution label in Fig. 5, we observed that the proportion of
grammatical labels that modify nominal words is the largest, such as SG, NOM,
and PSS3S, etc., followed by verbs or auxiliary verbs, such as MSDR, PTCT,
and so on. This statement can be further verified from Fig. 5. Also, it proves
that the morphology of verbal words is more complex and richer than nominal
words.

Fig. 5. MSDs distribution

To verify the effectiveness of the morphological analysis dataset constructed
in this paper, we select part of the agglutinative or morphologically complex
languages and use baseline models provided by the SIGMORPHON Shared Task.
And we design a comparative experiment.

Evaluation Task Definition. Given the word, lemma, and morphological label
to train model, so that the model predicts the word that by the lemma and
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morphological labels, such as given the lemma “shadow” and morphological label
“V;SG;3;PRS” to predict words “shadows”.

The experiment uses two modes provided by the task organizers, a non-neural
baseline [28] and a neural baseline [29]. The neural baseline is a multilingual
transformer. The version of this model adopted for character-level tasks cur-
rently holds the state-of-the-art on the 2017 SIGMORPHON shared task data.
The transformer takes the lemma and morphological tags as input and outputs
the target inflection. The non-neural baseline heuristically extracts lemma-to-
form transformations; it assumes that these transformations are suffix-or prefix-
based. A simple majority classifier is used to apply the most frequent suitable
transformation to an input lemma, given MSDs, yielding the output form.

Table 3 shows the model performance of the Czech, Polish, Russian, Sakra,
Eibela, Hebrew, and Uyghur datasets on the SIGMORPHON Share Task,
with the first six languages provided by the organizers, the last two datasets
constructed in this paper, and nominal words in the dataset filtered out
to build the Uyghur nominal words dataset. The number of training sets,
test sets, and development sets is Czech datasets (94169:6659:6659), Pol-
ish datasets (100039:8023:6023), Russian datasets (100002:7104:7104), and
Sakra datasets (100046:6971:7098), Eibela dataset (918:64:66), Hebrew dataset
(23204:1640:1642), Uyghur ALL Word dataset (19704:2463:2463) and Uyghur
nominal words dataset (13652:1706:1706).

Table 3. Result of experiments

Languages Non-neural baseline Neural baseline

Test Test Development

Czech 92.81% 96.95% 96.92%

Polish 94.13% 99.54% 99.33%

Russian 88.72% 96.33% 96.34%

Sakha 90.54% 95.51% 95.49%

Eibela 4.68% 4.68% 13.63%

Hebrew 36.16% 99.02% 99.09%

Uyghur (ALL) 85.56% 88.29% 94.00%

Uyghur (nominal words) 89.25% 92.77% 96.00%

Experimental results can be found that (1) the performance of the neural
model is superior to the performance of the non-neural model, such as Czech,
Hebrew, and Uyghur, which are respectively 4.14%, 62.86%, and 2.76% higher
than the non-neural model. (2) In the languages with large datasets, such as
Czech, Polish, Russian, and Sakha, the accuracy rates of the non-neural model
are 92.81%, 94.13%, 88.72%, and 90.54%, and the accuracy rate of the neu-
ral model respectively 96.95%, 99.54%, 96.33%, 95.51%. However, for languages
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with small datasets, such as Eibela, the effect of the two models was not notice-
able. Because the training dataset is more extensive, and coverages is broader,
the model has a strong learning ability; when the scale of the training set is
large enough, the learning ability of the neural network model will be signifi-
cantly higher than that of the statistical learning model, which is also more in
line with the actual situation and our expectations. (3) From the overall exper-
imental results, regardless of the size of the dataset or the language feature, the
Uyghur language dataset in the two models are similar to other languages. It also
reflects the dataset effectiveness constructed in this paper. (4) From two Uyghur
datasets, the results of nominal dataset higher than all words dataset by 3.69%
and 4.48%. Because the nominal dataset is relatively single part of speech, and
the morphological changes are not too complicated. Compared with the nominal
dataset, all words dataset is richer in morphological feature and have more POS.

5 Summary

In this paper, firstly, we mainly introduce the related work of constructing
the Uyghur language morphological analysis corpus, including data preparation
and preprocessing, making morphological analysis tags (POS and morpholog-
ical tags), and corpus construction process. To reduce manual work, we used
a POS tagger and stemming tool. Secondly, we statistically analyzed the basic
information of the dataset, such as the distribution of the number and length of
words and sentences, the distribution of POS, morphological feature, and MSDs.
Finally, we designed comparative experiments using the models and datasets pro-
vided by the SIGMORPHON Shared task, to analyze and verify the validity of
the dataset. The result of experiment shows that the dataset constructed on this
paper is similar to other datasets. The morphological analysis corpus provides
information about the lemma, POS, MSDs, morphological segmentation, and
lemmatization of words. In the following research, we will continue to expand
the data set, increase the coverage of words, enrich the language, and study mor-
phological analyzers suitable for agglutinative language, to provide high-quality
data sets for downstream tasks.
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Abstract. Entity Linking (EL) refers to the task of linking entity men-
tions in the text to the correct entities in the Knowledge Base (KB) in
which entity embeddings play a vital and challenging role because of the
subtle differences between entities. However, existing pre-trained entity
embeddings only learn the underlying semantic information in texts, yet
the fine-grained entity type information is ignored, which causes the type
of the linked entity is incompatible with the mention context. In order
to solve this problem, we propose to encode fine-grained type informa-
tion into entity embeddings. We firstly pre-train word vectors to inject
type information by embedding words and fine-grained entity types into
the same vector space. Then we retrain entity embeddings with word
vectors containing fine-grained type information. By applying our entity
embeddings to two existing EL models, our method respectively achieves
0.82% and 0.42% improvement on average F1 score of the test sets. Mean-
while, our method is model-irrelevant, which means it can help other EL
models.

Keywords: Entity Linking · Entity embedding · Entity
disambiguation

1 Introduction

Entity Linking (EL) refers to the task of linking entity mentions in the text
to correct entities in the Knowledge Base (KB) to help text comprehension by
making use of rich semantic information in KB. The state-of-the-art entity link-
ing models ignore fine-grained entity type information which causes the type of
the linked entity is incompatible with the mention context. For example, among
the error cases in AIDA-CoNLL [7] dataset produced by Le and Titov [10], the
mention “Japan” in the sentence “Japan began the defense of their Asian Cup”
is linked to the entity “Japan” (country) while it should be linked to the entity
“Japan national football team” (sports team). And such errors account for more
than 1/2 of the total errors which show that their model cannot correctly distin-
guish different types of candidate entities.

Entity embeddings are especially important to entity linking task for the sake
of distinguishing entities with similar characters. We hope the entity embeddings
c© Springer Nature Switzerland AG 2021
S. Li et al. (Eds.): CCL 2021, LNAI 12869, pp. 297–307, 2021.
https://doi.org/10.1007/978-3-030-84186-7_20
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can have type information so as to differentiate entities in terms of categories.
However, previous pre-trained entity embeddings are learned by using plenty
of texts, which ignores fine-grained type information [5,18]. As a result, the
similar entity vectors in the vector space are of different types. In order to
alleviate this problem, we firstly pre-train word vectors to inject type information
by embedding words and fine-grained entity types into the same vector space.
Then, we follow Ganea and Hofmann [5] to retrain the representation of each
entity by making it closer to the word vectors of its context, using the word
vectors containing type information. Finally, we apply the entity embeddings into
the existing EL models without modifying the model architectures. Compared
with two baseline models, our method respectively achieves 0.82% and 0.42%
improvement on average F1 score of the test sets and obtains new state-of-the-
art results on multiple datasets. Besides, detailed experimental analysis confirms
the hypothesis that encoding type information in entity embeddings can reduce
the type error cases. Our contributions can be summarized as follows:

– We propose a simple but effective method to encode fine-grained entity type
information into entity embeddings. Moreover, our method does not need to
change the model structure thus can help other entity linking models.

– Experiment results on the EL task show that our method achieves substantial
improvements and obtains new state-of-the-art results on multiple datasets.

– Detailed experimental analysis shows that introducing type information can
correct substantial type error cases produced by the baseline model.

2 Background and Related Works

2.1 Local and Global Entity Linking Models

The local entity linking model disambiguates each mention separately and mea-
sures the relevance scores between each candidate entity and mention context
designed by Ganea and Hofmann [5]:

Ψ(ei, ci) = xT
ei
Bf(ci) (1)

where B is a learnable diagonal matrix, xei
is the embedding of entity ei, f(ci)

applies hard attention mechanism to obtain the feature representation of ci which
is the local context around mention mi.

The global entity linking model encourages all entities in a document to be
consistent with the topic. Ganea and Hofmann [5] define a pairwise global score
by calculating the consistency between each pair of entities in document D:

Φ(ei, ej |D) =
1

n − 1
xT

ei
Cxej

(2)

where C is a diagonal matrix, n is the number of mentions in document D. Based
on Formula 2, Le and Titov [10] propose a pairwise global score considering K
potential relations as follows:
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Φ(ei, ej |D) =
K∑

k=1

αijkxT
ei
Rkxej

(3)

where Rk is a diagonal matrix to measure potential relationship k between enti-
ties ei and ej , and αijk is the weight corresponding to relation k.

2.2 Related Works

Entity Embeddings: Entity embeddings encode the structural or textual infor-
mation of candidate entities. According to the different learning contents, the
existing pre-trained entity embeddings are mainly categorized into the following
three types:

(1) Context-based. Embeddings are typically trained using canonical Wikipedia
articles that contain a lot of contextual information [4,5,16,18].

(2) Graph-based. This method builds entity graph based on KB and generates
graph embeddings to capture structured information [1,17,21].

(3) Description-based. This approach makes use of descriptions, names, redirects
of entities in Wikipedia, which are dictionary-based data [2,6,8,13].

Our approach is similar to Hou et al. [8] that generates semantic type words
chosen from the first sentence of entity description pages in Wikipedia and com-
bine them with entity embeddings of Ganea and Hofmann [5] through linear
aggregation. Our approach is also similar to Chen et al. [2] that uses the pre-
trained BERT [3] to capture the latent type information in the mention context.
Compared with their methods, the main advantage of our approach is that we
explicitly encode fine-grained type information into the entity embeddings, while
they implicitly capture the underlying type information.

Fine-grained Entity Type: Existing entity type labeling systems classify enti-
ties in texts into fine-grained types. Our work utilizes ZOE [20] system, which
predicts the type in the FIGER [12] type set containing 112 two-dimensional
entity types, such as “/location/country” and “/location/city”.

3 Our Method

Our method mainly consists of four steps: (1) Labeling named entities in
Wikipedia articles as corresponding types. (2) Pre-training word and entity type
embeddings by employing Skip-gram model [15]. (3) Training the representation
for each entity using the word vectors obtained in the previous step. (4) Com-
bining entity vectors trained by Genea and Hofmann [5] (hereafter referred to
as “Wikitext entity embeddings”) and our entity embeddings. The word vectors
obtained in step (2) are also fused with the word vectors they use in the same
way. Finally, we apply the result word and entity embeddings to the existing
entity linking models. The overall architecture of our method is illustrated in
Fig. 1.
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Fig. 1. Overall framework of our method. The main component of our method is
painted in red. We first pre-train word vectors to encode entity type information using
Wikipedia articles with entity type tags. Then we utilize the word vectors with type
information to train entity embedding. Both of the local and global ranking model can
leverage the type information in entity embeddings and word vectors. (Color figure
online)

Fig. 2. Example of preprocessed sentences.

3.1 Entity Labeling

To embed words and entity types into the same vector space, we adopt a simple
but effective preprocessing method: labeling named entities in Wikipedia articles
as corresponding fine-grained 2-dimensional entity types in the FIGER type set
as shown in Fig. 2. We believe that the same type entities tend to appear in the
similar contexts. To train embedding for each entity type, we utilize quite a few
contexts of entities with the same type. For example, the embedding of “/loca-
tion/country” would be trained from the contexts of all the country entities in
Wikipedia articles. Specifically, we utilize hyperlinks in annotated Wikipedia cor-
pus to extract the entity mention and map Freebase type of each entity mention
into a set of fine-grained types.

3.2 Word and Type Vectors Pre-training

After processing the Wikipedia document, we employ the Skip-gram [15] model
to learn uncased 300-dimensional embeddings for both words and entity types
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with a minimum word frequency cut-off of 5 and a window size of 5. We project
1200 words vectors of 6 different types and corresponding type vectors using
the T-SNE algorithm [14], as shown in Fig. 3. It can be observed that the word
vectors are clustered according to the fine-grained entity type. For instance,
“mouse”, “monkey” and “dog” are close to the type /livingthing/animal. These
results indicate our method can encode the type information into word vectors.
We also observe that there are some overlaps between the entities of type /loca-
tion/country and /language which is possibly due to the similar contexts or
annotation errors.

Fig. 3. Two-dimensional representation of the vector space containing word and entity
types embeddings. Type embeddings are represented by triangle, while words are repre-
sented by dot, and color represents the type to which they belong. (Color figure online)

3.3 Entity Embeddings Training

We utilize the distribution hypothesis to learn the entity embeddings, where
we use the word vectors obtained in Sect. 3.2 as the input. During training, we
sample 20 context words around each entity as positive samples and 5 words at
random as negative samples each iteration. Thus we train the entity embedding
by making it close to the context words and further from other words in the vector
space. Finally, the embeddings are normalized to obtain the joint distribution of
entities and words on the unit sphere:

J(z; e) = Eω+|eEω− [h(z;ω+, ω−)] (4)

h(z;w, v) = [γ− < z, xw − xv >]+ (5)
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xe = arg min
z:||z||=1

J(z; e) (6)

where xe is the final entity embedding, γ is a margin parameter, <,> denotes dot
product, [.]+ denotes the RELU function, (ω+, ω−) denotes the sample positive
word and negative word respectively, E denotes the process of sampling word
vectors according to the given entity, z is the entity representation. The main
idea is to find a z on the unit sphere that is closer to the positive samples and
farther from the negative samples.

3.4 Entity Embeddings Fusing

In order to exploit the advantages of different entity embeddings, we combine
our entity embeddings with Wikitext entity embeddings for entity linking, and
the word vectors are fused in the same way. Specifically, we adopt three fusion
methods:

(i) Linearly Interpolation. Similar to Hou et al. [8], we use a parameter α to
control the weight of the two entity embeddings.

eα = (1 − α)eω + αet (7)

where eω is the Wikitext entity embedding, et is our embedding.
(ii) Nonlinear Interpolation. We also use a parameter β to control the weight

of the two entity embeddings.

en = (1 − β) ∗ eω + β ∗ Tanh(et) (8)

(iii) Gate Interpolation.
r, z = σ(W [eω; et]) (9)

eg = r · eω + z · et (10)

where W is a learnable matrix and σ is the sigmoid function, [;] denotes
the concatenation process.

4 Experiments

4.1 Datasets and Evaluation Metric

We use standard benchmark dataset AIDA-train in AIDA-CoNLL [7] for training,
AIDA-A for validating, AIDA-B for testing. We also use MSNBC, AQUQINT,
ACE2004, WNED-WIKI (WIKI), WNED-CWEB (CWEB) which come from
different domains for evaluation just like Ganea and Hofmann [5] and Le and
Titov [10,11]. It should be noted that CWEB and WIKI are believed to be less
reliable. The standard micro-F1 score is employed as evaluation metric.
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Table 1. Comparison of experimental results of different models. The first column
represents models and entity embeddings they use. The last column is the average of
F1 scores on the five test sets. Underlined scores show cases where we outperforms the
baseline models wnel and mulnel.

Embeddings Models AIDA-B MSNBC AQUAINT ACE2004 CWEB WIKI Avg

Weakly-supervised

Plato 86.4

G and H wnel 89.66 ± 0.16 92.2 ± 0.2 90.7 ± 0.2 88.1 ± 0.0 78.2 ± 0.2 81.7 ± 0.1 86.18

Hou et al. wnel 89.23 ± 0.31 92.15 ± 0.24 91.22 ± 0.18 88.02 ± 0.15 78.29 ± 0.17 81.92 ± 0.36 86.32

Ours (α = 0.1) wnel 89.44 ±0.13 92.46 ± 0.08 91.69 ± 0.10 88.13 ± 0.00 78.90 ± 0.05 80.82 ± 0.44 86.39

Ours (β = 0.1) wnel 90.40 ± 0.14 92.49 ± 0.01 91.64 ± 0.15 88.21 ± 0.22 78.77 ± 0.01 81.90 ± 0.15 86.60

Ours (gate) wnel 89.28 ± 0.12 92.55 ± 0.08 91.58 ± 0.15 87.89 ± 0.27 78.77 ± 0.06 81.10 ± 0.44 86.38

Fully-supervised

Yamada et al. JEWE 91.5

G and H Deep-ed 92.22 ± 0.14 93.7 ± 0.1 88.5 ± 0.4 88.5 ± 0.3 77.9 ± 0.1 77.5 ± 0.1 85.22

G and H mulnel 93.07 ± 0.27 93.9 ± 0.2 88.3 ± 0.6 89.9 ± 0.8 77.5 ± 0.1 78.0 ± 0.1 85.5

G and H DCA 93.73 ± 0.2 93.8 ± 0.0 88.25 ± 0.4 90.14 ± 0.0 75.59 ± 0.3 78.84 ± 0.2 85.32

Chen et al. BERT-Sim 93.54 ± 0.12 93.4 ± 0.1 89.8 ± 0.4 88.9 ± 0.7 77.9 ± 0.4 80.1 ± 0.4 86.02

Hou et al. mulnel 92.63 ± 0.14 94.26 ± 0.17 88.47 ± 0.23 90.7 ± 0.28 77.41 ± 0.21 77.66 ± 0.23 85.7

Ours (α = 0.1) mulnel 92.41 ± 0.32 93.59 ± 0.10 90.57 ± 0.45 90.22 ± 0.82 77.86 ± 0.26 77.94 ± 0.60 86.04

Ours (β = 0.1) mulnel 92.85 ± 0.13 93.96 ± 0.27 90.15 ± 0.38 90.87 ± 0.65 78.07 ± 0.27 78.67 ± 0.27 86.32

Ours (gate) mulnel 92.97 ± 0.07 94.29 ± 0.35 90.10 ± 0.35 90.30 ± 0.44 77.80 ± 0.06 77.83 ± 0.40 86.06

4.2 Experimental Settings

We use canonical Wikipedia dumps data1 published on 2020-07-01 which consists
of 1.3G tokens to train word and type vectors. We totally annotate 157.4M entity
mentions with their types. We use the method of Sect. 3.3 to train our entity
vectors on the entity similarity task shared by Genea and Hofmann [5], and
finally we obtain 276,030 entity vectors containing type information according
to the entity vocabulary.

The parameter α in Eq. 7 and β in Eq. 8 greatly affect the experimental
results, we present the best group of results. To demonstrate the effectiveness of
our entity embeddings, we use the existing state-of-the-art entity linking models
mulrel [10] (relations number K = 3) and wnel [11] as our baseline models. To
make our results comparable, we just replace the entity embeddings [5] and the
word vectors [15] that they used without modifying their model architectures.
Besides, we follow Ganea and Hofmann [5] to only consider the in-KB mentions
and use the same candidate generation strategy. Similar to Le and Titov [10], we
run each combination of entity embedding and linking model for 5 times, record
the mean and 95% confidence intervals of micro F1 score.

4.3 Results

As shown in Table 1, we compare the experimental results on the six test sets
with several state-of-the-art models: Plato [9], JEWE [18], Deep-ed [5], DCA [19],
BERT-Sim [2] etc. The models are divided into two groups: (1) models using

1 https://dumps.wikimedia.org/enwiki/latest/.

https://dumps.wikimedia.org/enwiki/latest/
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Wikipedia and Unlabelled document which are weakly-supervised; (2) models
using Wikipedia and labelled dataset AIDA-train [7] which are fully-supervised.

For the mulrel model, we achieve new state-of-the-art results on MSNBC,
AQUAINT, ACE2004 and CWEB datasets and the average F1 score of the five
out-domain test sets. Compared to the baseline model, both of our approaches
using nonlinear interpolation and gate interpolation can improve performance
on four of the six datasets. For the wnel model, our entity embeddings obtain
new state-of-the-art results on five of the six test sets, and obtain the optimal
average F1 score of the five out-domain test sets. The experimental results can
further draw the following three conclusions:

(1) In the weakly-supervised setting, our method achieves 0.74% performance
improvement on the in-domain dataset and the improvement of the out-
domain test sets is relatively solid. It can be seen that our embeddings
perform better in the scenario with low resources.

(2) In most cases, three fusion methods can improve multiple datasets which
come from different domains. And we respectively achieve 0.82% and 0.42%
improvement on average F1 score of the five test sets. This demonstrates
our method performs well on cross-domain issues.

(3) For different fusion ways of entity embeddings, nonlinear interpolation
reveals excellent and solid results in both of the fully-supervised and weakly-
supervised settings, gate interpolation and linearly interpolation also pro-
duce competitive results. Comparatively speaking, nonlinear interpolation
is the most appropriate to combine the advantages of the two kinds of
embeddings.

Compared with the entity embeddings of Hou et al. [8] and Ganea and
Hofmann [5], our embeddings achieve solid performance improvement on most
of the datasets, proving the effectiveness of the introduction of type information.
Compared with the BERT-based entity embeddings of Chen et al. [2], we achieve
0.32% performance improvement on five out-domain datasets using non-linear
interpolation, while we achieve lower performance on the in-domain dataset
AIDA. This experimental result also shows the advantages of making use of
the latest pre-trained language models which have powerful encoding capability.

4.4 Analysis

Type Errors Correction: We respectively analyzed the error cases again gen-
erated by mulrel model (α = 0.1) on the AQUAINT dataset (totally 727 men-
tions) and wnel model (β = 0.1) on the AIDA-B dataset (totally 4485 mentions).
Type error cases specifically refer to the cases where the type of predicted entity
is inconsistent with the ground-truth entity’s type and doesn’t match the corre-
sponding mention context. For the mulrel model, there are 21 type errors cases
(about 34.2% of the total errors), 17 of which are corrected by our method. And
for the wnel model, it generates totally 259 type error cases (about 56.8% of the
total errors), we correct 54 of them. As listed in Table 2, our entity embeddings
can correct a large number of type error cases. We further analyzed the remain-
ing type error cases and find they are mainly due to the insufficient helpful local
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Table 2. Comparison of results between beseline model and our model. Mentions in
texts are bold, the type of each entity is italic.

Contexts Mulrel or Wnel Our model

(1) Palestinians await word
from Israel

Palestine
(/location/country)

Palestinian people
(/people/ethnicity)

(2) The victims of the poisoning
were in stable condition, but
three suffered mild liver
disorders

Liver (/body part) Liver disease (/disease)

(3) That would allow it to use
clean burning hydrogen to
generate electricity

Hydrogen vehicle
(/product)

Hydrogen (/chemistry)

(4) ...Who has joined Espanyol of
Barcelona from Nantes since
missing the European
championship finals through
injury

Nantes
(/location/city)

FC Nantes
(/organization/sports league)

Table 3. Examples of nearest entities in Ganea and Hofmann [5] and our entity repre-
sentation space. The entity whose type is inconsistent with the entity being queried is
bold.

Methods George Washington
(/person/politician)

Beijing
(/location/city)

On the Origin of Species
(/art/written work)

G and H Abraham lincoln Seoul Charles Darwin

Gilbert Du Motier, Marquis de Lafayette Shanghai Evolution

American revolutionary war China Thomas Henry Huxley

Ours Abraham lincoln Athens History of evolutionary thought

Ulysses S. Grant Seoul Introduction to evolution

Jefferson Davis Tokyo Theistic evolution

context and the low prior probability, which are hard to address. We leave these
problems to our future work.

Nearest Entities: In addition, we compared the closest entity embeddings in
Ganea and Hofmann [5] and our entity representation space as shown in Table 3.
When we query the entity “George Washington”, the first three most similar
entities in our vector space are all of the /person/politician category, which is
consistent with the type of queried entity “George Washington”. While, among
the result of Ganea and Hofmann [5], only one entity remains the same type. It
can be seen that our entity embeddings are more sensitive to type.

5 Conclusion

This paper proposes a simple yet effective method to encode fine-grained entity
type information into the entity embeddings, enabling models to better capture
the fine-grained entity type information. We obtain solid improvement compared
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with the previous models and the detailed experimental analysis shows our
method can correct a fair portion of type error cases produced by the baseline
model. Moreover, our method doesn’t need to modify the EL model architecture,
thus can be easily applied to other EL models.

In the future, we will consider injecting the entity information and fine-
grained type information into the latest pre-trained language model (e.g., BERT
[3]) to obtain entity representation and further improve the performance of entity
linking.
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Abstract. Open Relation Extraction (OpenRE), aiming to extract rela-
tional facts from open-domain corpora, is a sub-task of Relation Extrac-
tion and a crucial upstream process for many other NLP tasks. How-
ever, various previous clustering-based OpenRE strategies either con-
fine themselves to unsupervised paradigms or can not directly build a
unified relational semantic space, hence impacting down-stream cluster-
ing. In this paper, we propose a novel supervised learning framework
named MORE-RLL (Metric learning-based Open Relation Extraction
with Ranked List Loss) to construct a semantic metric space by utiliz-
ing Ranked List Loss to discover new relational facts. Experiments on
real-world datasets show that MORE-RLL can achieve excellent perfor-
mance compared with previous state-of-the-art methods, demonstrating
the capability of MORE-RLL in unified semantic representation learning
and novel relational fact detection.

Keywords: Open-domain · Relation extraction · Deep metric learning

1 Introduction

Relation Extraction (RE) aims to extract pre-defined relational facts from
plain text (e.g., “Mary gave birth to Keller in 1989s.”, RE can extract
“gave birth to” between two named entities “Mary” and “Keller”). It is an
important task that can structure a large amount of text data. Therefore, it can
benefit for unstructured text data storing and the procedure of many other down-
stream NLP tasks or applications, such as knowledge graph construction [29],
information retrieval [33], and logic reasoning [26]. Nevertheless, with the rapid
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development of social media and human civilization, novel relationships and new
knowledge in open-domain text data are also increasing. Accordingly, the rela-
tion types in the open-domain corpora may not be pre-defined, which is hard for
RE to handle. To meet the rapid emergence of such novel knowledge, OpenRE
emerged as the times required [2]. The goal of OpenRE is to detect novel rela-
tional facts from open-domain datasets. It is a crucial task for updating the
human knowledge base and the study of human civilization.

Existing OpenRE methods are divided into two main categories: tagging-
based and clustering-based. The tagging-based strategies treat OpenRE as a
sequence labeling problem [2,3]. Still, these methods often extract surface forms
that can not be utilized for downstream tasks (i.e., some sequences have the same
relational semantic type, but their phrases generated from tagging-based meth-
ods are different because of overly-specific). Comparatively, clustering-based
methods aim to identify the rich semantic features in the text, then cluster
them into certain relation types. Recently, many efforts have been devoted to
exploring clustering-based methods, such as [8,34,36]. Yet, those schemes are
laborious and time-consuming because of the high dependence on well-designed
features created by hand.

Profited from the substantial improvement of computing power in recent
years, neural networks begin to be exploited in clustering-based OpenRE tasks
to alleviate the above issues, such as [10,15,24]. Even so, these strategies confine
themselves to unsupervised or self-supervised paradigms and can not fully ben-
efit from current high-quality human-labeled corpora. Although several uncon-
ventional works have gained phenomenal performance, such as [36], the reliance
on the extra knowledge for these strategies make it hard for us to compare
with. Besides, another supervised scheme learned the similarity metrics from
labeled instances and further transferred the relational knowledge to the open-
domain scene, namely Relational Siamese Networks (RSNs) [32]. However, RSNs
target learning a similarity classifier rather than building relational representa-
tions directly. Thereby, this may impact the efficiency and effect of down-stream
clustering.

In order to address these issues, we propose a novel supervised learning
framework via a clustering-based scheme driving neural encoder to build rich
semantic representation directly. From our insight view, the essential target of
the clustering-based OpenRE algorithm is to construct a reasonable semantic
space on the open-domain corpora, where all different relational facts can be
distinguished clearly. Therefore, the learning of semantic representation is a fun-
damental part of the whole task. It can not only extend the functionality of the
neural encoder (i.e., the semantic space construction ability of the neural model
can be used in other scenes, such as classification, etc.) but also bring benefits
to downstream clustering.

As a result, we pay attention to the unified semantic representation learn-
ing ability of neural encoders. Specifically, we employ deep metric learning to
drive the neural encoder to build a distinguishable semantic space on open-
domain datasets. However, most prevailing deep metric learning methods, such
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as triplet loss [14], N-pair-mc [27], or Proxy-NCA [20], always bring low yield due
to the poor supervision signals from the limited number of training data points.
Inspired by [30], we chose Ranked List Loss (RLL) instead, which can capture
set-based rich supervision signals. Meanwhile, RLL can preserve a better intr-
aclass similarity structure within a hypersphere than other set-based schemes,
hence constructing a more desirable semantic space.

Additionally, considering that the open scene corpora is usually full of noise,
hence directly transferring knowledge may not be an ideal choice. To enhance the
model’s robustness, we also design virtual adversarial training for our semantic
space construction algorithm. Experiments demonstrate that MORE-RLL can
build more distinguishable semantic representations and obtain excellent perfor-
mances on real-world datasets.

To sum up, the main contributions of this work are as follows:

* We propose a novel clustering-based OpenRE framework, namely MORE-
RLL. The MORE-RLL combines deep metric learning and neural encoder to
build a unified relational semantic space to discriminate samples rather than
utilize an additional classification layer. Thus, it can handle the enormous
undefined relation types in the open-domain corpora and facilitate down-
stream clustering to discover valuable novel types. Meanwhile, we adopt a
Ranked List Loss to gain more prosperous supervision signals and construct
a more desirable semantic space than other prevailing metric learning losses.

* Considering the noise and bias present in the text of open scenarios, we also
design virtual adversarial training to enhance the robustness of MORE-RLL
instead of directly transferring the knowledge that comes from clean RE
datasets to the open-domain corpora.

* Experiments illustrate that the proposed MORE-RLL achieves state-of-the-
art performance on real-world datasets, even if the imbalance distribution
presents in the test set. Moreover, the visual analysis also demonstrates its
excellent ability of relational representation learning and novel knowledge
detecting.

2 Methodology

In this section, we will introduce our framework in detail. As shown in Fig. 1,
we exploit a neural encoder to extract relational representations from a batch of
training samples. These sentence-level representations can be taken as relational
semantic vectors, indicating the relative locations of facts in the semantic feature
space. Then, we use them to calculate the Ranked List Loss (RLL) and gain
rich supervision signals to train the encoder. Besides, we set virtual adversarial
training to smooth the feature space to overcome noise in the open scenes. We
repeat these steps until the encoder is well-trained and then transfer the prior
knowledge from the training samples to the open-domain corpora.
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Fig. 1. Overall architecture of MORE-RLL.

2.1 Neural Encoders

As a vital component of MORE-RLL, the neural encoder aims at extracting
semantic representations of relation types from natural language sentences. In
this paper, we mainly use CNN as the encoder. Meanwhile, we also experiment
with the pre-trained language model to demonstrate the expansibility of our
framework.

CNN+GloVe. Following [32,35], we take the CNN encoder as our primary choice
and utilize the pre-trained GloVe embedding [22]. To be specific, we firstly use
the pre-trained word embedding layer and a randomly initialized position embed-
ding layer to transform the original text sequences. Both these embedding layers
are trainable. Then, the outputs of these two embedding layers will be concate-
nated and passed to a one-dimensional CNN followed by a max-pooling layer.
After that, we employ a linear layer to map these raw representations to a high-
dimensional semantic space. So far, the structure of our model is the same as
that of RSNs [32], so we don’t detail it. However, unlike RSNs, which utilize
an additional linear classifier to predict the similarity of the extracted represen-
tation pair, we simply construct such a feature space and prepare for the next
step.

BERT. Inspired by SelfORE [15], which exploited the pre-trained language
model, we also choose BERT [7] as our contextual neural encoder. Following
the operation proposed by [25], we take the relational hidden states of BERT as
representations rather than the output of [CLS] token. More specifically, for a
sentence S = {s1, ..., sT } (where s indicates the token and T is the length of S),
we insert four special tokens before and after each entity mentioned in a sentence
and get a new sequence:

S = [s1, .., [E1start], sp, .., sq, [E1end],
.., [E2start], sk, .., sl, [E2end], .., sT ] (1)
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We use this sequence as the input of BERT, and then we concatenate the last
hidden states of BERT’s outputs corresponding to [E1start], [E2start], take these
relational hidden states as our raw representations. Same as what we have men-
tioned in the CNN encoder, we then use a linear mapping layer to process these
representations.

After obtaining the representations extracted by the above neural encoders,
we perform L2 normalization on these high dimensional representations, thus
construct a Euclidean semantic space where we can predict the similarity metrics
of relations conveniently.

2.2 Ranked List Loss

Fig. 2. Illustration of the ranked list loss.

So far, we have introduced how to built a Euclidean semantic space. Therefore,
the next problem is the optimization of this space, which we will detail in this
section.

As we have introduced in the Subsect. 1, our essential objective is to make
the neural encoder gain a unified representation learning ability on high-quality
RE corpora. Thus, we adopt deep metric learning as the optimization algorithm
on relational semantic space. What’s more, considering the limited information
from point-based or pair-based metric learning methods (e.g., triplet loss [14],
N-pair-mc [27]), we try to use a set-based or group-based scheme instead.
Inspired by [30], we finally choose Ranked List Loss (RLL) to explore set-based
similarity structure from a training batch and gain richer supervision signals.

For an anchor selected from the training batch, RLL rank the similarity of all
the same type (positive) points before the different categories (negative) points
and preserve a preset margin between them. To be specific, given a batch of
normalized relation representations B = {r1, ..., rm} generated from the neural
encoder, and an instance (anchor) ri in B (where m indicates the batch size), we
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expect that the positive points for the anchor in B can be gathered together while
those negative points are the opposite. So we calculate the following formula:

L(ri,B; f) =
∑

rj∈B,j �=i

[(1 − yij)[αN − dij ]+

+ yij [dij − αP ]+] (2)

where f is model parameters; y indicates the relation type, yij = 1 if rj is a
positive point, yij = 0 otherwise; dij denotes the Euclidean distance between
two points; αP , αN represent the positive and negative boundary respectively;
[.]+ denote the hinge function.

Intuitively, as shown in Fig. 2, those positive instances outside the αP will be
pulled closer, while those negative points within the αN will be pushed further.
The remaining uninformative points which have already met our objective will
not be taken into count because of the hinge function.

More concisely, for an anchor ri in B, let’s define LP (ri,B; f) as the total
loss of all informative positive points, and LN (ri,B; f) is the sum of all infor-
mative negative samples loss, thus the optimization objective function can be
summarized as below:

LRLL (B; f) =
∑

ri∈B
[(1 − λ)LP (ri,B; f) + λLN (ri,B; f)] (3)

Here, the λ is the balance factor between LP (ri,B; f) and LN (ri,B; f). Usually,
we set it as 0.5.

Additionally, given ri as an anchor, there are always numerous informative
negative points that can be found in B. To deal with the magnitude difference
laying in the negative loss, we follow [30], weight the negative examples according
to the values of their loss:

wij = exp[Tn ∗ (αN − dij)], rj ∈ RN
i (4)

where RN
i represents the set of informative negative samples of ri, and Tn indi-

cates the temperature factor which controls the degree of weighting these neg-
ative samples (because the temperature factor of positive samples, namely Tp,
is always set to 0, we don’t formalize it). When Tn is 0, every instance will be
treated equally. But if set Tn to +∞, the loss function will devote almost all
attention to the hardest sample.

Consequently, the LN (ri,B; f) in (3) can be updated as:

LN (ri,B; f) =
∑

rj∈RN
i

[
wij∑

rj∈RN
i

wij
(αN − dij)] (5)

After the neural encoder retrieves the supervision signals of B, we sample next m
instances sequentially from the training corpus and performed the above opera-
tion iteratively.
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2.3 Virtual Adversarial Training

Different from many other tasks, there is always bias (e.g., the extreme imbalance
of labels) and noise (e.g., spelling mistakes) present in the text of open scenarios.
As a result, directly transfer the knowledge from the standardized corpus to an
open-domain setting is not an ideal scheme. To address this issue, we design
virtual adversarial training (VAT) [19] to smooth the semantic space, hence
enhance the model’s robustness.

Specifically, for any given sentence S and its original representation r, we
first generate a normalized perturbation ξ on the word embedding within S
randomly, add it to the original word embedding, and then take this disturbed
embedding as the input of encoder to build a new representation r̃. Next, we
calculate the gradient g of the Euclidean distance between r and r̃ with respect
to the ξ. Then, we regard ε times normalized g as the worst-case perturbation ξ̃,
where ε is a small decimal number we set as 0.02 in all our experiments. Finally,
we use ξ̃ to disturb the original embedding of S. In a word, given a batch of
samples B, we penalize neural encoder with the following VAT loss:

Ladv(B; f) =
1
m

m∑

i=1

D(F (Si; f), F (Si + ξ̃i; f)) (6)

Where Si indicates the i sequence, F (Si+ ξ̃; f) denotes the distributed repre-
sentation encoded by the neural model, while F (Si; f) is the original one (namely
ri) and D calculates the Euclidean distance between two representations. Intu-
itively, we expect that any representation ri encoded by model in B is stable as
possible under such worst-case perturbations.

Thence, the final objective loss function can be written as:

L(B; f) = LRLL(B; f) + βLadv(B; f) (7)

Where β is a factor that indicates the weight of virtual adversarial training.
Same as [19], we set it as 1 practically.

3 Experiment

3.1 Datasets

FewRel is derived from Wikipedia and annotated by crowd workers [12]. Dif-
ferent from most other datasets, the entity pair of each instance in FewRel is
unique, which makes the model unable to obtain shortcuts by memorizing the
entities. Following the paper [32], we choose 64 relations as the train set and
randomly select 16 relations with 1600 instances as the test set; the remaining
sentences are validation set (as can be seen in Table 1).

NYT+FB-sup is generated from NYT+FB. The original NYT+FB is built
by distant supervision, and its text sequences come from New York Times
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corpus [23] while the relational types are extracted from Freebase [5]. Follow-
ing [15,24], we process the raw data and get the original NYT+FB. Since the
whole dataset is built via distant supervision, its labels are full of noise and bias.
In order to fit the supervision setting and to better simulate open scenes, we
then divide the original dataset again, hence obtaining NYT+FB-sup. Usually,
the relations which occur frequently are common categories, and those relations
with rare instances are insufficient to be regarded as novel types. Therefore, we
select relations with the number of instances between 20 and 2000 as novel rela-
tions and append them to the test set. As shown in Table 1, we finally obtained
72 novel relations equally divided between the test and validation set, leaving
190 relations as the train set, which contains both common and scarce types to
simulate a real unbalanced environment.

Table 1. The statistical information on FewRel and NYT+FB-sup

Partition FewRel NYT+FB-sup

Relation type Instance Relation type Instance

Train 64 44800 190 25521

Dev 16 9600 72 8100

Test 16 1600 72 8063

3.2 Settings

In all our experiments, we use the NVIDIA RTX2080 graphics card. We choose
Adam [16] for our optimization and fix the learning rate with 3e-4 and 1e-5
on CNN and BERT, respectively. Since the batch size m is a significant factor
in our metric learning-based framework, we use the conclusion that comes from
3.5.3. Expressly, we set m to 100, fix both the relation types C and the number of
instances for each type K to 10. To solve out-of-memory problems when utilizing
BERT, we use parallel training on 4 graphics cards. For the hyperparameter
αP , αN , we follow the original paper [30] and set them as 0.8 and 1.2 separately,
hence preserving a margin of 0.4 between these two boundaries. The temperature
factor Tn in this work is 10, which is also the same as the original paper. We
train our framework with 4 epochs on the training set and adopt early stopping.

The clustering algorithm is a general factor in the OpenRE task, so there
can be multiple choices. Since the semantic space constructed by our framework
is a normalized Euclidean space, the distance metric described by our model
is linear, which is different from [32]. Therefore, we utilize two commonly used
algorithms: K-Means [13] and Mean-Shift [6]. On FewRel, we choose K-means
as our downstream clustering algorithm and set the number of clusters as 24.
And on NYT+FB-sup, we choose Mean-Shift instead of K-means to deal with
the imbalance, which can automatically find clusters based on spatial density.
We don’t use Louvain [4] or HAC [31] in our framework. The reason is that
the Louvain is a graph-based algorithm that is not very compatible with our
normalized Euclidean semantic space, while the HAC is highly time-consuming.
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What’s more, we adopt B3 F1 score [1] as our metrics, which is widely used
in previous works [8,15,18,32]. F1 calculates the harmonic mean of precision
and recall, and its value is more affected by the lower one, which can fairly
demonstrate the performance of the model.

3.3 Main Results

Table 2. The results on FewRel and NYT+FB-sup.

Method FewRel NYT+FB-sup

Prec. Rec. F1 Prec. Rec. F1

VAE [18] 17.9 69.7 28.5 20.3 40.7 27.1

RW-HAC [8] 31.8 46.0 37.6 25.2 33.9 28.9

SelfORE [15] 50.8 51.6 51.2 30.9 46.4 37.1

RSNs [32] 48.9 77.5 59.9 31.1 52.0 38.8

MORE-RLL (GloVe+CNN) 57.1 68.0 62.0 39.1 49.1 43.5

MORE-RLL (BERT) 70.1 79.6 74.5 48.7 50.8 49.7

We compare our MORE-RLL with four previous state-of-the-art baselines [8,15,
18,32] on two datasets. All these models are evaluated on the test set to show
their performance. The main results can be seen in Table 2, the scores of all
algorithms are the highest among the statistical testings (some borrowed from
the original paper). From Table 2, we can draw the following conclusions:

* Benefiting by the rich supervision signals come from the labeled RE corpora
(even the distant-supervised annotations), MORE-RLL(GloVe+CNN) out-
performs all unsupervised or self-supervised methods on both datasets. The
results indicate the effectiveness of prior knowledge transfer and our unified
semantic representation learning strategy, which can be conducive to novel
type-detection in open scenarios.

* MORE-RLL (GloVe+CNN) outperforms RSNs on precision and F1. However,
compared with RSNs, the superiority of MORE-RLL is not obvious on recall.
Because the clustering method adopted by RSNs is Louvain [4], which con-
stantly produces coarse-grained clustering results, as mentioned in [32]. Since
the essential objective of OpenRE is to detect valuable novel relations, the
quality of relation types detected by the model is more significant than the
quantity. Therefore, the impressive precision of MORE-RLL also indicates
its capability of high-quality knowledge discovery.

* The F1 scores of all methods on NYT+FB-sup are lower than the results
on FewRel. Even SelfORE [15], which has achieved admirable performance
on NYT+FB, also has a poor performance. This phenomenon shows that
NYT+FB-sup can simulate the real open scene and presents a challenging
problem for all models. However, even in a hard setting, MORE-RLL can still
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maintain a better performance than others. This result proves that MORE-
RLL is robust to noise in the dataset and can distinguish those ambiguous
novels and rare classes in open-domain corpora.

* To demonstrate the expansibility of our framework, we also adopt BERT as
our neural encoder. Owing to the powerful extracting ability of the pre-
trained language model, the performance of our framework has been greatly
improved. In fact, there are multiple encoders that can be adopted in our
framework. Due to the limitation of the space, we do not extend it here.

3.4 Visualization Analysis

Fig. 3. The t-SNE visualization on FewRel.

Fig. 4. The t-SNE visualization on NYT+FB-sup.

In order to intuitively demonstrate the capability of MORE-RLL on seman-
tic representation learning, we visualize the semantic space of relational repre-
sentations with t-SNE [17]. Specifically, We randomly sample 4 relation types
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from the test set of FewRel and NYT+FB-sup, respectively, 100 instances
per type, and construct representations from these instances on both MORE-
RLL(GloVe+CNN) and RSNs, then color these representations according to
their ground-truth types.

The Fig. 3 illustrates the visualization on FewRel. The semantic space of
MORE-RLL is more distinguishable that almost all four types can preserve the
intraclass similarity within a hypersphere while leaving a distinct margin between
any two categories. In contrast, RSNs attempt to shrink the representations of
the same type into one point. Thus, the distribution of points for RSNs in each
cluster is denser than MORE-RLL. However, excessive attention to the similarity
between point pairs may drop the intraclass similarity structure, so it is easier
for RSNs to divide samples of the same category into multiple subcategories.

Visualization on NYT+FB-sup can be seen in Fig. 4. The semantic space
on NYT+FB-sup is harder to construct compared with Fig. 3. Because of the
distant-supervision labels and the extreme imbalance in the training set, it is easy
for both MORE-RLL and RSNs to be confused with some relation types. For
example, the olive points in Fig. 4 cannot maintain the intraclass structures well.
However, MORE-RLL can still preserve a relatively distinguishable semantic
space even in such a challenging setting.

3.5 Other Empirical Studies

In this subsection, we conduct several experiments: 1). Compare the VAT
with other regularization strategies; 2). Compare the RLL with the other metric
losses; 3). Explore the vital factor for the batch content. In all the following
experiments, we use CNN as the neural encoder.

3.5.1 Comparing with Other Regularization Methods
In this paragraph, we compare VAT with other widely used regularization strate-
gies to show the effectiveness of it, that is:

* L2 regularization. We adopt L2 regularization on both the CNN and the linear
mapping layer with the 2e−4 and 1e−3 weight decay ratio, respectively.

* Dropout [28]. We apply Dropout on the word embedding, the drop rate we
use here is 0.3.

* Random Perturbation Training (RPT) is a naive smoothing scheme that
disturbs the original input with an isotropic distribution. Since the RPT
can be regarded as a downgraded version of our VAT, we take the initial
perturbation ξ (we have mentioned in Sect. 2.3) as a random perturbation
and add it to the original word embedding within each sequence.

The hyparameters of each strategy above are chosen via greedy trials. For each
of them, we report the best score among 10 experiments.

As can be seen in Table 3, with the help of VAT, MORE-RLL can achieve
better performance. In contrast, some other widely used regularization meth-
ods (e.g., L2, Dropout) can’t bring phenomenal improvement due to the shallow
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structure of our framework. Meanwhile, suffering from the influence of isotropic
distribution, the RPT also achieve barely satisfactory compared with VAT.
Besides the theoretical and performance promise, the VAT calculates “virtual
adversarial direction” (as mentioned in the original paper [19]), so there is no
dependency on the ground-truth information for VAT. Consequently, it is more
suitable to use VAT in the open domain than other label-dependency methods,
e.g., adversarial training [11].

Table 3. The results of adopting different regularization methods.

Method FewRel NYT+FB-sup

Prec. Rec. F1 Prec. Rec. F1

MORE-RLL w/o VAT 56.6 60.3 58.4 36.4 48.9 41.8

MORE-RLL w/o VAT + L2 52.9 66.4 58.9 39.0 45.5 42.0

MORE-RLL w/o VAT + Dropout 53.9 66.8 59.6 39.5 45.2 42.1

MORE-RLL w/o VAT + RPT 57.7 62.7 60.1 38.7 43.9 41.1

MORE-RLL 57.1 68.0 62.0 39.1 49.1 43.5

3.5.2 Comparing with Other Metric Learning Losses
In this paragraph, we try to demonstrate the effectiveness of the Ranked List
Loss. We compare RLL with other prevailing metric losses:

* Triplet Loss (TL) [14] is a pair-based metric loss, which aims to pull an anchor
closer to a positive point while pushing further from a negative point.

* N-Pair-Mc Loss (NPML) [27] is similar to triplet loss which increases the
number of data points used to calculate. Further, it utilizes an efficient batch
composition method.

* Proxy-NCA Loss (PNL) [20] is a proxy-based loss, which aims at selecting
proxies that represent the desirable cluster center of those positive or negative
samples.

* Facility Location Loss (FLL) [21] is another outstanding set-based metric loss.
The author takes the global embedding structure into account and proposes
a better optimization strategy on FLL than the greedy algorithm.

In this experiment, We fix the batch size m of all schemes to 100. All the results
reported here are the highest one during 10 experiments. To avoid the influence
of other factors, we don’t use VAT on MORE-RLL here. The result is presented
in Table 4. It shows that these set-based metric losses do capture richer super-
vision signals than those pair-based methods. Moreover, RLL performs better
than FLL, this mainly owing to the superiority of RLL on the intraclass similar-
ity structure-preserving. At the same time, FLL also suffers from the excessive
pursuit of the similarity metric. We also note that the FLL is much more time-
consuming than RLL and is sensitive to its hyparameters, making it hard to
optimize.
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Table 4. The results of adopting different metric losses.

Method FewRel NYT+FB-sup

Prec. Rec. F1 Prec. Rec. F1

MORE-TL 37.2 44.2 40.4 32.3 30.2 31.2

MORE-NPML 40.6 48.6 44.2 32.5 33.6 33.1

MORE-PNL 46.3 55.4 50.4 31.7 33.1 32.4

MORE-FLL 50.0 57.0 53.3 32.7 41.3 36.5

MORE-RLL w/o VAT 56.6 60.3 58.4 36.4 48.9 41.8

3.5.3 The Vital Factor for Batch Content
Unlike many other OpenRE methods, the training batch content is a significant
part of our metric learning-based strategy. As mentioned in [9], almost all metric
losses can benefit from a larger batch size due to the more prosperous signals.
However, there are two critical factors for the batch content in RLL, that is, the
number of relation types C and the number of instances K in each relation type
(i.e., m = C×K, m is the batch size). Though Wang et al. [30] has experimented
with the impact of batch content on RLL, it is still ambiguous which factor for
batch content is more contributing.

Accordingly, we change the training batch size in a larger range on both
datasets to reveal the impact of C and K more clearly. To be specific, we fix
one of these two factors to 10 and range the other from 3 to 13, then plot the
results to show each factor’s impact. All scores we report in this paragraph are
averaged from 10 experiments.

(a) FewRel (b) NYT+FB-sup

Fig. 5. The influence of training batch content on FewRel and NYT+FB-sup. The solid
blue line represents the impact of changing in K while the dashed red line indicates
the influence of changing in C
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As can be seen in Fig. 5, we can draw the following conclusions:
* The batch size is a significant hyparameters in our framework. With a larger

batch size, the neural encoder does capture more prosperous supervision
signals. However, this improvement will not be noticeable when the batch
size is sufficiently large. Hence, we recommend to take 100 (C = K = 10) as
an ideal batch size on both FewRel and NYT+FB-sup.

* The result on FewRel illustrates that K seems to have a greater impact than
C, i.e., the dashed red line rises more rapidly with batch size growth. Mean-
while, the batch content with larger K (the solid blue line) usually brings
more performance improvement. As we have mentioned in Sect. 2.2, there
is a vast gap between positive and negative loss present in RLL. Since the
FewRel is a human-labeled corpus, the larger K is, the more high-quality
positive supervision signals RLL can bring. Thus K is a more vital factor
when training for these gold-label corpora.

* On the contrary, C plays a vital role when the training dataset is NYT+FB-
sup. Unlike FewRel, the NYT+FB-sup corpus is full of noise, so it is difficult
for RLL to generate beneficial positive signals. Taking another route, increas-
ing the diversity of relationship types can dramatically increase the negative
signals. Though there is still noise present, RLL is more likely to find those
informative and beneficial negative points in it. Hence the neural encoder
can have more opportunities to obtain instructive semantic signals. In this
case, a larger C may be a desirable choice.

4 Conclusion

In this paper, we propose a novel supervised learning framework for open-domain
relation extraction, namely MORE-RLL. It aims to make the neural network gain
a unified relational representation encoding ability and handle the open-domain
relational instances. We utilize deep metric learning to drive the neural model
to learn relational representations directly, thereby conducive to downstream
clustering efficiency. Moreover, we set virtual adversarial training to enhance
the robustness of the neural encoder. Our experiments show that MORE-RLL
achieves state-of-the-art performance on real-world RE corpora comparing with
previous methods and can build a more desirable semantic space. These all
demonstrate the capability of our scheme on relational representation learning
and novel relation detection.
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Abstract. Distant supervision can generate large-scale relation classifi-
cation data quickly and economically. However, a great number of noise
sentences are introduced which can not express their labeled relations.
By means of pre-trained language model BERT’s powerful function, in
this paper, we propose a BERT-based semantic denoising approach for
distantly supervised relation classification. In detail, we define an entity
pair as a source entity and a target entity. For the specific sentences
whose target entities in BERT-vocabulary (one-token word), we present
the differences of dependency between two entities for noise and non-
noise sentences. For general sentences whose target entity is multi-token
word, we further present the differences of last hidden states of [MASK]-
entity (MASK-lhs for short) in BERT for noise and non-noise sentences.
We regard the dependency and MASK-lhs in BERT as two semantic
features of sentences. With BERT, we capture the dependency feature
to discriminate specific sentences first, then capture the MASK-lhs fea-
ture to denoise distant supervision datasets. We propose NS-Hunter, a
novel denoising model which leverages BERT-cloze ability to capture the
two semantic features and integrates above functions. According to the
experiment on NYT data, our NS-Hunter model achieves the best results
in distant supervision denoising and sentence-level relation classification.

Keywords: Distant supervision · Relation classification · Semantic
denoising

1 Introduction

Relation classification (RC) is a fundamental task in natural language processing.
The goal of RC [26] is to identify the relation type in a sentence for a given entity
pair, which is particularly important for the construction of knowledge bases. In
recent years, deep learning has performed very well in relation extraction, but
the technique needs a great number of labeled data, which is very expensive for
manual tagging. In order to obtain a large amount of labeled RC data quickly and
cheaply, distant supervision (DS) [16] was proposed to automatically generate
c© Springer Nature Switzerland AG 2021
S. Li et al. (Eds.): CCL 2021, LNAI 12869, pp. 324–340, 2021.
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data by aligning a knowledge base with an unlabeled corpus. It is built on a
weak assumption that if an entity pair has a relation in a knowledge base, all
the sentences containing this entity pair will express the corresponding relation
and exist in the dataset as a bag [16]. Based on such an assumption, a large
number of noise sentences are generated by DS because many sentences can not
express their labeled relation in fact. For example, in Fig. 1, sentence S-2 can
not express the labeled relation “founder”. These noise sentences such as S-2
will cause error propagation and may significantly reduce the performance of
RC model.

Fig. 1. Two sentences generated by DS method.

Since the pre-trained language model BERT was put forward [4], it has per-
formed very well in the fully supervised RC datasets such as SemEval 2010 task
8 [22,25]. Different from DS, it is manually labeled, so there is no noise-sentences
in it. Following these two works, even if we only keep two entities and delete the
other parts of the sentence in test set, we can still get the F1-value of 49.99%
(89.2% in MTB [22]) in 19-class fully supervised RC task. Only keeping entity
pair in every sentence of test set can get such a high F1-value, which shows that
BERT-based RC model will pay more attention to the entity pair itself rather
than other words of the sentence. So, the model can not effectively discriminate
noise and non-noise sentences, because in a bag generated by DS-method, noise
and non-noise sentences have the same entity pair. Therefore, this method can
not be directly used in sentence-level DS-RC.

Predicting masked word is one of the two pre-training tasks of BERT. Cui
et al. [3] showed that there is a great deal of commonsense knowledge in BERT.
After our verification, BERT can predict most blanks in general texts, which
enables us to identify the noise-sentences in DS dataset.

In this paper, we propose NS-Hunter, a novel denoising model for DS-RC,
which leverages BERT-cloze to capture semantic features of noise sentences in
DS dataset (Short for Noise Sentence Hunter). We define the entity pair in each
sentence as a source entity and a target entity, and the rest of the sentence
as relation pattern. Here the source entity is known, but the target entity
needs to be predicted which may be head entity or tail entity. Our NS-Hunter
is based on the following assumption: in a non-noise sentence, the correct
prediction of the target entity requires the both attendance of source
entity and relation pattern. The assumption restricts the dependency of the
source entity and target entity based on the relation pattern marked, which
means for a sentence, if the target entity can be predicted only based on one
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of the either source entity or relation pattern, it will be regarded as a noise
sentence. We regarded the dependency of the source entity and the target entity
as the first semantic feature for detecting noise sentence in DS datasets.

Fig. 2. An example of identifying noisy sentences.

According to the function of BERT, if a word in a sentence was replaced by
[MASK] and then the revised sentence was input to BERT, BERT can make
a reasonable prediction for the word at the position of [MASK] according to
other words in the sentence. To explain the rationality of our assumption, we
transformed the S-1 in Fig. 1 into S1-1 and S1-2 in Fig. 2, and also the S-2 in
Fig. 1 into S2-1 and S2-2 in Fig. 2. For S1 in Fig. 1, when we do not mask Jobs,
i.e. S1-1 in Fig. 2, BERT can predict Apple. When we mask Jobs with [MASK],
i.e. S1-2 in Fig. 2, BERT can not predict Apple. That means Jobs and Apple
have closely related dependency in S-1, so we think S-1 can express the labeled
relation. We use the same method to judge S-2, whether we mask Jobs (i.e. S2-2)
or not (i.e. S2-1), BERT can predict Apple, which shows that in S-2, Jobs and
Apple are loosely related, so we think S-2 can not express the labeled relation,
and it is a noise sentence. It is based on the first semantic feature, i.e. dependency
feature, we can recognize a part of noise-sentences.

However, this method is only applicable to the sentences whose target entities
in BERT-vocabulary (one-token word). In order to make our model can deal
with multi-token word, we build some noise reducers, which are actually binary
classifiers based on BERT. Their training sets and development sets are from the
part that can be discriminated in the original training sets with our dependency
feature, while their test sets are the whole original training set, so we can denoise
the original training set for RC. For S2-1 and S2-2 in Fig. 2, the prediction results
of [MASK] are all Apple, but the prediction results of [MASK] in S1-1 and S1-2
are different. So, we consider that there are semantic difference in the [MASK]-
represention between noise and non-noise sentences, which can be captured by
fully-connected layer. For the reason, we do not use the commonly used [CLS]
feature, but concatenate last hidden states of [MASK] in transformed sentences
as the feature (we call it as MASK-lhs), and regard MASK-lhs as the second
semantic feature. We utilize MASK-lhs feature to denoise general sentences.

To the best of our knowledge, this is the first work of presenting semantic
feature differences between noise and non-noise sentences, and implementing
semantic denoising based on the features. We use the sentence-level test set in
ARNOR tagged by Jia et al. [9] from NYT dataset for sentence-level evaluation
of our NS-Hunter.
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Overall, our contributions can be summarized as follows:

• We propose a novel model NS-Hunter, which denoises the datasets in DS
for RC by leveraging BERT-cloze ability to capture our proposed two noise
semantic features (dependency feature and MASK-lhs feature).

• The NS-Hunter we proposed is independent of RC, and it is a plug and play
denoiseing model, which can be applied to any existing RC model. We verify
the denoising ability of NS-Hunter on CNN [27] and BERT [4].

• We conduct experiments by using ARNOR dataset from NYT. The results
show our NS-Hunter model achieves state-of-the-art results.

2 Related Work

Neural network based models have performed very well in RC [23]. However,
training effective neural classifiers requires a large amount of labeled data, which
is usually hard to obtain. DS [16] provides a way to create massive weakly labeled
data for RC.

Many studies train RC model in DS by applying multi-instance learning
(MIL) to reduce the impact of noise-sentences [8,12,13], which relaxes the label
of each instance to a bag of sentences containing the same entity pair. Some
MIL-based studies introduce adversarial training [7]. MIL assumes at least
one sentence in a bag was labeled correctly. When all sentences in a bag are
noise-sentences, MIL still suffers from noise [11,19]. Moreover, these MIL-based
approaches are designed and tested for a pair of entities [10,20], and they are
not suitable for sentence-level RC. Alternatively, some studies evaluate and select
training instances individually without relying on the at-least-one assumption
[5,9,18,28]. They usually rely on the classification effect to denoise. It is difficult
to measure the denoising ability alone, and some of them need the pure data
labeled manually [1,17].

Our approach uses the commonsense knowledge in the pre-training language
model (PLM) to measure whether the two entity pairs are closely related, does
not rely on assumption of MIL and needs no manually labeled data. Our denois-
ing model is independent of classification process. It is plug and play, so can be
used with all the above models.

Recently, more and more PLMs have adopted the method of predicting
masked word to learn grammar and semantics, such as Roberta [15], Electra
[2], ERNIE [29] etc. With more and more parameters and larger corpus for
training, it can be expected that their cloze-accuracy will be higher and higher
and the DS-RC model based on these PLMs will have stronger denoising ability.

Moreover, CASREL [24] is BERT-based RC model, they extract entities and
relations jointly. This model use DS datasets, but the sentences labeled as NA
were deleted. So, we can not compare the denoising ability of NS-Hunter with
it.
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3 Model

In this paper, we propose NS-Hunter, a novel BERT-based denoising model for
DS-RC shown as Fig. 3. For a DS dataset with n classes and a NA (no relation)
class, we construct a noise reducer with BERT for every class except the NA.
Finally, the denoised training set is composed of n classes after denoising and a
NA class in the original training set. In Fig. 3, the left is the overall framework
and the right is the detail of training k -th noise reducer for Class k (1 ≤ k ≤ n)
dataset.

Fig. 3. NS-Hunter model. For each class, the lighter color on top means dataset that
mixed with noise sentences and non-noise sentences, the gradual color in the middle
means the sorted sentences, and the dark color below means the non-noise sentences
we extracted. We do the same operation for each class and take the non-noise sentences
of each class and the sentences labeled NA in the original dataset as the new training
set. (Color figure online)

NS-Hunter consists of three parts (see (1)–(3) on the left side of Fig. 3).
The first part is to discriminate the sentences whose target entities in BERT-
vocabulary, then we get n small-scale pure binary datasets, which is labeled as
noise and non-noise. The second part is to train noise reducers with n small-scale
datasets. In this part, we design a novel feature MASK-lhs that can effectively
capture the semantic differences between noise and non-noise sentences. It should
be noted that the first two parts are for the single relation class, that is why
we train a noise reducer for each class. The third part is the application of the
denoised training set. After denoising, we get a training set with the same form
as the original training set, but more pure. We introduce each part in Sect. 3.1–
Sect. 3.3, and finally give the algorithm description of NS-hunter.

3.1 Source Entity and Target Entity

The source entity and the target entity are mentioned above, and here we need
the target entity existing in BERT-vocabulary when discriminating noise sen-
tences. We assume that in a non-noise sentence, the correct prediction of the
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target entity requires the both attendance of source entity and relation pattern.
Therefore, the target entity must be semantically predictable compared to the
source entity. For the example entity pair “Europe” and “Norway” labeled “con-
tains”, there is a sentence “Norway is a country in northern Europe” includ-
ing this entity pair. The relation pattern of this sentence is “* is a country
in northern *”. However, from the perspective of semantics, it is very difficult
to predict “Norway” based only on the relation pattern and “Europe”. Obvi-
ously, the relation of “Norway” and “Europe” is 1-to-many, here “many” means
“Europe” contains many countries, such as “Finland” and “Sweden”, which are
also semantically reasonable. If “Norway” is the target entity, our NS-Hunter
will judge this sentence as noise sentence, but this sentence can actually express
“contains” relation. Therefore, “Europe” is the correct target entity, that is to
say, we will select a entitiy with a larger scope in the 1-to-many relation as the
target entity. According to this method, we can label a source entity and a tar-
get entity for each class of dataset. In addition, if the relation between the two
entities is 1-to-1 or many-to-many, we can select any one as the target entity.

3.2 Discrimination on Dependency Features

There are many entity-pairs with at least two relations (EPO) in the dataset. For
example, Biden and the United States have both “place of birth” and “president”
relation. According to the DS method, the sentence “Biden is the president of
the United States” is labeled as the relation “place of birth” in the dataset. If we
only build a noise reducer for the training set, this sentence will be considered as
non-noise sentence because this sentence can express the relation of “president”.
However, according to its “place of birth” label, it is a noise sentence because
it can not express its labeled relation “place of birth”. As shown in Fig. 3, we
need to build a noise reducer for each class to avoid the influence of EPO on
denoising. According to DS method, there is no noise sentence in the NA class,
so we do not denoise the NA.

According to dependency features, in a non-noise sentence, the correct pre-
diction of the target entity requires the attendance of both source entity and
relation pattern, so we believe the three parts (source entity, target entity and
relation pattern) of this sentence are closely related. If the target entity can be
predicted only based on either relation pattern (mask source entity with [UNK])
or source entity (delete relation pattern), we think that the three parts of this
sentence are loosely related and this sentence is noisy. When predicting masked
word in the pre-training of BERT, the last hidden states of [MASK] will pass
through a fully connected layer shaped (768, 30522), the numbers in the output
represent the possibility that each word in the BERT-vocabulary may appear
in the [MASK] position. Therefore, when we predict target entity, we take the
corresponding number of the target entity as the prediction score shown as For-
mula 1. That is why we can only discriminate the sentence whose target entity
is one-token word at the beginning.

G = g (s, ent) (1)
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where s is transformed sentence, ent is target entity, g denotes function based
on BERT and G is corresponding number of the target entity.

As mentioned above, we can discriminate a part of original training set and
train the noise reducers with the pure datasets after discriminating. Here we
believe that if the higher G is when source entity and relation pattern attend
together, and the lower G is when source entity or relation pattern attend alone,
the higher the possibility that the sentence is not a noise sentence. We use
Formula 2 to quantify this possibility.

Gs = g (ens + rp, ent) − g (rp, ent) − f (2)

where Gs is the possibility that a sentence is not a noise sentence, ens is source
entity, ens+rp is transformed sentence such as S1-1 in Fig. 2 (target Apple) and
means the attendance of both source entity and relation pattern. Moreover, rp
represents the attendance of only relation pattern such as S1-2 in Fig. 2 (target
Apple), and f represents the probability of predicting the target entity based
only on the source entity’s attendance.

f = max(g (enmp
s , ent) , g (enmr

s , ent)) (3)

where enmp
s and enmr

s are artificial sentences, enmp
s is “ens [MASK]” and enmr

s

is “[MASK] ens”. In Fig. 1, if we target Apple, enmp
s is “Jobs [MASK]” and enmr

s

is “[MASK] Jobs”.
In this way, we can grade and sort the sentences whose target entities in

BERT-vocabulary. In order to improve the confidence of binary datasets, we
discard the middle parts of the sentence sets and take the first n and last n of
the sentence sets as positive and negative samples to train the noise reducer of
each class.

3.3 Denoising and Classification

After discriminating, in each class of the training set, we get a binary dataset
including noise sentences and non-noise sentences. These datasets only contain
one-token entities, so we trained a noise reducer for each class to discriminate
noise sentences with multi-token entities. We stated that BERT can’t be directly
used for sentence level denoising in Sect. 1, so we designed a novel feature,
MASK-lhs.

In Fig. 4, we use the non-noise sentence “Jobs was the co-founder and CEO
of Apple” to illustrate our MASK-lhs. First, we construct S1-1 by masking the
entity ‘Apple’ with [MASK] (record as MASK-1), and construct S1-2 by deleting
the entity ‘Jobs’ and masking the entity ‘Apple’ with [MASK] (record as MASK-
2). Then v1 is used to represent the last hidden states of [MASK-1], and v2 is
used to represent the last hidden states of [MASK-2]. From the semantic point
of view, v1 is closer to ‘Apple’, while v2 is farther from ‘Apple’, so we think that
v1 is very different from v2. In contrast, in noise sentence like “During Jobs’
tenure, Apple released four iPhones.”, whether “Jobs” is deleted or not, BERT
can predict “Apple”, so we think that v1 and v2 in this noise sentence should be
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Fig. 4. The training process of our noise reducers. This figure shows the MASK-lhs
feature of our training process with “Jobs was the co-founder and CEO of Apple”.

Algorithm 1. Overview of NS-Hunter
Input : original training set train, BERT-base with its 110M parameters B, sentence
nums n
Output: noise reducer for each class NSi, relation classifier RC

1: split train into N+1 classes as traini according to the label
2: for i = 1,2...N, do
3: divide entity pairs in traini into source entities and target entities according to

the method in Sect. 3.1;
4: filter out the sentences whose target entity exists in the Bert-vocabulary from

traini as ti;
5: sort ti according to the dependency feature;
6: In ti, the first n sentences are selected as positive examples, and the last n

sentences are taken as negative examples to form a denoise dataset nti;
7: training NSi based B with nti;
8: apply NSi to denoise traini, remove noise-sentences, get a pure dataset of class

i pti;

9: training RC based B with train0 and
∑N

j=1 ptj ;

more similar. We expect the model to capture this semantic feature to reduce
noise.

To avoid missing some information, we perform the opposite operation on
two entities to construct S1-3 and S1-4 (in Fig. 4). Signing the last hidden states
of [MASK] in the two sentences as v3, v4. We concatenate v1, v2, v3, v4 and
add a fully connected layer. In our noise reducer, both one-token entiey and
multi-token entity are replace by [MASK], so our noise reducer can deal with a
sentence whether its entity is a one-token word or a multi-token word.

After each noise reducer is trained, all the sentences in the original training
set will be used as the test set, and the noise sentences will be found out and
eliminated. After denoising of all classes, we get a new training set. We use
the data pre-processing method in MTB [22], that is, to mark the position of
two entities with special symbols. For example, S-1 in Fig. 1 is transformed into
“#Jobs# was the co-founder and CEO of $Apple$”. The steps of denoising and
RC are shown in Algorithm 1.
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4 Experiments

4.1 Dataset and Evaluation

We evaluate our NS-Hunter on a widely-used public dataset NYT, which is a
news corpus sampled from 294k 1989–2007 New York Times news articles [16].
Most previous works commonly generate their test sets by DS method. Such a
test set can only provide an approximate measure because there are many of noise
sentences in it. In contrast, Jia et al. [9] published a complete dataset ARNOR
2.0.01 on the basis of the one released by Ren et al. [21] including a training
set, develop set, test set and denoising dataset, in which the develop set, test set
and denoising dataset are manually labeled. Jia et al. [9] removed some of the
relation types which are overlapping and ambiguous or are too noisy to obtain a
non-noise test sample. ARNOR 2.0.0 is the largest and most accurate dataset of
sentence-level annotation at present. The denoising dataset could detect whether
the model can recognize the noise sentence. We evaluate NS-Hunter on sentence-
level (or instance-level) through this dataset and the details of this dataset are
shown in Table 1 and Table 2.

Table 1. Statistics of the dataset in our experiments.

NYT Training Dev Test

#Instances 353,650 4567 4484

#Positive instances 92707 975 1050

Table 2. The 11 relation types retained by Jia et al. [9] and statistics of them.

NYT Training Dev Test

location/location/contains 51766 479 611

business/person/company 5595 113 105

people/person/place lived 7197 198 185

people/person/nationality 8079 117 91

people/person/place of birth 3173 15 13

people/location/place of death 1936 14 8

location/country/capital 7690 15 14

business/company/place founded 412 0 4

location/location/neighborhood of 5553 7 3

business/company/founders 800 6 10

people/person/children 506 11 6

1 https://github.com/PaddlePaddle/Research/tree/master/NLP/ACL2019-ARNOR.

https://github.com/PaddlePaddle/Research/tree/master/NLP/ACL2019-ARNOR
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Sentence-level RC is more friendly to reading comprehension tasks such as
question answering and semantic analysis [5]. Different from the commonly used
bag level evaluation, sentence-level evaluation directly calculates precision, recall
and F1-values for all instances except NA in the dataset [21]. We think this
evaluation method is more practical and suitable for a real world application.

4.2 Implementation Details

As we mentioned above, our NS-Hunter consists of three parts. In the first part
(shown in Fig. 3), we separate the entity pairs of each class except NA, and the
results are shown in Table 3.

After grading and sorting the sentences, for Class k, we set:

nk = min(150, 0.3 × lk) (4)

and take the first nk sentences as positive samples, and the last nk as negative
samples. Where lk is the number of sentence whose target entity in BERT-
vocablary in Class k. We separate 30% of 2nk sentences into a development
set.

Table 3. Target entity of 11 relation types.

NYT Head Tail Target

contains location location head

company person business tail

place lived people location tail

nationality people nation tail

place of birth people location tail

place of death people location tail

capital country location head

place founded business location tail

neighborhood of location location head

founders company person head

children people person head

Our noise reducers and relation classifier are based on BERT, the proportion
of the one-token-entity datasets to the original dataset is 68169/92707 after look-
ing up the BERT vocabulary. We use BERT-base-uncased with 110M parameters
and set learning rate to 2e−5, the batchsize to 4 and utilize Adam for opti-
mization. Generally, the denoising of each class can be completed in 8 epochs.
The relation classification will be completed in 1 epoch and we test every 1000
batches. We set max sentence length to 450 and use Nvidia GeForce RTX 2080
Ti for training. The whole experiment will be finished in two hours.
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4.3 Baselines

We compare NS-Hunter with several denoising baselines including CNN + RL1

[19], CNN + RL2 [5], PCNN + ATT [12] and ARNOR [9]. The experimental
results of these baselines are all from the implementation of Jia et al. [9]. In
addition, we use the training data without denoising to classify the relation, so
that we can see the good performance of our denoising method more intuitively.

4.4 Main Results

We compare NS-Hunter model with four denoising baselines. As shown in
Table 4, NS-Hunter achieves state-of-the-art results in F1 metric. Results of base-
lines are from Jia et al.’s [9] implementation. Moreover, after denoising, we delete
55634 in 92403 relational sentences and significantly improve the precision with-
out reducing the recall, which shows that NS-Hunter can effectively reduce the
impact of noise sentences.

Table 4. Comparison of our NS-Hunter and other baselines. The first four methods
are models for DS-RC.

Method Dev Test

Pre. Rec. F1 Pre. Rec. F1

CNN+RL1 [19] 42.50 71.62 53.34 43.70 72.34 54.49

CNN+RL2 [5] 42.69 72.56 53.75 44.54 73.40 55.44

PCNN+ATT [12] 82.41 34.10 48.24 81.00 35.50 49.37

ARNOR [9] 78.14 59.82 67.77 79.70 62.30 69.93

BERT without denoising [4] 43.97 77.32 56.06 48.20 78.85 60.13

NS-Hunter (our model) 67.53 71.90 69.65 69.92 74.38 72.08

4.5 Denoising

Our NS-Hunter reduces noise by capturing semantic differences between noise
and non-noise sentences. In ARNOR 2.0.0 [9], there is a denoising dataset which
includes 466 non-NA sentences labeled as noise and non-noise manually.The
experimental results in Table 5 show that the effect of our NS-Hunter improved
by 9.72% compared with ARNOR.

Table 5. The experimental results of our NS-Hunter and two baselines on the denoise
dataset.

Denoise Pre. Rec. F1

CNN+RL2 41.35 94.83 57.59

ARNOR 72.04 74.01 73.01

NS-Hunter 81.31 84.19 82.73
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4.6 Effects of Our MASK-lhs Feature

We illustrated in Sect. 1 that commonly-used [CLS] feature is not suitable for
denoising DS dataset because the noise and non-noise sentences in a bag have the
same entity pair. For the reason, we design a novel MASK-lhs feature (Fig. 4),
which can reduce noise by capturing the semantic differences between noise and
non-noise sentences. In order to verify the superiority of the MASK-lhs feature,
when training 11 classifiers in ARNOR dataset, we take the [CLS] feature as
the baseline, and compare the denoising and RC effect of the model on the
development set, test set and denoise set.

Table 6. Experimental results of our MASK-lhs and commonly used CLS features.

Feature Pre. Rec. F1

CLS 84.33 67.21 74.80

MASK-lhs 81.31 84.19 82.73

Table 7. Experimental results of our MASK-lhs and commonly used CLS features on
the RC dataset.

Features Pre. Rec. F1

Dev CLS 52.88 71.23 60.70

MASK-lhs 67.53 71.90 69.65

Test CLS 56.12 73.24 63.55

MASK-lhs 69.92 74.38 72.08

The experimental results in Table 6 show the denoising effect of [CLS] fea-
ture and MASK-lhs feature on the denoise dataset. The experimental results in
Table 7 show the RC effect of two features on the RC dataset. It can be seen that
our MASK-lhs feature has increased by 7.29% in noise reduction and about 9%
in RC task. Experiments show that our MASK-lhs feature can actually capture
the semantic differences between noise and non-noise sentences and can better
denoise DS-RC dataset than [CLS].

4.7 Apply NS-Hunter to CNN

In our NS-Hunter, the denoising part and the RC part are separated. The denois-
ing method is plug and play for any other RC model sucn as CNN, and can also
improve the classification effect. We train CNN-RC model with the denoised
training set. The experimental results of the original training set come from
ARNOR [9] and we use the same settings on the experiments of denoised train-
ing set. The comparison is shown in Table 8.
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Table 8. Experiment results of CNN-RC model before and after using our NS-Hunter.

CNN RC Pre. Rec. F1

Dev Original 39.27 73.80 51.26

Denoising 66.56 64.51 65.52

Test Original 42.41 76.64 54.60

Denoising 67.73 64.95 66.31

4.8 Effect of Entity on Denoising

Our NS-Hunter reduces noise by capturing semantic differences between noise
and non-noise sentences. For example, although entity “New York” is very com-
mon, it is not in BERT-vocabulary, so “New York” corresponds to two vectors in
BERT’s hidden state. However, in the process of training noise reducers, “New
York” is replaced by [MASK], and we hope to obtain the semantic features of
“New York” from a single vector corresponding to [MASK]. According to our
method, this will bring some errors. Therefore, for a single class, the percentage
of entities in the BERT-vocabulary should be related to the improvement of the
F1-value after denoising.

In the NYT development set and test set we used, there are only four classes
with more than 50 sentences. As we all know, the percentage of location in
the BERT-vocabulary is far greater than that name of people. So, we show the
impact of denoising module in these four classes respectively in Table 9 where
Pct. is the percentage of original training set entities in each class included in
the BERT-vocabulary.

Table 9. The improvement of F1-value in four classes after denoising.

Class Pct. F1 increase

Dev Test

Contains 59% 24.31 21.24

Company 11% 4.76 5.32

Place-lived 40% 4.28 9.19

Nationality 48% 16.41 10.44

It can be seen from the Table 9 that the class “contains” with the largest per-
centage gets the best improvement after denoising, followed by the “nationality”.
The percentage of the class “company” is the smallest, and its improvement is
the worst. This shows that our NS-Hunter can reduce noise according to the
design principle.
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5 Conclusion

After carefully observing the RC dataset generated by the DS method, we present
the two semantic features, i.e. dependency and MASK-lhs feature, and propose
a BERT-based denoising model NS-Hunter and a denoising approach based on
the two semantic features for DS-RC. We present the dependency feature of
the entity pair and use BERT-cloze to discriminate some specific sentences with
BERT-vocabulary based on the dependency feature, which has strong inter-
pretability. For general sentences generated by the DS method, we designed a
novel MASK-lhs feature to capture the semantic differences between noise and
non-noise sentences for denoising. The performance of NS-Hunter is better than
several other denoising baselines based on CNN, PCNN and BiLSTM. Signif-
icant improvements have been made in denoising and RC task. Our denoising
method can also be easily combined with other RC methods.

Because we train noise reducers for each class, even if the knowledge is
updated (such as the president of a country changes), our noise reducers are
still robust according to the existing similar relation patterns in the training set.
However, our model may not perform well in some professional domain such as
biological, because BERT generates language representation from general corpus
and lacks domain-specific knowledge [14]. It may get better results if we continue
to pre-training BERT in a large scale of professional texts before applying our
denoising model [6].
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D.R., Màrquez, L. (eds.) Proceedings of the 57th Conference of the Association
for Computational Linguistics, ACL 2019, Florence, Italy, 28 July– 2 August 2019,
Volume 1: Long Papers, pp. 1399–1408. Association for Computational Linguistics
(2019). https://doi.org/10.18653/v1/p19-1135

10. Li, P., Zhang, X., Jia, W., Zhao, H.: GAN driven semi-distant supervision for rela-
tion extraction. In: Burstein, J., Doran, C., Solorio, T. (eds.) Proceedings of the
2019 Conference of the North American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies, NAACL-HLT 2019, Minneapo-
lis, MN, USA, 2–7 June 2019, Volume 1 (Long and Short Papers), pp. 3026–3035.
Association for Computational Linguistics (2019). https://doi.org/10.18653/v1/
n19-1307

11. Li, Y., et al.: Self-attention enhanced selective gate with entity-aware embedding
for distantly supervised relation extraction. CoRR abs/1911.11899 (2019). http://
arxiv.org/abs/1911.11899

12. Lin, Y., Shen, S., Liu, Z., Luan, H., Sun, M.: Neural relation extraction with
selective attention over instances. In: Proceedings of the 54th Annual Meeting
of the Association for Computational Linguistics, ACL 2016, 7–12 August 2016,
Berlin, Germany, Volume 1: Long Papers. The Association for Computer Linguis-
tics (2016). https://doi.org/10.18653/v1/p16-1200

13. Liu, T., Wang, K., Chang, B., Sui, Z.: A soft-label method for noise-tolerant dis-
tantly supervised relation extraction. In: Palmer, M., Hwa, R., Riedel, S. (eds.)
Proceedings of the 2017 Conference on Empirical Methods in Natural Language
Processing, EMNLP 2017, Copenhagen, Denmark, 9–11 September 2017, pp. 1790–
1795. Association for Computational Linguistics (2017). https://doi.org/10.18653/
v1/d17-1189

14. Liu, W., et al.: K-bert: enabling language representation with knowledge graph
(2019)

15. Liu, Y., et al.: Roberta: a robustly optimized BERT pretraining approach. CoRR
abs/1907.11692 (2019). http://arxiv.org/abs/1907.11692

https://www.aaai.org/ocs/index.php/AAAI/AAAI18/paper/view/17151
http://arxiv.org/abs/1805.10959
http://arxiv.org/abs/1805.10959
http://aaai.org/ocs/index.php/AAAI/AAAI17/paper/view/14491
https://doi.org/10.18653/v1/p19-1135
https://doi.org/10.18653/v1/n19-1307
https://doi.org/10.18653/v1/n19-1307
http://arxiv.org/abs/1911.11899
http://arxiv.org/abs/1911.11899
https://doi.org/10.18653/v1/p16-1200
https://doi.org/10.18653/v1/d17-1189
https://doi.org/10.18653/v1/d17-1189
http://arxiv.org/abs/1907.11692


NS-Hunter 339

16. Mintz, M., Bills, S., Snow, R., Jurafsky, D.: Distant supervision for relation extrac-
tion without labeled data. In: Su, K., Su, J., Wiebe, J. (eds.) ACL 2009, Proceed-
ings of the 47th Annual Meeting of the Association for Computational Linguistics
and the 4th International Joint Conference on Natural Language Processing of the
AFNLP, 2–7 August 2009, Singapore, pp. 1003–1011. The Association for Com-
puter Linguistics (2009). https://www.aclweb.org/anthology/P09-1113/

17. Pershina, M., Min, B., Xu, W., Grishman, R.: Infusion of labeled data into distant
supervision for relation extraction. In: Proceedings of the 52nd Annual Meeting
of the Association for Computational Linguistics, ACL 2014, 22–27 June 2014,
Baltimore, MD, USA, Volume 2: Short Papers, pp. 732–738. The Association for
Computer Linguistics (2014). https://doi.org/10.3115/v1/p14-2119

18. Qin, P., Xu, W., Wang, W.Y.: DSGAN: generative adversarial training for distant
supervision relation extraction. In: Gurevych, I., Miyao, Y. (eds.) Proceedings of
the 56th Annual Meeting of the Association for Computational Linguistics, ACL
2018, Melbourne, Australia, July 15–20, 2018, Volume 1: Long Papers, pp. 496–
505. Association for Computational Linguistics (2018). https://doi.org/10.18653/
v1/P18-1046

19. Qin, P., Xu, W., Wang, W.Y.: Robust distant supervision relation extraction via
deep reinforcement learning. In: Gurevych, I., Miyao, Y. (eds.) Proceedings of the
56th Annual Meeting of the Association for Computational Linguistics, ACL 2018,
Melbourne, Australia, 15–20 July 2018, Volume 1: Long Papers, pp. 2137–2147.
Association for Computational Linguistics (2018). https://doi.org/10.18653/v1/
P18-1199. https://www.aclweb.org/anthology/P18-1199/

20. Qu, J., Hua, W., Ouyang, D., Zhou, X., Li, X.: A fine-grained and noise-aware
method for neural relation extraction. In: Zhu, W., et al. (eds.) Proceedings of
the 28th ACM International Conference on Information and Knowledge Manage-
ment, CIKM 2019, Beijing, China, 3–7 November 2019, pp. 659–668. ACM (2019).
https://doi.org/10.1145/3357384.3357997

21. Ren, X., et al.: Cotype: joint extraction of typed entities and relations with knowl-
edge bases. In: Barrett, R., Cummings, R., Agichtein, E., Gabrilovich, E. (eds.)
Proceedings of the 26th International Conference on World Wide Web, WWW
2017, Perth, Australia, 3–7 April 2017, pp. 1015–1024. ACM (2017). https://doi.
org/10.1145/3038912.3052708

22. Soares, L.B., FitzGerald, N., Ling, J., Kwiatkowski, T.: Matching the blanks:
Distributional similarity for relation learning. In: Korhonen, A., Traum, D.R.,
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Abstract. This paper tackles a new task for event entity recognition
(EER). Different from named entity recognizing (NER) task, it only
identifies the named entities which are related to a specific event type.
Currently, there is no specific model to directly deal with the EER task.
Previous named entity recognition methods that combine both relation
extraction and argument role classification (named NER+TD+ARC)
can be adapted for the task, by utilizing the relation extraction compo-
nent for event trigger detection (TD). However, these technical alterna-
tives heavily rely on the efficacy of the event trigger detection, which have
to require the tedious yet expensive human labeling of the event triggers,
especially for languages where triggers contain multiple tokens and have
numerous synonymous expressions (such as Chinese). In this paper, a
novel trigger-aware multi-task learning framework (TAM), which jointly
performs both trigger detection and event entity recognition, is proposed
to tackle Chinese EER task. We conduct extensive experiments on a real-
world Chinese EER dataset. Compared with the previous methods, TAM
outperforms the existing technical alternatives in terms of F1 measure.
Besides, TAM can accurately identify the synonymous expressions that
are not included in the trigger dictionary. Moreover, TAM can obtain a
robust performance when only a few labeled triggers are available.

Keywords: Event entity recognition · Chinese event trigger detection

1 Introduction

In this paper, we introduce a variant of named entity recognition (NER) task,
which is event entity recognition (EER). Different from NER task, EER aims at
identifying the named entities corresponding to a specific event type. Figure 1
demonstrates some examples of EER. In example a, text contains both the event
type ‘ ’ (illegal trading) and ‘ ’ (illegal pyramid selling). Obvi-
ously, the corresponding entity of event type ‘ ’ (illegal trading) is the
‘organization B’. Hence, the ‘organization B’ is defined as the event entity of
the query event ‘ ’ (illegal trading). Similarly, the event entity of query
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event ‘ ’ (illegal pyramid selling) is ‘organization C’. Clearly, EER can
be seen as a selective NER task, which treats the ‘text’ and the ‘query event’
as the input, and identify the ‘event entity’ as output. EER is widely useful in
many semantic applications such as public opinion analysis in financial domain,
disease extraction in medical domain, etc.

Currently, however, there is no specific model to deal with EER task. To
the best of our knowledge, mainly three types of techniques can be used to
possibly achieve EER: vanilla NER models, question-answer (QA) models and
NER+TD+ARC models. For the vanilla NER models, solving EER task may be
difficult due to the lack of event information. QA models can effectively incor-
porate the event information in the form of ‘question’ input. However, how to
derive the appropriate question with respect to EER is still unknown. The NER
methods that incorporate both the relation extraction and argument role clas-
sification are the most relevant solutions to tackle EER. Specifically, we could
adapt the relation extraction component for event trigger detection. These solu-
tions extract all the named entities and the event triggers (i.e., trigger detec-
tion (TD)) in a sentence, and then identify the relation between each named
entity and the target event trigger respectively (i.e., argument role classification
(ARC)). Here, an event trigger is a word indicating the event type mentioned
in the text. There are various forms of NER+TD+ARC models. [2] proposed a
pipelined DMCNN model to perform TD and ARC tasks separately. However,
the pipelined method shows poor performance for both TD and ARC, because it
cannot capture the inner dependency between TD and ARC tasks. Afterwards,
some joint models (JRNN [16], JMEE [15], etc.), which jointly perform TD and
ARC tasks, are proposed. These models significantly improve the performance of
the TD and ARC tasks. In addition, models which jointly perform NER, TD and
ARC tasks are also proposed, which further improves performance [18]. Although
NER+TD+ARC methods are applicable for EER tasks, however, these existing
solutions have the following three defects.

• The three subtasks (NER, TD, and ARC) require enormous efforts for human
labeling. In detail, NER requires to label all the entities in the text. TD
requires to label event triggers as much as possible, and ARC requires to
label the relationship between each entity and each event trigger.

• The ARC subtask is severely dependent on the event trigger detection. How-
ever in practice, event triggers are not always identifiable. On the one hand,
event triggers do not always exist in the texts. In some cases, the event is
expressed implicitly. Looking at example b demonstrated in Fig. 1, this sen-
tence expresses an event ‘ ’ (illegal trading) with no explicit event
trigger. On the other hand, for some languages (such as Chinese) where some
event triggers are typically composed by multiple tokens and have numer-
ous synonymous expressions, it is challenging to compile all the synonymous
expressions of these event triggers with limited human efforts. For example,
there are many synonymous expressions for an event trigger ‘ ’ (crime),
such as ‘ ’ (crime), ‘ ’ (crime), ‘ ’ (crime), etc. Last but not
least, some triggers can be associated with multiple events. Takeing example
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c in Fig. 1 as an example, trigger word ‘ ’ (break the law) indicates both
the event ‘ ’ (crime) and the event ‘ ’ (negative news of the
executive) happen. Therefore, multi-label classification for event triggers is
needed, which is mainly overlooked in the existing works.

• Previous methods are not directly aimed at dealing with EER task, some
redundant process may cause unnecessary training cost and result in poor
performance, such as all the named entities have to be recognized.

Example a: A B C , C
Company B was reported by Company A due to the illegal  reduction of the bonds of Company C, 

the legal person of the Company C was previously arrested for Pyramid selling case.

Example c: A
The executive director of Company A was accused by breaking the laws.

Example b: A B1000
The chairman of Company A  got some inside information in advance, and accurately sold 10 

million shares of the Company B

Fig. 1. The examples of EER task.

To this end, this paper proposes a novel trigget-aware multi-task learning
framework (named TAM) to achieve EER task. TAM joints two networks to
deal with the two subtasks. In the first stage of the TAM, a trigger detection net-
work is proposed to perform the Chinese TD. It uses a local attention mechanism
to catch the context information of each token, and then perform multi-label clas-
sification of each single token. The trigger detection network effectively improves
the performance in intractable Chinese event trigger identification. On the one
hand, the trigger detection network is capable of identifying the synonymous
expressions of event triggers with limited human-labeling. On the other hand,
it effectively solves the multi-label classification of the event triggers, which is
rarely considered in the previous TD works. In the second stage, we introduce an
event-featured transformer-CRF network to identify the event entities directly.
It discards the previous entity-trigger-relation classification workflow. Instead, it
identifies the event entities by full-text understanding with the help of the three
event type relevant features. This alteration effectively increases the robustness
of the model with different amount of trigger labeling, and significantly out-
performs the NER-TD-ARC models in EER task where event triggers are not
explicitly mentioned or more than one event are included in the sentence. The
main contribution of this paper can be summarized as follows:

• We propose a novel trigger-aware multi-task learning framework for event
entity recognition. TAM jointly combine a trigger detection network and an
event-featured transformer-CRF to achieve the trigger detection and event
entity recognition simultaneously.
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• Experiments demonstrate that TAM significantly outperforms the existing
technical alternatives for EER tasks with single event, multiple events and
with no explicit event triggers. Besides, TAM also is effective at identifying
the synonymous expressions of a Chinese event trigger, and is robust against
the availability of the labeled triggers.

2 The Proposed Algorithm

The proposed TAM mainly consists of two components: trigger detection net-
work for event trigger detection and event-featured transformer-CRF for event
entity recognition. The architecture of the proposed TAM is illustrated in Fig. 2.
At first, we briefly describe the process to build the event trigger dictionary.

2.1 Event Trigger Dictionary Construction

Formally, an event trigger is a word which indicates a specific event mentioned in
a text. For the complex sentence involving multiple events and multiple entities
(ref. Figure 1), the corresponding event triggers naturally provide semantic seg-
mentation between the sub-sentences related to different event types. Therefore,
event trigger detection is very helpful to solve EER task for the sentences with
multiple events and multiple entities.

However, a Chinese event trigger is typically composed by several tokens and
would have many synonymous expressions. Therefore, labeling Chinese event
triggers is a tedious yet expensive task. We first utilize a simple discrimina-
tive measure based on the frequency statistics to obtain the trigger candidates.
Specifically, we first perform Chinese word segmentation with an external Chi-
nese NLP toolkit Jieba1. Then, for each word w, we calculate the relatedness
βe(w) towards an event type e as follows:

βe(w) =
c(w, e)
c(e)

c(¬e)
c(w,¬e)

(1)

where c(w, e) is the number of sentences containing word w and belonging to
event type e, c(e) is the number of sentences of event type e. c(¬e) is the number
of sentences of the other event types, c(w,¬e) is the number of the sentences
containing word w but not belonging to event type e. We manually identify the
words as the triggers for event type e by examining the words with high βe(w).
Note that our trigger labeling is not exhaustive due to the numerous synonymous
expressions of event triggers. That is, the built event trigger dictionary is limited
on its coverage.

1 https://github.com/fxsjy/jieba.

https://github.com/fxsjy/jieba
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Fig. 2. The network architecture of TAM. (Color figure online)

2.2 Trigger Detection Network

BERT is one of the most popular pretrained language models recently, the resul-
tant contextual embeddings have achieved the state-of-the-art performance in
various NLP tasks. Here, we utilize a Chinese character based BERT-QA to
obtain the contextual word embedding of each token in the given sentence. The
structure of the BERT-QA is shown as the pink block in Fig. 2. Specifically, the
sentence and query event are fed into BERT-QA, where text and query are sepa-
rated by a special token ‘[SEP]’. Then, the contextual token embedding ex ∈ Rd1

of x-th token in the sentence is obtained through the pre-trained Chinese Sim-
plified character based BERT model2, where d1 is the dimension size. Note that
our trigger labeling is not exhaustive due to the numerous synonymous expres-
sions of event triggers. That is, the built event trigger dictionary is limited on
its coverage. In the proposed TAM, we first learn a trigger detection network to
identify the plausible triggers which will be utilized in entity recognition for the
target event.

We apply a linear mapping by transferring each token embedding ex into
a feature vector exm with a learnable weight matrix W1 ∈ Rd2×d1 , in order
to better adapt to the event trigger detection task. Note that a Chinese event
trigger often contains several tokens. Here, we utilize a context window of length
w centering at each token, [ex−w

m , · · · , ex+w
m ], to help identify whether the token

is a constituent of a trigger. This local context window could help us judge
whether the token belongs to an event trigger and what event type it is. In
detail, we utilize an attention network to help exm find the most related contextual
information:

2 https://github.com/google-research/bert.

https://github.com/google-research/bert
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αk =
exp(ex�

m ekm)
∑x−1

j=x−w exp(ex�
m · ejm) +

∑x+w
j=x+1 exp(ex�

m · ejm)
(2)

exc =
x−1∑

j=x−w

αj · ejm +
x+w∑

j=x+1

αj · ejm (3)

where exc denotes the contextual information around x-th token. Then, the con-
textual information is concatenated with exm to form the phrase embedding exp :
exp = exm ⊕ exc , where ⊕ is the concatenation operation.

With the phrase embedding, we then perform a multi-label classification to
identify the event types of the current token. The structure of the event mapping
layer is shown as the orange block in Fig. 1. Let the total number of the event
types is d3, the classification is performed as a regression:

t̂x = σ(W2exp + b) (4)

where σ(·) is the nonlinear sigmoid function, W2 ∈ Rd3×2·d2 is a learnable weight
matrix. Each dimension of the t̂x ∈ Rd3 is the probability of the x-th token
belonging to the corresponding event type, which is exhibited in the green block
of Fig. 1. Finally, by using the event trigger dictionary as the supervision, the
loss of the trigger detection networks is calculate as the sum of the cross-entropy
loss of each token:

JTD = −
d3∑

i=1

n∑

j=1

tj(i) log(t̂j(i)) (5)

where tj ∈ Rd3 is the groundtruth multi-hot vector of j-th token, n is the
sentence length.

2.3 Event-Featured Transformer-CRF

In order to reduce the strong dependency between TD and ARC subtasks
existed in the current technical alternatives, here, we introduce an event-featured
transformer-CRF network (shown as the blue block in Fig. 1) to directly iden-
tify the event entities. Specifically, besides the contextual token embeddings
produced by BERT-QA, the event-featured transformer-CRF incorporates three
additional features (ie event type feature, trigger feature and position feature)
related to the target event type to perform event entity recognition.

Event Type Feature. We utilize another learnable event type embedding
matrix E ∈ Rd3×d4 to encode the features related to each event type. Given
the target event type e, we can adopt look-up operation to extract the corre-
sponding feature embedding E(e). The utilization of the E(e) could enhance the
model’s awareness towards the target event type.
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Trigger Feature. Since the trigger information provides both the information
of what events occur in the sentence, we utilize two sets of trigger feature embed-
dings to inject the trigger information detected by the trigger detection network
mentioned above. We first binarize the predicted event type vector t̂x of each
token into vector bx by utilizing 0.5 as the threshold. When t̂x(i) ≥ 0.5, the
corresponding value bx(i) is set to 1; otherwise, bx(i) is set to 0. Then, we
transform the bx into trigger embedding ext ∈ Rd5 by looking up a learnable
matrix W3: ext = W3bx. Here, ext encodes the event type information of the
x-th token in the sentence.

Position Feature. The position embeddings have been widely adopted in many
relevant NLP tasks, such as relation extraction [2]. Here, we further encode
the position of each token as a d6 dimensional embedding px, using the work
presented in [4]. Under the combination of both position embeddings and trigger
embeddings, the information of semantic segmentation between sub-sentences of
different events could be extracted by the transformer-CRF network.

The above three kinds of event type relevant features are concatenated
together with the contextual token embeddings produced by the BERT-QA to
form the new token embeddings. Then, these updated token embeddings are
then fed into a transformer-CRF layer for event entity recognition. It includes
two sub-layers. The first layer is a transformer encoder model [4], which is a
powerful feature extractor various NLP tasks. In the second layer, a conditional
random field (CRF) is utilized to learn the correlation between the tag corre-
lations. As for the labeling, we utilize the BIO scheme in CRF. The maximum
conditional likelihood loss is used to update the parameters as follows:

JEER = −
n∑

i=x

log p(yx|tx) (6)

where p(yx|tx) is the probability of assigning label yx to token tx, n is the length
of the sentence, and yx is the groundtruth label for token tx.

2.4 Loss Function

Since TAM is devised with a multi-task learning paradigm, for model training,
we minimize the joint negative log-likelihood loss function by combining JEER

and JTD as:

Jtotal = JEER + λJTD (7)

where λ is the hyper-parameter which controls the training weight of the two
subtasks. We use the Adam algorithm to optimize the parameters with mini-
batches. The gradients are computed with back-propagation.
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3 Experiments

3.1 Experimental Setup

Dataset. We evaluate the proposed TAM on the CCKS2019-task4 (named
CCK19) dataset3. CCKS19 dataset contains in total 19, 500 sentences from the
financial news. After excluding the overlapping sentences in both training and
test sets, There are 16, 000 sentences in training set and 2, 400 sentences in test
set. It defines 22 negative event types (including type ‘None’). For each item in
training set, the event entity and the corresponding event type are annotated.
For each item in test set, only query event type is used as an input, and the event
entity are used for performance evaluation. It is worth mentioning that since the
event triggers are not provided in CCKS19 dataset, we utilize the event trigger
dictionary constructed in Sect. 2.1.

Baseline Methods. Currently, there is no direct model to deal with EER task.
We compare TAM with the following related methods:

• BiLSTM+CRF was proposed by [8]. It achieves a good performance on vanilla
NER tasks. We use the sentence and the annotated event entities while train-
ing, and only use the sentence while testing.

• BERT-QA was proposed by [4]. It achieves the state-of-the-art performance
in question answer tasks. We use the sentence (paragraph) and the event type
(question) as the input of the BERT-QA, and treat the event entity as the
answer.

• DMCNN was proposed by [2]. It is a typical pipelined relation extraction
method (TD-ARC). In our settings, The NER is realized by BiLSTM+CRF,
TD and ARC are realized by DMCNN.

• JRNN was proposed by [16]. It is a typical joint relation extraction method
(TD-ARC). In our settings, The NER is realized by BiLSTM+CRF, TD and
ARC are realized by JRNN.

• Joint3EE was proposed by [18]. It is a typical joint relation extraction method
which combines three subtasks (i.e., NER-TD-ARC).

We further introduce several variants of TAM by excluding the trigger detec-
tion network (named TAM/TD), event type feature (named TAM/EE), posi-
tion feature (named TAM/PE), both event type feature and position feature
(named TAM/EE&PE), both trigger detection network and position feature
(named TAM/TD&PE), both trigger detection network and event type feature
(named TAM/TD&EE) to validate their impacts in an individual and combi-
nation manner. Note that when trigger detection network is excluded, trigger
embedding ext is equivalent to the zero vector.

3 http://www.ccks2019.cn/?page id=62.

http://www.ccks2019.cn/?page_id=62
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Parameter Settings. For BiLSTM+CRF, DMCNN, JRNN and Joint3EE, word
embeddings are obtained using vanilla BERT with a dimension size 768 for a
fair comparison. The same dimension size applies for BERT-QA and TAM.
For the trigger detection network used in TAM, the window size is set to 5.
For the event-featured transformer-CRF network, the dimension size of each
feature embedding is set to 48 (i.e., d4 = d5 = d6 = 48). The transformer
encoding module utilizes 3 layers and 6 attention heads. Loss weight λ in Eq. 7
is set to 0.05. The dropout rate is 0.5, and we apply the Adam optimizer for
parameter update. Three metrics: precision (P), recall (R) and F1, are utilized
for performance comparison. We report the optimal F1 performance of each
method on the test set.

Table 1. The performance of different methods in EER task. The best results are
highlighted in boldface.

Method With trigger Without trigger Total

Single event Multiple event

P R F1 P R F1 P R F1 P R F1

BiLSTM-CRF 0.935 0.937 0.936 0.850 0.862 0.856 0.750 0.750 0.750 0.896 0.902 0.899

BERT-QA 0.949 0.945 0.947 0.920 0.923 0.922 0.848 0.875 0.862 0.935 0.935 0.935

DMCNN 0.952 0.949 0.951 0.895 0.955 0.924 1.00 0.094 0.171 0.926 0.940 0.933

JRNN 0.954 0.938 0.946 0.890 0.949 0.919 0.591 0.406 0.481 0.922 0.936 0.929

Joint3EE 0.960 0.940 0.951 0.890 0.948 0.918 0.647 0.344 0.449 0.926 0.936 0.931

TAM 0.958 0.958 0.958 0.935 0.941 0.938 0.848 0.875 0.862 0.947 0.950 0.948

TAM/TD 0.948 0.946 0.947 0.919 0.929 0.924 0.848 0.875 0.862 0.947 0.950 0.948

TAM/TD&PE 0.949 0.945 0.947 0.921 0.931 0.926 0.848 0.875 0.862 0.935 0.938 0.937

TAM/TD&EE 0.949 0.947 0.948 0.918 0.924 0.921 0.844 0.844 0.844 0.935 0.936 0.935

TAM/EE&PE 0.957 0.943 0.955 0.926 0.930 0.928 0.897 0.813 0.852 0.943 0.941 0.942

TAM/EE 0.955 0.952 0.953 0.927 0.936 0.931 0.867 0.813 0.839 0.942 0.944 0.943

TAM/PE 0.956 0.956 0.956 0.932 0.936 0.934 0.871 0.844 0.857 0.945 0.946 0.945

Table 2. The performance of different methods in TD task.

Method Trigger detection

P R F1

DMCNN 0.929 0.840 0.882

JRNN 0.929 0.844 0.884

Joint3EE 0.928 0.844 0.884

TAM 0.930 0.865 0.895

3.2 Results and Discussion

Event Entity Recognition. The results of different models on EER task are
reported in Table 1. In order to better demonstrate the traits of each kind of
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model, the test set are divided into three subsets: 1) sentences with a single event
(1, 366 instances); 2) sentences with multiple explicit events (1, 005 instances)
and sentences with no event trigger (29 instances).

According to Table 1, it can be seen that TAM outperforms the other base-
lines in all the three subsets. The BiLSTM-CRF model for vanilla NER delivers
the worst performance in dealing with EER task. It is reasonable since no event
information is incorporated.

By comparing TAM with TAM/TD and BERT-QA, we can see that since
TD effectively provides the event type information and trigger position infor-
mation, such as the three event type relevant features for transformer-CRF,
incorporating the trigger detection network and the additional event type rel-
evant features is notably beneficial for the downstream EER task with explicit
event triggers, especially for the sentences with multiple events. However, for
the sentences with no trigger, the utilization of TD shows trivial effect, BERT-
QA, TAM/TD and TAM all show good performance in sentences with no event
trigger. Note that we take the target event type as input into BERT-QA. The
observation suggests that explicitly modeling event type information is very use-
ful for EER task.

The three NER-TD-ARC based models (DMCNN, JRNN and Joint3EE)
all show good performance in dealing sentence with single event and multiple
events, because these models are all relying on event trigger detection. However,
TAM shows better performance, especially in EER task with multiple events,
due to its good performance in TD task. Since NER-TD-ARC based models are
strongly dependent on event trigger detection, for the sentences where event is
expressed implicitly (no event trigger exists), these models perform much worse
instead. Since DMCNN performs relatively better overall, we take this model
as a reference to examine the impact of different amounts of labeled triggers.
Figure 3(a) plot the performance patterns of DMCNN and TAM with different
rates of dropping out the labeled event triggers for supervision. The results shows
that with few trigger labeling, the performance of DMCNN model experiences a
large deterioration. In contrast, TAM experience only a very small performance
decrease, which is much desired for real-world applications.

As to the several variants of TAM, we can clearly see that excluding each
feature or their combinations lead to performance deterioration to some extent.
Seperately applying the position feature (i.e., TAM/TD&EE) or event type fea-
ture (i.e., TAM/TD&PE) shows little effect on EER task. However, when solely
applying TD, the performance of EER is much improved (i.e., TAM/EE&PE),
which verifies that the upstream TD task is helpful for the downstream EER
task. In addition, it is observed that the inclusion of the event type feature and
position feature both effectively enhance the performance of the TD based EER
task, especially for sentence with multiple events (i.e.,TAM/EE and TAM/PE).
It may because that the event type feature helps the model know which event
trigger should be attentioned and the position feature offers the position infor-
mation between entity candidates and event triggers.
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Trigger Detection. To evaluate the performance of the trigger detection net-
work, we randomly pick 240 sentences from the test set and check the detected
event trigger manually. Some event triggers are not existing in the constructed
trigger dictionary because they rarely appear in the training set, but they are
the synonymous expressions of the triggers covered by the dictionary. The clas-
sification performance are listed in Table 2. As can be seen, the trigger detection
network outperforms the other methods in terms of F1. Note that the syn-
onymous expressions of the event triggers covered by the dictionary comprise
only a small proportion of the test set. Hence, the improvement over the base-
line methods for TD task is significant. Figure 4 gives two examples in which our
model outperforms. It can be seen that TAM can effectively identify the synony-
mous expressions of the trigger but other methods fail. By including ‘ ’
(financial fraud) and ‘ ’ (illegal absorption of public deposits)
in the trigger dictionary, TAM successfully predicts their synonymous expres-
sion ‘ ’ (financial fraud) and ‘ ’ (illegal absorption of public
deposits) as triggers. Furthermore, the results also show that TAM precisely pre-
dicts the boundary of trigger phrases. These abilities are very useful for Chinese
trigger detection, where numerous synonymous expressions exist and these trig-
gers usually contains multiple tokens.

It is worth mentioning that the loss weight parameter λ has a vital influence
on the performance of TAM. As can be seen in Fig. 3, the performance of the
downstream task EER is highly related with the upstream TD task. When λ
is too large, TAM losts its generation capability and becomes the same as the
other TD models. Also, if λ is set too small, nothing will be learned. In our
experiment, the trigger detection network shows generation capability among
[0.03, 0.1].

4 Related Work

Event entity recognition (EER) is a novel task which has wide applications in
various scenarios such as public opinion analysis, etc. Since our work jointly
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(000063)

TAM (Finacial Fraud) Others  (None)

134 3300

TAM (Illegal absorption of public deposits) Others  (None)

There exists many doubts for the financial fraud of  ZTE(000063), Xiacao 
accused ZTE for intencially evading the crucial point of information disclosure

134 victims are affected by Beijing Hengchang Keqiao branch, and totally 33 
million yuan of illegal absorption of public deposits is recovered

Example a

Example b

Fig. 4. Examples of trigger detection by TAM.

perform EER and TD, we will introduce the related works in these two tasks
separately. For the TD task, various methods have been proposed to realize TD
task by identifying the event trigger with supervision. In the early years, feature-
based methods, which incorporated diverse semantic clues (such as lexical fea-
tures, dependency features, etc.) into feature vectors, have long been used for TD
task [1,7,11]. Recently, representation based methods have achieved the state-
of-art performance. These methods represented the event mentions into embed-
dings, and then be sent to neural networks to classify the event type [2,13,17].
However, current TD models are mainly used in English corpus. For some lan-
guages where event triggers are generally in the form of nugget (composed by
several tokens), the trigger boundary mismatch problem severely deteriorates
the effectiveness of the TD models [3]. To solve that, [9,10] defined manually
character compositional patterns for Chinese event triggers. [6] first applied a
neural network based model FBRNNs to identify event trigger nugget. Besides,
[14] proposed a nugget proposal network to realize Chinese TD by exploiting
character compositional structure of Chinese event triggers. Although supervised
TD models achieves a good performance in most TD tasks, these methods also
require too many labeling labors. Some semi-supervised methods were proposed
to relieve the cost of labeling [5,12].

For the EER task, to the best of our knowledge, there is no previous works
directly dealing with it. Previous NER methods are a clue for solving EER since
they both aim at identifying named entities. However, NER method lacks event
information. Previous NER+TD+ARC models are another clues for dealing with
EER. Difference lies on that NER+TD+ARC aims at classifying the role of the
arguments for an event type, but EER aims at recognizing the named entities
that are related to a specified event. Previous methods mainly focus on the
TD and ARC, and the named entities were considered as known. [2] proposed
DMCNN based method to pipeline realize TD and ARC, [15,16,19] jointly real-
ized ED+ARC to catch the inner relation between the two tasks. [18] pointed
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that only concerning the TD+ARC had neglected the error propagation from
the NER, and further improved the model by jointly realizing NER, TD and
ARC in one model.

5 Conclusion

This paper proposed a trigger-aware multi-task model (TAM) to deal with a
novel event entity extraction (EER) task. TAM is composed by two subtasks:a
trigger detection network for event trigger identification and an event-featured
transformer-CRF for event entity recognition. The former effectively tackles the
intractable Chinese event trigger detection, where triggers usually contain multi-
ple tokens and have numerous synonymous expressions. Experiments show that
the trigger detection network is effective for identifying the synonymous expres-
sions of the labeled event triggers, which is useful to the downstream EER sub-
task, which is also robust against the availability of labeled triggers. The latter
incorporates three kinds of event type relevant features and avoid the dependency
modeling between the event trigger and ARC existed in the relevant techniques.
The experimental results demonstrate the superiority of the proposed TAM
against the existing SOTA technical alternatives. Future work will be dedicated
in further improving the performance of trigger detection.
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Abstract. Deep neural networks have achieved state-of-the-art per-
formances on named entity recognition (NER) with sufficient training
data, while they perform poorly in low-resource scenarios due to data
scarcity. To solve this problem, we propose a novel data augmentation
method based on pre-trained language model (PLM) and curriculum
learning strategy. Concretely, we use the PLM to generate diverse train-
ing instances through predicting different masked words and design a
task-specific curriculum learning strategy to alleviate the influence of
noises. We evaluate the effectiveness of our approach on three datasets:
CoNLL-2003, OntoNotes5.0, and MaScip, of which the first two are sim-
ulated low-resource scenarios, and the last one is a real low-resource
dataset in material science domain. Experimental results show that our
method consistently outperform the baseline model. Specifically, our
method achieves an absolute improvement of 3.46% F1 score on the 1%
CoNLL-2003, 2.58% on the 1% OntoNotes5.0, and 0.99% on the full of
MaScip.

Keywords: Deep learning · Named entity recognition · Data
augmentation

1 Introduction

Named entity recognition (NER) is a fundamental natural language process-
ing (NLP) task aiming to identify the names of people, places, organizations,
and proper nouns in texts, which supports a wide range of downstream appli-
cations [12,15]. The current state-of-the-art methods for NER rely on abun-
dant training data. However, manual annotation is expensive, which limits the
effectiveness of the model, especially in bio-medicine and material chemistry
domains [7]. Many studies have investigated NER in low-resource scenarios,
by transferring pre-trained language representations on self-supervised or rich-
resource domains to target domains [10,28]. Others use the knowledge base to
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semi-automatically label extra data for training [36]. Nevertheless, these meth-
ods usually require huge expertise knowledge to obtain good performance.

Data augmentation has been proven effective to alleviate data scarcity in
many NLP tasks, including machine translation [8,31], text classification [33,34],
question answering [27], etc. [21]. However, most existing studies focus on
sentence-level tasks, which generate sentences via word replacement, swap, and
deletion [21,33] or generative models [13,35]. Different from these sentence-level
NLP tasks, NER predict entities on the token level. That is, for each token in
the sentence, NER models predict a label indicating whether the token belongs
to a mention and which entity type the mention has. Therefore, applying trans-
formations to tokens may also change their labels. Due to this difficulty, data
augmentation for NER is comparatively less studied.

Fig. 1. The input format of different data augmentation methods. DA, LA, LDA cor-
respond to the basic method, label additional method, and label description additional
method. As shown in blue, LA puts the label at the beginning of the sentence, while
LDA uses the description of the label. (Color figure online)

In this work, we propose a novel data augmentation framework for NER
in low-resource scenarios, which generates examples with consistent labels and
filters noises in the generated data. Concretely, our approach contains two com-
plementary components: 1) data augmentation via pre-trained BERT, which uses
contextualized information to predict a masked word for data augmentation, and
2) data denoising via curriculum learning, which filter noises in the augmented
data for further boost learning. In data augmentation via pre-trained BERT, our
basic idea is to predict the masked words through pre-trained language models
(we use BERT [4] in this paper), and then replace original words with predicted
words to generate new sentences. However, directly using BERT for prediction
may generate some words that mismatch the original labels. As shown in Fig. 1,
given a sentence “Tom bought a T-shirt”, we replace “Tom” with [MASK] and
predict it by BERT. The predicted words may be third-person pronouns like
“he”, “she” or wrong words, which causes mismatch between original labels and
generated words. In response to this issue, we propose a label-aware data aug-
mentation method, which considers the label information to make the predicted
words match the original label more closely. In data denoising via curriculum
learning, we propose a new method based on curriculum learning to filter aug-
mented data. Considering that the synthetic data still contain noises, we design
three evaluation metrics to measure the generated examples by confidence, and
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then use curriculum learning strategy to filter noises. Consequently, the perfor-
mance is significantly improved.

To evaluate the effectiveness of our approach, we conduct experiments in
both simulated low-resource scenarios and real-world low-resource scenarios. In
the former scenarios, we use two standard NER datasets: CoNLL-2003 [30] and
OntoNotes5.0 [26], which are randomly sampled to simulate a low-resource sce-
narios. In the latter scenarios, we use a dataset from the material science domain:
MaScip [22]. The results show that our method obtains a significant performance
improvement over baseline model (i.e., Bi-LSTM-CRF for NER)

Our contributions are summarized as follows:

– We propose a novel data augmentation method for low-resource NER task,
which uses pre-trained BERT to generate label-aware synthetic data and cur-
riculum learning strategy on generated data denoising to improve data qual-
ity.

– We conduct experiments on two standard NER datasets and a real-world low-
resource NER dataset. Experimental results demonstrate the effectiveness of
our methods in low-resource scenarios. Moreover, our methods can be easily
applied to other token-level tasks.

2 Related Work

2.1 Low-Resource NER

Deep learning-based methods achieve good performance for NER with abundant
annotated data but encounter various challenges when the labeled data is scarce.
Therefore, more and more works pay attention to improving the performance of
NER in low-resource scenarios. Kruengkrai et al. [14] use sentence-level informa-
tion in auxiliary tasks to improve model performance on low-resource languages.
Peng et al. [23] use dictionaries to directly label data, ignoring entities that are
not in the dictionaries. This method greatly reduce the requirements on the
quality of the dictionaries. Shang et al. [29] propose a revised fuzzy CRF layer
to handle tokens with multiple possible labels and a neural model AutoNER
with a new Tie or Break scheme. Han and Eisenstein [11] propose domain adap-
tive fine-tuning with unlabeled data to reduce the discrepancy between different
domains. All of these methods focus on existing resources and do not consider
using synthetic data for data augmentation.

Several works have studied using data augmentation for NER. Mathew et
al. [18] train a weak tagger to annotate unlabeled data through weak supervi-
sion. Dai and Adel [3] summarize the sentence-level and sentence-pair level data
augmentation methods on the NLP tasks and apply some of them to the NER
task, including the token replacement, synonym replacement, mention replace-
ment, and shuffle within segments. Synonym replacement often relies on external
knowledge, e.g. WordNet [20], which is a manually designed dictionary that may
have low coverage (or not available) for low-resource languages. Ding et al. [5]
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propose an augmentation method with language models trained on the linearized
labeled sentences.

Different from the above methods, our approach uses pre-trained BERT to
predict the masked words, which contains rich contextual information. Then the
masked words are replaced with the predicted words to generate new synthetic
sentences, and the original label sequence remains unchanged.

2.2 Curriculum Learning

Curriculum learning [1] is a particular learning paradigm in machine learning,
which starts from easy instances and then gradually handles harder ones. Liu
et al. [16] propose a natural answer generation framework based on curriculum
learning for question answering tasks. Pentina et al. [24] use curriculum learning
to study the best order of learning tasks in multitasking problems. Platanios et
al. [25] propose a neural machine translation framework based on curriculum
learning. It decides which training samples to show to the model at different
times during the training process according to the estimated difficulty of the
samples and the current capabilities of the model, which greatly reduce the
training time. Matiisen et al. [19] propose Teacher-Student Curriculum Learn-
ing, a framework for automatic curriculum learning, where the Student try to
learn a complex task, and the Teacher automatically choose subtasks from a
given set for the Student to train on. Gong et al. [9] employ the curriculum
learning methodology by investigating the difficulty of classifying every unla-
beled image. The reliability and the discriminability of these unlabeled images
are particularly investigated for evaluating their difficulty. As a result, an opti-
mized image sequence is generated during the iterative propagations, and the
unlabeled images are logically classified from simple to difficult. Wang et al. [32]
propose a unified framework called Dynamic Curriculum Learning (DCL) to
adaptively adjust the sampling strategy and loss weight in each batch, which
achieves the better ability of generalization and discrimination.

In our work, we propose three different strategies to determine the diffi-
culty of the augmented data and add them to the original data for training in
an easy-to-difficult order. As a result, the model can preferentially learn from
high-confidence data which contains more accurate information, and thus obtain
better performance.

3 Proposed Method

3.1 Overview

Figure 2 shows the overview of our approach, which effectively deals with insuf-
ficient data for low-resource NER. The framework consists of two parts: data
augmentation and denoising. Data augmentation mainly uses BERT [4] to pre-
dict the masked words according to the context and synthesizes new sentences by
replacing the words in the original masked position to augment the training set.
Furthermore, we denoise the augmented data through curriculum learning [1] to
obtain higher quality data. We will introduce the details of each part.
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Fig. 2. The overall framework. The left is the data augmentation part using pre-trained
BERT, and the right is the denoising part using curriculum learning.

3.2 Data Augmentation via Pre-trained BERT

In this section, we propose a data augmentation method based on pre-trained
BERT for low-resource conditions, which predict words based on the context to
generate new synthetic sentences. We apply two methods: basic method, which
directly uses the BERT model for prediction, and label-aware method, which
attaches label or label description.

The Basic DA Method. Let a labeled sentence be x = (x1, · · · , xm) and
the corresponding labels be y = (y1, · · · , ym), where xi denotes the i-th token
and yi denotes the i-th label. If xi is inside an entity, which can be judged
by its gold label (e.g. B-PER, I-PER, ...), we first mask xi in this sentence,
i.e. masked token {xi} and its context S. Then we use the masked sentence
as the input of BERT. The final hidden representation corresponding to the
masked token is fed into a softmax layer to generate a sequence of vocabulary
size with a probability distribution p(·|S{xi}). Then we replace xi with the k
words which have the highest probability. For each sentence in the corpus, we
perform the above procedure. Especially note that we only mask the words inside
the entity, not the non-entity temporarily. After substituting the masked words
with predicted words, our method generates some new sentences, which share
the same label sequence with the original sentence. Then these sentences are
added to the original low-resource dataset.

Label-Aware Data Augmentation. Although, pre-trained BERT encodes
the context information, there is still a lot of noises, such as pronouns and
wrong words, in the synthetic sentences. Considering that, we propose a label-
aware data augmentation method. Different from basic DA method, this method
fine-tunes the BERT before prediction to incorporate label information in the
prediction process and improve the matching degree between predicted words
and their corresponding labels. We elaborate this process in two steps: BERT
fine-tuning and Synthetic Sentence Generation.
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Algorithm 1. Label-Aware DA Method
Input: Labeled dataset D
Output: Augmented dataset D′

1: for each sentence do
2: for each word in sentence do
3: if this word in an entity then
4: Mask this word.
5: Put the label or label description in front of the sentence and separate with

[SEP].
6: Use BERT to predict words on masked position.
7: Replace the original words with the predicted top k words with the highest

probability to generate new sentences.
8: end if
9: end for

10: end for
11: Add new sentences to the original dataset D to generate an augmented dataset

D′.
12: Perform NER task on augmented dataset D′.

BERT Fine-Tuning. At first step, we fine-tune the BERT with label-aware orig-
inal data, which allows us to further train the hidden feature representation with
label information. Here we consider two strategies for label-aware data genera-
tion:

– Label Additional (LA), where we define all entity types (e.g. PER, ORG, ...)
as the training signal.

– Label Description Additional (LDA), where we use descriptions1 of entity
types as the training signal.

As shown in Fig. 1, the label (or label description) of masked entity words with
[SEP] token is inserted between [CLS] and the first word of the sentence. Then
we fine-tune BERT with data obtained from above steps.

Synthetic Sentence Generation. At the second step, we use fine-tuned model to
make predictions on original data. Note that input data is also transformed into
label-aware format, which is the same as fine-tuning data shown in Fig. 1 (LA and
LDA). Given a masked word xi and its label yi, we define its label description
as di. Different from basic DA method in Sect. 3.2 calculating p(·|S{xi}), we
calculate p(·|yi, S{xi}) or p(·|di, S{xi}) in label-aware DA method. The concrete
process of label-aware method is shown in Algorithm 1.

3.3 Denoising via Curriculum Learning

BERT is a powerful pre-trained language model, which make full use of contex-
tualized information to generate context-sensitive words. However, directly using
1 We obtain the label descriptions from https://spacy.io/api/annotation#named-

entities.

https://spacy.io/api/annotation#named-entities
https://spacy.io/api/annotation#named-entities


Improving Low-Resource NER 361

original label sequence may cause mismatch between predicted words and origi-
nal labels, so it is necessary to denoise augmented data via curriculum learning.

Synthetic Example Ranking. As the right part of Fig. 2 shows, we train a Bi-
LSTM model on original data. Then we use it to predict augmented data without
original data and take the predicted probability of the gold label corresponding
to each word, i.e. Pi, where i represents the i-th word in a sentence, as the basis
for scoring. Based on this process, we artificially formulate three curriculum
indicators described in detail as follows:

– Average. We calculate the sentence score Ssent by averaging the predicted
probabilities Pi of all words in it. The lower the value, the more mismatch
between the whole sentence and the original gold label, and the more incorrect
information contained, which may hurt the model training.

– Entity. Different from average, we only consider entity words and average
their predicted probabilities Pi as sentence score Ssent. Entities are more
important than other words, because the named entity recognition task is
mainly to recognize entities in sentences. Same as above, the higher the value,
the more the predicted word matches the original label.

– Length. Using sentence length L as the score Ssent, we believe that the longer
the sentence, the more information it contains, which is more instructive for
the training of the model.

Then we sort the sentences in descending order of sentence scores Ssent, cor-
responding to the easy to difficult in the curriculum learning. We believe that
prioritizing model to learn more correct information can lead to an improvement
in model performance.

Incremental Training. We sample the sorted data according to the ratio of
0%, 5%, 10%, · · · , 100%, and add them to the original data gradually. In the
training process, we save the best model on each scale, and the next scale of
data uses the model parameters of the previous scale to train. That is to say, we
only use a part of synthetic examples to train our model, i.e., samples with high
confidence, to reduce the impact of noises in the data augmentation process.

4 Experimental Setups

4.1 Datasets

We consider both the simulated and real-world low-resource scenarios. In the
simulated low-resource scenarios, we conduct our experiments on two English
NER datasets of different granularities: CoNLL-2003 [30] and OntoNotes5.0 [26].
CoNLL-2003 is composed of newswire from the Reuters RCV1 corpus and con-
tains four types of named entities: location, organization, person, and miscella-
neous. OntoNotes5.0 contains 18 entity types for the CoNLL-2012 task, which
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includes broadcast conversations, broadcast news, newswire, magazines, tele-
phone conversations, and web texts. Pradhan et al. [26] comply a core portion
of the OntoNotes5.0 dataset and describe a standard train/dev/test split, which
we use for our evaluation. As our work mainly focuses on low-resource NER, we
randomly select four ratios for CoNLL-2003 and OntoNotes5.0 to simulate the
low-resource situation, as shown in Table 1.

Table 1. The sampling ratio of the two datasets and the corresponding sentence num-
ber.

CoNLL-2003 0.2% 1% 2.5% 5%

Sentence Num 29 149 374 749

OntoNotes5.0 0.05% 0.1% 1% 2%

Sentence Num 57 115 1158 2316

In the real-world low-resource scenarios, we conduct our experiments on a
dataset from material science: MaScip [22]2. This dataset contains 230 synthesis
procedures annotated by domain experts with labeled graphs that express the
semantics of the synthesis sentences, and 21 entity types (e.g., Material, Number,
Operation, Amount-Unit, etc.). We use the train/dev/test split provided by the
authors, which contains 1901/109/158 sentences respectively. To simulate a low-
resource setting, we also randomly select 50, 150, 500 sentences that contain all
entity types from the training set to create the corresponding small, medium,
and large training sets (denoted as S, M, L, whereas the complete training set
is denoted as F) for each dataset. Note that we only apply data augmentation
to the training set, and the development set and test set remain unchanged.

4.2 Implementations

We regard the NER task as a sequence labeling task: given a token sequence,
the model needs to predict the label corresponding to each token, which includes
position indicators (BIO schema) and entity types. In our study, we use the Bi-
LSTM-CRF model [17] commonly used in NER tasks as the experimental model.
It consists of two parts: a neural-based encoder that creates context-sensitive
embedding for each token, whose weights are learned from scratch, the other is
a condition random field output layer, which captures the dependencies between
adjacent labels. Besides, CNN is used to obtain the character representation of
each token, which is then concatenated with the word representation and sent
to the bidirectional LSTM layer. The hidden states of the forward and backward
LSTM are concatenated together as the final representation. We use a single-
layer BiLSTM with a hidden state size of 200. Dropout layers are applied before
and after the BiLSTM layer with a dropout rate of 0.5. This model is trained

2 https://github.com/olivettigroup/annotated-materials-syntheses.

https://github.com/olivettigroup/annotated-materials-syntheses
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using SGD [2] with an initial learning rate of 0.015 and batch size of 10. The
learning rate of each epoch decays proportionally. We use randomly initialized
word embeddings with a dimension of 100. We stop training when the F1 score
of the development set has not been updated for 10 epochs. We use the F1

score to evaluate the effectiveness of the models. The best model saved on the
development set is measured using the F1 score, and finally evaluated on the
test set.

4.3 Experimental Results

Impact of Data Augmentation. We compare our methods (DA, LA, LDA)
with the following models: None, the original Bi-LSTM-CRF model without data
augmentation; EDA [33], which includes the substitution of synonyms, random
insertion, random exchange, and random deletion of words. DA, LA, LDA cor-
respond to the basic method, label additional method, and label description
additional method. For each augmentation method, we take k = 20 predicted
words to replace the masked words.

Table 2. Evaluation results in F1 score. � column shows the averaged improvement due
to data augmentation. Bold means the result is significantly better than the baseline
model without data augmentation.

Method CoNLL-2003 � OntoNotes 5.0 �
0.2% 1% 2.5% 5% 0.05% 0.1% 1% 2%

None 25.72 38.74 50.65 60.65 2.64 12.43 46.71 56.00

EDA 11.14 33.67 41.86 51.69 −9.3500 7.23 13.82 40.46 48.60 −1.9175

DA 27.11 40.11 53.23 59.25 0.9850 12.37 21.43 47.63 55.39 4.7600

LA 29.03 42.20 51.88 61.48 2.2075 11.91 21.46 49.29 54.25 4.7825

LDA 27.90 41.38 52.46 59.91 1.4725 13.39 20.19 47.84 55.39 4.7575

Table 2 provides the evaluation results on the test set. We can first con-
clude that our augmentation framework improves over the baseline where no
augmentation is used in most cases, and superior to EDA in any ratio. For the
CoNLL-2003 dataset, the four proportions increased by 3.31%, 3.46%, 2.58%,
and 0.83% respectively compared to the baseline. For the OntoNotes5.0 dataset,
the first three proportions have increased by 10.75%, 9.03%, and 2.58% respec-
tively, while the performance of the last proportion has decreased slightly. This
situation may reflect the trade-off between the diversity and validity of aug-
mented instances. On the one hand, we use BERT to generate different training
instances to prevent overfitting. This positive effect is especially useful when
the training set is small. On the other hand, it may also increase the risk of
generating invalid instances. For larger training sets, this negative effect may be
dominant.
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Second, the label additional method outperforms other augmentation on
average, i.e. 2.21% for CoNLL-2003 and 4.78% for OntoNotes5.0, although there
is no single clear winner across both datasets. However, there is little difference
in the performance of the three methods on OntoNotes5.0, which may be due to
its more fine-grained entity types. For the label description additional method,
the performance is slightly lower than the label additional method. We consider
that the label description contains more information compared with the label,
which leads to more fixed words predicted by the model and causes a slightly
negative impact.

Third, data augmentation techniques are more effective when the training
sets are small. In both datasets, data augmentation methods achieve more signifi-
cant improvements when the training sets are small, such as 0.2% of CoNLL-2003
and 0.05% OntoNotes5.0. In contrast, when the larger training sets are used, the
augmentation methods achieve less improvements and some even decrease the
performance. This has also been observed in previous work on machine transla-
tion tasks [6].

(a) CoNLL-2003 (b) OntoNotes5.0

Fig. 3. The result of average, entity and length strategies. The black dashed line rep-
resents the original LDA method without curriculum learning. (Color figure online)

Impact of Curriculum Learning. Figure 3 shows the results of three differ-
ent indicators via curriculum learning on CoNLL-2003 and OntoNotes5.0 respec-
tively. We take 1% of CoNLL-2003 LDA data and 0.1% of OntoNotes5.0 LDA
data as examples and use the method described in Sect. 3.3 for data denoising3.

As can be seen from the figure, the entity indicator is more effective on both
datasets. On CoNLL-2003, the best result of 43.43% is achieved on 35% of the
LDA augmented data, which is 2.05% higher than the original LDA method.
On OntoNotes5.0, the best result of 21.23% is achieved on 55% of the LDA
augmented data, which outperforms the original LDA method by 1.04%. It can
be explained that when we use data augmentation technologies mentioned in the
3 For OntoNotes5.0, we do not save the previous scale model, and all start training

from scratch.
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Sect. 3.2, we also introduce noise in the augmented dataset at the same time.
The purpose of denoising method is to reduce the negative impact of noise.
Experiment results demonstrate the effectiveness of using curriculum learning
for data denoising. By giving priority to training high-confidence data except
the noise part, the model gets better performance.

Real Low-Resource Scenarios. We use the methods on MaScip4, which
include data augmentation method via BERT model (DA), label additional data
augmentation method (LA), and denoising LA data via curriculum learning (LA-
CL), but except the method of additional label description, because this dataset
does not have an official description of all labels. Note that when denoising, we
only use the entity indicator among the above three indicators as it has a best
performance.

Table 3. The result of MaScip. None represent the baseline with unaugmented data.

Method S M L F

None 59.95 70.05 72.59 76.30

DA 62.08 69.36 72.62 75.03

LA 62.36 68.65 73.35 76.31

LA-CL 62.02 70.41 74.31 77.29

Table 3 presents comparisons of our methods with the baseline. What we see
is that our methods are significantly better than the baseline on the real-world
low-resource scenarios. Our methods outperforms the baseline with 62.36%,
70.41%, 74.31% and 77.29% in terms of F1 score. It can be seen that the denois-
ing results have been improved to a certain extent in most of the experiments,
including the full amount of data. However, in the small-scale experiment, the
denoising result is lower than the LA result. We consider the reason is that the
amount of data used to train the Bi-LSTM model for scoring is too small, which
makes the model learning less information. This situation leads us to fail to select
the most correct predicted words, which negatively feeds back on performance.
Therefore, when the training data is particularly small, it is enough to use the
data augmentation methods without denoising, by which can achieve an obvi-
ous improvement. In summary, the experimental results on the MaScip dataset
confirm the effectiveness of our methods in real world low-resource situations.

4.4 Discussion

Performance on Entity Types. To further understand the effectiveness of
our method, we investigate the performances for each entity type. Table 4 and
Table 5 describe the performance on F1 score for each entity type in 1% of
CoNLL-2003 data and 0.1% of OntoNotes5.0 data.
4 We leverage GloVe embedding for these experiments.
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Table 4. The F1 score of each label of CoNLL-2003 (1%).

Label Num None DA LA LDA

LOC 72 46.04 47.71 48.98 47.43

MISC 38 11.04 17.37 21.78 20.33

ORG 131 38.93 39.10 43.55 40.64

PER 127 39.78 44.50 45.39 44.99

In CoNLL-2003, it is clear that our methods both outperform the baseline
where no augmentation is used on every entity types. Comparing these three
methods, we can see that the label additional method is significantly better
than the other two. These results first reflect the effectiveness of the label-aware
method mentioned in Sect. 3.2. Second, regarding the reason why the LA’s score
is higher than the LDA’s, we consider that the predicted words by LA method
are more diverse, which can prevent the model from overfitting.

Table 5. The F1 score of each label of OntoNotes5.0 (0.1%).

Label Num None DA LA LDA

CARDINAL 16 25.50 29.79 27.19 24.68

DATE 41 15.75 32.72 33.06 28.13

EVENT 2 0.00 0.00 0.00 2.11

FAC 9 0.00 1.14 0.00 0.00

GPE 28 13.35 25.05 23.17 25.31

LANGUAGE 2 16.67 0.00 8.70 30.30

LOC 7 2.52 10.77 8.70 9.16

MONEY 12 25.42 29.76 28.65 28.49

NORP 4 0.00 7.44 8.85 6.05

ORDINAL 2 24.54 50.24 30.87 40.25

ORG 82 6.81 10.15 11.16 9.51

PERCENT 18 35.12 43.21 56.83 56.85

PERSON 37 1.28 8.83 9.69 12.21

QUANTITY 2 0.00 0.00 0.00 0.82

TIME 6 0.81 1.55 2.01 0.76

In OntoNotes5.0, due to the complexity of entity types, the three methods
have different manifestations in each entity type. It can be seen that the score of
some entity types are zero, because the number of sampled sentences is small, and
some entity types have almost never appeared. Among them, we omitted some
entity types with all zero F1 score. Summarized as follows, the basic method is
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better on ‘CARDINAL’, ‘FAC’, etc., the label additional method is more effec-
tive on ‘DETA’, ‘NORP’, ‘ORG’, and the label description additional method
improves more significantly on entity types with lower scores, like ‘EVENT’,
‘PERSON’, ‘QUANTITY’. This may be due to the words predicted by the LDA
method more closely match the gold label for entity types that appear less fre-
quently.

Case Study. We examine the effect of different methods on generating words.
We use 2% of CoNLL-2003 to fine-tune BERT and Table 6 lists some examples
of generated words by the basic method and LA method with different settings.
All the examples can fill in at least two different entity types of words in the
masked position.

Table 6. The table shows the change of the predicted word after using additional
label information, where DA means basic method, LA means label additional method,
and the brackets indicate the label placed before the sentence. Bold font indicates
words that match the label. The words from left to right indicate that the predicted
probability is from high to low.

Example Method Generated Word

[MASK] buys a
gaming company

DA He She It he Michae . Joe Jack
David Tony

LA(PER) He Sinclair Warner Simon
Blackburn Morgan Hamilton Fox
Anderson Harry

LA(ORG) Sony Blackburn Sinclair He Dell
Britain Hamilton Leeds Fischer
Intel

[MASK] went bankrupt DA It He They and it he . She which they

LA(PER) Blackburn Leeds Middlesbrough
Barrow Yorkshire York Hamilton
Italy Sheffield Milan

LA(ORG) Salzburg Switzerland Zürich
Austria Blackburn Bavaria Zurich
Leeds Italy Juventus

[MASK] plans this event DA Who He Currently She It FIFA who
India Nike Israel

LA(LOC) Canada Ireland Australia WHO
Bermuda FIFA UEFA Argentina
Scotland Yorkshire

LA(ORG) WHO UCI UEFA Slovenia Slovakia
Canada Yorkshire Britain
Azerbaijan Schedule
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As known to all, BERT encodes semantic features from the input sentences
for extracting global contexts. In the fist example, when directly using BERT for
prediction, we can see that there are some person names generated, which prove
the ability of BERT to obtain contextual information. However, one problem
with BERT is that the predicted words have a higher probability to be third-
person pronouns or even wrong words, which cannot increase the diversity of
the augmented data and may hurt the performance. Therefore, we propose the
label-aware method described in Sect. 3.2 to minimize this weakness. When we
use label additional method with ‘PER’, more person names appeared, whose
probability of being predicted increased. Then when we change the label to
‘ORG’, some organization names are predicted by the pre-trained model. The
situation goes to show the effectiveness of our methods. The same conclusion
can be drawn from the second and third examples. In summary, the LA method
considers more label information than the DA method, and makes the generated
words contain less impurities.

5 Conclusion

In this paper, we propose a novel framework to generate high-quality synthetic
data for low-resource NER. We use pre-trained BERT to fully integrate contex-
tual information to generate diverse synthetic sentences, and leverage curriculum
learning to denoise synthetic sentences for obtaining higher quality augmented
data. Our framework shows superior performance in both simulated low-resource
scenarios and real-world low-resource scenarios. In the future, we will explore the
performance of our framework when customizing label descriptions and on other
token-level NLP tasks.
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Abstract. Existing entity alignment models mainly use the topology
structure of the original knowledge graph and have achieved promising
performance. However, they are still challenged by the heterogeneous
topological neighborhood structures, which could cause the models to
produce different representations of counterpart entities. In the paper,
we propose a global entity alignment model with gated latent space
neighborhood aggregation (LatsEA) to address this challenge. Latent
space neighborhood is formed by calculating the similarity between the
entity embeddings, it can introduce long-range neighbors to expand the
topological neighborhood and reconcile the heterogeneous neighborhood
structures. Meanwhile, it uses vanilla GCN to aggregate the topologi-
cal neighborhood and latent space neighborhood respectively. Then, it
uses an average gating mechanism to aggregate topological neighborhood
information and latent space neighborhood information of the central
entity. In order to further consider the interdependence between entity
alignment decisions, we propose a global entity alignment strategy, i.e.,
formulate entity alignment as the maximum bipartite matching problem,
which is effectively solved by Hungarian algorithm. Our experiments with
ablation studies on three real-world entity alignment datasets prove the
effectiveness of the proposed model. Latent space neighborhood informa-
tion and global entity alignment decisions both contributes to the entity
alignment performance improvement.

Keywords: Knowledge graph · Entity alignment · Latent space
neighborhood aggregation

1 Introduction

Knowledge graph (KG) is an important tool to store knowledge, which pro-
vides support for many applications, such as question answering systems, rec-
ommender systems. Many KGs have been constructed for particular applications.
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Sometimes single KG cannot meet the needs of certain applications, so it is nec-
essary to integrate multiple complementary KGs. Entity alignment is non-trivial
to integrating different KGs. Traditional entity alignment methods are mainly
divided into two categories, one is based on the entity’s label information [1,2],
the other is based on manually defining features. Recently, the embedding-based
representation learning has attracted more and more attention. Given a KG,
embedding-based representation learning can map entities to a low-dimensional
vector space, then entity alignment model can find counterpart entities accord-
ing to the similarity of the embeddings. The embedding-based entity alignment
approaches show its superiority. Such methods are all built based on KG embed-
ding models (such as TransE [3]). Then they use a transformation matrix to con-
vert the embedding space and complete the entity alignment by calculating the
similarity between entity embeddings, such as MTransE [4]. In recent researches,
graph convolutional neural networks (GCN) have shown amazing results when
processing graph structure data. GCN-based Entity alignment models all hope
that counterpart entities have similar neighborhood structures and have simi-
lar vector representations. Several recent GCN-based alignment models (such as
GCN-Align [5], AVR-GCN [6], GMNN [7], AliNet [8], RDGCN [9]) have achieved
good results.

However, existing embedding-based entity alignment models still face a criti-
cal problem. The counterpart entities usually have dissimilar neighborhood struc-
tures in between KGs, which will produce different embedding. The statistics
on DBpedia datasets the percentages of such entity pairs reach 89.97% between
Chinese-English, 86.19% between Japanese-English and 90.71% between French-
English, respectively [8].

The difficulty in tackling this problem is how to alleviate the difference
in topological neighborhood structure. Therefore, we propose a global entity
alignment model with gated latent space neighborhood aggregation (LatsEA).
Latent space neighborhood is formed in the embedding space by calculating the
similarity between the entity embeddings, which can introduce long-distance
neighbors to expand the topological neighborhood. The basic idea is to first
learn KGs embeddings through KG embedding models and calculate the simi-
larity between entity embeddings to generate latent space neighborhood. So, the
model can be combined with many existing KG embedding models. Then, we use
the GCN to aggregate topological neighborhood and latent space neighborhood
respectively. Finally, we use an average gating mechanism to aggregate topolog-
ical neighborhood information and latent space neighborhood information.

State-of-the-art models treat entities autonomously when determining entity
alignment results. Intuitively, if a target entity is aligned to a source entity with
higher confidence, it has a smaller chance to be aligned with another source
entity. So, we formulate entity alignment as the maximum bipartite matching
problem, which can be solved by Hungarian algorithm, so that the interdepen-
dence between entity alignment decisions can be captured to make global entity
alignment decisions. Our experiments with ablation studies prove the effective-
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ness of the proposed model (LatsEA) and the global entity alignment strategy.
In summary, our main contributions as follows:

– We propose a novel global entity alignment model, which introduces latent
space neighborhood to reconcile the heterogeneous neighborhood structures.

– We propose an average gating mechanism to aggregate topological neighbor-
hood information and latent space neighborhood information, so that the
entity embeddings contain the entities information in topological and latent
space neighborhood.

– We consider the interdependence between entity alignment decisions, and
propose a global entity alignment strategy, i.e., formulate entity alignment
as the maximum bipartite matching problem and use the classic Hungarian
algorithm to solve.

– We perform experiments with ablation studies on three real-world datasets
prove the effectiveness of the proposed model and the global entity alignment
strategy.

2 Related Work

In our proposed entity alignment model, the most relevant works are KG embed-
ding and embedding-based entity alignment, so we introduce some of the work
related.

2.1 KG Embedding

In the past few years, the researches on KG embedding is mainly divided into
three categories: translational distance models, neural network based models,
and bilinear models [10]. TransE [3] is a classic model in the translational distance
models. It believes that in a triple, the relation is the translations of the head
entities to the tail entities. TransE can solve the relation type of 1-1 well, but
cannot solve the relation type of 1-N, N-1, N-N. Therefore, subsequent researches
have proposed many improved versions based on the TransE, such as TransH
[11], TransD [12].

With the rise of neural networks in recent years, neural networks are used
to many KG embedding researches, such as ConvE [13] and CapsE [14]. KGs
have three widely spread types of relation patterns: symmetry, inversion, and
composition [4]. However, models mentioned above can model one or two type
of relation patterns. RotatE [15], which is a translational distance models, can
model all relation patterns. It maps the entities and relations to the complex
vector space and defines each relation as a rotation from the head entities to the
tail entities. But real-world KGs usually have semantic hierarchies that RotatE
fails to model. So, to tackle this challenge, the HAKE [10] model is based on
the RotatE, and retains the rotation characteristics of the RotatE. It contains
modulus part and phase part. The modulus part models the entities at different
levels of the hierarchy in KGs, and the phase part models the entities at the
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same level of the semantic hierarchy. In the paper, we use the HAKE [10] model
to learn KGs embedding and generate latent space neighborhood by calculating
the cosine similarity between entity embeddings.

2.2 Embedding-Based Entity Alignment

Embedding-based entity alignment models employ the embedding models to
learn entity embeddings, then learn a mapping to transform the embedding space
and find entity alignment through the similarity between these embeddings, such
as MTransE [4]. IPTransE [16] iteratively adds the newly discovered entity align-
ment to the training data to improve the performance. There are also some
models that use auxiliary information to improve the performance. For exam-
ple, JAPE [17] combines attribute information to find entity alignment. Graph
convolutional network (GCN) has demonstrated its powerful ability to process
graph structure data, so many entity alignment models use GCN. GCN-Align [5]
is a cross-language KG alignment framework, it uses GCN to convert two KGs
into the same embedding space, and then calculates the distance between entity
embeddings to completing the entity alignment. RDGCN [9] and AVR-GCN [6]
improved the traditional GCN alignment framework. MuGNN [18] proposes a
two-step method (KG completion and multi-channel graph neural network) for
entity alignment. AliNet [8] introduces two-hop neighbors to reconcile heteroge-
neous neighborhood structures, and has achieved good results.

However, existing embedding-based entity alignment models mentioned
above are still challenged that the neighborhood structure may be heterogeneous
in different KGs. This may cause model to produce dissimilar entity embeddings
for the corresponding entities, which will affect the accuracy of entity alignment.
To tackle this problem, a straightforward idea is to mitigate the heterogeneity
between KGs. AliNet [8] and MuGNN [18] above have noticed the problem. We
are inspired by these works, to alleviate the heterogeneity, our idea is to utilize
the latent space neighborhood in the KGs embedding space that can introduce
distant neighbors to expand the topological neighborhood. In order to further
consider the interdependence between entities that have been ignored in many
existing researches, we convert the entity alignment into maximum bipartite
matching problem to make global entity alignment. This problem can be further
solved by the Hungarian algorithm. Our experiments with ablation studies on
three entity alignment datasets prove the effectiveness of the proposed model.
Latent space neighborhood information and global entity alignment decisions
both contributes to the entity alignment performance improvement.

3 Problem Formulation

Formally, we represent a KG as a directed graph, where E represents the set of
entities, R represents the set of relations, and T is the set of triples. Each triplet
(h, r, t) ∈ T indicates that the head entity h is connected to the tail entity t
through the relation r. Entity alignment task is to automatically find more entity
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pairs that denote the same real-world identity in heterogeneous KGs. Entity
alignment model is to take different KGs G = (E,R, T ) and G′ = (E′, R′, T ′)
as input, and find a set of identical entities Se = {(e, e′) ∈ E × E′ | e ≡ e′}
representing the same object in the real-world. Those entity alignment seeds can
be used as training data.

4 The Proposed Model

The goal of entity alignment is to discover the entity pairs representing the
same object in heterogeneous KGs. In the paper, LatsEA uses HAKE [10] model
to learn the latent space of the KG, then it aggregates the topological neigh-
borhood and the latent space neighborhood of the central entity through vanilla
GCN respectively. The average gating mechanism controls the topological neigh-
borhood information and latent space neighborhood information aggregation to
yield central entity embeddings. Then the entity similarity matrix is constructed
by calculating the similarity between entity embeddings. To further consider the
interdependence between entities and make global entity alignment decisions, we
convert the entity similarity matrix into a bipartite graph, i.e., each row repre-
sents an entity in the source KG, and each column represents an entity in the
target KG. So, the entity alignment problem is equivalent to maximum bipar-
tite matching problem, which can be solved by Hungarian algorithm. The model
architecture is illustrated in Fig. 1.

Fig. 1. Overview of the LatsEA. The red rectangle in the figure represents the topolog-
ical neighborhood, and the green rectangle represents the latent space neighborhood.
(Color figure online)

4.1 Basic Embedding Module

In our proposed model, in order to obtain a very meaningful entity embedding,
the KG embedding model is required not only to model common relation patterns
in the KG, but also to model semantic hierarchies. Because semantic hierarchies
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are very common in real-world applications. So, we choose Hierarchy-Aware
Knowledge Graph Embedding (HAKE) [10] to learn the latent space of KG.
HAKE maps KG into the polar coordinate system, the modulus part can model
entities at different level, and the phase part can model entities at the same level
of the hierarchy. Given a triple (h, r, t), the formula of HAKE as follows:

hm ◦ rm = tm, where hm, tm ∈ Rk, rm ∈ Rk
+

(hp + rp)mod2π = tp, where hp, rp, tp ∈ [0, 2π)k
(1)

where hm and hp are generated by the modulus part and the phase part respec-
tively. Therefore, the entity embeddings can be expressed as the concatenation
of hm and hp. We calculate the cosine similarity between entity embeddings to
generate the entity’s latent space neighborhood, which will be described in next
section. In practice, we train HAKE beforehand and freeze its parameters in the
following process.

4.2 Topological Neighborhood and Latent Space Neighborhood

Existing entity alignment models mainly use the topology structure. But there
is almost no way to use the structural information in latent space. The entity’s
topological neighborhood NT (u) is defined as follows:

NT (u) = {v|v ∈ E, (u, v) ∈ R} (2)

where E is a set of entities, R is a set of relations. With a certain number of
hops, if an entity has a path connected to the central entity, it will be part of
the topological neighborhood. As shown in Fig. 2, the set of all blue circles build
up the topological neighborhood when the number of hops is 2.

Fig. 2. An illustration of the latent space neighborhood and topological neighborhood.
(Color figure online)



Global Entity Alignment 377

We introduce the latent space neighborhood to alleviate the heterogeneous.
As shown in Fig. 2, if the distance between entity embeddings generated by
HAKE is less than our predefined threshold ρ, the entity is the adjacent entity
of the central entity in the latent space. These entities form the latent space
neighborhood of the central entity. Therefore, the latent space neighborhood
NH(u) can be expressed by the following formula:

NH(u) = {v|v ∈ E, d(eu, ev) < ρ} (3)

where ρ is a predefined distance threshold. eu, ev are embeddings of entity u and
entity v, respectively. d(eu, ev) is a function to calculate the distance between
entity embeddings, we use the cosine similarity. The dotted circle in Fig. 2 rep-
resents the latent space neighborhood, the radius is the threshold ρ. The blue
dotted line represents the topological neighborhood aggregation, and the green
dotted line represents the latent space neighborhood aggregation.

4.3 Neighborhood Aggregation

The GCN was first proposed in ICLR [19], which deals specifically with graph-
structured data and particularly powerful. Therefore, we use vanilla GCN to
aggregate the topological neighborhood and latent space neighborhood respec-
tively.

Topological Neighborhood Aggregation. The one-hop neighborhood is the
most important structure information to learn the central entities’ embeddings.
The hidden representation of entity i at lth layer is represented as h

(l)
i,T , it is

obtained by aggregating its one-hop neighborhood, the calculation method is as
follows:

h
(l)
i,T = σ(

∑

j∈NT (i)

1
ai

W
(l)
T h

(l−1)
j ) (4)

Where NT (·) is a set of one-hop neighbors (including itself) of entity i, ai is
the normalization constant, W

(l)
T is the weight matrix of the lth layer, σ(·) is an

activation function, we use the hyperbolic tangent function (tanh). The input of
each layer in GCN is a vertex feature matrix, it can encode nodes so that the
vector representation of the entities contains the structural information in the
graph.

Latent Space Neighborhood Aggregation. The latent space of the KG is
learned through the HAKE [10] embedding model, which maps the KG to a
continuous latent space. The HAKE embedding model is equivalent to a map-
ping function, which maps the nodes into a vector. The neighborhood in the
latent space contains the entity in the dotted circle with radius ρ in Fig. 2. The
definition of the latent space neighborhood is described in Sect. 4.2. It is a set of
entities whose distance to the central entity is less than a given parameter ρ in
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the latent space. We use cosine similarity as the distance function d(·). Through
the aggregation of latent space neighborhood, it is possible to capture long-range
dependencies and alleviate the non-isomorphic neighborhood structures. Vanilla
GCN is also used to encode entities in latent space neighborhood aggregation.
Like the topological neighborhood aggregation, the hidden representation of the
entity i in the lth layer is represented as h

(l)
i,H , which can be calculated using the

following formula:

h
(l)
i,H = σ(

∑

j∈NH(i)

1
ai

W
(l)
H h

(l−1)
j ) (5)

Where NH(i) is a set of latent space neighbors (including itself) of entity i, ai

is the normalization constant, W
(l)
H is the weight matrix of the lth layer.

4.4 Gated Topological and Latent Space Neighborhood Aggregation

After generating topological neighborhood information h
(l)
i,T and latent space

neighborhood information h
(l)
i,H through GCN aggregation, they need to be aggre-

gated to generate central entities embeddings h
(l)
i in the lth layer. Because LSTM

uses a gating mechanism to greatly alleviate the gradient disappearance and
achieved relatively good results. Motivated by LSTM, we propose to use an aver-
age gating mechanism to aggregate topological neighborhood information and
latent space neighborhood information. Different from AliNet [8], the average
gating mechanism adds an average between different neighborhoods to reduce
the influence of noise. First, the average vector h̄

(l)
i of topological neighborhood

information h
(l)
i,T and latent space neighborhood information h

(l)
i,H is obtained at

the lth layer, its calculation method is as follows:

h̄
(l)
i =

1
n

∑

j∈T,H

hl
i,j (6)

Where n is the number of neighborhood types. The basic idea is that if the
entity embeddings in a neighborhood is far from the average embedding, vec-
tor averaging can alleviate the noise introduced in a neighborhood. Therefore,
the hidden representation h

(l)
i of entity i at lth layer can be calculated by the

following formula:

h
(l)
i = GM(h̄(l)

i ) + (1 − GM(h̄(l)
i )) · h

(l)
i,T (7)

GM(h̄(l)
i ) = σ(Wh̄

(l)
i ) (8)

where GM(·) is a gate that controls the aggregation of topological neighborhood
information and latent space neighborhood information, this gate is as shown
in (8). W is a weight matrix, so that the gate can be trained together with the
model. We can find from formula (7) that when the latent space neighborhood
brings more noise, its weight will be reduced, which can well alleviate the influ-
ence of the noise introduced by the latent space neighborhood and improve the
accuracy of the model.
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4.5 Global Entity Alignment Strategy

We calculate the similarity between entity embeddings generated by average
gated topological and latent space neighborhood aggregation to generate the
similarity matrix M. Many state-of-the-art models have determined entity align-
ment results in an independent manner. However, each entity alignment decision
is interdependent. Source KG and target KG have a vertex set respectively, entity
alignment is equivalent to finding as many matching entities as possible in two
disjoint vertex sets. So, to make global entity alignment decisions, we formu-
late entity alignment as the maximum bipartite matching problem, which can
be solved by Hungarian algorithm. To facilitate subsequent processing, we use
1 to subtract the similarity matrix M to get the matrix M−. Therefore, if the
element in M− is smaller, the corresponding two entities are more similar. The
complete process is shown in Algorithm 1, which has time complexity of O(n3)
for entity alignment.

Algorithm 1: Hungarian algorithm

Input:M−

1 Subtracting the row minimum from each row;
2 Subtracting the col minimum from each row;
3 lineCount = 0;
4 while (lineCount <len(M−)):
5 Cover all zeros with a minimum line count;
6 if (lineCount == len(M−)):
7 break;
8 else:
9 all uncovered elements in M− subtract min uncovered element;
10 all elements in M− that are covered twice add min uncovered element;
11 Find an optimal assignment in M− with zeros cover;

Suppose there are three entities s1, s2, s3 in the source KG, and three entities
t1, t2, t3 in the target KG. The example in Fig. 3 illustrates the algorithm.

To enable LatsEA to let the embeddings of aligned entities have small dis-
tance while those of unaligned entities have large distance, we use a set of pre-
aligned entity pairs Se as training data to train LatsEA. We minimizing the
margin-based ranking loss function L in [9] to train model’s parameters in an
end-to-end way.

L =
∑

(u,v)∈Se

∑

(u′ ,v′ )∈S′
e

[f(hu, hv) + γ − f(hu′ , hv′ )]+ (9)

Where [x]+ = max{0, x}, Se is the set of pre-aligned entity pairs, which is the
positive sample during training. S

′
e is the set of negative entity pairs yielded by

corrupting (u, v). γ is margin hyper-parameters separating positive and negative
entity pairs. f(·) = ‖ · ‖2 is the L2 distance metric function. We adopt Adam to
minimize the loss function L. Then use the global entity alignment strategy to
obtain the final entity alignment result.
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Fig. 3. Entity alignment as maximum bipartite matching problem using Hungarian
algorithm.

5 Experiments

5.1 Datasets and Experiment Settings

Our experiments were conducted on DBP15K created by [17]. This dataset was
generated based on the DBpedia multilingual KG and contains DBPZH−EN

(Chinese-English), DBPJA−EN (Japanese-English) and DBPFR−EN (French-
English). Each dataset contains 15,000 aligned entities for training and testing
models. For detailed statistics, please refer to the original paper.

We investigate LatsEA’s performance on entity alignment by comparing with
three embedding-based entity alignment models and three GCN-based entity
alignment models. They are MTransE [4], JAPE [17], AlignE [20], GCN [19],
MuGCN [18] and AliNet (w/o rel. loss) [8]. Because of the AliNet [8] model
only provides codes that does not optimize the relation loss, we only com-
pare with AliNet (w/o rel. Loss) [8]. If LatsEA optimizes the relation loss
proposed by AliNet, it will also perform better. We use grid search to find
the appropriate value of the hyper-parameters. We choose hyper-parameters
on the following possible values: margin γ in {0.5,1.0,. . . ,3.0}, learning rate in
{0.0001,0.001,0.01,0.1}, ρ in {0.80,0.81,. . . ,0.95}, the dimension of the hidden
representation of each layer in {200,300,400,500,600}, the number of GCN lay-
ers in {1,2,3,4}. The following hyper-parameters were used in the experiments.
The γ is 1.5, the learning rate is 0.001, ρ is 0.93, the batch size is 1024. For each
positive sample, 10 negative samples are collected. All GCN-based models stack
two layers of GCN, and the dimension of the hidden representation of the three
layers is 500, 400, and 300. We use tanh(·) as the activation function of neigh-
borhood aggregation, and use the ReLU(·) as the activation function of gating
mechanism. We use 70% of the seed alignments (10500 entity pairs for dbp15k)
as the validation set and base on Hits@1 Performance termination training with
a patience of 5 epochs. Following convention, we use Hits@1, Hits@10, and MRR
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to evaluate how the models perform. Higher Hits@1, Hits@10, and MRR scores
indicate better performance.

5.2 Entity Alignment Results

Table 1 shows the performance of LatsEA and other entity alignment models.
To show the fairness of the comparison, we reproduce the experimental results
of MuGCN [18] and AliNet (w/o rel. Loss) [8] models under the same condi-
tions. According to the experimental results, we found that LatsEA significantly
outperforms the other entity alignment models on Hits@1 and MRR on the
three datasets, the best results are highlighted in bold. For example, LatsEA
achieves a Hits@1 score of 0.522, 0.539, and 0.538 on the three datasets, which
are 0.017, 0.011, and 0.012 higher than the Hits@1 scores of AliNet (w/o rel.
Loss) [8], respectively. Although LatsEA did not perform as well as MuGCN
[18] on Hits@10, note that, the Hits@1 can better reflect the performance of the
models. Because Hits@1 is equivalent to precision. LatsEA will perform better
with global entity alignment strategy, and its results will be discussed in detail in
Sect. 5.5. We think that these results have demonstrated LatsEA’s effectiveness.
The reason is that LatsEA uses the latent space neighborhood information to
mitigate heterogeneous neighborhood structures.

Table 1. Results comparison on entity alignment (* marks the results obtained from
AliNet)

Methods DBP15KZH−EN DBP15KJA−EN DBP15KFR−EN

H@1 H@10 MRR H@1 H@10 MRR H@1 H@10 MRR

*MTransE 0.308 0.614 0.364 0.279 0.575 0.349 0.244 0.556 0.335

*JAPE 0.412 0.745 0.490 0.363 0.658 0.476 0.324 0.667 0.430

*AlignE 0.472 0.729 0.581 0.448 0.789 0.563 0.481 0.824 0.599

*GCN 0.487 0.790 0.559 0.507 0.805 0.618 0.508 0.808 0.628

MuGCN 0.493 0.845 0.611 0.501 0.856 0.620 0.498 0.869 0.622

AliNet 0.505 0.726 0.589 0.528 0.747 0.612 0.526 0.785 0.622

LatsEA 0.522 0.763 0.613 0.539 0.772 0.625 0.538 0.787 0.632

5.3 Effectiveness of Latent Space Neighborhood

Here, we set up two variants of LatsEA, LatsEA (To) only uses topological
neighborhood information, LatsEA (Ls) only uses latent space neighborhood
information. The entity alignment results are shown in Table 2. The best results
are highlighted in bold. We observed that the latent space neighborhood brought
improvement to entity alignment. This is because latent space neighborhood can
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introduce long-range neighbors to mitigate heterogeneous neighborhood struc-
tures. For example, on DBP15KZH−EN , the introduction of latent space neigh-
borhood information can improve the entity alignment performance by about
2% on Hits@1, about 4% on Hits@10 and MRR. When LatsEA uses the latent
space neighborhood information alone, the model performs poorly. This may be
because the threshold ρ is large, which results in less useful information contained
in the generated latent space neighborhood.

Table 2. Results on DBP15K w.r.t. different neighborhood

Methods DBP15KZH−EN DBP15KJA−EN DBP15KFR−EN

H@1 H@10 MRR H@1 H@10 MRR H@1 H@10 MRR

LatsEA(Ls) 0.115 0.372 0.197 0.113 0.257 0.166 0.105 0.269 0.162

LatsEA(To) 0.504 0.728 0.578 0.528 0.757 0.616 0.535 0.794 0.632

LatsEA 0.522 0.763 0.613 0.539 0.772 0.625 0.538 0.787 0.632

5.4 Impact of Distance When Generating Latent Space
Neighborhood

The purpose of introducing the latent space is to expand the neighborhood
structure and reconcile the heterogeneity between KGs. We use grid search to
find that the model performs better when ρ = 0.93. In order to deeply observe the
influence of distance threshold ρ when generating latent space neighborhood, we
evaluated the performance of LatsEA when the ρ is slightly higher than 0.93 or
slightly lower than 0.93. The entity alignment results are shown in Table 3. Due to
limited space, we only show the entity alignment results on the DBP15KZH−EN .
The best results are highlighted in bold. It can be observed from the Table 3
that LatsEA performs best when the cosine similarity ρ = 0.93. We observe that
the model’s performance will declines as well when the ρ is larger. Because the
larger ρ, latent space neighborhood will bring less useful information. Similarly,
although the smaller ρ allows LatsEA to indirectly capture the more distant
neighborhood information, such distant neighbors will also introduce more noise.
Experiments results are consistent with our empirical analysis.

5.5 Effectiveness of Global Entity Alignment Strategy

Here, we examined the effectiveness of the proposed global entity alignment strat-
egy. After generate the entity embeddings through our LatsEA, we obtain the
similarity matrix of entities by calculating the similarities between these embed-
dings. In order to consider the interdependence between each entity alignment
decision, we propose a global entity alignment strategy (GEAS). Concretely, we
formulate entity alignment as the maximum bipartite matching problem, which
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Table 3. Results on DBP15KZH−EN w.r.t. different distance

Methods DBP15KZH−EN

H@1 H@10 MRR

*GCN 0.487 0.790 0.559

LatsEA(ρ=0.92) 0.516 0.742 0.601

LatsEA 0.522 0.763 0.613

LatsEA(ρ=0.94) 0.519 0.717 0.606

LatsEA(ρ=0.95) 0.517 0.714 0.604

can be solved by Hungarian algorithm. Because the algorithm can make global
optimal entity alignment decisions and ensure that each entity gets the opti-
mal match. Therefore, we use Hits@1 to evaluate whether our proposed GEAS
is effective. Hit@1 is equivalent to the accuracy of the model. The accuracy
is shown in Table 4. We can observe from Table 4 that the performance on all
datasets will be better with GEAS, revealing the effectiveness of considering the
interdependence between entity alignment decisions.

Table 4. Results on DBP15K w.r.t. GEAS

Methods DBP15KZH−EN DBP15KJA−EN DBP15KFR−EN

Hits@1 Hits@1 Hits@1

LatsEA 0.522 0.539 0.538

LatsEA+GEAS 0.551 0.582 0.593

6 Conclusion

In this paper, we propose LatsEA for entity alignment, aiming at mitigating
the heterogeneous among the topological neighborhood structures of counter-
part entities. LatsEA introduces neighborhood structure in the latent space to
capture distant neighbors’ information, which can expand the topological neigh-
borhood. It uses vanilla GCN to aggregate the information of adjacent entities
in the topological neighborhood and latent space neighborhood, respectively.
Then, it uses an average gating mechanism to aggregate topological neighbor-
hood and latent space neighborhood information. In order to further consider
the interdependence between entities and make global entity alignment decisions,
we propose a global entity alignment strategy, i.e., formulate entity alignment
as the maximum bipartite matching problem which is effectively solved by Hun-
garian algorithm. We evaluate LatsEA and global entity alignment strategy on
three real-world entity alignment datasets, this result shows their effectiveness.
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Because the contribution of distant neighbors to the central entity embeddings
is different, in future work, we will introduce an attention mechanism to give dif-
ferent weights to neighbor entities with different contributions when aggregating
latent space neighborhood information.
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Abstract. Charge prediction aims to predict the final charge for a case
according to its fact description and plays an important role in legal assis-
tance systems. With deep learning based methods, prediction on high-
frequency charges has achieved promising results but that on few-shot
charges is still challenging. In this work, we propose a framework with
multi-grained features and mutual information for few-shot charge predic-
tion. Specifically, we extract coarse- and fine-grained features to enhance
the model’s capability on representation, based on which the few-shot
charges can be better distinguished. Furthermore, we propose a loss func-
tion based on mutual information. This loss function leverages the prior
distribution of the charges to tune their weights, so the few-shot charges
can contribute more on model optimization. Experimental results on sev-
eral datasets demonstrate the effectiveness and robustness of our method.
Besides, our method can work well on tiny datasets and has better effi-
ciency in the training, which provides better applicability in real scenarios.

Keywords: Few-shot charge · Multi-grained · Mutual information

1 Introduction

Charge prediction aims to determine the final charge (e.g., manslaughter, traffic
offence, or theft) for a case by analyzing the textual fact description of the
defendants’ behavior. As a subtask of legal judgment prediction (LJP), charge
prediction plays an important role in legal assistance systems, thus has been
widely applied in real scenarios. On the one hand, a charge prediction system
can provide legal professionals, such as judges and lawyers, a quick and effective
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reference to improve their work efficiency. On the other hand, it can also provide
non-legal professionals with some simple and useful legal advice.

Automatic charge prediction has been studied for decades. Early studies
focused on applying mathematical or statistical methods, such as counting
the specific attributes (e.g., crime time and place) of the cases [7,9]. Later,
researchers began to frame the charge prediction as a text classification problem
and paid attention to designing manual features or extracting shallow features
from fact descriptions to predict the charge [6,13,14]. However, these features
rely heavily on human expertise and are specific for different types of cases, which
limits their application to a larger range of domains. Recently, deep learning
based methods have also achieved promising results on charge prediction due to
their superiority on automatic feature extraction and combination [16,26,27,29].

However, the charge prediction is still a non-trivial problem. One of the chal-
lenges is few-shot charges, which is also the focus of this paper. In practice,
the numbers of cases in different charges usually follow a long-tailed distribu-
tion, which means their case data are highly imbalanced. For example, in the
real-world dataset Criminal [5], the most frequent ten charges (such as theft
and intentional injury) cover around 78% cases, while the lowest frequent fifty
charges (such as scalping relics and tax-escaping) cover less than 0.5% cases.
Under this circumstance, deep learning based methods can hardly perform well
because the training data are insufficient for these few-shot changes. Therefore,
how to deal with the few-shot charges with limited cases is crucial for building
a robust and effective charge prediction system.

To alleviate this problem, [5] introduced the attribute features of the law, which
are shared by all charges, so as to transfer knowledge from high-frequency charges
to low-frequency ones. [4] proposed a sequence enhanced capsule model and lever-
aged the focal loss to alleviate the few-shot problem. However, we find that they
still have some limitations: (1) The introduced attribute features are artificial, and
they are usually very discrete on the cases of the few-shot charges and thus con-
tribute less to distinguishing them from other charges. For example, the charge
illegally granting loans and illegally absorbing public deposits have the same charac-
teristics on profit-making purpose and nonviolent crime, and they can only be dis-
tinguished by more fine-grained characteristics such as the defendant’s affiliation.
(2) Existing works are all optimized by the cross entropy or its similar variants, and
they do not consider that the cross-entropy is easily affected by the prior distribu-
tion, which makes it difficult to classify few-shot charges. For example, charge A
has 1,000 cases and few-shot charge B has only 5 cases, charge A contributes more
to the cross entropy loss as the loss of each sample is directly added up.

To tackle these problems, in this work, we first propose using multi-grained
features. We introduce a convolutional network (CNN) with multiple kernels to
extract coarse-grained features and a bilinear CNN [11] to extract fine-grained fea-
tures from the case descriptions. These two kinds of features are then fused by a
capsule network. The attribute features provided by [5] are also leveraged as addi-
tional explicit knowledge. The fine-grained features, fused features, and attribute
features are finally combined by a multi-layer perceptron for charge prediction. By
this means, the representation of each description can be greatly enhanced and the
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Dong has been relying on the private loan
usury contract projects. Between 2012 and
2015, ... To raise funds and make a profit,
Dong own directly or through others to
high interest rates, ... borrow or take a stake
in the way of sharing bonus to their friends
and family and the society to absorb
funds... As a private developer, ... he
absorbs a deposit of X yuan illegally...

Case Fact Description

Profit making

No violence

Work

Attributes

Illegally granting loans

Illegally absorbing public 
deposits

Fine-grained

Charge

Fig. 1. An example of charge prediction. The two few-shot charges have the same
attributes, thus the fine-grained features are necessary for distinguishing them.

classifier can obtain more information for predicting the charge. Second, we con-
sider the prior probability distribution of different charges over the dataset, based
on which we construct a mutual information loss function. The few-shot charges
can thus be paid more attention during the training process. Finally, the whole
model is optimized by both the charge prediction and attribute prediction tasks.
Experimental results on a series of datasets with different sizes demonstrate the
effectiveness and wide applicability of our method (Fig. 1).

2 Related Work

2.1 Charge Predication

Early work on charge prediction focused on quantitative and statistical methods.
For example, [9] counted various facts in the case to predict the crime. [7] intro-
duced a linear model and a nearest neighbor method to predict crime. With the
success of machine learning in some areas, researchers begin to model the charge
prediction problem as a text classification problem. The basic idea is to extract
features from the case description and make predictions by machine learning
methods, such as linear models, logistic model trees [12], or SVMs [21]. How-
ever, these methods are built on manual features, which heavily rely on human
expertise and are hard to apply on large datasets with various charges.

Recently, deep learning based methods have achieved promising results on
charge prediction or legal judgement prediction. For example, [22] proposed a
hierarchical text matching model to predict the cases. [26] improved performance
by introducing all laws into legal judge prediction task and building a relation-
ship graph of all laws to distinguish the confusable cases. [15] used a seq2seq
model with attention to predict the cause of the decision. [1] adopt gating mech-
anism to improve penalty prediction based on the charge. [19] applied multi-scale
attention to deal with the cases of multiple defendants. To deal with the problem
of few-shot charge prediction, [5] introduced the attribute characteristics (man-
ually defined) as expertise knowledge into the charge prediction task, while [4]
applied a focal loss and designed a capsule network.
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Fig. 2. The framework of MFMI.

Different from the existing work, we propose to extract fine-grained fea-
tures automatically from the case descriptions to enhance the representation
and design a mutual information loss function to take the prior distribution
of different charges into account. Both strategies are helpful in improving the
performance of few-shot charges.

2.2 Few-Shot Text Classification

In recent years, some studies have focused on text classification with few-shot
samples. [2] proposed a prototype network structure based on mixed attention.
Considering the domain differences of the text, [24] proposed the lifelong domain
word embedding. [28] proposed to integrate a variety of measures in cross-domain
few-shot learning. For invisible classes and cold start problems, [25] proposed an
open world learning model to deal with invisible classes. [3] proposed a dynamic
routing induction method to encapsulate abstract class representations.

3 Methodology

We propose a multi-task framework based on Multi-grained Features and Mutual
Information (MFMI) for few-shot charge prediction. The structure of our MFMI
is shown in Fig. 2. In general, MFMI considers three different kinds of features
(namely coarse-grained features, fine-grained features, and attribute features) to
represent a case and predict the charge based on the fused representations. To
facilitate the few-shot charge prediction, we propose a loss function based on
mutual information, with which the few-shot charges can contribute more on
the model optimization, so the overall performance can be improved. Besides,
similar to [5], we also add a supplementary task to predict whether the pre-
defined attributes are contained in the fact, which is reported to be helpful in
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improving the performance. As a result, the whole model is trained with both
our proposed mutual information loss on charge prediction and a cross-entropy
loss on attribute prediction.

3.1 Task Formalization

Before introducing our model, we first give the formalization of the charge pre-
diction task. Formally, assuming a fact description (text) containing n words
as X = (w1, · · · , wn), where wi ∈ D, and D is the fixed dictionary, the model
is asked to predict (classify) the charge y ∈ Y of the fact from the predefined
charge set Y . Besides, as suggested by [5], we also predict the common attributes
of the law articles as a supplementary task to boost the performance on few-shot
charges prediction. It has the same input sequence X and aims at predicting the
corresponding fact-findings of attributes p = {p1, · · · , pk} according to the fact.
Here, k is the number of attributes, and pi ∈ {0, 1} is the label for a certain
attribute. Generally, the charge prediction can be treated as a (multi-class) text
classification task, while the attribute prediction can be regarded as a binary
classification task.

3.2 Coarse-Grained Features

As illustrated in Fig. 2, the case description X is represented as a sequence of
embeddings X by a looking-up operation on a pre-trained embedding table E:

X = [e1, e2, · · · , en], ei = Look-Up(E(wi)), (1)

where X ∈ R
n×d, and ei ∈ R

d is the embedding of the i-th word wi in the fact
description.

To further enhance the representation of the word, we apply 1D CNNs with
different kernels over the embedding sequence and compute the coarse-grained
features as:

XC
t = 1D-CNN(X, st), t ∈ [1, T ], (2)

where st is the kernel size of the t-th CNN and T is the number of CNNs.
With different kernels, the semantic information in the consecutive words can
be integrated together. For example, if st = 2, we can obtain a sequence of bigram
representations. As these features can only reflect shallow semantic information,
we call them coarse-grained features. Note that we apply zero padding during
the convolution, thus XC

t has a dimension of n × m, where m is the number of
output channels. Other neural networks, such as RNN [10], can also be applied
to represent the word sequence, here we choose CNN because it can be computed
in parallel and provide better efficiency in a real system.

3.3 Fine-Grained Features

In charge prediction, some charges usually have the same or similar fact descrip-
tions. For example, the few-shot charge illegally granting loans and illegally
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absorbing public deposits are both nonviolent and have a profit-making pur-
pose. It is hard to distinguish them based on only the coarse-grained features.
Therefore, we propose to leverage a bilinear CNN module to extract fine-grained
features for better distinguishing the charges. Bilinear CNN can integrate the
information from two sub-CNNs by a bilinear transformation. In the original
CNN structure, the features are usually refined through a max-pooling or mean-
pooling operation, which can only take the first-order information into account.
However, the pooling function of a bilinear CNN calculates the outer product of
different feature channels. The outer product can capture the pairwise correla-
tion between feature channels, providing a stronger characteristic representation
than traditional CNNs.

Specifically, considering two 1D convolutional operations fA(X, l) and
fB(X, l) computing at the position l of the embedding matrix X, the bilinear
transformation can be described as:

Bilinear(fA, fB) = fA(X, l)�fB(X, l). (3)

As a result, if fA(X, l) and fB(X, l) have mA and mB channels respectively, the
dimension of obtained features after bilinear transformation will be mA × mB .
Then, the features at all positions are aggregated by sum-pooling and produce
an integrated feature representation Φ(X) as:

Φ(X) =
∑

l∈L

Bilinear(fA, fB). (4)

Finally, the output Φ of the bilinear transformation is flattened as a vector:

V = Flatten(Φ(X)). (5)

To alleviate the overfitting problem [11], a signed square root and a L2 normal-
ization are usually applied on v and output the fine-grained features XF :

V′ = sign(V)
√

|V|, XF = V′/||V′||2. (6)

3.4 Capsule Layer

A typical problem of CNNs is that they cannot obtain the relative position
information among extracted features. To deal with this problem, we apply a
capsule network [20] to integrate the spatial information and fuse the features for
better representation. Compared with traditional neural networks, the basic unit
of capsule network is the capsule, which conducts a series of operations on input
vectors rather than scalars. The connections between capsules are implemented
by a dynamic routing mechanism, which contains several affine transformations
and nonlinear functions1. Here, we use Capsule(·) to denote a capsule layer.

1 We suggest the reader to refer to the original paper [20] for the details of capsule
network.



Few-Shot Charge Prediction with Multi-grained Features 393

In particular, we use the capsule layer to aggregate the coarse-grained features
XC and fine-grained features XF by:

XC = Max-pooling(XC
1 , · · · ,XC

T ), XCAP = Flatten(Capsule(XC ⊕ XF )),
(7)

where ⊕ is the concatenation operation. With such a capsule network, the spatial
information of the features can be integrated into the refined representations.

3.5 Attribute Features

Inspired by [5], we also extract attribute features from the fact description. These
attribute features are shared by various charges, thus can transfer knowledge
from high-frequency charges to low-frequency ones.

Specifically, the attribute features are computed based on the coarse-grained
features XC

t . First, we calculate attention weights a = {a1, · · · ,ak} for all
attributes, where ai = [ai,1, · · · , ai,n]. For ∀i ∈ [1, k] and ∀j ∈ [1, T ], ai,j is
calculated by:

ai,j =
exp(tanh(WaXC

j )�ui)
∑T

t=1 exp(tanh(WaXC
t )�ui)

, (8)

where ui is the context vector of the i-th attribute (randomly initialized) to
calculate how informative an element is to the attribute, and Wa is a weight
matrix (parameter) shared by all attributes. Thereafter, we can obtain the fact-
aware attribute features as:

XA
i =

T∑

t=1

ai,tXC
t . (9)

These features will be used for both charge prediction and attribute prediction
(introduced in Sect. 3.7).

3.6 Aggregation and Prediction

To aggregate all obtained features, we concatenate them together and apply a
multi-layer perceptron (MLP) to fuse them. Finally, the distribution Zy of all
crimes is calculated as:

Zy = MLP(XF ⊕ XCAP ⊕ XA), (10)

XA = Mean-pooling(XA
1 , · · · ,XA

k ). (11)

3.7 Optimization

In general, our model is a multi-task learning framework. Both a charge predic-
tion loss and an attribute prediction loss are used for optimizing our model.
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Charge Prediction Loss Based on Mutual Information. As a multi-class
classification problem, charge prediction is often optimized by a cross-entropy
loss. Suppose that there are L categories, and the training data (x, y) ∼ T have
the distribution pθ(y|x), the cross-entropy loss can be computed as:

Lc = E(x,y)∼T [− log pθ(y|x)], (12)

pθ(y|x) = eZy/
L∑

i=1

eZi . (13)

Directly applying cross-entropy loss into the charge prediction task is not suit-
able because the numbers of samples in different charge categories are extremely
unbalanced. In this case, when we sample a batch of data during the training
process, only a few low-frequency charges are contained, so they have less con-
tribution for the optimization. As a result, the performance of the model on the
few-shot charges is worse than that on others.

Essentially, whether a charge is few-shot or not is determined by its frequency
in the training set, which is usually represented by the probability distribution.
Therefore, the key point is how to integrate the prior probability distribution
p(y) of each charge into the loss function. When combining the cross entropy
and the prior probability distribution, we find that the form fits the mutual
information naturally [17]:

log
pθ(y|x)
p(y)

∼ Zy, (14)

which is equivalent to:

log pθ(y|x) ∼ Zy + log p(y). (15)

In other words, we integrate the prior probability distribution into the loss func-
tion by adding a term log p(y) to Eq. (12) as:

pθ(y|x) =
eZy+log p(y)

L∑
i=1

eZi+log p(i)

=

⎡

⎣1 +
∑

i�=y

p(i)
p(y)

eZi−Zy

⎤

⎦
−1

. (16)

The mutual information loss function is defined by taking Eq. (16) into Eq. (12).

Attribute Prediction Loss. As suggested by [5], we also add a supplementary
task, namely, the attribute prediction, to improve the performance of our model
on few-shot charge prediction. Specifically, we project the attribute features into
the label space and use softmax function to get the final prediction result p =
[p1, · · · , pk] as:

zi = softmax(MLP(XA
i )), pi = arg max(zi), (17)
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Table 1. The statistics of all datasets.

Datasets Criminal-S Criminal-M Criminal-L Criminal-T

Train 61,589 153,521 306,900 6,860

Validation 7,755 19,250 38,429 2,730

Test 7,702 19,189 38,368 2,684

where pi is the prediction result of the i-th attribute, and zi is the predicted
binary probability distribution. As each attribute is equally important in the
model, we can easily calculate the attribute prediction loss by summing up the
cross-entropy of all attributes:

Lattr = −
k∑

i=1

2∑

j=1

ẑij log(zij), (18)

where ẑi is the ground-truth label, and zi is the predicted probabilities distribu-
tion.

Overall Loss. Finally, we combine Lc and Lattr to get the overall loss function
L as follows:

L = Lc + γ · Lattr, (19)

where γ is a hyper-parameter, which is used to adjust the weights of these two
loss functions.

4 Experiments

4.1 Datasets

We conduct experiments on two real datasets Criminal [5] and CAIL [23].
Criminal: This dataset is for few-shot charges prediction. It contains

three datasets with different sizes, denoted as Criminal-S (small), Criminal-M
(medium), and Criminal-L (large), respectively. Each sample contains a fact
description, a charge result, and attribute labels. The number of samples on
these three datasets are as shown in Table 1. All datasets are divided into train-
ing, validation, and testing set with the ratio of 8:1:1.

In order to verify the performance of the model in terms of few-shot charges,
all categories in the Criminal-S (small) dataset, are divided into three different
classes according to their frequencies, where the charges with ≤10 cases are low-
frequency charges and the charges with >100 cases are high-frequency charges.

In practical situations, the number of cases for each charge is usually small.
In order to further test the robustness and performance of the models in a real
world scenario, on the basis of Criminal-S (small), the number of cases of all
charges in the training set is limited to less than 100. That is, all high-frequency
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charges become medium-frequency. This dataset is named as Criminal-T (tiny),
the categories of samples in the dataset is the same as the above three datasets.
The statistics of all datasets are shown in Table 1.

CAIL: This is a dataset for legal judgement prediction, which consists of
three tasks (prediction of applicable law articles, charges, and term of penalty).
The total number of samples is 101,619. The attribute information of each charge
is not provided, thus we label it manually.

4.2 Baselines

On the Criminal dataset, we select two basic models and three state-of-the-art
few-shot charge prediction models as baselines:

CNN and LSTM: These are two basic models for text classification. For
CNN, we use {100, 200} as the number of output channels; while for LSTM, we
set the size of the hidden states as {100, 200}.

Fact-Law Attention [16]: It improves the accuracy of charge prediction
task by introducing additional legal articles and using attention mechanism to
obtain most relevant legal article to enhance the representation capacity of fact
description.

Secaps [4]: It uses a capsule network to improve the model’s representation
ability and manually adjusts the category weights to improve the accuracy of
few-shot charges.

Attribute-Attention [5]: It constructs the features of artificial law
attributes and predicts the charges and attributes simultaneously to improve
performance.

On the CAIL dataset, we compare our model with three state-of-the-art
models, which learn three legal judgement prediction tasks simultaneously, as
introduced in Sect. 4.1:

Attribute-Attention-MTL: It has the same structure as the Attribute-
Attention model, but is trained on three judgement prediction tasks.

TopJudge [29]: It leverages the dependencies of sub-tasks to improve the
performance of legal judge prediction.

MPBFN [27]: It designs a multi-view forward prediction and backward val-
idation framework to utilize the dependencies among sub-tasks of legal judge
prediction.

4.3 Evaluation Metrics

Following existing studies [4,5], we adopt Accuracy (Acc.), Macro precision
(MP), Macro Recall (MR), and Macro F1 (MF1) as the evaluation metrics.
Among them, MR and MF1 are the preferred evaluation metrics for multi-class
classification problems, especially for those with imbalance categories.
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Table 2. Charge prediction results on the Criminal datasets. “†” indicates significant
improvements (p < 0.05) compared with the best baseline.

Model Criminal-S Criminal-M Criminal-L

Acc. MP MR MF1 Acc. MP MR MF1 Acc. MP MR MF1

CNN-100 91.9 50.5 44.9 46.1 93.5 57.6 48.1 50.5 93.9 66.0 50.3 54.7

CNN-200 92.6 51.1 46.3 47.3 92.8 56.2 50.0 50.8 94.1 61.9 50.0 53.1

LSTM-100 93.5 59.4 58.6 57.3 94.7 65.8 63.0 62.6 95.5 69.8 67.0 66.8

LSTM-200 92.7 60.0 58.4 57.0 94.4 66.5 62.4 62.7 95.1 72.8 66.7 67.9

Fact-Law Att. 92.8 57.0 53.9 53.4 94.7 66.7 60.4 61.8 95.7 73.3 67.1 68.6

Secaps 93.7 67.8 66.3 65.8 94.7 70.4 68.3 68.2 95.9 77.2 73.5 73.7

Att. attention 93.4 66.7 69.2 64.9 94.4 68.3 69.2 67.1 95.8 75.8 73.7 73.1

MFMI 93.7 69.3† 70.5† 68.2† 94.9 70.2 75.0† 71.0† 95.9 78.7† 77.4† 76.4†

Table 3. Macro F1 values of various charges on the Criminal-S dataset. “†” indicates
significant improvements (p < 0.05) compared with the best baseline.

Charge type Low (<10) Medium High (>100)

# Charges 49 51 49

Secaps 52.4 59.2 85.9

Att. attention 49.7 60.0 85.2

MFMI 55.9† 63.5† 85.7

4.4 Experiment Settings

We adopt THULAC2 for word segmentation on all fact descriptions in
the datasets. The maximum length of the fact description is set as 500.
The pre-trained embedding table is obtained by Word2Vec [18] with the dimen-
sion of 100. For CNN module, we use four kernels with the sizes of {2,4,8,16},
and the number of output channels is set as 64. For bilinear CNN module, we
set the kernel sizes as {8,12}, and the number of output channels is also 64. As
for the capsule layer, we set the number of capsule as the number of categories,
and the dimension of each capsule is 32. The number of routings is 3. Adam [8]
is applied as the optimizer with the learning rate of 1e–3. The settings of all
baselines are consistent with their original papers.

4.5 Experimental Results

Experimental results on the Criminal datasets are shown in Table 2, Table 3 and
Table 4. We can observe:

(1) In general, our MFMI achieves consistently better performance on all
three sizes of datasets. This indicates that our method has wide applicability
over various application scenarios (sufficient or insufficient data).
2 https://github.cosm/thunlp/THULAC-Python.

https://github.cosm/thunlp/THULAC-Python
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Table 4. Charge prediction results on the tiny Criminal-T dataset. “†” indicates sig-
nificant improvements (p < 0.05) compared with the best baseline.

Acc. MP MR MF1

Secaps 81.4 63.8 67.4 63.8

Att. attention 81.2 62.3 69.3 63.5

MFMI 83.9† 63.7 70.7† 65.2†

Table 5. Charge prediction results on the CAIL dataset.

Acc. MP MR MF1

TopJudge 82.10 83.60 78.42 79.05

MPBFN 82.14 82.28 80.72 80.72

Att. attention-MTL 83.65 80.84 82.01 81.55

MFMI 84.20 81.34 82.74 81.65

(2) Compared with accuracy, all methods perform poorly in terms of the
Macro F1 metric. This is mainly because of the imbalance of training samples
among different charges, and indicates the shortage of prediction for few-shot
charges. However, our model achieves promising improvements (3.3%, 3.9%, and
3.3% absolutely on three datasets respectively), which demonstrates the robust-
ness and effectiveness of our model. To further validate the performance on
few-shot charges, we compare the results of our model with the two best base-
line models on different frequency of charges. As shown in Table 3, we divide all
charges into three classes based on the case number. The charges with less than
10 samples are regarded as low-frequency, while those with more than 100 sam-
ples are high-frequency. The rest charges are treated as medium-frequency. By
this means, we obtain 49 low-frequency charges, 51 medium-frequency charges,
and 49 high-frequency charges. From the results, we can see that our model sig-
nificantly improves the performance (6.68% and 5.83% compared with the base-
line models) on both low- and medium-frequency charges. These results clearly
demonstrate the effectiveness of our model in dealing with few-shot charges.

(3) Specifically, on Criminal-S, MFMI achieves the best results in terms of
all evaluation metrics. The value of Macro F1 is significantly improved by 3.6%
compared with the previous best method. This proves the superiority of our
method on small datasets. In practice, the number of samples for each charge is
usually very small. To mimic the application in such real scenario, we build a tiny
dataset Criminal-T (tiny) based on Criminal-S (small) and test the performance
of MFMI and the other two best baselines. Criminal-T contains only 12,274
samples from the original Criminal dataset. The results are shown in Table 4.
We can observe that MFMI achieves new state-of-the-art results on Accuracy,
Macro Recall, and Macro F1. The improvements are significant. This proves
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Table 6. Ablation results on the Criminal datasets. “†” indicates significant improve-
ments (p < 0.05) compared with the best baseline.

Model Criminal-S Criminal-M Criminal-L

Acc. MP MR F1 Acc. MP MR F1 Acc. MP MR F1

MFMI 93.7 69.3 70.5† 68.2† 94.9 70.2 75.0† 71.0† 95.9 78.7 77.4 76.4†

w/o FF 92.1 63.1 68.8 63.6 93.6 66.4 73.7 68.1 94.0 70.1 76.9 72.3

w/ CE 93.7 69.7 67.0 67.1 94.7 71.4 69.8 69.4 95.8 79.0 73.1 74.8

Table 7. The time (seconds) taken per epoch.

Model Criminal-T Criminal-S

Att. attention 200 2,150

Secaps 272 2,200

MFMI 19 150

that our model is applicable in the real scenario and is capable of dealing with
few-shot charges.

The experimental results on the CAIL dataset are shown in Table 5. It is
worth noting that all baselines listed here are multi-task learning models, which
are trained on three tasks (applicable law articles prediction, term of penalty
prediction, and charge prediction). They use much more data and obtain more
supervision signals. However, it is very interesting to see that our MFMI model
achieves better results in terms of Accuracy, Macro Recall, and Macro F1. This
implies that by leveraging fine-grained features and optimizing with the mutual
information loss function, our method can make full use of the data and provide
better performance.

4.6 Ablation Study

To investigate the effectiveness of fine-grained features and our proposed mutual
information loss, we conduct an ablation study by removing them from the full
model, respectively. The two variants are denoted as “w/o FF” and “w/ CE”.
The results are shown in Table 6. We can observe the performance degradation
when removing either module. Specifically, when fine-grained features are not
used, the performance of our model decreased significantly. The potential reason
is that the fine-grained features can effectively improve the representation capa-
bility of our model. Thus the overall performance is improved. On the other hand,
when replacing the mutual information loss with a normal cross-entropy (CE)
loss, the accuracy has less change but the Macro F1 decreases significantly. By
checking the results, we find that the performance on few-shot charges degrades
more than the others. As the number of samples in few-shot charges is limited,
the overall accuracy is less affected. This result demonstrates that the mutual
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information loss is effective on learning few-shot charges, which is consistent with
our assumption.

4.7 Efficiency Analysis

We also compared the average time taken for each epoch during the training
stage of our model and the two best few-shot charge prediction models. As
shown in Table 7, our model spends less than a tenth of the time on both datasets
compared to the baselines. This is because our model is based on several CNN
modules, and the parallel training ability is far better than baselines with RNNs.
In practice, our model with fast training speed is easier to deploy and apply.

5 Conclusion

In this work, we studied the problem of few-shot charge prediction. We proposed
a multi-task learning framework, where both the charge prediction and attribute
prediction are learned simultaneously. We extracted fine-grained and coarse-
grained features to enhance the model’s capability of representation, which
are helpful for distinguishing the few-shot charges. Besides, we also proposed
a loss function based on mutual information to enhance the learning on few-shot
charges. Experimental results demonstrated the effectiveness of proposed meth-
ods on charge prediction, especially on the few-shot charges. Moreover, further
experiments showed that our method has better scalability and efficiency. In the
future, we will apply our method to other legal judgement prediction tasks and
leverage the knowledge from other tasks to further improve the performance.
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Abstract. To enrich the research about sketch modality, a new task
termed Sketchy Scene Captioning is proposed in this paper. This task
aims to generate sentence-level and paragraph-level descriptions for a
sketchy scene. The sentence-level description provides the salient seman-
tics of a sketchy scene while the paragraph-level description gives more
details about the sketchy scene. Sketchy Scene Captioning can be viewed
as an extension of sketch classification which can only provide one class
label for a sketch. To generate multi-level descriptions for a sketchy scene
is challenging because of the visual sparsity and ambiguity of the sketch
modality. To achieve our goal, we first contribute a sketchy scene caption-
ing dataset to lay the foundation of this new task. The popular sequence
learning scheme, e.g., Long Short-Term Memory neural network with
visual attention mechanism, is then adopted to recognize the objects in
a sketchy scene and infer the relations among the objects. In the exper-
iments, promising results have been achieved on the proposed dataset.
We believe that this work will motivate further researches on the under-
standing of sketch modality and the numerous sketch-based applications
in our daily life. The collected dataset is released at https://github.com/
SketchysceneCaption/Dataset.

Keywords: Sketch · Sketchy scene · Dataset · Multi-level captioning ·
Sequence learning

1 Introduction

In recent years, sketch has emerged as one important data modality [5,24]. Com-
pared to a natural image, a sketch only contains sparse and ambiguous visual
information. Current works about sketch mainly focus on predicting one class
label for a sketch, and such a label provides very limited semantic informa-
tion [5]. Differently, the tasks about natural image are abundant, such as clas-
sification [3], captioning [1,22,23], and visual question answering [1]. What hin-
ders the research about sketch is the lack of sketch datasets. Specifically, natural
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Fig. 1. An overview of the proposed Sketchy Scene Captioning framework. The visual
attention models are not given for conciseness.

images are easy to be obtained and a lot of efforts have been put into anno-
tating the images. By contrast, sketch is created by human and the generation
of a sketch is time-consuming, which limits the volume of a sketch dataset and
the visual details of the sketches in the dataset. Hence, most of current sketch
datasets only contain sketches with a single object and the corresponding class
label. Drawing inspiration from the task of natural image captioning, it is attrac-
tive to expand a sketch to a sketchy scene which contains several objects, and
extend the class label to a sentence-level or even a paragraph-level description.
In a word, a sketchy scene dataset with multi-level descriptions is in urgent need
to promote the research about sketch.

One promising application with above extension is child education [16].
Specifically, with the wide popularity of tablet PC, it becomes common for a
child to doodle on a touch screen. To interact with a child, a computer agent
needs to understand what a child has drawn and give reasonable response to the
child. For example, if a sketchy scene drawn by a child cannot match the sen-
tence or paragraph given by the agent, the child is required to draw the sketchy
scene again, which helps improve the drawing skill of the child. Another poten-
tial application is the assistance for the visually impaired people. With simple
and sparse visual content, a sketchy scene can be easily turned into a concave-
convex plate that can be read by a visually impaired person in a touch manner.
With the corresponding caption transformed into human voice [25], the visually
impaired person can feel what are depicted in the sketchy scene without the help
of others. Other potential applications include large-scale sketchy scene retrieval
via human language and automatic sketch management on the Web (e.g., to
cluster the numerous sketchy scenes with similar topics).

Motivated by the observations above, we extend the task of sketch classifica-
tion to Sketchy Scene Captioning, a task that aims to generate multi-level (i.e.,
sentence-level and paragraph-level) descriptions for a sketchy scene, as shown
in Fig. 1. To the best of our knowledge, our work is the first attempt to gener-
ate multi-level and dense descriptions for a sketchy scene. Currently, to achieve
the goal of sketchy scene captioning is very challenging for two reasons. First,
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compared to a natural image captioning dataset, only the generation of a sketchy
scene is time-consuming, let alone the annotation of the sketchy scene. Sec-
ond, a sketchy scene only contains very sparse visual cues. That is, an object
is depicted only with some lines. In addition, the visual cues of a sketchy scene
are also ambiguous. That is, the objects in different sketchy scenes have great
variations in appearance, making it difficult to distinguish the objects. To over-
come the above two challenges, we create a sketchy scene dataset with multi-
level descriptions and achieve the goal of sketchy scene captioning using several
sequence-learning-based models in the field of image captioning [13,22,23]. The
contributions of this work are three-folds: 1) A new task termed Sketchy Scene
Captioning is proposed to generate multi-level descriptions for a sketchy scene.
This task can be treated as a new paradigm for comprehensive understanding
of the sparse visual cues; 2) A sketchy scene captioning dataset is constructed
based on SketchyScene dataset [26]. Currently, the new dataset contains 1,000
sketchy scenes with both the sentence-level and paragraph-level captions; and
3) Promising experimental results have been achieved on the newly collected
dataset, demonstrating the potentials of Sketchy Scene Captioning. We hope
this work could help motivate further researches on mining multi-level semantic
information from sketchy scenes.

2 Related Works

In this section, we will briefly review the related works about sketch and image
captioning. The differences between the prior works and ours will be discussed
as well.

Current works about sketch mainly focus on Sketch Classification and Sketch-
based Image Retrieval (SBIR). Sketch Classification is a task of recognizing
what object is depicted in a sketch. SBIR aims to retrieve a natural image
for a given query sketch. In recent years, great progresses have been made in
the field of sketch. For example, Yu et al. [24] proposed Sketch-a-Net, a multi-
scale and multi-channel deep neural network, to yield the sketch recognition
performance surpassing that of humans on the TU-Berlin sketch dataset [5].
Sangkloy et al. [18] proposed the Sketchy dataset, which was the first large-
scale collection of sketch-photo pairs for image retrieval. He et al. [7] proposed
a deep visual-sequential fusion mechanism to model the visual and sequential
patterns of the strokes of a sketch. Liu et al. [15] proposed a semantic-aware
knowledge preservation method for sketch-based image retrieval. In spite of the
above progresses, the related works about sketch classification are limited to
assigning a class label to each sketch. In this paper, we go a step further to
generate multi-level and dense descriptions for a sketchy scene.

Current methods for image captioning can be mainly divided into three cate-
gories, that is, template-based, retrieval-based, and sequence-learning-based. In
the template-based method, the salient objects, their attributes, and the rela-
tions among objects in an image were first recognized, and a pre-defined template
was then filled with the detected information to yield a full sentence [6]. The
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retrieval-based method first obtained the visually similar image with the query
image, and then used the description of the retrieved image as the description of
the query image [11]. However, these two methods could only generate relatively
fixed sentences, relying on the given image-caption dataset. In the era of deep
learning, sequence learning was adopted to adaptively generate a description for
a natural image, where a Convolutional Neural Network (CNN) [8] encoder was
used to encode the image into a high-level visual representation, and a Recur-
rent Neural Network (RNN) [20] decoder was adopted to “translate” the image
representation into a sentence. Typically, Vinyals et al. [22] first proposed to use
Inception [10] convolutional neural network as the encoder to convert an image
into a fixed-length vector, and then use Long Short-Term Memory (LSTM) [9]
neural network as the decoder to generate a caption for the image. Xu et al. [23]
introduced two spatial visual attention mechanisms to help the model dynami-
cally focus on the image regions corresponding to the word that was about to be
generated. Besides, Krause et al. [13] designed a hierarchical LSTM model to gen-
erate a paragraph-level description for a natural image. Overall, current works
on image captioning mainly focus on natural images. Differently, we explore the
caption generation problem in the field of a different domain, that is, sketchy
scene which only contains sparse and ambiguous visual information.

3 A New Dataset for Sketchy Scene Captioning

To the best of our knowledge, there is no available dataset for sketchy scene cap-
tioning. Hence, we need to first construct a sketchy scene dataset with sentence-
level and paragraph-level descriptions. Next, we will describe how the dataset is
collected in details.

3.1 SketchyScene Dataset without Descriptions

In the field of sketch, several sketch datasets, such as TU-Berlin [5] and
Sketchy [18], have been proposed for sketch classification or cross-modal retrieval,
and the sketches in these datasets are created by humans. However, each sketch in
these datasets only contains one object with discrete class labels or together with
the stroke orders. As a result, the related researches based on these datasets can
only deal with single object, which indicates that to create a sketch dataset with
annotations is very challenging. With single object in a sketch, these datasets
cannot be used for captioning. To extend the research on sketch, Zou et al. [26]
propose a brand new dataset called SketchyScene recently. The dataset consists
of scene sketches where each scene sketch contains multiple objects. Each object
in a scene sketch is assigned with one class label out of 45 categories. Because
every scene has a corresponding natural or cartoon image for reference, all the
sketchy scenes are supposed to be consistent with the real world. Besides, there
is also segmentation information for each sketch. Because each scene sketch in
SketchyScene is constructed by combining the separate instances of several cat-
egories, the volume of SketchyScene can grow relatively large, which ensures the
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Fig. 2. Four sketchy scene examples from the SketchyScene dataset.

diversity of the sketchy scenes. Four examples from the SketchyScene dataset are
shown in Fig. 2.
In spite of the advantages of SketchyScene, no sentence-level or paragraph-level
descriptions are provided in SketchyScene. In this work, we choose to construct
our sketchy scene captioning dataset based on SketchyScene with the following
two reasons. First, SketchyScene provides realistic and diverse sketchy scenes,
which makes the dataset suitable for sketchy scene captioning. It can be observed
from Fig. 2 that the objects of each sketchy scene are quite diverse and the object
arrangement in each scene is reasonable, making it meaningful to generate a
sentence-level or even a paragraph-level description for the sketchy scene. Sec-
ond, SketchyScene provides class labels for the objects in each sketchy scene,
offering important hints for the annotators to give more accurate descriptions
for each sketchy scene.

3.2 Description Collection for SketchyScene Dataset

We conduct the data collection in a manner of crowdsourcing. Hence, we first
create a website to ease the annotation job. On the website, several annotation
examples, a randomly picked target sketchy scene, and the category labels of the
target sketchy scene are presented. To ensure the annotation quality, we only
invite a number of graduate students in universities as volunteers who are well
trained in English. We realize that some annotation instructions for volunteers
are still needed to further improve the annotation quality. After analyzing a
few initial annotated captions without instructions and being inspired by the
proposed requirements when collecting MSCOCO [2] for image captioning, we
summarize the following rules that the volunteers should obey when annotating
a sketchy scene.

– Be faithful to the visual content of the presented sketchy scene. Do not
describe anything unrelated to the sketchy scene (e.g., what may happen
in the past or future).

– Do not describe what people may say in a sketchy scene.
– Do not give a name to a person or animal.
– Do not use any abbreviation in the descriptions.
– Try to use more specific words when possible. For example, use words such

as “girl”, “boy”, “woman”, and “man” instead of “people”.
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Sketchy Scene Tags Sentence-Level Caption Paragraph-Level Caption

cloud, cow,
fence, flower,
grass

A cow is standing on the
grass.

A cow is standing on the ground. Some
flowers and grass grow on the ground. There
is a fence behind the cow. Two clouds are
floating in the sky.

car, cloud,
cow, grass,
house,
mountain,
road, tree

A car is on the road and a
cow is eating grass beside
the house.

There is a house beside the road. A cow is
standing beside a tree and eating grass. A
car is on the road and a mountain is behind
the house.

cat, cloud,
dog, fence,
flower, grass,
people, sun,
tree

A girl is standing on the
ground with a dog and a
cat in a sunny day.

A girl is standing in front of a fence. Some
flowers and grass grow on the ground. A tree
is standing near the girl. A dog and a cat is
sitting under the tree. The sun is shining and
two clouds are floating in the sky.

Fig. 3. Three representative examples of the collected multi-level captions for sketchy
scenes.

– For sentence-level annotation, describe the sketchy scene with a brief sum-
mary, not necessary to include everything.

– For paragraph-level annotation, describe the sketchy scene as detailed as pos-
sible with all the given category labels.

With the settings above, we successfully collect 1,000 annotated scene
sketches, where each scene sketch is associated with one sentence-level descrip-
tion and one paragraph-level description. Our website for data collection is still
open for more annotations, and a new version of the dataset is expected to be
released in the future. To share the idea of sketchy scene captioning and the
collected dataset with other researchers timely, we currently use the collected
1,000 samples for exploration in this work.

3.3 Dataset Analysis

In this section, we will take a look at the newly collected dataset. Three repre-
sentative examples are shown in Fig. 3. Column “Tags” shows the category labels
corresponding to the objects in a sketchy scene, and these labels act as the guid-
ing words for the volunteers when annotating a sketchy scene. The following two
columns show the sentence-level and the paragraph-level descriptions of a sketchy
scene, respectively. By analyzing the descriptions, we find that the annotators
tend to take the most salient object as the subject of a sentence-level caption
and describe its interactions with other possible objects in a sketchy scene. Dif-
ferently, more objects and their interactions are described in a paragraph-level
caption. Although the volunteers may not follow the instructions strictly, the
quality of the captions is still good enough for our research.
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We further conduct a quantitative analysis on the collected captions. For the
sentence-level captions, there are 504 different words in total. The lengths of the
sentence-level captions are concentrated in 10–20 words, and the distribution of
caption length is roughly in line with the Gaussian distribution. Besides, most
sentences have only 1–3 relations (e.g., verb and preposition) among objects,
which means that the annotators tend to focus on the salient parts of a sketchy
scene and ignore other details during the sentence-level annotation. For the
paragraph-level captions, there are 681 different words in total. Most of the
paragraph-level captions contain 3–6 sentences. The lengths of the paragraph-
level captions are concentrated in 25–35 words, and the lengths of all the single
sentences in the paragraph-level captions are concentrated in 6–14 words. It can
be found that the sizes of the two vocabularies above are relatively small, which
are caused by two reasons. First, compared to a natural image, a sketchy scene
contains much less visual details (e.g., the color of an object). Second, there
are only 45 object categories in the SketchyScene dataset and the annotators are
required to use the given category labels when constructing a caption. Due to
these two reasons, a sketch dataset cannot become as diverse as a natural image
dataset, which is a stubborn problem in current research on sketch.

4 Multi-level Sketchy Scene Captioning Through
Sequence Learning

In this work, the popular sequence-learning-based method is adopted for flexible
sketchy scene captioning, as shown in Fig. 1. Our framework integrates Sketchy
Scene Encoder for Deep Visual Features (i.e., encoding a sketchy scene at an
abstract level to obtain a discriminative visual representation) and Sketchy Scene
Decoder with Spatial Visual Attention (i.e., grasping more visual details of a
sketchy scene while generating the description). It is a new attempt to gener-
ate multi-level descriptions for a sketchy scene through the sequence learning
paradigm.

4.1 Sketchy Scene Encoder for Deep Visual Features

CNN is adopted as image encoder in sketchy scene captioning. Considering that
a sketchy scene contains very sparse visual information, the outputs of different
CNN layers are chosen as the visual features of a sketchy scene for comparison.
The output of the fully-connected layer is a fixed-length vector that is denoted
as vfc. The output of a convolutional layer is a set of spatial feature vectors
that are denoted as vcv = {vi|vi ∈ R

dv , 1 ≤ i ≤ n}, where dv is the feature
dimension and n is the region number. These fine-grained features can be used
for visual attention. The global representation of a sketchy scene v0 is used to
initialize the decoder and can be computed as:

v0 = vfc or (
n∑

i=1

vi)/n, vi ∈ vcv. (1)
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4.2 Sketchy Scene Decoder with Spatial Visual Attention

Sentence-Level Decoder. The LSTM neural network is exploited as image
decoder in sketchy scene captioning. The decoder generates a sentence S =
(s0, . . . , sc, sc+1) conditioned on the input visual features (vfc or vcv), where c
is the length of the sentence, and s0 and sc+1 denote the starting and ending
tokens respectively. Each word in S is denoted as a one-hot vector. An embedding
matrix is used to convert each word to a low-dimensional vector as follows:

xt = W est, 0 ≤ t ≤ c + 1, (2)

where W e ∈ R
de×V , de is the dimension of word embedding, and V is the

vocabulary size. The inputs of the decoder at time step t (1 ≤ t ≤ c+1) include
the embedding of the previous word xt−1 and a contextual vector zt that is
computed through the soft attention [23] as follows:

eti = fatt(vi,ht−1), 1 ≤ i ≤ n, t ≥ 1, (3)

αt
i = exp(eti)/

n∑

k=1

exp(etk), (4)

zt =
n∑

i=1

αt
ivi, (5)

where ht−1 is the hidden state of the decoder at time step t − 1, and fatt is the
soft visual attention function that is implemented as a fully-connected neural
network. It should be noted that zt exists only when a sketchy scene is encoded
as a set of spatial feature vectors, otherwise the sketchy scene decoder is just
a vanilla LSTM. Given the global visual representation v0 of a sketchy scene,
the initial memory state c0 and the initial hidden state h0 can be obtained by
feeding v0 into two separate fully-connected neural networks as follows:

c0 = fc(v0),h0 = fh(v0), (6)

where tanh nonlinearity is adopted. It should be noted that the global visual
representation v0 is only used to initialize the LSTM decoder. Given the visual
features F (i.e., vfc or vcv) of a sketchy scene, the LSTM decoder is learned
by minimizing the negative logarithmic probability of the target sentence S as
follows:

Ls = −logP (S|F ) = −
c+1∑

t=1

logP (st|st−1
0 ,F ), (7)

where the whole conditional logarithmic probability can be decomposed into the
multiplication of the logarithmic probability at each time step. The t-th word
can be predicted by the output layer as follows:

P (st|st−1
0 ,F ) ∝ exp(E0(E1ht + E2zt)), (8)
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where E0 ∈ R
V ×dm , E1 ∈ R

dm×dm , E2 ∈ R
dm×dv , and dm is the number of the

LSTM cell units.

Paragraph-Level Decoder. Considering that the average length of a para-
graph is about 30 words, it is difficult for a single LSTM to generate such a long
sequence with correct meanings. Thus, a hierarchical LSTM (H LSTM) net-
work [13] is exploited to generate a paragraph-level caption for a sketchy scene.
The H LSTM network consists of a topic LSTM and a word LSTM. The topic
LSTM takes the visual features v0 of a sketchy scene as input and generates a
sequence of guiding signals G = (g0, . . . , gN , gN+1), where N is the number of
topics, g0 is the starting signal, gt = 1(1 ≤ t ≤ N) indicates that a new sentence
needs to be generated, and gN+1 = 0 indicates stopping generating the para-
graph. Visual attention is also conducted by the topic LSTM. At time step t, the
hidden state hT

t and the contextual vector zT
t of the topic LSTM are concate-

nated to obtain the topic vector that is used to guide the caption generation of
the word LSTM. The word LSTM works similar to the sentence-level captioning
decoder except that the visual features used to initialize it are replaced with the
topic vector. The loss function of H LSTM can be formulated as:

Lp = −λT logP (G|vcv) − λW

N∑

t=1

logP (SWt
|vcv,h

T
t ,zT

t ), (9)

where λT and λW are the weighting coefficients of the topic LSTM loss and the
word LSTM loss respectively, and SWt

denotes the t-th sentence generated by
the word LSTM.

5 Experiment and Analysis

5.1 Dataset and Preprocessing

We conduct the experiments on the newly collected dataset to verify the feasi-
bility of the sketchy scene captioning task. The dataset is divided into training,
validation, and testing sets with a ratio of 8:1:1, that is, 800 <sketchy scene,
caption> pairs for training, 100 for validation, and 100 for testing. The words
that appear at least 5 times in the training captions are kept, and a vocabulary of
size 174 for sentence-level captions and another one of size 223 for paragraph-level
captions are constructed. Each vocabulary includes a starting token “<start>”,
an ending token “<end>”, and an unknown word token “<UNK>” for those
words that appear less than 5 times in the training set.

5.2 Model Learning and Inference

In the experiments, the training samples are <sketchy scene, caption> pairs.
That is, the captioning models are trained to generate a description for a sketchy
scene. ResNet-101 [8] pre-trained on ImageNet [3] is used as the sketchy scene
encoder. Because of the domain gap between a natural image and a hand-drawn



Sketchy Scene Captioning 413

sketch, the fine-tuning of the encoder is turned on during training. For each
sketchy scene, the size of the output feature from the fully-connected layer before
softmax operation is 1,000, and the size of the features from the convolutional
layer before the last average pooling layer is 14 × 14 × 2,048. The number of
LSTM cell units is set to 512. The dimension of word embedding is set to 512.
Adam [12] is used as the model optimizer. Dropout [19] and early stopping are
exploited to achieve model regularization. The BLEU [17] score on validation set
is used for model selection. The initial learning rate is set to 0.0004 with a 0.5
decay ratio. The batch size is set to 40. Beam search is used for inference with
a beam size of 5. The weighting coefficients λT and λW in Eq. (9) are both set
to 1.

5.3 Quantitative Evaluation

We first verify the effectiveness of sentence-level sketchy scene captioning.
Because the visual information of a sketchy scene is sparse and ambiguous, we
explore how the representation of a sketchy scene affects the model performance
by considering two factors: 1) visual feature (“FC” and “CV ” denote the output
features from the fully-connected layer and the convolutional layer, respectively);
and 2) visual attention (“ATT” and “NAT” indicate that visual attention is
turned on and off, respectively). It should be noted that visual attention is not
conducted for the visual feature from the output of the fully-connected layer
because a sketchy scene is simply encoded as a fixed-length vector in this case.
The name of a model is denoted as the combination of the two factors above.
The BLEU@n (B@n, n = 1, 2, 3, 4), METEOR (M ) [4], ROUGE L (R) [14],
and CIDEr (C ) [21] scores on testing set are reported in Table 1. These scores
are computed by the MSCOCO captioning evaluation tool1.

Table 1. The experimental results of sentence-level sketchy scene captioning on the
new dataset.

Model B@1 B@2 B@3 B@4 M R C

FC NAT 25.6 16.2 11.0 7.8 10.3 31.1 39.0

CV NAT 29.0 21.1 16.9 14.4 14.2 25.2 58.4

CV ATT 37.6 25.3 18.0 13.0 14.9 31.9 59.5

Two aspects can be observed from Table 1. First, model CV NAT performs bet-
ter than model FC NAT across all the metrics except R. This indicates that
the fine-grained visual representation from the convolutional layer can better
characterize the visual content of a sketchy scene compared to the visual repre-
sentation from the fully-connected layer. The reason behind is that the visual
information of a sketchy scene is sparse and the pooling operation before the

1 https://github.com/tylin/coco-caption.

https://github.com/tylin/coco-caption
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fully-connected layer causes too much information loss. Differently, the output
from the convolutional layer can preserve more discriminative local features of a
sketchy scene. With such discriminative details, the captioning model can better
recognize the objects in a sketchy scene, which further helps the model infer
the correct interactions among the objects in the sketchy scene. Second, model
CV ATT achieves higher scores than those of model CV NAT across all the met-
rics except B@4, which is mainly due to the precise visual features produced
by the attention mechanism. Specifically, the information loss of a sketchy scene
still exists when its initial representation is obtained by averaging the spatial
visual features. Meanwhile, its visual details are gradually forgotten by the cap-
tioning model as the process of caption generation goes on. However, with the
help of visual attention, the captioning model can be guided with fine-grained
visual details by focusing on the relevant regions when generating words, which
helps alleviate the problem of forgetting.

We also conduct the experiments on paragraph-level sketchy scene caption-
ing, and the results are reported in Table 2. It can be observed that the B@n, M ,
and R scores are comparable to the best results of the sentence-level captioning
models, while the C score is worse. Considering the definitions of these metrics,
our captioning model can generate a relatively fluent paragraph-level description
with correct semantics. However, the captioning model may sometimes focus on
the wrong key points of the sketchy scene, which are not consistent with those
identified by a person to a certain degree.

Table 2. The experimental results of paragraph-level sketchy scene captioning on the
new dataset.

Model B@1 B@2 B@3 B@4 M R C

H LSTM 43.6 28.4 19.8 14.3 17.0 33.4 30.8

5.4 Qualitative Evaluation

We first have an analysis on the sentence-level captioning results. As shown in
Fig. 4, one generated sentence-level caption with the corresponding attention
map sequence from model CV ATT is given, where the attention maps highlight
the regions that the captioning model learns to focus on at different time steps.
It can be seen that what the caption describes matches the salient visual con-
tent of the sketchy scene quite well. Specifically, “a big rabbit” can be generated
correctly when the model focuses on the object “rabbit”. Meanwhile, the action
“crouching” and the surroundings “grass and flowers” can be correctly recog-
nized as well when the model focuses on the two sides of the sketchy scene. In
addition, the model does not generate the description about the weather, such
as “on a cloudy day”, which may be due to the reason that the “cloud” is too
small to be salient enough. It is worth noting that the model does not generate
the description about the “trees” which occupy a large area of the sketchy scene.



Sketchy Scene Captioning 415

Fig. 4. A generated sentence-level caption with the corresponding attention map
sequence.

As mentioned before, a sentence-level caption only describes the most salient
parts of a sketchy scene. In the example, the “rabbit” has been treated as the
salient object and the word “rabbit” may co-occur with “grass” and “flowers”
more frequently in the dataset, and thus the “trees” are not treated as the salient
objects by the captioning model.

Another three representative examples of the sentence-level captioning are
given in Fig. 5. Generally, the salient objects in the selected sketchy scenes can be
well identified except the objects “woman” and “house” in the first one, and this
bad result may be caused by the imprecise visual representation of the sketchy
scene. That is, the “woman” is occluded by the “tree” in front of her, making
the captioning model fail to recognize the “woman” correctly. At the same time,
the mistaken object “chicken” usually co-occurs with the object “fence”, and the
“house” is then ignored by the model. It can be observed that the actions of the
salient objects, that is, “standing”, “driving”, and “playing”, can be generated
properly. The reason is that, the recognized objects co-occur with the actions
frequently in the dataset, which helps the model generate the correct actions for
the salient objects. In the first example, the mistaken object “chicken” is usually
followed by the action “standing”, which makes the action still correct compared
to the ground truth caption. Besides, the descriptions about the weather (i.e.,
“on a sunny day”) in all the examples are generated correctly. The reason may
be that, the “sun” is usually located on the top of a sketchy scene in the dataset,

Sentence-Level
Caption

Ground Truth

A chicken is standing in the
fence on a sunny day.

bad

On a sunny day a woman is
standing in front of the house.

A car is driving on the road in front
of the mountain on a sunny day.

good

A car is driving on the mountain
road on a sunny day.

A rabbit is playing on the grass
on a sunny day.

best

A rabbit is standing in the grass
on a sunny day.

Fig. 5. Three representative examples of sentence-level sketchy scene captioning.
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A hen is guiding eight chicken to pass through
the zebra crossing. Four cars are waiting at
the edge of the zebra crossing. a police-man
is sitting behind the cars. Tall buildings are
located behind the police not far away.

Several clouds are floating in the sky. A
school bus is driving on the road. On one side
of the road there are some girls and boys. On
one side of the road there are some trees and
a house. The trees are beside the house.

Ground Truth

Four cars are parking on the road with
a people standing behind them. A
chicken with many UNK are UNK the
UNK. Some houses stands in the
distance.

A woman with a UNK on the road in
front of the house. A car is driving on
the road. Some trees are standing in
the distance. Some grass are growing
on the side of the road.

Paragraph-Level Caption

Fig. 6. Two representative examples of paragraph-level sketchy scene captioning.

and thus the visual representation of the “sun” can be discriminative enough for
the model to recognize the weather.

In the following, we will have an analysis on two representative examples of
paragraph-level sketchy scene captioning, as shown in Fig. 6. It can be seen that
both paragraphs are quite meaningful and describe many visual details of the
sketchy scenes correctly. This indicates that the topic LSTM can give relatively
correct guiding signals to the word LSTM and can stop the captioning process
properly. Surprisingly, even the number of “cars” can be recognized correctly in
the first example. These two examples show that it is promising to use a hier-
archical LSTM model for paragraph-level sketchy scene captioning. There exist
some problems in the results as well. For example, “eight chicken” is missed in
the first example, and “school bus” and “girls and boys” are missed in the second
example. Hence, how to learn a more discriminative sketchy scene representa-
tion and generate correct descriptions for the relatively small objects remains
to be explored. Because no prior work about sketchy scene captioning exists, we
cannot compare our results with other methods. However, the qualitative exper-
imental results show that the generated multi-level captions for a sketchy scene
by our models are quite meaningful, which proves that the proposed Sketchy
Scene Captioning task is feasible and deserves further exploration.

6 Conclusion and Future Work

In this paper, a new task termed Sketchy Scene Captioning is proposed. This
task aims to generate multi-level descriptions for a sketchy scene through the
sequence learning paradigm. To achieve the goal, a new dataset consisting of
1,000 sketchy scenes with the corresponding sentence-level and paragraph-level
captions is created. The experimental results show that our captioning mod-
els can recognize the main objects in a sketchy scene and the interactions
among these objects. This proves that it is feasible to generate multi-level cap-
tions for a sketchy scene. In the future, we plan to increase the volume of the
dataset and explore how to learn a better representation of a sketchy scene for
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caption generation. We hope this work can inspire further researches on the
better understanding of sketchy scenes.
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Abstract. Building an interpretable AI diagnosis system for breast can-
cer is an important embodiment of AI assisted medicine. Traditional
breast cancer diagnosis methods based on machine learning are easy
to explain, but the accuracy is very low. Deep neural network greatly
improves the accuracy of diagnosis, but the black box model does not
provide transparency and interpretation. In this work, we propose a
semantic embedding self-explanatory Breast Diagnostic Capsules Net-
work (BDCN). This model is the first to combine the capsule network
with semantic embedding for the AI diagnosis of breast tumors, using
capsules to simulate semantics. We pre-trained the extraction word vec-
tor by embedding the semantic tree into the BERT and used the capsule
network to improve the semantic representation of multiple heads of
attention to construct the extraction feature, the capsule network was
extended from the computer vision classification task to the text classi-
fication task. Simultaneously, both the back propagation principle and
dynamic routing algorithm are used to realize the local interpretability
of the diagnostic model. The experimental results show that this breast
diagnosis model improves the model performance and has good inter-
pretability, which is more suitable for clinical situations.

Keywords: Semantic embedding · Capsule network · Interpretable ·
Breast tumor prediction

1 Introduction

Breast cancer is an important killer threatening women’s health because of ris-
ing incidence. Early detection and diagnosis are the key to reduce the mortal-
ity rate of breast cancer and improve the quality of life of patients. Mammary
gland molybdenum target report contains rich semantic information, which can
directly reflect the results of breast cancer screening [1], and AI-assisted diagno-
sis of breast cancer is an important means. Therefore, various diagnostic models
were born. Mengwan [2] used support vector machine (SVM) and Naive Bayes
to classify morphological features with an accuracy of 91.11%. Wei [3] proposed
c© Springer Nature Switzerland AG 2021
S. Li et al. (Eds.): CCL 2021, LNAI 12869, pp. 419–433, 2021.
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a classification method of breast cancer based on SVM, and the accuracy of the
classifier experiment is 79.25%. These traditional AI diagnoses of breast tumors
have limited data volume and low accuracy. Deep Neural Networks (DNN) enters
into the ranks of the diagnosis of breast tumor. Wang [4] put forward a kind of
based on feature fusion with CNN deep features of breast computer-aided diag-
nosis methods, the accuracy is 92.3%. Zhao [5] investigated capsule networks
with dynamic routing for text classification, which proves the feasibility of text
categorization. Existing models have poor predictive effect and lack of interpre-
tation, which can not meet the clinical needs.

Based on the above pain points, we propose a semantic embedding self-
explanatory Breast Diagnostic Capsules Network (BDCN), which diagnoses
breast tumors based on the mammary gland molybdenum target report. Our
contributions are as follows:

– Semantic segmentation algorithm is used to segment breast cancer lesions.
– Semantic tree is integrated into Bidirectional Encoder Representation from

Transformers(BERT) pre-training to obtain word vectors.
– A capsule network with multi-head attention mechanism was proposed to

predict breast tumors.
– Using Back Propagation to Realize Local Interpretation of BDCN Model.

2 Model

BDCN is based on semantic embedding, multi-head attention and capsule net-
work to realize text diagnosis of breast cancer examination report. The overall
architecture is shown in Fig. 1, which composed of three modules: the semantic
segmentation layer of inspection report, the semantic tree knowledge embedding
extraction word vector layer (Sem-Bert), and the capsule network assisted target
feature multi-head attention representation classification layer (Muti-Cap).

The input is an original mammography report. We use segmentation algo-
rithm to attain preprocessing and segmentation of lesions and the implemen-
tation details are shown in Sect. 2.1. Then we propose Sem-Bert method,
which uses semantic tree to improve BERT and pre-training to obtain the
word vector for the medical field. The details are discussed in Sect. 2.2. The
word embedding z1, z2, · · · , zN ∈ Rdz is converted into the phrase embedding
w1, w2, · · · , wN ∈ Rdw in one-dimensional convolution. Next, the feature capsule
fc1, fc2, · · · , fcM ∈ Rdf is transformed into a prediction capsule pcj , j ∈ [1, 3]
based on the dynamic routing algorithm, and the result capsule rcj , j ∈ [1, 3] is
obtained by activating the network. Finally, the benign and malignant diagnosis
of breast tumors was predicted, and the implementation details are shown in
Sect. 2.3.

2.1 Check the Report Semantic Segmentation Layer

The main role of this layer is to achieve semantic segmentation of the report. The
clinician can diagnose the breast tumor by analyzing the mammography report
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Fig. 1. Overall architecture of the BDCN.

to judge the pathological condition of the patient’s breast and its surrounding
tissue. However, a single report may contain multiple focal lesions in the same
location or even in different gland background tissues, which may lead to lower
prediction accuracy if generalized. Therefore, segmentation of breast report is
an important link. The core steps of the segmentation algorithm are as follows:

– Rough segmentation. Divide the report into sentences, then according to dif-
ferent keywords such as skin, mass and axilla, they were divided into corre-
sponding glandular background, focal lesions and axilla.

– Further subdivision. Most focal lesions mixed in the background part of the
gland contain the keywords “nodules” or “densified shadow”. The sentence
of the background part of the gland is further subdivided to screen out the
information of focal lesions and axillary parts. The sentences on the glandular
background were further subdivided to screen for information on focal lesions
and axillary lesions.

– Distinguish the left and right sides according to the the position described.
According to “is divided into short sentences, when the “left” or “right”
keyword appears, the short sentences are divided according to the position
words; When “double” appears, it is divided into left and right sides.

2.2 Sem-Bert Layer

This layer is mainly to extract word vectors with BERT combined with seman-
tic tree [6,7] and the process diagram of Sem-BERT to obtain word vectors is
shown in Fig. 2. The Sem-Bert method constructs a semantic tree first. Semantic
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tree has obvious advantages of context hierarchy, so the construction of seman-
tic tree can help to solve the problem of unreasonable word segmentation and
context incoherence. According to the rule of “segment - organization descrip-
tion sentence - attribute description sentence”, relational extraction is carried
out, and dependency syntax is used to construct Extensible Markup Language
(XML) semantic tree. The concrete content of report semantic tree construction
includes the following five parts.

– Chinese word segmentation. Jieba word segmentation tool is the best choice
to ensure the accuracy of word segmentation, and breast molybdenum target
dictionary can be customized according to the knowledge of breast molybde-
num target terminology combined with clinicians’ guidance.

– Synonym conversion. Synonym conversion. Replacing the words with the same
general meaning in medical science into unified words can effectively reduce
the redundancy of semantic tree.

– Organization description sentence acquisition. Find the organization descrip-
tion sentence of the corresponding part of the paragraph, scan the report
from left to right, and the description before each organization word A is
encountered until the next new organization word B is encountered will be
classified as the description of A.

– Organization segment subtree path acquisition. Each organization descriptive
sentence is converted into an attribute description sentence and the attribute
value is extracted. Taking the current organization as the root node, we find
finer attributes through dependency syntax and extract the attribute value
of each attribute in the organization word.

– Mammary report dictionary construction and XML transformation. The
information extracted from different parts was added to the branches of the
semantic tree, and the duplicated information was pruned to obtain the mam-
mary gland report dictionary.

Taking the semantic tree as input, by configuring the BertConfig class, setting
the Tokenizer word slicer, then numbering the words in the lexicon and convert-
ing them into dictionaries, selecting the word that makes the likelihood function
increase the most, and selecting the word slicer according to the frequency. The
structural diagram of the Sem-Bert method is shown in Fig. 2, taking the gland
background description information as an example (circled by a red dotted line).
Similar to Bert, the mammography report semantic tree needs to be converted
into a sequence by means of token embedding, position embedding and segment
embedding, while preserving its structural information. However, unlike tradi-
tional BERT, because the input is a semantic tree rather than a sequence of
tokens, the positional embedding of the BERT input needs to be changed in order
to preserve the structural information of the breast examination report. Position
bedding is changed to level-position embedding and original-position embedding,
marked by red and black numbers in Fig. 2, respectively. Level-position id repre-
sents the position of the same branch in the semantic tree, and gives each Token
the same branch to scale the hierarchical order information of the semantic tree
starting from 0. The Original-position id is represented in the same way as the
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Fig. 2. The structure diagram of word vector was obtained by Sem-Bert method.

position id in BERT. However, in order to preserve the structural information,
a relational matrix is introduced to record whether it is reachable under the
same branch, reachable under the same branch, or not [20]. Lastly, multiple self-
attentions in Transform are stacked with each other to code, and the final word
vector z1, z2, · · · , zN ∈ Rdz is obtained by pre-training.

2.3 Muti-Cap Layer

This layer converts the word vectors of the pre-training layer into capsules, uses
the capsule network to obtain the required prediction capsules, and combines
effective information from multiple attention heads to achieve better classifica-
tion. As one of the three most powerful semantic feature extractors, transform’s
self - attention mechanism is superior to CNN and neural network in word sense
ambiguity resolution [8]. However, when the vector dimension is too high, the
self-attention in each component represents different features, which leads to the
fact that all attention can not fully capture the features [9]. Multi-head atten-
tion can learn the features of sequences from different aspects, which is helpful
for the network to capture more abundant features. Each of these head vectors
points to a feature capsule, performing attention independently. Long attention
to extract the feature layer will get w1, w2, · · · , wN ∈ Rdw as its input in the
layer. By way of generating M features capsule fc1, fc2, · · · , fcM ∈ Rdf , we
need to have M long since attention vector h1, h2, · · · , hM ∈ Rdh , and for each
Hi Hi ∈ Rdf ,m ∈ [1,M ] can obtain different key vectors ki

n, value vectors vi
n
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and query vectors qin through linear transformation, and then get more attention
by the vector series. The generation process of the head vector is as follows:

for n = 1, 2, 3, · · · ,N do

vi
n = WV

i wn (1)

ki
n = WK

i wn (2)

qin = WQ
i wn (3)

Hi = attention(qin, ki
n, vi

n) (4)

where WV
i ∈ Rdf×dw ,WK

i ∈ Rdh×dw are parameters. The weight of atten-
tion and the output feature capsule of multi-head attention can be calculated.
The formulas are as following:

αi
n =

exp(H
T
i ki

n√
dp

)

∑

n′
exp(

HT
i ki

n′√
dp

)
(5)

fci =
∑

n

αi
nvi

n (6)

The feature capsule is obtained by the sum of attention weights. As a param-
eter, the number of feature capsules is adjustable, which solves the problem that
the intermediate parameters of three prediction capsules and M feature capsules
are too large, and we need to normalize the attention weight:

∑

n

αi
n = 1 (7)

With CNN classification, some important information will be lost in the
operation of the aggregation layer, while capsule network represents a group
of neurons by capsule, replacing the neuron output vector [10]. Therefore, the
capsule network can effectively represent the location and semantics of features,
and each upper capsule is the high-level semantics of the lower capsule. In addi-
tion, it can improve the information aggregation of multiple attention, so as to
obtain more effective features and improve the ability of text representation. The
structural schematic diagram is shown in Fig. 3.

The dynamic routing algorithm of the capsule network [11] is used to cal-
culate the prediction capsule pci. Through multiple iterations of the routing
process, Muti-Cap can determine the number of characteristic capsules flow-
ing into the prediction capsules, which plays an significant role in the pre-
diction capsules. Firstly, the feature capsule vector is calculated by inputting
the feature capsule pci and multiplying the learning transformation matrix Ŵj .
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Fig. 3. Structure diagram of improved capsule network.

The dynamic routing weight θji is then determined by calculating the “routing
softmax” of the initial logits bij , the formulas are as following:

f̂ cj|i = Ŵjfci + b̂ij (8)

θji =
exp(bij)∑

j

exp(bij) (9)

where Ŵj here is shared among each feature capsule to obtain the feature
capsule vector, and bij is initialized to 0.

The final output is normalized activation by the function of squash [5] to
make the whole model nonlinear and get the predicted capsule, as shown in
Eqs. 10 and 11.

sj =
∑

i

θji f̂ cj|i (10)

Squash(sj) =
‖sj‖2

1 + ‖sj‖2
sj

‖sj‖ (11)

where sj is the original output capsule vector, which is the predicted capsule
value before the square function is activated.

We introduce the activation network based on the dynamic routing algo-
rithm in the traditional capsule network. The obtained prediction capsule was
input into the activation network of linear transformation and ReLU activation
function, and the final output was obtained by connecting with the residual fcj
feature capsule. The formula is shown in 12 and 13.

AN(x) = max(xW+c1, 0)W2 + c2 (12)

predict = fcj + AN(pci) (13)

In order to match the attention weight of multi head attention, we need to
softmax the dynamic routing weight.
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2.4 Model Interpretability

We use the principle of back propagation [12,17] to reach local interpretabil-
ity. That is, a sample of mammography report to explain why the repors was
diagnosed as benign or malignant breast cancer. The model defines two inter-
pretable parameters: attention weight αj

i and dynamic routing weight θji . Atten-
tion weight indicates whether attention right perform aimportant function in the
formation of feature capsule. The calculation method is shown in Eq. 5 above.
The dynamic routing weight determines the higher level classification capsule
to which the current feature capsule will output it. The formula is described
in the Eq. 9. As a classifier, the weight matrix of the traditional full-connection
layer is fixed after training [13], which is not conducive to interpretation. How-
ever, in our model, all layers are fully connected. The capsule network part and
the multi attention part are interdependent, which has an important impact on
the research of local interpretation based on back propagation. As shown in the
Fig. 4, prediction capsules are divided into three categories j ∈ [1, 3]: benign,
suspected malignant, and malignant breast cancer. By setting the parameter
P1 of the capsule classification layer and the parameter P2 of the feature layer
extracted by the multi-head self-attention.

Fig. 4. Model interpretability process display diagram.

3 Experiment

In this section, we mainly discuss the validity and interpretability of our model.
Firstly, the selection of methods in different stages is considered, such as the
performance differences of Sem-Bert, BERT [19] and word2vec [21] in acquir-
ing word vectors. Secondly, the model in this paper is compared with some
unexplainable text classification models such as TextCNN [14] and LSTM [15].
Finally, we demonstrate the interpretability of our model through experiments.
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3.1 Dataset

This dataset is the molybdenum mammography report of Shanghai Ruijin Hos-
pital. We selected 1600 preoperative mammography data from 34 million original
reports and included 2857 data after segmented pretreatment. The small sample
dataset is classified into three categories, including benign, suspected malignant
and malignant. The analysis of the dataset is shown in Table 1.

Table 1. Summary of mammography report dataset.

Dataset Benign Suspected of Malignant Malignant

Training Set 1344 390 268

Test Set 734 58 63

Mammography 2078 448 331

3.2 Parameter Settings

The model was implemented by Tensorflow and trained by Adam Optimizer [16].
The multi-head attention part activation function uses a ReLU nonlinear func-
tion, the capsule network layer activation function Squash function. We set the
number of class capsules is 3, the number of head vectors is 18.

3.3 Different Stage Selection

Evaluation Indexes. The main evaluation indexes of the experiment
are Micro-Precision(Mi-P), Micro-Recall(Mi-R), Micro-F1-score(Mi-F1), Macro-
Precision(Ma-P), Macro-Recall(Ma-R), Macro-F1-score(Ma-F1), Receiver Oper-
ating Characteristic(ROC).

Comparative Experiment. The main purpose of this section is to verify the
validity of the BDCN model, including the advantages of Sem-Bert in obtain-
ing word vectors and the classification accuracy of Muti-cap. In this experi-
ment, six other models are selected as the baseline. Comparing experiment
‘word2vec+Muti-Cap’ and ‘BERT+Muti-Cap’ in mainly verifies whether texts
in specific fields such as medical care will affect the acquisition of word vec-
tors, thus affecting the prediction performance. The comparative experiments
textCNN, textRNN, LSTM, and Capsule mainly verify the influence of different
classification models on the prediction performance.
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Experimental Results. Figure 5 shows the ROC curves of the model in this
paper obtained according to different evaluation criteria under three classifica-
tions. For three classifications, the area under the curve and AUC values of micro
and macro methods are different. In this paper, the dataset of benign, malignant
and suspected malignant are large difference between three kinds of sample size,
and there are obvious characteristics of malignant samples. So the ROC curve
of class 2 malignant tag is more left, and the AUC area is larger. Meanwhile,
the average (micro) AUC is larger than that of macro AUC. Since the samples
in our dataset are unbalanced, so to give equal attention to the categories with
small samples and those with large sample data. The ROC curves in subsequent
comparative experiments were obtained by macro method.

Fig. 5. ROC curve of three classifica-
tions of BDCN model

Fig. 6. ROC curves of word vectors are
obtained by different methods

Comparing (1), (2) with (3) in Table 2 and Fig. 6, we can draw a conclusion:
under the premise of using Muti-Cap method in the third stage, the evaluation
index of the word vector method obtained by Sem-Bert in the second stage is
higher, the ROC curve covers the other two comparative experiments, and the
AUC value of the area under the ROC is significantly larger than the other two.
Although there may be a loss of text information in the process of constructing
semantic tree, the experiment effectively proves that the method of acquiring
word vectors through semantic tree combined with BERT is more accurate than
traditional word2vec and BERT method directly, which is very meaningful.

Table 3 compares the current mainstream deep learning models of text classi-
fication: CNN family textCNN, RNN family textRNN, LSTM family LSTM and
capsule of Muti-Cap. The baselines are word2vec method to obtain the word vec-
tor, whereas in BDCN model, term vectors are obtained by Sem-Bert method.
Comparing experiments (1),(2),(3) and (4) in Table 3, the capsule network from
the view on the text classification task to task, effect and less textCNN this clas-
sic mode, but better results than simple LSTM, which shows that the attempt is
meaningful. Moreover, through the improvement of the traditional capsule net-
work and word vector acquisition method, our model has favorable performance
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Table 2. Model selection at second stage

Model Evaluation index

Mi-P(%) Mi-R(%) Mi-F1(%) Ma-P(%) Ma-R(%) Ma-F1(%)

(1)word2vec+Muti-Cap 83.25 83.25 83.25 44.02 61.08 47.83

(2)BERT+Muti-Cap 87.37 87.37 87.37 78.26 42.37 45.56

(3)BDCN(our) 91.58 91.58 91.58 75.95 79.73 77.14

Table 3. Comparison to multimodal baselines

Model Evaluation index

Mi-P(%) Mi-R(%) Mi-F1(%) Ma-P(%) Ma-R(%) Ma-F1(%)

(1)textCNN 88.79 88.79 88.79 73.94 78.43 75.15

(2)textRNN 74.24 74.24 74.24 70.59 71.78 72.74

(3)LSTM 69.93 69.93 69.93 66.69 64.05 69.12

(4)Capsule 77.56 77.56 77.56 67.57 71.57 69.37

(5)BDCN(our) 91.58 91.58 91.58 75.95 79.73 77.14

results in each index. Experiments show that the selection of the second stage
of this model has greatly improved the accuracy of the model.

Based on the back propagation principle, the BDCN can be interpreted to
find the top three important weights in the dynamic routing weights according to
the prediction results. Then the three important weights in the attention weights
can be deduced in reverse, so as to find the three important features of judging
the benign and malignant in this sample.

We plot a scatter plot and a bar chart, as shown in Fig. 7. They respectively
explained the important features of benign, suspected malignant and malignant
cases as well as the attention weight and routing weight. For example, according
to the ranking of importance, the three important features that appear for the
first time of each sample were selected. In Fig. 7(c), it can be seen that ‘the shape
of the burr’, ‘glandular degeneration’ and ‘lymph node display’ are all important
features of malignant tumors. In Fig. 7(a) ‘roughly symmetrical glands’, ‘density
increase’, ‘no depression of the nipple’ and ‘no lymph nodes displayed’ are all
important indicators of benign breast tumors. Suspected malignancy is a grading
result of BI-RADS4, the more similar the characteristics are to malignant, the
greater the probability of malignant tumors, and it is convenient for the doctor
to remind the patient for further examination.
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(a) Benign (b) Suspected malignant

(c) Malignant

Fig. 7. Analysis of benign and malignant characteristics of breast molybdenum target

More intuitively show the local interpretability of the model, the extracted
important features were labeled and displayed on the segmented breast molybde-
num target samples. As shown in Fig. 7(a) ‘no inverted nipples’, ‘no lymph nodes’
and ‘increased density’. Benign and malignant breast tumors can be determined
by directly observing the words marked yellow, and the prediction accuracy of
the BDCN is also verified from the side. On the basis of concise and accurate
text report, we add the annotation of important words to make up for the lack
of interpretation of text classification better.



BDCN 431

(a) Benign

(b) Suspected malignant

(c) Malignant

Fig. 8. Analysis of benign and malignant characteristics of breast molybdenum target

4 Conclusion

We proposed a semantically embedded self-interpreted breast diagnostic cap-
sule network model. Semantic segmentation algorithm was used to segment the
report, Sem-Bert method was used to obtain word vectors in medical field with
hierarchical relationship, and capsule network with multiple attention was used
to achieve prediction and classification of breast tumors. The validity of our
model is better than other models in breast molybdenum target dataset. In addi-
tion, local self-interpretation method was used to provide intelligibility analysis,
which was in line with doctors’ clinical expectations. In the future, we will fur-
ther study the global interpretability of the model and we hope to apply our
technology to other diseases.
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GCN with External Knowledge for
Clinical Event Detection

Dan Liu, Zhichang Zhang(B), Hui Peng, and Ruirui Han

College of Computer Science and Engineering, Northwest Normal University,

Lanzhou, China

Abstract. In recent years, with the development of deep learning and
the increasing demand for medical information acquisition in medical
information technology applications such as clinical decision support,
Clinical Event Detection has been widely studied as its subtask. However,
directly applying advances in deep learning to Clinical Event Detection
tasks often produces undesirable results. This paper proposes a multi-
granularity information fusion encoder-decoder framework that intro-
duces external knowledge. First, the word embedding generated by the
pre-trained biomedical language representation model (BioBERT) and
the character embedding generated by the Convolutional Neural Net-
work are spliced. And then perform Part-of-Speech attention coding for
character-level embedding, perform semantic Graph Convolutional Net-
work coding for the spliced character-word embedding. Finally, the infor-
mation of these three parts is fused as Conditional Random Field input
to generate the sequence label of the word. The experimental results on
the 2012 i2b2 data set show that the model in this paper is superior to
other existing models. In addition, the model in this paper alleviates the
problem that “occurrence” event type seem more difficult to detect than
other event types.

Keywords: Data augmentation · Pre-trained language model ·
Transformer · Clinical Event Detection · Electronic medical record

1 Introduction

Electronic medical records are an inevitable product of medical information.
The use of natural language processing (NLP) technology to effectively detect
clinical events in electronic medical records becomes crucial as the number of
electronic medical records rapidly grows. It has been widely studied because of
its potential help in constructing clinical event lines, medical Q & A, assisted
diagnosis and other tasks. The task of Clinical Event Detection (CED) is to
identify the boundary of the event in the electronic medical record and determine
its type. The event detection to identify the boundary and determine type is
usually considered as a sequence labeling task.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-84186-7_29&domain=pdf
https://doi.org/10.1007/978-3-030-84186-7_29


GCN with External Knowledge for Clinical Event Detection 435

The emergence of deep learning has greatly improved the performance of
the sequence labeling task model. Bidirectional long short-term memory network
(BiLSTM) is widely employed in sequence labeling tasks owing to its high power to
learn the contextual representation of words. Huang et al. [1] was the first to apply
the bidirectional long short-term memory (BiLSTM) and the conditional random
field (CRF) to sequence labeling tasks. But BiLSTM needs to be processed sequen-
tially over time, it cannot be calculated in parallel. Instead, the Transformer not
only advantage in modeling the long-range context, but also fully make use of the
concurrence power of GPUs. Yan et al. [2] found that due to its position coding
problem, the performance of Transformer in sequence labeling tasks is not as good
as in other NLP tasks, and solves the position coding problem. However, due to
the lack and particularity of clinical data, the performance of directly applying
these technological advances to CED tasks is not ideal. For this reason, we need
to use a large amount of medical information for tokens representation. In the past,
Word2Vec [3] or Glove [4] was used to train a large number of unlabeled clinical
texts to generate word embedding. There are two problems with this method. On
the one hand, it is difficult to obtain a large amount of clinical data. On the other
hand, the obtained data is not standardized, many mistakes, Various represen-
tations. Lee et al. [5] proposed a pre-trained biomedical language representation
model for biomedical text mining (BioBERT) in 2019, whose performance on var-
ious biomedical text mining tasks largely surpassed BERT and previous advanced
models. We use BioBERT for word embedding to solve the problem of poor model
recognition performance caused by a large number of obscure professional terms in
the medical field. In addition, the character-level features of words may show word
features, for example, the beginning of “un” generally indicates negative charac-
teristics. Therefore, adding character-level encoding will also have an impact on
improving the performance of the model, and can solve the problem of Out Of
Vocabulary(OOV). Lample et al. [6], Ma et al. [7] and Liu et al. [8] have added
character-level coding to the model of the English NER task and proved its effec-
tiveness. This article uses Convolutional Neural Network (CNN) as a character-
level encoder for words [9].

After the Informatics Integrated Biology and Bedside Information (i2b2) shar-
ing task was proposed in 2012 [10], we found that in order to better enable the
event extraction task to better serve the later tasks such as disease diagnosis, the
event types of the shared task also include “occurrence” type. However, the exper-
imental results of the organizations that participated in the challenge in the past
show that the “occurrence” type is more difficult to predict than other types of
events, and it is not due to the small amount of data in this type. We analyzed
the reasons and found a solution. (1) Most of the events in this type are nouns or
verbs. We use the Part-of-Speech generated by Stanford CoreNLP tools as atten-
tion to help them identify. (2) The past practice always solves the problem of poor
recognition based on the particularity of the medical field, while ignoring the lan-
guage commonality between the medical field and the general field, and incidents
of “occurrence” type is more inclined to event recognition in the general field. For
this reason, this article introduces external knowledge to alleviates the problem
that occurrence event type seem more difficult to detect than other event types.
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At the same time, these external knowledge are helpful to the recognition of the
event span and improve the overall performance of the model. In general, the con-
tributions of this paper are as follows: (1) The pre-trained BioBERT language
model is used for word-level coding, which effectively solves the problem of the lack
and particularity of clinical data. (2) The Graph Convolutional Network (GCN)
that introduces external knowledge alleviates the problem that occurrence event
type seem more difficult to detect than other event types. (3) The experimen-
tal results show that the model in this paper is better than the previous optimal
model.

2 Related Work

Constructing the clinical timeline is crucial to the patient diagnosis and treat-
ment. The 2012 Informatics for Integrating Biology and the Bedside (i2b2)
shared task [10] was the identification and linking of mentions of temporal
expressions (TEs) (eg, dates, times, durations, and frequencies) and clinically
relevant events (eg, patients problems, tests, treatments) in narratives. For this
task, previous research on deep learning methods is mainly based on recurrent
neural networks (RNN) [11,12], convolutional neural networks (CNN) [13,14],
BiLSTM [15,16] and Attention [17] methods.

2.1 Clinical Event Detection

As a subtask of constructing the clinical timeline, Clinical Event Detection
(CED) methods are mainly divided into the following two categories. (1) Method
based on rules and machine learning: The method based on rules mainly sum-
marizes relevant classification rules based on the experience and knowledge of
knowledge engineers or domain experts, and then constructs corresponding rule
templates as classifiers. Traditional machine learning methods are based on fea-
ture engineering. After 2012 i2b2 challenge task is proposed, The team involved
in the task has adopted many different methods: rule-based , support vector
machine (SVM) [18] conditional random field (CRF) [19], Markov Logic and
some combination of these methods, the best performance is the CRF-based
model proposed by Beihang University, Microsoft Research Asia, Beijing and
Tsinghua University. Roberts et al. [20] used a combination of supervised, unsu-
pervised and rule-based method, and the task ranked third. First, it uses the CRF
classifier to identify event boundaries. Then use an independent SVM classifier
for type detection. Kovacevic et al. [21] combined rules and machine learning and
achieved F1 measure of 79.85%, it proposed the event CRF models were trained
on relevant (type-specific) subsets of the training data and they all shared some
feature groups. Although the rule-based method has high classification accuracy,
it does not have the ability to learn from experience and is difficult to maintain.
The rule making requires professional participation, time-consuming and labor-
intensive, poor scalability, and it is difficult to promote and use in multiple fields.
Traditional machine learning does not need to manually write rule templates, it
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can effectively solve the problems in rule-based methods. But, it is time consum-
ing to extract features, and its consumption tends to grow as the size of the data
set becomes larger, which is prone to dimensional disasters. (2) Methods based
on deep learning: The emergence of deep learning greatly reduces the difficulty
of obtaining text features. Zhu et al. [22] proposed a bidirectional LSTM-CRF
model is trained for clinical concept extraction using the contextual word embed-
ding model, it achieved the best performance among reported baseline models
on the i2b2 2010 challenge dataset and the result is higher than this article,
this is due to the dataset of this article has added three new event types three:
evidential, occurrence and clinical department, in particular, the evidential and
occurrence event types seem more difficult to detect than other event types [10].
Recently, research on the 2012 i2b2 data set has decreased, but the NER task has
been widely studied. The LSTM and CRF models greatly improve the perfor-
mance of the NER task [23]. Transformer is widely used in NER tasks due to its
parallelism and advantages in modeling long-range context [2]. Chen et al. [24]
proposed a simple but effective CNN-based network for NER, Gated Relation
Network (GRN), which is more capable than common CNNs in capturing long-
term context. Lin et al. [25] also used Self Attention when solving NER tasks.
Graph Neural Networks (GNNs) are also widely used in NER tasks [26,28].

Table 1. Stanford CoreNLP semantic analysis example.

Resolve name Content

Sentence She had a CT scan

Part-of-Speech [(‘She’, ‘PRP’), (‘had’, ‘VBD’), (‘a’, ‘DT’), (‘CT’, ‘NN’),

(‘scan’, ‘VB’)]

Constituency Parsing (ROOT

(S

(NP (PRP She))

(VP (VBD had)

(S

(NP (DT a) (NN CT))

(VP (VB scan))))))

Dependency Parsing [(‘ROOT’, 0, 2), (‘nsubj’, 2, 1), (‘det’, 4, 3), (‘nsubj’, 5,

4), (‘ccomp’, 2, 5)]

2.2 Stanford CoreNLP

In this section, we will briefly introduce the semantic parsing tool Stanford
CoreNLP used in this article. It is a natural language processing toolkit.
CoreNLP enables users to derive linguistic annotations for text, including token
and sentence boundaries, Part-of-Speech, named entities, numeric and time val-
ues, dependency and constituency parses, coreference, sentiment, quote attri-
butions, and relations. CoreNLP currently supports 6 languages: Arabic, Chi-
nese, English, French, German, and Spanish. This article mainly uses its Part-
of-Speech, dependency and constituency parses functions. Since this tool is suit-
able for sentences in the general domain, that is, the model used by the tool
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is trained on a large number of general domain corpora, so this article calls
it the introduction of external knowledge. Taking the sentence “She had a CT
scan” in the medical field as an example, The Part-of-Speech, dependency and
constituency parses of the sentences parsed by the Stanford CoreNLP tool are
shown in Table 1. When we train the model, we need to encode the information
in Table 1 into a matrix form, which will be described in detail in a later part.

2.3 BioBERT

In this section, we briefly introduce the pre-trained language model (BioBERT)
used in this article. Direct application of NLP advancements to clinical text min-
ing often yields unsatisfactory results due to a word distribution shift from gen-
eral domain corpora to clinical corpora. Lee et al. [5] investigate how the recently
introduced pre-trained language model BERT can be adapted for biomedical cor-
pora, and proposed a domain-specific language representation model pre-trained
on large-scale biomedical corpora (BioBERT) to solve this problem. BioBERT
initializes weights from BERT, which is pre-trained on the English Wikipedia
and Books Corpus general domain corpus. Then, BioBERT is pre-trained on
PubMed abstract and PMC full-text article biomedical corpus.

3 Model

Fig. 1. The framework of our model.
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The model of this article mainly includes four parts: character-word embedding
module, Part-of-Speech attention module, semantic GCN module, CRF decoding
module. Figure 1 shows an overview of our model, where CNN is a character-
level encoder for words, BioBERT is a word-level encoder for words, and the
semantic analysis tool uses Stanford CoreNLP. First, input a sentence to gener-
ate character-level embedding of words through CNN, and generate word-level
embedding of words through biomedical pre-training language model BioBERT,
the two are spliced together. And then perform Part-of-Speech attention coding
for character-level embedding, perform semantic graph convolutional network
coding for the spliced character-word embedding. Finally, the information of
these three parts is fused as CRF input to generate the sequence label of the
word. We will introduce each part in detail in the following chapters.

3.1 Character-Word Embedding

Given a sequence of N tokens H = [H1,H2, ...,HN ], For each token Hi, We first
splicing word-level and character-level embedding Hi = [Ci;Wi]T , where Ci is
character-level embedding, Wi is word-level embedding. And provide it to subse-
quent modules. So a sentence can be expressed as H = [[C1;W1]T ; [C2;W2]T ; ...;
[CN ;WN ]T ]T , H ∈ RN×(cd+wd), where cd is the character-level encoding dimen-
sion, wd is the word-level encoding dimension. The following describes the details
of word-level embedding and character-level embedding of tokens in detail.

Fig. 2. The architecture of character-level embedding

Character-Level Embedding: For a token character-level embedding Ci,
As shown in Fig. 2, for the character sequence of the token i in a sentence
xi = x1

i , x
2
i , ..., x

cd
i , (cd represents the number of characters in the longest word,

namely, the maximum length of the word). We vectorize it and use the char-
acter embedding method to get the vector representation of each character
ci = ec(xi), Then the character-level embedding of the word is expressed as
a matrix c = [c1; c2; ...; cwl]T , c ∈ Rwl×cd, Let’s perform a convolution operation.
Assuming that there are cd convolution kernels, the formula for the n-th convolu-
tion operation of the m-th convolution kernel is as follows: hmn = w·cn:n+k−1+b,
The size of the sliding window contains k characters, which is represented by the
symbol cn:n+k−1, w represents the convolution kernel, each time the feature is
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obtained by sliding k characters hmn, that is, the red box and the yellow box
in the Fig. 2. The m-th convolution kernel generates feature vectors for all char-
acters sliding hm = [hm1;hm2; ...;hm(wl−k+1)]T , So, the character-level features
of the words generated by a set of convolution kernels are h = [h1;h2; ...;hcd],
Then perform maximum pooling to get the character-level representation of the
token Ci = [max(h1),max(h2), ...,max(hcd)], Ci ∈ RN×cd.

Word-Level Embedding: In order to solve the problem of the particularity
of clinical data, this article uses BioBERT (a domain-specific language repre-
sentation model pre-trained on large-scale biomedical corpora). BioBERT ini-
tializes weights from BERT, which is pre-trained on the English Wikipedia and
Books Corpus general domain corpus. Then, BioBERT is pre-trained on PubMed
abstract and PMC full-text article biomedical corpus. Specifically, it uses pre-
trained BioBERT on PubMed for 1M steps model, this version as BioBERT
v1.1 (+PubMed). Fine-tuned based on this model, the BioBERT model takes in
word sequence s = w1, w2...wN (N represents the maximum sentence length),
Calculate the output of the BioBERT layer using the equations below:

Hw = BioBERT (s) (1)

where Hw ∈ Rl×wd, wd is the word-level embedding dimension, the model limits
it to a multiple of 768. This article is the last BioBERT layer, so the size is 768.

Part-of-Speech Attention. We found that most event words are basically
verbs or nouns, so Part-of-Speech features are helpful to event recognition. In
order to learn sentence representations based on Part-of-Speech attention, we
follow the self-attention method introduced by Lin et al. [27], this method has
also been used in named entity recognition tasks [25]. It uses attention to convert
the sentence into multiple vectors to extract different parts of the sentence, and
uses a matrix to represent the sentence embedding. This article replaces the self-
attention of the sentence with Part-of-Speech attention. The specific calculation
formula is as follows:

Pos = SoftMax(W2tanh(W1P
T )) (2)

H
′
= Pos · C (3)

Where P represents the Part-of-Speech matrix corresponding to the sentence,
we use one hot to represent, P ∈ RN×37, 37 is the number of all types of Part-
of-Speech of the Stanford CoreNLP tool, and C represents the character-level
embedding of the word. W1 and W2 are two trainable parameters for calculating
the Part-of-Speech attention score vector Pos. The W2 first dimension is fixed
to N for information fusion later. We get a matrix of weighted sums of token
vectors for a Part-of-Speech attention H

′
, H

′ ∈ RN×cd.
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3.2 Semantic GCN

Since the original input sentences are plain texts without inherent graphical
structure, we first construct graphs based on the sequential information of texts
and the semantic information in sentences parsed using Stanford CoreNLP tool.
Then, we apply GCN [28–30] which propagates information between neighboring
nodes in the graphs, to extract events.

Graph Construction: We create three kinds of information fusion people
graphs for each sentence, each graph is defined as G = (V,E), where V is the
node set (word) and E is the edge set. Figure 3 shows the structure of the sen-
tence “She had a CT scan.” The process of constructing a graph is divided into
three steps.

– Adjacent graph: For each pair of adjacent words in the sentence, we add one
directed edge from the left word to the right one, allowing local contextual
information to be utilized.

– Constituency parsing graph: According to the constituency parsing obtained
by the Stanford CoreNLP tool, we connect the leftmost node of all subtrees
to the last edge node according to the established tree structure.

– Dependency parsing graph: The dependency parsing obtained by the Stanford
CoreNLP tool, we build a dependency parsing graph based on the dependen-
cies between words.

Fig. 3. Semantic analysis graph.

Bi-GCN: In order to consider both incoming and outgoing features for each
node, we use Bi-GCN to extract graph features [31,32]. Given a graph G =
(V,E), and the word representation H = [H1,H1, ...,HN ]T , the graph feature
H

′′ ∈ RN×2df learned from Bi-GCN is expressed as follows, we use them the
same as Luo et al. [28]:
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−→
fi = ReLU(

∑

eij∈E

−→
WfHj +

−→
bf ) (4)

←−
fi = ReLU(

∑

eji∈E

←−
WfHj +

←−
bf ) (5)

H
′′

= [
−→
fi ;

←−
fi ] (6)

where Wf ∈ R2df×(cd+wd) and bf ∈ Rdf , df are trainable parameters, it is the
hidden size of GCN, ReLU is the non-linear activation function. eij represents
the edge outgoing from token Hi, and eji represents the edge incoming to token
Hi.

3.3 CRF Decoding

The character-word embedding representation, Part-of-Speech attention cod-
ing representation and semantic graph convolutional coding representation of
the word are spliced together to obtain a matrix Ĥ = [H;H

′
;H

′′
], Ĥ ∈

RN×(2cd+wd+2df ). It is input to the CRF layer to predict the corresponding
tag sequence. The probability of a label sequence Y = y1, y2 . . . yl is

P (y|H) =
exp(

∑
i(W

yi
CRFhi + b

(yi−1,yi)

CRF ))
∑

y′ exp(
∑

i(W
yi
CRFhi + b

(yi−1,yi)

CRF ))
(7)

Where y′ represents an arbitary label sequence, W yi

CRF is a model parameter
specific to yi, and b

(yi−1,yi)
CRF is a bias specific to yi−1and yi. Finally, the Viterbi

Algorithm is used to find the path achieves the maximum probability.

4 Experiment

4.1 Dataset

To evaluate our proposed model, we experiment on 2012 i2b2 challenge dataset,
the training corpus consists of 190 electronic medical records, which contains
2250 sentences (The number after adjusting the sentence length), and the test
corpus of 120 electronic medical records, which contains 1741 sentences (The
number after adjusting the sentence length), event types include clinical depart-
ment, evidential, “occurrence”, problem, test, treatment (Grouin et al., 2013).
The 2012 i2b2 challenge dataset does not have development set, this article
divides the test set into a test set and a development set at a ratio close to 1:1.
Among them, there are 821 sentences in the development set, 920 sentences in
the test set.
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4.2 Evaluation Metrics

This paper CED is a sequence labeling task, standard precision (P), recall (R)
and F1-score (F) are used as evaluation metrics. In order to prove the effective-
ness of the model, this article also uses the same evaluation metrics as 2012 i2b2
challenge (Span F1-score and Type accuracy) [10]. We used the Span F1-score,
the harmonic mean of precision and recall of the predict output span against the
gold standard span to evaluate event span detection performance. The calcula-
tion of Span F1-score is the same as the calculation of the F1-score evaluation
metrics. It is worth noting that the Span F-score is lenient matching (predict
event span overlap with the gold standard span). For event types, we calculated
classification accuracy, that is, the percentage of correctly identified event types
for the events whose spans are detected correctly, the specific calculation process
is as follows:

P =
|pred.type⋂

glod.type|
|pred.span⋂

glod.span| (8)

where, “pred.type” means predict type output, “gold.type” means gold standard
type, “ pred.span” means predict span output, “gold.span” means gold standard
span.

4.3 Settings

In the process of data preprocessing, in order to solve the large gap in sentence
length, we split the sentence according to several punctuation marks. Such as
“,” and “;” etc., these punctuation marks can be used to break the sentence, the
sentence is still complete. Then join several short sentences that are adjacent
but whose total length does not exceed the maximum length. Because some
special characters have their own characteristics, this article will deal with them
to increase accuracy, such as “’s”, splice it directly to the previous word, and
we replace all digits with “0”. In the experiment based on the CED task. We
use the BIOES tag schema. For character-level embedding, we set randomly
initialized character embedding size to 30. For word-level embedding we only take
the last layer, the dimension is 768. Since the Part-of-Speech attention coding
representation and the semantic map convolution representation are obtained
from the introduced external knowledge, in order to avoid negative effects and
reduce the problem of error propagation. We still have to focus on coding in
the medical field, supplemented by coding with external knowledge. Therefore,
the dimension of the trainable parameters represented by the semantic graph
convolutional coding needs to be as small as possible than the word-level coding
dimension of words, we set it to 120. The batch size for training is 16, epochs
is 100, We use SGD and 0.9 momentum to optimize the model. During the
optimization, we use the triangle learning rate where the learning rate rises to
the pre-set learning rate (0.0008) at the first 1% steps and to 0 in the left 99%
steps [33].
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4.4 Evaluation on CED

We compare proposed model with the latest model on the 2012 i2b2 challenge
dataset. In addition, we will also apply the latest model for NER to the data set
of this article for comparative experiments. The 2012 i2b2 challenge test results
are shown in Table 2 and Table 3.

The overall results of the model using P, R and F evaluation metrics are
shown in Table 2. In the first block, the model combines rule-based and machine
learning approaches that rely on morphological, lexical, syntactic, semantic, and
domain specific features. In the second block, we give the model performance
based on BiLSTM, the model uses TENER for character level embedding and
the Glove 100d pre-trained embedding for word level embedding. In the third
block of, we give the model performance based on Transformer, the model uses
TENER for character level embedding and the ELMo for word level embedding.
In the fourth part, we give the performance of another model experiment we did.
The model uses TENER for character-level embedding, BioBERT for word-level
embedding, and TENER for final encoding. In addition, the model also has data
enhancements. In the last block, we give the experimental result of our proposed
model. We can observe that our proposed model outperforms other models. It
improves the F1-score from 79.85% to 80.55% on overall performance. Com-
pared with the last experiment, our model improves the F1-score from 80.26%
to 80.55%.

Table 2. Results of Precision, Recall and F1-score metrics.

Model Precision Recall F1-score

Rule-based and machine learning [21] 0.8147 0.7805 0.7985

BiLSTM CRF 0.7484 0.5272 0.6186

ELMo TENER [2] 0.7454 0.7805 0.7626

BioBERT TENER Data Augmentation 0.8101 0.7953 0.8026

Ours 0.8152 0.7961 0.8055

For the results use span F1-score and type accuracy evaluation metrics which
is depicted in Table 3, The first three block are the results of the top three par-
ticipating in the 2012 i2b2 challenge, the forth block used a combination of
supervised, unsupervised and rule-based method, and the task ranked third.
First, it identifies event boundaries with a CRF classifier. Then it detects type
using separate SVM classifiers. The fifth block, we give the model performance
based on Transformer, the Glove 100d pre-trained embedding for word level
embedding and model uses TENER for character level embedding, the TENER
for word-character level embedding. In the sixth part, we give the performance
of another model experiment we did. The model uses TENER for character-level
embedding, BioBERT for word-level embedding, and TENER for final encoding.
In addition, the model also has data enhancements. In the last block, we give
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the experimental result of our proposed model. We can observe that our pro-
posed model improves Span F1-score from 91.66% to 91.68%, but our method
improves the Type accuracy score from 86% to 92.76%. Compared with the last
experiment, our model improves the Span F1-score from 90.33% to 91.68%.

Table 3. Results of Span F1-score and Type accuracy metrics.

Model Span F1-score Type accuracy

Beihang University et al. (CRF) [10] 0.9166 0.8600

Vanderbilt University (CRF SVM) [10] 0.9000 0.84.00

The University of Texas (CRF SVM) [10] 0.8900 0.8000

Supervised, unsupervised and rule-based [20] 0.8933 0.8045

TENER (the Glove 100d) [2] 0.7424 0.7505

BioBERT TENER Data Augmentation 0.9033 0.9300

Ours 0.9168 0.9276

4.5 Ablation Study

We examine the contributions of four main components, namely, BioBERT word-
level embedding, CNN character-level embedding, Part-of-Speech attention cod-
ing, and semantic GCN coding. The experimental results are shown in Table 4,
Where “-” means remove component, “→” means replace component.

We can observe that BioBERT word-level embedding, CNN character-level
embedding, Part-of-Speech attention coding and semantic GCN coding improved
the performance of the model to varying degrees. Especially, BioBERT and
semantic GCN coding representation. BioBERT has been pre-trained on a large
amount of biomedical data and has lots of biomedical information. For semantic
GCN coding, because the external knowledge it uses is a tool that is trained
on a large amount of general predictive data. The understanding of sentence
structure has played a very good help, and has a certain enlightening effect on
determining the boundary of the event. Therefore, it is helpful to improve the
performance of the model. The character-level embedding has less impact on the
result, so analyze the reason is that the word-level encoding dimension is much
smaller than the 768 of the BioBERT word-level encoding, but if the character-
level encoding is also adjusted to a large value, the training efficiency of the
model will be very low. For the Part-of-Speech attention module, it is helpful to
the model in judging whether it is an event or not, but because its dimension
is smaller than that of other information, Has little effect. Experimental results
show, these four components can help the model learn medical text information
better.
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Table 4. Results of ablation study.

Model Precision Recall F1-score

Ours 0.8152 0.7961 0.8055

BioBERT→Glove 100d 0.7308 0.5849 0.6498

-CNN 0.8025 0.7892 0.7958

-Part-of-Speech 0.7553 0.7806 0.7677

-GCN 0.7547 0.6120 0.6759

4.6 Type Analysis

The evaluation task challenged by i2b2 shows that event detection in 2012 seems
more challenging than i2b2 in 2010. This is due to the addition of three new
event types: “evidence”, “occurrence” and “clinical department”. In particular,
the types of “evidence” and “occurrence” seem to be more difficult to detect than
other types. The results of our last experiment also found that the “evidential”
and “occurrence” event types seem more difficult to detect than other event
types. Especially occurrence EVENT type, there is enough data volume, but the
result is much lower than other types. The experimental results of our previous
model and the model in this article on different types are shown in the Table 5,
where the “Last” represents the result of our last experiment, where the “Ours”
represents the experimental results of this article. We found that due to the
“occurrence” type, it is more biased towards the general field. In the model in
this article, we have introduced external knowledge, so its F value has been
greatly improved compared to the previous model and the model in our last
experiment, while the performance of other types has not significantly decreased.

Table 5. Results of different event types.

Event type F1-score (Last) F1-score (Ours) Train (Dataset) Test (Dataset)

Clinical department 0.8164 0.8153 0.0605 0.0539

Evidential 0.7519 0.7532 0.0449 0.0438

Occurrence 0.6632 0.6910 0.1995 0.1838

Problem 0.8375 0.8367 0.3050 0.3170

Test 0.8409 0.8393 0.1576 0.1599

Treatment 0.8420 0.8345 0.2325 0.2417

5 Conclusion

This paper proposes a multi-granularity information fusion encoder-decoder
framework. This framework uses the pre-trained language model (BioBERT) to
generate word-level features, and solves the problem of poor model recognition
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performance caused by obscure professional terms in electronic medical records.
The Graph Convolutional Network that introduces external knowledge improves
the performance of the model in identifying “occurrence” type. Further improve
the overall performance of the model. Experiments on the 2012 i2b2 challenge
dataset show that our model achieves superior performance than other existing
models.
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Abstract. With the increasing popularity of learning Chinese as a sec-
ond language (L2), the development of an automated essay scoring (AES)
method specially for Chinese L2 essays has become an important task.
To build a robust model that could easily adapt to prompt changes, we
propose 90 linguistic features with consideration of both language com-
plexity and correctness, and introduce the Ordinal Logistic Regression
model that explicitly combines these linguistic features and low-level
textual representations. Our model obtains a high QWK of 0.714, a low
RMSE of 1.516 and a considerable Pearson correlation of 0.734. With a
simple linear model, we further analyze the contribution of the linguistic
features to score prediction, revealing the model’s interpretability and its
potential to give writing feedback to users. This work provides insights
and establishes a solid baseline for Chinese L2 AES studies.

Keywords: Automated essay scoring · Chinese · Second language

1 Introduction

Automated Essay Scoring (AES) is one of the most important Natural Language
Processing (NLP) applications in the field of education [15,18], and has been
widely used in standardized language tests [2,3]. However, existing works mainly
focus on the scoring of English essays [1,29,36] or Chinese essays by native
speakers and minority learners [6,19,27]. Although Chinese second language (L2)
acquisition has enjoyed an increasing boom in recent decades, the AES system
designed for Chinese L2 writing has received much less attention.

Meanwhile, existing AES methods face two important challenges. Firstly, the
scoring models are mostly built in a prompt-dependent style, i.e. training and
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testing for each specific prompt. It requires to collect prompt-specific data, yield-
ing great costs in dataset construction [2]. Besides, the built models are of weak
generalization capabilities and cannot be used to score essays of other prompts.
Secondly, although neural network methods have achieved great success in NLP
tasks, the gains in neural AES systems are far from being satisfactory. For exam-
ple, Mayfield and Alan [17] find that fine-tuning BERT produces similar perfor-
mance to classical models at significant additional cost. Apart from the costs,
the deep neural models are also weak in interpretability of the results. However,
it is a very important property for AES users who expect to get feedback on the
writing, not just a score [14,15,31].

To solve the above problems, this paper proposes a prompt-independent
and interpretable AES method for Chinese L2 writing. Specifically, we build
prompt-independent models that could make full use of L2 writing data, and
make predictions without the prompt limitations. For interpretability consid-
erations, we extract 90 linguistic indices on accounting of the usage of charac-
ters, words, clauses, collocations, dependency structures, syntactic constructions
which are emphasized in Chinese L2 acquisition, and 5 indices that address dif-
ferent types of writing errors. Furthermore, we integrate these linguistic and
correctness indices into text representations, and introduce the Ordinal Logistic
Regression (OLR) model to the AES task for Chinese second language writing.
Our model achieves a high quadratic weighted Kappa (QWK) score of 0.714, a
low Root Mean Square Error (RMSE) of 1.516, and a high Pearson coefficient of
0.734, performing much better than the classical machine learning models and
neural network baselines.

The contribution of this paper is two-fold. (1) Instead of building prompt-
specific essay scoring models, it presents a generic model that could make full
use of writing data, and score general narrative and argumentative essays. (2)
By integrating various dimensions of linguistic features which are emphasized
in Chinese L2 acquisition, the models are both effective and interpretable when
making predictions. The source code of our method is publicly available1.

2 Related Work

2.1 Prompt-Specific vs. Prompt-Independent

Most existing AES methods are built as a prompt-specific style, i.e. training and
testing with prompt-specific data [8,29,31] or relying on prompt-specific fea-
tures [2]. They can sometimes achieve better results than those trained regard-
less of prompts. However, the application of the models are limited to specific
topics and they could not make full use of the data. In addition, it will be costly
and time-consuming to obtain training data each time when a new prompt is
introduced. Two approaches have been developed to improve the situation. One
is to directly use all the data [1], ignoring the differences of the prompts. Another
method is domain adaptation [5,8,24], which could make better use of available
essays in all prompts and make the model robust to the change of prompts.
1 https://github.com/iris2hu/L2C-rater.
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2.2 Interpretability and Feedback

Many success have been achieved by holistic scoring of essays. However, this
method faces challenges in providing effective feedback to the students due to
its poor interpretability, especially for those neural models [1,8,29]. Taghipour
and Ng examine the score variations for three essays after processing each word
by the neural network, and find that the model is able to learn essay length and
essay content [29]. Alikaniotis et al. visualize the “quality” of the word vectors [1].
However, these methods could only give very shallow explanations of the model
behaviors, and are not able to give end user feedback.

A mainstream approach to solve this problem is to score the essays from
different dimensions, such as coherence, argument strength, prompt adherence
and organization [20–23]. Although it can help the students to understand the
shortcomings of their essays, more detailed feedback is still welcome. Woods et al.
developed a model-driven sentence selection approach, which can give students
sentence-level advice in detail [31]. Ke et al. identify a set of attributes that can
explain an argument’s persuasiveness and annotate each argument in corpus
with the values of these attributes [14].

2.3 Automated Essay Scoring of Chinese Essays

The research on Chinese AES has received much less attention compared with
English AES, and lots of work focus on essays of native Chinese speakers. How-
ever, the characteristics of L2 essays are quite different from those by native
speakers [4,33]. A series of works show that linguistic complexity features are
quite effective in measuring the quality of Chinese L2 writing [13,30,32,34].
However, most of these studies only examine their method with a small set
of essays on limited prompts. The effectiveness of these features on large-scale
datasets remains to be discussed, and their roles in AES systems are also wor-
thy of further exploration. Motivated by previous works, this paper proposes a
prompt-independent AES approach for Chinese L2 writing, which integrates a
wide scope of linguistic complexity features to enhance the interpretability of
the models.

3 The Proposed Method

3.1 The Interpretable Representations of Essay Features

We extracted three types of interpretable features to represent the L2 essays,
including linguistic complexity, writing errors and various dimensions of textual
features. We measure the linguistic complexity with consideration of the diver-
sity and sophistication of characters, words, clauses, collocations, dependency
structures and syntactic constructions. Regarding the writing errors, we build
punctuation, character, vocabulary, sentence and discourse level indices. In terms
of textual features, we introduce characters, words, ngrams and part-of-speeches.
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Linguistic Complexity Features. The effectiveness of linguistic complexity
features has been well addressed in predicting the Chinese L2 writing quality
[13,30,33]. In addition, they could provide direct feedback to the users on
accounting of the usages of different linguistic units, which is highly explainable.
Therefore, this paper designs and constructs a comprehensive set of linguistic
complexity measures of Chinese L2 writing. These measures are integrated into
the representations of L2 essays.

It should be noted that when designing the feature set, it is not applicable to
directly transfer the ones that work in English AES or AES systems for Chinese
native speakers to Chinese L2 AES, because Chinese has a lot of language-specific
features that are emphasized in second language acquisition. Hu pointed out that
indices based on language-specific features have stronger predictive power and
higher efficiency in predicting the L2 writing scores [11]. Hence the linguistic
complexity feature set for Chinese L2 AES should take into account both the
language-independent and language-specific features. In this paper, we build 90
linguistic indices of writing quality from the following dimensions. A full list of
the indices and their descriptions can be seen in the Appendix A.

Chinese Characters and Vocabulary. We build four indices in this dimen-
sion, including the number of Chinese characters, the number of Chinese words,
lexical diversity and lexical sophistication. The lexical diversity index is com-
puted as the root type token ratio (RTTR) of words. The lexical sophistication
is built as the ratio of sophisticated words. In this study, we identify the words
of HSK-5 level, HSK-6 level and out of the HSK vocabulary as the sophisticated
words.

Sentences and Clauses. Seven indices are proposed to measure the sentence
and clausal complexity, including the mean length of sentences, the mean length
of clauses, the mean length of T-units, number of clauses per sentence, number
of T-units per sentence, the mean depth of the dependency trees and the max
depth of the dependency trees.

Collocations and Bigrams. We introduce 21 collocation-based indices and
two bigram-based indices in this dimension. First, eight types of collocations
are considered by following Hu and Xiao’s work [12], including Verb-Object
(VO), Subject-Predicate (SP), Adjective-Noun (AN), Adverb-Predicate (AP),
Classifier-Noun (CN), Preposition-Postposition (PP), Preposition-Verb (PV)
and Predicate-Complement (PC), where the former four (VO, SP, AN, AP) are
universal collocation types that exist in different languages, while the later four
(CN, PP, PV, PC) are language-specific types that have been greatly emphasized
in Chinese second language acquisition. Similar to lexical diversity, the colloca-
tion diversity is built as the RTTRs of different types of collocations, including
all the collocations, language-specific collocations, language-independent colloca-
tions, and each type of the collocations, resulting in 11 diversity indices. Besides,
to measure the collocation sophistication, we introduce the ratio of low frequency
collocations and language-specific collocations by following Hu’s work2 [11].
2 https://github.com/iris2hu/Chinese-collocation-complexity.

https://github.com/iris2hu/Chinese-collocation-complexity
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Also, the ratio of each type of collocations is computed. To cover more lan-
guage usages, we implement the bigram diversity and sophistication as well by
considering the bigrams as a specific type of collocations.

Dependency Structures. The eight types of collocations are extracted from
dependency parsing trees with rule-based methods [12]. Although they can well
reflect the important knowledge in Chinese L2 acquisition, there are still two
problems. One is that they only target at a part of the syntactic relations, hence
lacking a whole picture of the syntactic structures. Another is that the colloca-
tion diversity and sophistication are not able to measure the fine-grained phrasal
complexity underlying the structures, e.g. the number and length of the mod-
ifiers. To address the above two questions, this paper proposes 41 dependency
based indices that measure the distance, diversity and ratio of all the dependency
triples. In this work, we use the LTP dependency parser3 and 13 dependency
relations are considered when building the corresponding indices.

Constructions. The acquisition of grammatical constructions is one of the most
important aspects of Chinese L2 teaching and learning [16,28,37]. Both the
standardized language test developers and textbook editors make great efforts
in designing appropriate construction lists for certain levels of learners.

Consider the importance of construction knowledge in Chinese L2 acquisi-
tion, this paper proposes to measure the density and ratio of constructions with
regarding to their levels. Specifically, we employ the construction list from the
General Syllabus of International Chinese Teaching [9] which include 62 con-
structions of five levels. After automatic recognition of the constructions, we
build 15 indices to reflect the density and ratio of different levels of construc-
tions.

Writing Error Features. In addition to the linguistic complexity, the correct-
ness of L2 production also plays an important role in automated essay scoring or
speech rating. Therefore, we adopt five indices of writting errors, i.e. the num-
ber of punctuation errors, Chinese character errors, word level errors, sentence
level errors and discourse level errors with reference to the annotation in HSK
Dynamic Composition Corpus4.

Multi-granularity Text Features. The high correlation between lexical com-
plexity and writing scores has been witnessed in many studies [19,30]. However,
it is still beneficial to further retain the full picture of the textual features.

To represent a text, we extract character, word and part-of-speech unigrams,
bigrams and trigrams as features since they could reflect multi-granularity lan-
guage usages, and could be more explainable than neural representations e.g.
word embeddings. We use the tf–idf weighted representations of these features,
and each essay can be represented as a text vector:

3 https://github.com/HIT-SCIR/ltp.
4 http://hsk.blcu.edu.cn/.

https://github.com/HIT-SCIR/ltp
http://hsk.blcu.edu.cn/
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TextV ec = (tfidf1, tfidf2, ..., tfidfN ) (1)

Where N denotes the total number of unique language units that appear in the
corpora.

For the above linguistic complexity, writing error and multi-granularity text
features, we conduct preliminary experiments to make feature selection and com-
bination. The detailed process will be introduced in the Experiment section.

3.2 The Ordinal Logistic Regression Model

Automated essay scoring is mainly built as classification or regression tasks.
Although the classification models can achieve good results, they treat each score
as an independent category, hence losing the ordering information. While for
linear regression, it may suffer from violations of modeling assumptions because
of the small, discrete, range of possible scores [31].

To address the above questions, this paper proposes to use the Ordinal Logis-
tic Regression (OLR) model in Chinese L2 AES since the OLR method is an
effective classification method for ordinal categories [25]. In the classification
problem with ordinal classes, the loss of mis-predicting a certain category into
different categories should not be the same, e.g. predicting 2 as 3 vs. predicting
2 as 6. The traditional classification loss functions need to be improved to adapt
to this relationship [26]. Woods et al. firstly introduce this method into English
AES study and achieve impressive results [31]. Inspired by their work, this paper
introduces the OLR models into Chinese L2 AES and compares its effectiveness
to multiple classical machine learning and neural baselines.

A practical loss of ordinal classification is threshold-based, which is specif-
ically divided into Immediate-threshold loss and All-threshold loss. The latter,
which we actually use, is more general than the former. All-threshold loss are
represented as (2):

LossAT(z) =
l−1∑

k=1

f (s(k; i) (θk − z)) s(k; i) =
{−1, k < i

+1, k ≥ i
(2)

where z is a specific predicted value, (θi−1, θi) refers to the “correct” segment,
and f(·) could be any kind of loss function for multiclass classification problem.

In this study, we employ a very large feature space, requiring regularization
to alleviate possible over-fitting. The Regularized Logistic Regression (RLR)
minimization objective is defined as

LossRLR =
N∑

i=1

log
(
1 + exp

(−yi · xT
i w

))
+

λ

2
wTw (3)

Defining h(z) := log(1 + exp(z)), bringing h(·) into LossAT (·) as f(·), and
summing LossAT (·) of all training examples, we have the minimization objective
for the All-threshold version of Ordinal Logistic Regression (OLR-AT)
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LossATL =
N∑

i=1

⎡

⎣
yi−1∑

k=1

h
(
θk − xT

i w
)

+
l−1∑

k=yi

h
(
xT
i w − θk

)
⎤

⎦ +
λ

2
wTw (4)

where label k ∈ {1, . . . , l} corresponds to the segment (θk−1, θk). θ0 and θl
denotes −∞ and +∞ respectively. {x1, . . . ,xn} ,xi ∈ R

d are training examples
while {y1, . . . , yn}, yi ∈ {1, . . . , l} are their labels.

4 Experiments

4.1 Dataset and Preprocessing

In the experiments, we use the essay data from HSK Dynamic Composition
Corpus. HSK is a standardized test of Chinese language proficiency for non-
native Chinese speakers. The essays are rated from 40 points to 95 points with
five as an interval, yielding 12 different categories. The mean score is 69.499 and
the Standard Deviation is 10.980. We use the 10277 argumentative and narrative
essays (over 3.7 million Chinese characters) from the corpus to train and test the
AES model. For a reliable evaluation, we conduct 5-fold cross validation. First,
1477 essays are randomly selected as the test set, and the remaining 8800 essays
are split into five groups. Each time four groups are used for training and the left
one is used as the development set, which helps to find the optimal parameters.
Therefore, all the experiments are conducted five times and the average results
on test set is reported.

As the essays in the corpus are manually labeled with different types of
writing errors. After retrieving the writing error indices, we carefully remove
the annotation tags and transform the essays to their original states, i.e. the
original texts written by the test takers. Then we use the method proposed in
Sect. 3.1 to obtain the 90 linguistic complexity indices. For multi-granularity text
representations, we use jieba to conduct word segmentation and POS tagging,
and the TfidfTransformer in scikit-learn to get the feature weights.

4.2 Feature Selection

To examine the predictive power of different types of linguistic complexity and
writing error indices, we conduct step-wise linear regression in each dimension,
and the result can be seen in Table 1. It suggests that all of the six dimensions
of indices could explain the score variances to some extent, where the indices
built upon Chinese characters and vocabulary, collocations and bigrams, and
dependency structures have stronger predictive power than the indices in other
dimensions.
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Table 1. Step-wise regression results in each dimension. The numbers in brack-
ets denote the number of indices entered and remained in the step-wise regression
respectively.

Dimension R R2

Chinese characters and vocabulary (4, 3) 0.648 0.420

Sentences and clauses (7, 4) 0.197 0.039

Collocations and bigrams (23, 8) 0.587 0.345

Dependency structures (41, 16) 0.610 0.372

Constructions (15, 9) 0.248 0.061

Writing Error Features (5, 4) 0.254 0.065

Before building the essay scoring model, we make feature selection of the pro-
posed linguistic indices to avoid multicollinearity problem. For the 90 linguistic
complexity indices, we select 33 indices with the step-wise regression method.
After integrating the five writing error features, the step-wise regression model
yields 31 effective features. In the following experiments, these two feature sets
are used as the ling and ling+err settings. The selected features can be seen
in Appendix A. For the multi-granularity textual features, we examine different
feature combinations in preliminary experiments and find that the combination
of word unigrams and pos features could achieve optimal performance with effi-
cient feature space, thus they are used as the text setting.

4.3 Models, Parameters and Evaluation Metrics

For the text representations, the min term frequency is set to 10. For OLR-AT
model, the penalty coefficient λ is set to 1.0. To make a comparison, we build two
types of baselines in the experiments, including regression-based and tree-based
machine learning models that use the same input features as our OLR method,
and an effective neural AES model introduced by Taghipour and Ng [29] which
extracts features automatically and implicitly.

Linear Regression. Linear Regression (LiR) refers to the process of fitting a
multi-dimensional linear function to all data points as much as possible. Adding
the L1 or the L2 regular term to the cost function yields two variants, i.e. LASSO
and Ridge Regression.

Logistic Regression. Logistic Regression (LoR) is a generalized linear model
for binary classification. In multi-class scenario, it can be implemented with a
One vs. Rest scheme. In our experiment, we set the maximum iteration threshold
to a large value 1000 to ensure that the algorithm converges as much as possible.
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Random Forest Regression. Random Forest (RF) is based on bagging mech-
anism and contains multiple decision trees generated in parallel. Each decision
tree randomly selects a part of the feature vector for training, and the output is
the average results of the trees. In the experiments, the maximum tree depth of
the Random Forest Regression is set to 40.

XGBoost Regression. XGBoost is an improved version of the gradient boost-
ing algorithm GDBT. In the experiments, the maximum tree depth is constrained
to 3, the number of estimators is constrained to 300, the learning rate is set to
0.05, and the gamma is set to 5.

CNN+LSTM. The CNN+LSTM architecture is a classical neural baseline for
English AES task [29]. Here we introduce this model to Chinese L2 AES. We use
300-dim Chinese word vectors5 pre-trained on Sogou news corpus. We train the
network for 20 epochs and the batch size is 32. The training is stopped when the
model does not make further improvement after 1000 batches of training. The
vocabulary size is set as 20000. Other settings align with Taghipour and Ng [29].

Att-BLSTM. The Att-BLSTM architecture was first proposed for relation clas-
sification task [38]. Here we adjust its output from a vector to a scalar so that it
can be used for regression task. The other settings, e.g. the use of word embed-
dings, epochs and batch size, are consistent with those in CNN+LSTM. The
model parameters align with Zhou et al. [38].

There are many metrics that can measure the correlation and consistency
between the outputs of the AES system and the scores of human experts [35]. In
this work we employ three of them: Quadratic Weighted Kappa (QWK), Root
Mean Square Error (RMSE) and Pearson coefficient (Pears.). QWK is widely
adopted for evaluating AES methods [1,27,29,31], RMSE is a standard way
to measure the error of models, while Pearson coefficient could reflect scoring
consistency.

4.4 Results

In the experiments, the machine learning methods use four different feature
sets as described above: ling, ling+err, ling+text and ling+err+text. When
using the combination of linguistic and text features, we concatenate the feature
matrices. The CNN+LSTM and Att-BLSTM baselines employ two settings by
initializing the word vectors randomly or with the pre-trained Sogou embeddings.
Table 2 shows the results of our OLR-AT model and other baselines.

5 https://github.com/Embedding/Chinese-Word-Vectors.

https://github.com/Embedding/Chinese-Word-Vectors
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Table 2. Results of Chinese L2 AES. The bold denotes the best result under the same
feature setting.

Method Mode QWK RMSE Pears. Mode QWK RMSE Pears.

LiR ling 0.640 1.636 0.679 ling+text 0.269 3.576 0.299

ling+err 0.668 1.585 0.702 ling+err+text 0.276 3.557 0.307

LoR ling 0.598 1.813 0.620 ling+text 0.641 1.720 0.663

ling+err 0.640 1.715 0.661 ling+err+text 0.663 1.667 0.681

RFR ling 0.625 1.657 0.668 ling+text 0.652 1.603 0.694

ling+err 0.655 1.601 0.695 ling+err+text 0.667 1.575 0.706

XGBR ling 0.576 1.690 0.652 ling+text 0.587 1.676 0.659

ling+err 0.613 1.625 0.687 ling+err+text 0.621 1.616 0.690

CNN+LSTM Random 0.496 1.845 0.551 Sogou 0.504 1.831 0.560

Att-BLSTM Random 0.520 1.825 0.568 Sogou 0.531 1.812 0.578

OLR-AT ling 0.644 1.650 0.674 ling+text 0.697 1.554 0.718

ling+err 0.666 1.616 0.691 ling+err+text 0.714 1.516 0.734

It can be seen that the OLR-AT model on ling+err+text feature setting
achieves the best performance overall, suggesting the effectiveness of the OLR
model and the use of feature combinations. The different models and feature
settings also yield different results. We make comparisons of them as below.

Feature Settings. The OLR-AT and machine learning methods all integrate
four feature settings. First, ling+err brings consistent improvements to ling
after integrating the error information. This echoes the emphasis on writing error
information in HSK standards [7]. Second, except for Linear Regression (LiR),
all models obtain the best results under ling+err+text. It is worth noting that
the very simple Linear Regression model achieves almost the best results under
ling and ling+err. It indicated that LiR, as a simple, effective and interpretable
model, might be weak in dealing with high-dimension feature space. To solve this
problem, we could introduce parameter regularizations, which will be further
explored in the Discussion section.

Models. From a model point of view, we firstly notice that the neural base-
line CNN+LSTM does not achieve comparable results of OLR-AT and other
machine learning methods, suggesting that it is not applicable to directly trans-
fer the method that work in English to Chinese6. Similarly, the neural model
Att-BLSTM, which performs well in other tasks such as relation classification,
does not obtain competitive results either. It is worth noting that the OLR-
AT model surpasses almost all other models. Also, after adding text features to
ling+err, the performance of OLR-AT improves by 7.2%, compared with 3.6%
of Logistic Regression, 1.8% of Random Forest and 1.3% of XGBoost.

6 According to [29], the CNN+LSTM model achieves a high QWK on the English
ASAP dataset: 0.717 (AES and Rater1) and 0.710 (AES and Rater2). The QWK of
two human raters is 0.754.
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Since the HSK dataset does not release scores of different human raters, we
are not able to compare the Chinese AES results to human performance. As a
reference, the English ASAP (Automated Student Assessment Prize) dataset
reported the average between-rater QWK as 0.7547. Given our best model
(OLR-AT under ling+err+text) achieves a QWK of 0.714, it indicates that
our method could be a solid work for Chinese L2 AES task. Next, we will make
further discussion of the models’ errors and shed some light on future work.
In addition, we will explore the improved Linear Regression model since it is
a simple yet the most explainable model which has the potential to offer users
feedback.

5 Discussion

5.1 Analysis on Confusion Matrix

To illustrate the models’ behaviors, Fig. 1 shows the confusion matrix of the
OLR-AT model under ling+err+text.

Fig. 1. Confusion matrix of OLR-AT results

It can be seen that the darker blocks distributed around the main diagonal,
indicating a high QWK of the model. However, there are still some outliers
deviating from the main diagonal. We manually checked the essays that are
scored too high or too low (±2 classes), and find the errors are mainly due to
the following reasons:
7 ASAP is the most popular dataset in English AES studies, and the dataset can be

downloaded at Kaggle.

https://www.kaggle.com/c/asap-aes
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– For essays with high predicted scores, they typically have a high proficiency
of language uses, but the contents deviate from their prompts, or (for argu-
mentative essays) are lack of organization when expressing opinions. Existing
feature sets and algorithms cannot detect these writing flaws.

– For essays with low predicted scores, we find some rating exceptions by the
human raters, e.g. giving high scores to unfinished essays. Since the length
of the essay is an important feature in our model, the AES scores lower than
the human raters. Therefore, on the whole, the algorithm’s ability to capture
current features is in place, and the evaluation effect is relatively reliable.

From the above analysis, we find that it would be helpful to further introduce
prompt-essay relevance measures, as well as the discourse level indices e.g. cohe-
sion and coherence. We will conduct the research from these aspects in future
work.

5.2 Revisiting Linear Regression: Interpretability and Potential of
Providing Feedback

Why does the result of Linear Regression drop so significantly after introducing
the text representations? We speculate that the reason lies in the high-dimension
and sparse feature space of text representations, which could easily lead to over-
fitting of linear model. To verify this, we implement Linear Regression under
text setting, and compare it with the results of ling+text and ling+err+text
as shown in Table 3. It can be easily seen that the text only setting has a low
performance, and integrating text features to linguistic features does not make
improvements to ling and ling+err settings.

Table 3. The results of Linear Regression with different feature sets.

Mode QWK RMSE Pears.

text 0.207 3.787 0.232

ling+text 0.269 3.576 0.299

ling+err+text 0.276 3.557 0.307

Further, we use one of the variants of linear regression - Ridge Regression,
that is, adding an L2 regular term to the objective function of Linear Regres-
sion. Ridge regression loses unbiasedness in exchange for high numerical stabil-
ity [10]. The results are shown in Table 4. Ridge Regression greatly alleviated the
over-fitting phenomenon. Different from Linear Regression, Ridge makes clear
improvements after integrating text features, surpassing the tree-based methods
even. It is close to OLR-AT in terms of QWK, and even scores slightly bet-
ter than OLR-AT on RMSE and Pearson correlation coefficient. The reason is
that the OLR-AT method focuses on correct classification, while Ridge aims to
minimize the sum of squares of deviations under the constraint of regular terms.
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Table 4. The comparison of Linear Regression and Ridge Regression

Method Mode QWK RMSE Pears. Mode QWK RMSE Pears.

LiR ling 0.640 1.636 0.679 ling+text 0.269 3.576 0.299

ling+err 0.668 1.585 0.702 ling+err+text 0.276 3.557 0.307

Ridge ling 0.636 1.640 0.676 ling+text 0.694 1.538 0.723

ling+err 0.667 1.585 0.702 ling+err+text 0.709 1.510 0.735

The power of Ridge Regression, a simple linear model, inspires us to explore
the interpretation the results and the possibility to provide feedback to L2 stu-
dents. Note that Linear Regression under ling+err setting achieves better per-
formance than that of OLR-AT, indicating that the linear relationship does exist
between low-dimension linguistic features and the writing scores, and the linguis-
tic features explain a large amount of score variances. Thus, studying how linear
model uses linguistic features to score essays helps understand what an excellent
essay should be like in a model perspective. Figure 2 shows 31 box plots of the
selected ling+err features, showing the effect of each feature on essay scores.

Fig. 2. Effect plots of 31 selected features in ling+err setting. We use product of linear
model coefficients and feature values ωixi to convey the effect, where ωi denotes the
coefficient of feature i from the linear model, and xi is the corresponding feature value.
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In addition, we choose three essays of high score (95 points), medium score (65
points), and low score (45 points) respectively and mark their effect value in the
box plot to show how each feature contributes to their final scores. The three
example essays can be seen in Appendix B. From the effects in Fig. 2, we can
clearly see the pros and cons of each essay, and provide corresponding feedback
as below:

– Essay of high score (the green triangle). The student can write a long essay
and use diverse and sophisticated words. In terms of syntactic usages, the
essay employs sufficient syntactic constructions, but the use of language-
specific structures is limited. Considering the correctness, the student can
write Chinese characters with a high accuracy, but there are still some word,
sentence and punctuation errors.

– Essay of medium score (the blue circle). The essay is of medium length and
lexical diversity. The vocabulary used in the essay is relatively simple. From
the syntactic view, the student is able to produce language-specific structures
and idiomatic expressions skillfully. The student can use most words correctly,
but the essay still contains some character, sentence and discourse errors.

– Essay of low score (the red cross). The essay is short with a limited word
and collocation vocabulary, but the student is able to use some sophisticated
words and elementary level constructions. Also, The student can produce
correct and fluent text with relatively few mistakes.

6 Conclusion and Future Work

In this paper, we propose a prompt-independent and interpretable AES method
for Chinese L2 writing. We build explainable representations of both the lin-
guistic and text features, and the threshold-based Ordinal Logistic Regression
model is introduced to our Chinese L2 AES task. The result on OLR-AT model
under ling+err+text setting obtains a high QWK score of 0.714, a low RMSE
of 1.516, and a high Pearson coefficient of 0.734. Further, we find that with
our method and the feature set, the model is explainable and has the potential
to offer users feedback on the writing. This work provides insights and a solid
baseline for AES studies of Chinese L2 writing.

At present, our method has integrated linguistic complexity, writing cor-
rectness and text features of essays. It still needs further study on developing
prompt-essay relevance measures, as well as the discourse level indices e.g. cohe-
sion and coherence. Just as noteworthy, in Table 2, the CNN+LSTM architecture
seems to perform poorly, far inferior to its excellent performance on the English
ASAP dataset. This explains to a certain extent how different the scoring stan-
dards for Chinese L2 essays and those for native English speakers. It should be
pointed out that we are not denying the possibility of applying neural networks
to Chinese L2 AES task. Since CNN+LSTM structure itself is relatively sim-
ple, it cannot fully detect the features that a Chinese L2 AES task needs. As
a model that has not been specially adjusted for the Chinese AES task, Att-
BLSTM’s improvement over CNN+LSTM has shown that neural networks have
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potential to achieve better results. Thus in future work, neural networks with
stronger learning abilities, together with a good interpretation method may play
important roles in this task.

Appendix

A The Linguistic Complexity and Writing Error
Features

We include the detailed list of 90 linguistic complexity and 5 writing error fea-
tures in Table 5. As described in the main paper, the feature selection module
yields two feature sets, i.e. ling (33 indices, denoted as �) and ling+err (31
indices, denoted as ♣).

Table 5. The feature sets in this study.

ID Feature Description

Chinese characters and vocabulary

1 CHAR NUM � ♣ Number of Chinese characters

2 WORD NUM � Number of words

3 LEXICAL RTTR � ♣ Root type token ratio (RTTR) of words

4 LEXICAL SOP2 � ♣ Root ratio of sophisticated words

Sentences and clauses

5 MLS Mean length of sentences

6 MLC � ♣ Mean length of clauses

7 MLTU Mean length of T-units

8 NCPS Number of clauses per sentence

9 NTPS Number of T-units per sentence

10 MEAN TREE DEPTH Mean depth of syntactic trees

11 MAX TREE DEPTH � ♣ Max depth of syntactic trees

Collocations and bigrams

12 COLL RTTR RTTR of all the collocations

13 UNIQUE RTTR RTTR of Chinese unique collocations

14 GENERAL RTTR � RTTR of language-independent collocations

15 UNIQUE RATIO2 � Ratio of Chinese unique collocations

16 LOWFREQ RATIO2 � ♣ Ratio of sophisticated collocations

17 VO RATIO ♣ Ratio of verb-object collocations

18 VO RTTR � RTTR of verb-object collocations

19 SP RATIO ♣ Ratio of subject-predicate collocations

20 SP RTTR � RTTR of subject-predicate collocations

21 AN RATIO Ratio of adjective-noun collocations

22 AN RTTR RTTR of adjective-noun collocations

(continued)
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Table 5. (continued)

ID Feature Description

23 AP RATIO � Ratio of adverb-predicate collocations

24 AP RTTR ♣ RTTR of adverb-predicate collocations

25 CN* RATIO � ♣ Ratio of classifier-noun collocations

26 CN* RTTR � ♣ RTTR of classifier-noun collocations

27 PP* RATIO ♣ Ratio of preposition-postposition collocations

28 PP* RTTR � RTTR of preposition-postposition collocations

29 PV* RATIO Ratio of preposition-verb collocations

30 PV* RTTR � ♣ RTTR of preposition-verb collocations

31 PC* RATIO Ratio of predicate-complement collocations

32 PC* RTTR RTTR of predicate-complement collocations

33 BIGRAM RTTR � RTTR of bigrams

34 BIGRAM SOP2 � Root ratio of sophisticated bigrams

Dependency structures

35 DEP RTTR RTTR of dependency triples

36 DEP SOP2 � ♣ Root ratio of sophisticated dependency triples

37 HED RTTR RTTR of HED dependency triples

38 HED RATIO Ratio of HED dependency triples

39 COO RTTR � ♣ RTTR of COO dependency triples

40 COO RATIO � ♣ Ratio of COO dependency triples

41 SBV RTTR RTTR of SBV dependency triples

42 SBV RATIO � Ratio of SBV dependency triples

43 ADV RTTR RTTR of ADV dependency triples

44 ADV RATIO Ratio of ADV dependency triples

45 ATT RTTR � RTTR of ATT dependency triples

46 ATT RATIO ♣ Ratio of ATT dependency triples

47 VOB RTTR RTTR of VOB dependency triples

48 VOB RATIO � ♣ Ratio of VOB dependency triples

49 FOB RTTR RTTR of FOB dependency triples

50 FOB RATIO Ratio of FOB dependency triples

51 POB RTTR RTTR of POB dependency triples

52 POB RATIO � ♣ Ratio of POB dependency triples

53 IOB RTTR ♣ RTTR of IOB dependency triples

54 IOB RATIO Ratio of IOB dependency triples

55 DBL RTTR ♣ RTTR of DBL dependency triples

56 DBL RATIO � Ratio of DBL dependency triples

57 RAD RTTR RTTR of RAD dependency triples

58 RAD RATIO Ratio of RAD dependency triples

59 CMP RTTR RTTR of CMP dependency triples

60 CMP RATIO Ratio of CMP dependency triples

(continued)
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Table 5. (continued)

ID Feature Description

61 LAD RTTR RTTR of LAD dependency triples

62 LAD RATIO ♣ Ratio of LAD dependency triples

63 COO DIST Mean distance of COO dependency triples

64 SBV DIST Mean distance of SBV dependency triples

65 ADV DIST Mean distance of ADV dependency triples

66 ATT DIST � ♣ Mean distance of ATT dependency triples

67 VOB DIST � ♣ Mean distance of VOB dependency triples

68 FOB DIST Mean distance of FOB dependency triples

69 POB DIST � Mean distance of POB dependency triples

70 IOB DIST � Mean distance of IOB dependency triples

71 DBL DIST Mean distance of DBL dependency triples

72 RAD DIST Mean distance of RAD dependency triples

73 CMP DIST Mean distance of CMP dependency triples

74 LAD DIST Mean distance of LAD dependency triples

75 MEAN DIST Mean distance of all the dependency triples

Constructions

76 CONST DENSITY � ♣ Number of constructions/N char

77 CONST1 RATIO � ♣ Ratio of level-1 constructions

78 CONST1 DENSITY � ♣ Number of level-1 constructions/N char

79 CONST2 RATIO Ratio of level-2 constructions

80 CONST2 DENSITY Number of level-2 constructions/N char

81 CONST3 RATIO Ratio of level-3 constructions

82 CONST3 DENSITY Number of level-3 constructions/N char

83 CONST4 RATIO Ratio of level-4 constructions

84 CONST4 DENSITY Number of level-4 constructions/N char

85 CONST5 RATIO Ratio of level-5 constructions

86 CONST5 DENSITY Number of level-5 constructions/N char

87 CONST LOW RATIO RATIO of low level constructions (level 1–2)

88 CONST HIGH RATIO RATIO of high level constructions (level 4–5)

89 CONST LOW DENSITY Number of low level constructions/N char

90 CONST HIGH DENSITY Number of high level constructions/N char

Writing errors

91 PUNC ERROR NUM ♣ Number of punctuation errors

92 CHAR ERROR NUM ♣ Number of character level errors

93 WORD ERROR NUM ♣ Number of word level errors

94 SENT ERROR NUM ♣ Number of sentence level errors

95 DISCOURSE ERROR NUM Number of discourse level errors
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B The Example Essays

Essay 1 (high, 95 points)

How should we view euthanasia?

Essay 2 (medium, 65 points)

How to solve the generation gap problem?

Essay 3 (high, 45 points)

My opinion on popular songs
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Abstract. In the paper, we present a ‘pre-training ’+‘post-training ’
+‘fine-tuning ’ three-stage paradigm, which is a supplementary frame-
work for the standard ‘pre-training ’+‘fine-tuning ’ language model app-
roach. Furthermore, based on three-stage paradigm, we present a lan-
guage model named PPBERT. Compared with original BERT architec-
ture that is based on the standard two-stage paradigm, we do not fine-
tune pre-trained model directly, but rather post-train it on the domain or
task related dataset first, which helps to better incorporate task-awareness
knowledge and domain-awareness knowledge within pre-trained model,
also from the training dataset reduce bias. Extensive experimental results
indicate that proposed model improves the performance of the baselines
on 24 NLP tasks, which includes eight GLUE benchmarks, eight Super-
GLUE benchmarks, six extractive question answering benchmarks. More
remarkably, our proposed model is a more flexible and pluggable model,
where post-training approach is able to be plugged into other PLMs that
are based on BERT. Extensive ablations further validate the effectiveness
and its state-of-the-art (SOTA) performance. The open source code, pre-
trained models and post-trained models are available publicly.

Keywords: BERT · Pre-training · Post-training · SQuAD · GLUE ·
SuperGLUE

1 Introduction

Recently, the introduction of pre-trained language models (PLMs), including GPT
[18], BERT [3], and ELMo [17], among many others, has achieved tremendous
success to the natural language processing (NLP) research. Typically, the basic
structure of such a model consists of two successive stages, one step during the
pre-training phase and another step during the fine-tuning phase. During the pre-
training phase it pre-trains on unsupervised dataset firstly, then during the fine-
tuning phase it fine-tunes on downstream supervised NLP tasks. Up to now, these
models obtained the best performance on various NLP tasks. Some of the most
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prominent examples are BERT, and BERT based SpanBERT [5], ALBERT [8].
These PLMs are trained on the large unsupervised corpus through some unsuper-
vised training objectives. However, it is not obvious that the model parameters
which is obtained during unsupervised pre-training phase can be well-suited to
support the this kind of transfer learning. Especially during the fine-tuning phase,
for the target NLP task only a small amount of supervised text data is available,
fine-tuning the pre-trained model are potentially brittle. And for the pre-trained
model, supervised fine-tuning requires substantial amounts of task-specific super-
vised training dataset, not always available. For example, in GLUE benchmark
[25], Winograd Schema dataset [9] have only 634 training data, too small for fine-
tuning natural language inference (NLI) task. Moreover, although PLMs, such
BERT, can learn contextualized representations across many NLP tasks (to be
task-agnostic), which leverages PLMs alone still leaves the domain-specific chal-
lenges unresolved (BERT are trained on general domain corpora only, and cap-
ture a general language knowledge from training dataset, but lack domain or task-
specific data severely). For example, in financial domain, they often contain unique
vocabulary information, such as stock, bond type, and the sizes of labeled data are
also very small (even only few hundreds of samples). In the paper, to overcome the
aforementioned issues, we proposed a novel three-stage BERT (called PPBERT)
architecture, in which we add a second stage of training, that is ‘post-training ’,
to improving the original BERT architecture model.

Typically there are two directions to pursue new state-of-art in the post
pre-trained PLMs era. One is to construct novel neural network architecture
model based on PLMs, like BERTserini [26] and BERTCMC [15]. Other app-
roach is to optimize pre-training, like GPT 2.0 [18], MT-DNN [10], SpanBERT
[5], and ALBERT [8]. In the paper, we present another novel method to improve
the PLMs. We present a ‘pre-training ’+‘post-training ’+‘fine-tuning ’ three-
stage paradigm and further present a language model named PPBERT. Com-
pared with original BERT architecture that is based on the standard ‘pre-
training ’+‘fine-tuning ’ PLMs approach, we do not fine-tune pre-trained mod-
els directly, but rather post-train them on the domain or task related train-
ing dataset first, which helps to better incorporate task-awareness knowledge
and domain-awareness knowledge within pre-trained model, also in the training
dataset can reduce bias. More specifically, our framework involves three sequen-
tial stages: pre-training stage using on large-scale corpora (see Subsect. 2.1),
post-training stage using the task or domain related datasets via multi-task con-
tinual learning method (see Subsect. 2.2), and fine-tuning stage using target
datasets, even with little labeled samples or without labeled samples (see Sub-
sect. 2.3). Thus, PPBERT can benefits from the regularization effect since it
leverages cross-domain or cross-task data, which helps model generalize better
with limited data and adapt to new domains or tasks better.

Sum up, on a wide variety of tasks our proposed post-training process out-
performs existing BERT benchmark, and achieved better performance on small
dataset and domain-specific tasks in particular substantially. Specifically, we
compared our model with BERT baselines on GLUE and SuperGLUE bench-
mark tasks and consistently significantly outperform BERT on all of 16 tasks
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(8 GLUE tasks and 8 SuperGLUE tasks), increasing by the GLUE average score
of 87.02, showing an absolute improvement of 2.97 over BERT; showing an abso-
lute improvement of 5.55, pushing the SuperGLUE to 74.55. More remarkably,
our model is a more flexible and pluggable. The post-training appoach can be
straight plugged into other PLMs based on BERT. In our ablation studies, we
plug the post-training strategy into original BERT (i.e., PPBERT) and its vari-
ant, ALBERT (called PPALBERT), respectively. Our approaches advanced the
SOTA results for five popular question answering datasets, surpassing the pre-
vious pre-trained models by at least 1 point in absolute accuracy. Moreover,
through further ablation studies, the best model obtains SOTA results on small
datasets (1/20 training set). All of these clearly demonstrate our proposed three-
stage paradigms exceptional generalization capability via post-training learning.

Fig. 1. An illustration of the architecture for our PPBERT, which is a ‘pre-training ’-
‘post-training ’-then-‘fine-tuning ’ three-stage BERT. Compared with standard BERT
architecture that has the two-stage ‘pre-training ’-then-‘fine-tuning ’, we do not directly
fine-tune pre-trained models, but rather add a second stage of training (called ‘post-
training ’). More specifically, during the pre-training stage, we first on the large-scale
dataset conduct unsupervised pre-training, and then during the post-training stage
post-train pre-trained models on the task or domain related dataset, and last during
the fine-tuning stage conduct fine-tuning on downstream supervised NLP tasks.

2 The Proposed Model: PPBERT

As shown in Fig. 1, the standard BERT is built based on two-stage paradigm
architecture, ‘pre-training ’+‘fine-tuning ’. Compared traditional pre-training
methods, PPBERT does not fine-tune the pre-trained model directly after pre-
training, but rather continues to post-train the pre-trained model on the task or
domain related corpus, helping to reduce bias. During post-training processing
our proposed PPBERT framework can continuously update pre-trained model.
The architecture of our PPBERT architecture is shown in Fig. 1.

2.1 Pre-training

The training procedure of our proposed PPBERT has 2 processing: pre-training
stage and post-training stage. As BERT outperforms most existing models,
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we do not intend to re-implement it but focus on the second training stage: Post-
training. The pre-training processing follows that of the BERT model. We first
use original BERT and further adopt a joint post-training method to enhance
BERT. Thus, our proposed PPBERT is more flexible and pluggable, where post-
training approach is able to be plugged into other language models based on
BERT, such as ALBERT [8], SpanBERT [5], not only applied to original BERT.

2.2 Post-training

Compared with original BERT architecture that has two-stage paradigm, ‘pre-
training ’+‘fine-tuning ’, we do not fine-tune pre-trained model, but rather first
post-train the model on the task or domain related training dataset directly. We
add a second training stage, that is ‘post-training ’ stage, on an intermediate
task before target-task fine-tuning.

Training Details. In the post-training stage, its aims to train the pre-trained
model on the task or domain related annotated data continuously, to learn task
knowledge or domain knowledge from different post-training tasks by keeping
updating the pre-trained model. Thus, it brings a big challenge: How to train
these post-training tasks in a continual way, and more efficiently post-train a
new task without forgetting the knowledge that is learned before.

Inspired by [2,22] and [16], which show Continual Learning can train the
model with several tasks in sequence, but we find that, standard Continual
Learning method trains the model with only one task at each time with the
demerit that it is easy to forget the knowledge previously learned. Also con-
currently, inspired by [10,12] and [4,13], which show Multi-task Learning can
allow the use of different training corpus to train sub-parts of neural networks,
but we find that, although Multi-task Learning could train multiple tasks at the
same time, it is necessary that all customized pre-training tasks are prepared
before the training could proceed. So this method takes as much time as con-
tinual learning does, if not more. So we present a multi-task continual learning
method to tackle with this problem. More specifically, whenever a new post-
training task comes, the multi-task continual learning method first utilizes the
parameters that is previously learned to initialize the model, and then simulta-
neously train the newly-introduced task together with the original tasks, which
will make sure that the learned parameters can encode the knowledge that is
previously learned. More crucially, during post-training we allocate each task K
training iterations, and then further assign these K iterations for each task to
different stages of training. Also concurrently, instead of updating parameters
over a batch, we divide a batch into more sub-batches and accumulate gradi-
ents on those sub-batches before parameter updates, which allows for a smaller
sub-batch to be consumed in each iteration, more conducive to iterating quickly
by using distributed training. As a result, proposed PPBERT can continuously
update pre-trained model using the multi-task continual learning method. So we
can guarantee the efficiency of our post-training without forgetting the knowl-
edge that is previously trained.
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Post-training Datasets. As discussed above, fine-tuning processing has main
challenges, on the target task directly, as follows: i) during the fine-tuning phase,
there is only a small amount of supervised training data, fine-tuning the pre-
trained model are potentially brittle; ii) for the pre-trained model, its super-
vised fine-tuning requires substantial amounts of task-specific supervised train-
ing dataset, limited and indirect, not always available; iii) leveraging BERT
alone leaves the domain or task-specific questions unresolved. To enhance the
performance of pre-trained model, we need to effectively fuse task knowledge
(from related NLP tasks supervised data) or domain knowledge (from related
in-domain supervised data). As a common NLP task, Questions and Answers
(QA), to get the answer based on a question, requires reasoning on facts relevant
to the given question and deep semantic understanding of document. Thus, a
large-scale QA supervised corpus can benefit most NLP tasks. Similarly, NLI task
(a.k.a. RTE) and sentiment analysis (SA) are also two important and basic tasks
for natural language understanding. Eventually, we use QA dataset (CoQA), NLI
dataset (SNLI) and SA dataset (YELP) as post-training datasets. We post-train
our model on CoQA, SNLI and YELP data simultaneously.

In this work, for generality and wide applicability of our proposed PPBERT,
we use only CoQA, SNLI and YELP as post-training datasets. Note that, because
PPBERT adopts the effective multi-task continual learning training method
(Sect. 2.2), its post-training datasets are easily scalable, which is meant to be
combined further with other datasets, including domain specific data.

2.3 Fine-Tuning

In fine-tuning processing, we first initialize PPBERT model with the post-trained
parameters, and then use supervised dataset from specific tasks to further fine-
tune. In general, for each downstream task, after being fine-tuned it has its own
fine-tuned models.

3 Experiments

3.1 Tasks

To evaluate our proposed approach, we use a comprehensive experiment tasks,
as follows:

i) in Sect. 3, eight tasks in the GLUE benchmark [25] and eight tasks in the
SuperGLUE benchmark [24];

ii) in Sect. 4, five question answering tasks, two natural language inference
tasks and two tasks in domain adaptation, financial sentiment analysis and finan-
cial question answering.

We expect that these NLP tasks will benefit from proposed ‘pre-
training ’+‘post-training ’+‘fine-tuning ’ three-stage paradigm particularly.

3.2 Datasets

This subsection briefly describes the datasets.
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GLUE. The General Language Understanding Evaluation (GLUE) benchmark
[25] is a collection of eight datasets to evaluate NLU tasks. GLUE1 consists
of a series of NLP task datasets (See Table 1), including: Corpus of Linguistic
Acceptability (CoLA), Multi-genre Natural Language Inference (MNLI), Rec-
ognizing Textual Entailment (RTE), Quora Question Pairs (QQP), Semantic
Textual Similarity Benchmark (STS-B), Stanford Sentiment Treebank (SST-2),
Question Natural Language Inference (QNLI), Microsoft Research Paraphrase
Corpus (MRPC).

Table 1. Summary of the GLUE benchmark.

Corpus Task #Train #Dev #Test Metrics

CoLA Acceptability 8.5k 1k 1k Matthews corr
STS-B Similarity 7k 1.5k 1.4k Pearson/Spearman corr
QQP Paraphrase 364k 40k 391k Accuracy/F1
MRPC Paraphrase 3.7k 408 1.7k Accuracy/F1
SST-2 Sentiment 67k 872 1.8k Accuracy
QNLI QA/NLI 108k 5.7k 5.7k Accuracy
MNLI NLI 393k 20k 20k Accuracy
RTE NLI 2.5k 276 3k Accuracy
Notes: The details of GLUE benchmark. The #Train, #Dev and #Test
denote the size of the training set, development set and test set of corre-
sponding corpus respectively.

SuperGLUE. Similar to GLUE, the SuperGLUE benchmark [24] is a new
benchmark that is more difficult language understanding task datasets2, includ-
ing: BoolQ, CommitmentBank (CB), Choice of Plausible Alternatives (COPA),
Multi-Sentence Reading Comprehension (MultiRC), Reading Comprehension
with Commonsense Reasoning (ReCoRD), Recognizing Textual Entailment
(RTE), Words in Context (WiC), Winograd Schema Challenge (WSC).

SQuAD. The Stanford Question Answering Dataset (SQuAD) is one of the
most popular machine reading comprehension challenges datasets. SQuAD is
a typical extractive machine reading comprehension task, including a question
and a paragraph of context. Its aim is to give a text span extracted from the
document based on the given question. SQuAD consists of two versions: SQuAD
[20] (in this version, the provided document always contains an final answer)
and SQuAD v2.0 [19] (in this version, some questions are not answered from the
provided document).
1 https://gluebenchmark.com/.
2 https://super.gluebenchmark.com/.

https://gluebenchmark.com/
https://super.gluebenchmark.com/
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Financial Datasets. To better demonstrate the generality of our post-training
approach, we further perform domain adaptation experiments on two financial
tasks, FiQA sentiment analysis (SA) dataset and FiQA question answering (QA)
dataset. As part of the companion proceedings for WWW’18 conference, [14]
released two very small financial datasets (FiQA).

Additional Benchmarks. As shown in Table 6, we present additional datasets
for extractive question answering tasks, including RACE [7], NewsQA [23],
TrivaQA [6], HotpotQA [28]. More details are provided in the supplementary
materials.

Table 2. The overall performance of PPBERT and the comparison against BERT
models on GLUE benchmark.

BASE model LARGE model
Test Set Dev Set Test Set

Task Human Perf. BERT† PPBERT‡ BERT† PPBERT‡ BERT† PPBERT‡

CoLA 66.4 52.1 52.3 60.6 61.3 60.5 61.1
SST-2 97.8 93.5 94.6 93.2 95.7 94.9 95.7
MRPC 86.3/80.8 84.8/88.9 85.7/89.2 88.0 89.6 85.4/89.3 87.2/90.2
STS-B 92.7/92.6 87.1/85.8 87.6/86.5 90.0 91.3 87.6/86.5 90.5/89.8
QQP 59.5/80.4 89.2/71.2 88.8/73.0 91.3 92.2 89.3/72.1 90.6/73.9
MNLI 92.0/92.8 84.6/83.4 85.9/85.1 86.6 88.7 86.7/85.9 88.3/88.4
QNLI 91.2 90.5 92.2 92.3 93.8 92.7 93.7
RTE 93.6 66.4 72.3 70.4 84.2 70.1 80.3
(Avg) 85.94 80.00 81.53 (1.53 ↑) 84.05 87.02 (2.97 ↑) 82.45 85.03 (2.58 ↑)

Notes: The results on GLUE benchmark [25], where the results on test set are
scored by the GLUE evaluation server and the results on dev set are the median
of three experimental results. The metrics for these tasks are shown in Table 1.
Purple-colored texts indicate the results on par with or pass human performance.
‡ indicates our proposed model. † indicates original model BERT [3].

Table 3. Results on SuperGLUE benchmark.

Single Model BoolQ CB COPA MultiRC ReCoRD RTE WiC WSC (Avg)
Human Perf.§ 89.0 95.8/98.9 100.0 81.8/51.9 91.7/91.3 93.6 80.0 100.0 89.79
BERT§ 77.4 75.7/83.6 70.6 70.0/24.1 72.0/71.3 71.7 69.6 64.4 69.00
PPBERT (ours) 80.3 81.4/86.9 74.2 76.5/40.7 78.7/77.5 77.4 72.9 68.7 74.55

Notes: All results are based on a 24-layer architecture (LARGE model).
PPBERT results on the development set are a median over three runs. Model
references: §: ([24]).
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3.3 Experimental Results

We evaluate the proposed PPBERT on two popular NLU benchmarks: GLUE
and SuperGLUE. We compare PPBERT with standard BERT model and demon-
strate the effectiveness of with ‘post-training ’.

GLUE Results. We evaluated performance on GLUE benchmark, with the
large models and the base models of each approach. We reports the results of
each method on the development dataset and test dataset. The detailed exper-
imental results on GLUE are presented in Table 2. As illustrated in the BASE
models columns of Table 2, PPBERTBASE achieves an average score of 81.53,
and outperforms standard BERTBASE on all of the 8 tasks. As shown, in test
dataset parts of LARGE models sections in Table 2, PPBERTLARGE outperform
BERTLARGE on all of the 8 tasks and achieves an average score of 85.03. We
also observe similar results in the dev set column, achieveing an average score
of 87.02 on the dev set, a 2.97 improvement over BERTLARGE. From this data
we can see that PPBERTLARGE matched or even outperformed human level.

SuperGLUE Results. Table 3 shows the performances on 8 SuperGLUE tasks.
As shown in Table 3, it is apparent that PPBERT outperforms BERT on 8 tasks
significantly. The main gains from PPBERT are in the MultiRC (+6.5) and in
ReCoRD (+6.7), both accounting for the rise in PPBERT’s GLUE score. Also,
as Table 3 shows, there is a huge gap between human performance (89.79) and
the performance of PPBERT (74.55).

Overall Trends. Table 2 and Table 3 respectively show our results on GLUE
and SuperGLUE with and without ‘post-training ’. As shown, we compare pro-
posed method to standard BERT benchmarks on 16 baseline tasks, and find
on every task our proposed PPBERT outperforms BERT. Since in pre-training
phase PPBERT has the same architecture and pre-training objective as standard
BERT, the main gain is attributed to ‘post-training ’ in post-training phase.
If we consider the gains, especially PPBERT is better at natural language infer-
ence and question answering tasks, and is not good at syntax-oriented task. In
GLUE benchmark (we also observe similar results in SuperGLUE), for example,
i) for the question answering tasks (QNLI, MultiRC, ReCoRD) and the natu-
ral language inference tasks (MNLI and RTE), we achieves significant accuracy
gain of at least 1 point improvement. ii) for sentiment task (SST-2), although
we observe a smaller gain (+0.8), it is mainly because the accuracy has been
already high, a reasonable score (obtained a accuracy score of 95.7); iii) for
simple sentence task, we observe the smallest gain (+0.2) on all tasks in the
syntax-oriented (CoLA) task. Besides, this mirrors results also reported in [1],
who show that few pre-training tasks other than language modeling offer any
advantage for CoLA. iv) for MRPC and RTE tasks, as shown in Table 2 and
Table 3, what is interesting in the results is that we find consistent improvements
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after post-training This reveals that the learned PPBERT representation by ‘pre-
training ’+‘post-training ’ allows much more effective domain adaptation than
the BERT representation by ‘pre-training ’ only.

4 Ablation Study and Analyses

4.1 Cooperation with Other Pre-trained LMs

Our proposed PPBERT is a more flexible and pluggable, where post-training
approach can be plugged into other PLMs based on BERT, not only applied
to original BERT model. We further validate the performance of PPBERT
when ‘post-training ’ appoach on different pre-trained LMs. We compare post-
training by plugging it into original BERT (i.e., PPBERT) and and its variant,
ALBERT (called PPALBERT) pre-trained LMs, respectively. Also, we further
post-train the most recent proposed PPALBERT with one additional QA dataset
(SearchQA), and call it PPALBERTLARGE-QA.

Comparisons to SOTA Models. We evaluate our models on the popular
SQuAD benchmark (Sect. 3.2). Performance of each model is evaluated on the
two standard metric values: F1 score and exact match (EM) score. F1 score
measures the precision and recall, and less strict than then EM score. EM score
measures whether the model output exactly matches the ground answers.

Table 4. Comparison with state-of-the-art results on the Dev set of SQuAD.

SQuAD1.1 SQuAD2.0
Single Model EM/F1 EM/F1
Human Perf. 82.3/91.2 86.8/89.5
ALBERTBASE [8] 82.1/89.3 76.1/79.1
BERTLARGE [3] 84.1/90.9 79.0/81.8
XLNetLARGE [27] 89.0/94.5 86.1/88.8
RoBERTaLARGE [11] 88.9/94.6 86.5/89.4
ALBERTLARGE [8] 89.3/94.8 87.4/90.2
PPBERTLARGE (ours) 85.2/92.1 82.2/84.8
PPALBERTLARGE (ours) 89.6/95.0 87.6/90.4
PPALBERTLARGE-QA (ours) 89.7/95.1 87.7/90.5

Notes: Results on SQuAD 1.1/2.0 development dataset.
Best scores are in bold texts, and the previous best scores
are underlined.
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Table 4 details performance gains when exploiting each of the three post-
trained LMs on SQuAD datasets (two versions, respectively). As shown in
Table 4, on the SQuAD dev dataset (version 1.1), compared with BERT base-
line, adding post-training stage improves the EM by 1.1 points (84.1→85.2),
and F1 1.2 points (90.9→92.1). Similarly, PPALBERTLARGE also outperforms
ALBERTLARGE baseline, by 0.3 EM and 0.2 F1. Especially, PPALBERTLARGE-
QA using further post-training relatively improves 0.1 EM and 0.1 F1 over PPAL-
BERTLARGE, respectively. We also observe similar results on SQuAD v2.0 devel-
opment set. The most recent proposed PPALBERT sets a new state-of-the-art,
achieving 87.7 EM and 90.5 F1.

Performance on Other QA and NLI Tasks. Furthermore, extensive exper-
iments on six NLP tasks about semantic relationship are conducted, including
two natural language inference benchmarks (QNLI and MNLI-m, both from
GLUE), and four extractive question answering benchmarks (TriviaQA, RACE,
HotpotQA and NewsQA). All benchmarks except RACE, we use the same fine-
tuning method as SQuAD. Different from others, RACE is a multiple-choice
QA dataset. The experimental results for PPALBERT are shown in Table 5. As
depicted in Table 5, both PPALBERTLARGE and PPALBERTLARGE-QA achieve
state-of-the-art accuracy across all settings. Overall, as expected, only utilizing
‘pre-training ’ is inferior to our proposed ‘pre-training ’-then-‘post-training ’
method. The experimental results (Sect. 4.1 and Sect. 4.1) described above, indi-
cate that our two stage training paradigm is very flexible, and proposed post-
training appoach could be easily plugged into other PLMs. More remarkably, we
achieve new SOTA performances on existing baselines.

Table 5. Performance on six QA and NLI tasks.

Single Model NewsQA TrivaQA HotpotQA RACE QNLI MNLI-m

BERTLARGE
† 68.8 77.5 78.3 72.0 92.3 86.6

SpanBERTLARGE
† 73.6 83.6 83.0 - 93.3 87.0

RoBERTaLARGE
‡ - - - 83.2 94.7 90.2

ALBERTLARGE
§ - - - 86.5 95.2 90.4

PPALBERTLARGE (ours) 74.6 84.3 83.4 86.7 95.6 90.7
PPALBERTLARGE-QA (ours) 74.8 84.5 83.5 86.8 95.9 90.9

Notes: The details of NewsQA, TrivaQA, HotpotQA and RACE are shown in
Table 6. QNLI and MNLI-m are from GLUE. Model references: †: ([5]), ‡: ([11]),
§: ([8]).
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Table 6. The details of QA datasets.

Dataset Lang. #Query #Documents Query Documents Answer type

SQuAD 1.1† EN 100K 536 CS Wiki Span of words
SQuAD 2.0‡ EN 150K 500 CS Wiki Span of words
NewsQA [23] EN 100K 10K CS CNN Span of words
HotpotQA [28] EN 78K 113k CS Wiki Span/substring of words
TrivaQA [6] EN 40K 660K TW Wiki./Web doc Span/substring of words
RACE [7] EN 870K 50K EE EE Multiple-choice
CoQA [21] EN 127K 8K CS QA Dialog Span/substring of words
Notes: CS denotes Crowdsourced. TW denotes Trivia websites. EE denotes
English exam. Model references: †: ([20]), ‡: ([19]).

5 Conclusion

In the paper, we present a ‘pre-training ’+‘post-training ’+‘fine-tuning ’
three-stage paradigm and a language model named PPBERT based on the
three-stage paradigm, which is a supplementary framework for the standard
‘pre-training ’+‘fine-tuning ’ two-stage architecture. Our proposed three-stage
paradigm helps to incorporate task-awareness knowledge and domain knowledge
within pre-trained model, also reduce the bias in the training corpus. PPBERT
can benefits from the regularization effect since it leverages cross-domain or
cross-task data, which helps model generalize better with limited data and adapt
to new domains or tasks better. With the latest PLMs as baseline and encoder
backbone, PPBERT is evaluated on 24 well-known benchmarks, which outper-
formS strong baseline models and obtains new SOTA results. We hope this work
can encourage further research into the language models training, and the future
works involve the choice of other transfer learning sources such as CV etc.
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