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Editor’s Note

The impact of information technologies is creating a new world yet not fully
understood. The extent and speed of economic, life style and social changes already
perceived in everyday life is hard to estimate without understanding the technolog-
ical driving forces behind it. This series presents contributed volumes featuring the
latest research and development in the various information engineering technologies
that play a key role in this process.

The range of topics, focusing primarily on communications and computing
engineering include, but are not limited to, wireless networks; mobile communica-
tion; design and learning; gaming; interaction; e-health and pervasive healthcare;
energy management; smart grids; internet of things; cognitive radio networks;
computation; cloud computing; ubiquitous connectivity, and in mode general
smart living, smart cities, Internet of Things and more. The series publishes a
combination of expanded papers selected from hosted and sponsored European
Alliance for Innovation (EAI) conferences that present cutting edge, global research
as well as provide new perspectives on traditional related engineering fields.
This content, complemented with open calls for contribution of book titles and
individual chapters, together maintain Springer’s and EAI’s high standards of
academic excellence. The audience for the books consists of researchers, industry
professionals, advanced level students as well as practitioners in related fields
of activity include information and communication specialists, security experts,
economists, urban planners, doctors, and in general representatives in all those
walks of life affected ad contributing to the information revolution.

Indexing: This series is indexed in Scopus, Ei Compendex, and zbMATH

About EAI

EAI is a grassroots member organization initiated through cooperation between
businesses, public, private and government organizations to address the global
challenges of Europe’s future competitiveness and link the European Research
community with its counterparts around the globe. EAI reaches out to hundreds of
thousands of individual subscribers on all continents and collaborates with an
institutional member base including Fortune 500 companies, government
organizations, and educational institutions, provide a free research and innovation
platform.

Through its open free membership model EAI promotes a new research and
innovation culture based on collaboration, connectivity and recognition of excel-
lence by community.
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Preface

In the last decade, wireless sensor networks (WSNs) have covered an extensive
range of applications in various areas, such as smart healthcare, smart industry,
cloud-based applications, smart home scenarios, smart monitoring, and many other
domains. The Internet of Things (IoT) has ensured the smart life via communica-
tions among objects, people, and devices. However when WSNs became the integral
part of the Internet, the careful investigation of the design challenges in this area
raised the new research directions.

The Internet of things (IoT) has changed the living scenarios in various ways. It
has introduced connectivity among various objects such as transportation vehicles,
portable devices, human beings, and buildings. It has changed the way of working
by making cities smart, where data is available in the cloud. By due time, trillions
of devices will be connected and all things/objects will be able to communicate
remotely. IoT is being supported in both public and private networks where
machine learning plays a huge role. Many research projects are being sanctioned
by governments in India and other countries in the machine learning processes on
IoT-WSN. In the upcoming times, this domain will have huge impact on society.
Remote communication with the help of sensors and connectivity through IoT with
ML analysis will become an integral part of daily activities.

Various categories of applications along with driving forces of the smart city
phenomenon have increased the concerns of researchers. The contributing authors
are expected to provide the insights into technologies used in IoT and WSN with
data mining/machine learning. Smart cities framework is a people-centric system
which revolves around real time applications and infrastructures. It requires the
close integration of cyber and physical components for monitoring, understanding,
and controlling the smart environment.

The editors have investigated in a top-down manner the driving forces in smart
cities, by incorporating principal factors including “smart monitoring,” “public
protection and strategic concerns,” and “science, technology, and Innovation.”
Important areas and issues with roadblocks to implementation, use case scenarios,
novel ideas and opportunities, and other factors leading to the development of
practical scenarios for smart monitoring are discussed. The book has also focused
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on new algorithms, architectures, and platforms which can accelerate the growth
of smart city concepts. Moreover, it has detailed about the set of real-world
applications and case studies related to specific smart city infrastructures, huge
data management, and prediction techniques by machine learning with privacy and
security issues.

Rajpura, Punjab, India Shalli Rani
Folsom, CA, USA Vyasa Sai

Coimbatore, India R. Maheswar



Acknowledgment

First and foremost, I would like to thank my husband Shvet Jain for standing beside
me throughout my research career so far and editing this book. He has been my
motivation for continuing to improve my knowledge and move forward in my career.
He is my lifetime achievement, and I dedicate this book of mine to him.

Moreover, without the prayers and best wishes of my parents, my sister, and my
two sons, all of my achievements so far and forever would never be possible.

Here, I am also thankful to the Springer Editorial Team and my co-editors:
Dr. Vyasa Sai and Dr. R.Maheswar, who really helped me in every aspect in
the preparation of this book. Their prompt response and care to the literature
and contribution is remarkable and sensational. They are great and responsible
researchers indeed.

I would also like to thank each and every one behind the completion of this book,
especially my co-editors, who actually helped a lot, and without their quick and
efficient efforts, it would not be possible to get our book published. They motivated
and gave me this platform to go ahead.

Last but not least, my gratitude is due to my inspiration, Dr. Archana Mantri,
Vice Chancellor, Chitkara University, Punjab, for her trust in me and for making
me confident that I can put efforts to get success in each and every field.

vii



Contents

Protocol Design for Earthquake Alert and Evacuation
inSmartBuildings ...................
P. Sivakumar, R. S. Sandhya Devi, M. Ashwin, M. M. Rajan Singaravel,
and A. D. Buvanesswaran

Impact of the Internet of Things and Clinical Decision Support

System in Healthcare ........... ... ... i
Naveen Kumar, Rajesh Kumar Kaushal, Surya Narayan Panda,

and Shanu Bhardwaj

Smart Healthcare Support Using Data Mining and Machine Learning ...
Theodora Chatzinikolaou, Eleni Vogiatzi, Anestis Kousis,
and Christos Tjortjis

Window Functions for Phasor Signal Processing of Wide-Area
Measurement in Smart Grid Internet of Things Communications.........
Mohammad Kamrul Hasan, Musse Mohamud Ahmed, Shayla Islam,

Imran Memon, Riaz Ahmed Shaikh, and Hidayatullah Shaikh

Facens Smart Campus Integrated Dashboard: A Use Case

Applied for Energy Efficiency ......................ii
Roberto Silva Netto, Lester de Abreu Faria, Johannes Von Lochter,
Emerson Roseiro Filho, and Guilhardo Augusto de Azevedo Rodrigues

Cloud Internet of Things in Medical and Smart Healthcare Applications
Shayla Islam, Mohammad Kamrul Hasan, Ahmad Fadzil Ismail,
and Imran Memon

Tornado Forecast Visualization for Effective Rescue Planning .............
Abhinav Dayal, Sumit Gupta, Sreenu Ponnada, and D. Jude Hemanth

Situational Awareness for Law Enforcement and Public Safety
Agencies Operating in Smart Cities — Part 1: Technologies .................
Daniel Minoli, Andrzej Koltun, and Benedict Occhiogrosso

27

89

ix



X Contents

Situational Awareness for Law Enforcement and Public Safety
Agencies Operating in Smart Cities — Part 2: Platforms .................... 139
Daniel Minoli, Andrzej Koltun, and Benedict Occhiogrosso

A Wireless Sensor Architecture for Efficient Water Quality
Measurement and Monitoring Using the IoT ................................. 163
N. Kavitha and P. Madhumathy

Design of a WSN Platform for Internet of Things Applications ............ 183
P. Madhumathy and Shweta Babu Prasad

Performance Analysis of Modulation Techniques over a Smart

City Optical Communication Channel Under Weak Atmospheric

Turbulence ... ... i 195
Sazid Hasan, Md Musfiqul Islam, Firoz Ahmed, S. M. Mustahsin Saabit,

Nazmus Shaker Nafi, Mohammad Kamrul Hasan, Shayla Islam,

and Imran Memon

Toward Secure Cyber Infrastructure for Smart Cities:
Learning-Based Intelligent Solutions .............................o 215
Shafkat Islam, Arpan Bhattacharjee, and Shahriar Badsha

Utilizing ICN Caching for IoT Big Data Management in
WSN-Based Vehicular Networks ......................... 225
Divya Gupta, Shalli Rani, and Syed Hassan Ahmed Shah

Integration of WSN and IoT: Its Applications and Technologies ........... 243
Roopali Dogra, Himanshi Babbar, and Shalli Rani

Choice-Based Recreation Facility for Smart Cities........................... 257
Ramalatha Marimuthu, Bindu A. Thomas, Namratha DCruz,

and Aawatif Hayar



Protocol Design for Earthquake Alert )
and Evacuation in Smart Buildings ik

P. Sivakumar, R. S. Sandhya Devi, M. Ashwin, M. M. Rajan Singaravel,
and A. D. Buvanesswaran

1 Introduction

Smart building is a major requirement when we want to make a city smart. Smart
building provides reduced energy consumption and better resource management,
saves life during a disaster, increases productivity etc. As the natural calamities
nowadays are unpredictable due to climate changes, global warming etc., the
buildings have to be smart enough to predict, warn before a disaster and provide
safety and recovery measures after a disaster. Disasters could be floods, earthquakes
etc. In specific earthquake poses a great threat for the lives inside a building. Here,
we will discuss about the role of 10T in disaster management from various research
papers and a protocol design for earthquake management in smart buildings.
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2 Related Works

Early detection of a natural disaster is a challenging one, and researches are being
carried out in this area. Early detection helps us to take safety measures as early as
possible. The process of earthquake detection and alerting is discussed in detail in
paper [1]. Event detection in natural disaster is discussed in paper [2]. Earthquake
damage intensity scaling system based on Raspberry Pi [3] and Arduino Uno is
clearly discussed using hardware in paper [4]. There are many works associated
with the detection of earthquakes and alerting the concerned. There is also a
need for automation in how to trigger safety measures as early as possible after
a potentially dangerous earthquake is anticipated [5]. These safety measures are
equally important as early detection for saving lives. For detection we use IoT
platform for communicating the Richter scale reading to the concerned authority
[6]. MQTT protocol is extensively used for this application. For carrying out safety
measures, we use a microcontroller locally connected with the sensors and actuators
[7]. SEWAS (Seismic Early Warning Alert System) is a software which will alert
the people in an area about an earthquake as early as possible, so that people can
prepare to face the situation and safeguard themselves [8]. Process chart of SEWAS
is shown in Fig. 1.

3 Role of IoT in Disaster Management

Managing a disaster is the main part in implementing smart city, as the risk caused
by a disaster is unpredictable [9]. Technological advancement is implemented more
in other areas of IoT when compared to handling emergency situations. These
advancements should be properly implemented after performing research in areas
of disaster management. The IoT plays a major role in the step-by-step rescue
operations starting from warning to the aftermath of a disaster [10]. Figure 2 shows
the disaster management scheme for reducing the risk of disaster.

A disaster causes a catastrophic effect in the normal life. All the processes get
affected, which leads to tremendous loss of life and materials. Disaster management
is one of the challenging tasks for the government because the intensity cannot be
predicted beforehand. Even though we have technologies for predicting and taking

Alert Information

Event Decision

Real Ti - Magnitude Detection - Drigin Time
a1 Time. Processing Event Location - Epicenter
Wavee Station report log - Magnitude

- Estimated 5- Wave

Arrival )Eq@

Fig. 1 Process chart of SEWAS
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Fig. 2 Disaster management scheme for reducing the risk of disaster [10]

precautionary measures, the aftermath decides the recovery process. We can provide
a step-by-step procedure to be followed during a disaster; we can call it as disaster
management life cycle. The disaster management starts from preparedness after
considering the risk of the terrain and height of buildings to recovering from the
disaster [11].

The development of internet of things (IoT) technology makes it feasible for
engaging with the headquarters and communicating with the people. Starting from
the preparedness to emergency response, IoT plays a major role. Data handling is
the main part of using IoT in any application starting from healthcare to on-road
assistance in automotive. How this data is handled also differs from application to
application. If we take on-road assistance period transfer of diagnostic data from the
car to the cloud takes place, whereas healthcare is a critical application, so it should
be error-free. Periodicity is important in data handling. Second thing is security; the
data should be encrypted while transferring so that the data does not get corrupted
in the transit and also interpreted by any middle man. Other factors include storing
of data without data loss, accuracy etc. UDA-IoT is a technology which is used
for information handling in these types of applications. This technology is used to
boost the accessibility of IoT data. As we have said, encrypting the data, collecting
it, interpretation and decision-making should be done appropriately [10].

The National Disaster Management Authority (NMDA) is a statistical body
formed by the Home Ministry to manage the man-made and natural disasters in the
country as a whole. This body also co-ordinates with the state body in managing
a disaster. India is prone to more disasters, both man-made and natural — 58.6
% of the area is vulnerable to earthquakes of medium to high intensity; over
40 million hectares (12 % of land) is vulnerable to erosions and floods; in the
7,516 km coastal area, near to 5,700 km is vulnerable to tsunami and cyclone;
68 % of the fertile area is vulnerable to drought, and steep places are vulnerable



4 P. Sivakumar et al.

to avalanches and landslides. Also, India is vulnerable to terrorist attack, where
biological and chemical weapons are used as a means of destruction. We are in a
position to consider this as a disaster also. The NDMA, as the apex body, has the
responsibility of framing policies and guidelines in managing a disaster, directing
the state government on how to be prepared and providing them necessary support
in times of disaster. Towards this, it has the following responsibilities:

* Drafting policies in disaster management area

* Approving the national plan on disaster management

* Approving plans prepared by the departments of the government

* Laying guidelines to be followed by the state plan on disaster management

* Laying frameworks to be followed by the departments of the Government of
India in terms of disaster management and mitigation plans and also supporting
the development of safety infrastructures which minimises the effect of the
disaster

The Red Cross and Red Crescent Movement is a global humanitarian network
of 80 million people which helps those facing disaster and health and social
problems [1]. Mankind, unprejudiced nature, unbiasedness, autonomy, intentional
help, solidarity and comprehensiveness: these seven fundamental principles give
a moral, operational and institutional system to be crafted by the Red Cross and
Red Crescent Movement. They are at the centre of its way to deal with helping
individuals deprived during intentional clash, catastrophic events and different
crises. It consists of:

(a) Committee of the Red Cross
(b) Federation of the Red Cross and Red Crescent Societies
(c¢) National Red Cross and Red Crescent Societies

Although we have various authorities for managing a disaster, issue comes
when they are not properly co-ordinated. This affects the preparedness and timely
response. Wherever there is force, managing the force firstly is important. Only
then that they can be properly deployed in needed areas. These are the areas where
missing the time is like doing nothing.

Figure 3 gives the areas to be concentrated upon when a disaster is occurring and
a step-by-step procedure for managing a disaster:

(i) Mobilizing the response team.
(i1) Alerting the medical team.
(iii) Rescue services.
(iv) Alerting the occupants and nearby people.
(v) Making the relief materials ready.
(vi) Rehabilitation and temporary stay should be arranged.
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Fig. 3 Areas to be
concentrated when a disaster
is occurring [10]
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3.1 IoT in Management

As we have seen already, constituting an authority or force is the first step process,
but that is not sufficient. Co-ordination among them and with the public makes
the response an effective one. For co-ordination among them, we are using IoT
techniques. Figure 4 gives a co-ordinating strategy from the control station and
the rescue personnel. Whenever it comes to managing something, there should
be a control in the centre, which acts as a decision-making body and gives
instructions. These instructions have utmost power, and the underlying bodies
should act accordingly. If control is given to all the sub-sections, then there will
be chaos, and efficiency will be drastically reduced. All the units should report to
the control station then and there and get the approval.

For disaster management, there should be a proper managing structure. First
and foremost, awareness about disasters should be created among the people and
how they should respond and safeguard themselves when a disaster occurs. Then
comes the early warning: a disaster should be priorly predicted, and it should
be communicated with the stakeholders as soon as possible. This helps them to
be prepared for early evacuation and staying safe. After this, when a disaster
is about to occur, stakeholders should be alerted through loud speakers, mobile
phones etc., simultaneously alerting the rescue team, medical team, and ambulances
and regulating the traffic in the affected area. Food should be arranged as a first
priority for the affected people, followed by sanitation facilities with proper hygiene.
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Fig. 4 Bidirectional communication model between the control centre and various departments
functioning with disaster management [10]

These rehabilitations should be properly equipped with sufficient resources until the
situation turns normal. During this time the control centre should be prepared for
reducing the risk caused by the disaster by proper techniques and safeguarding the
people quickly. Risk reduction is the main thing to be done in managing a disaster.
Relief centres should be made ready correspondingly, to provide a safe stay for the
affected people. Police personnel and rescue team should properly communicate
with the control centre for updating the status and getting the efficient evacuation
plan. Media personnel should be given proper update to let the people know about
the status of the disaster. This is how a disaster should be properly communicated
and responded by co-ordinating with the control centre. Figure 5 shows the flow of
events that are arranged on their priority of occurrence when a disaster occurs.
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Fig. 5 Flow of events that
are arranged on their priority
of occurrence when a disaster
occurs [10] l
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4 IoT Architecture for Disaster Management

IoT architecture should be effective enough to handle a disaster, as any man-made
technique cannot stop a natural disaster from happening. But it can reduce it with
proper strategy; this is based in the architecture with which the disaster is handled.
Figure 6 shows the architecture for disaster management.

Let us take the model for recognition of fire in dense forest: sensors will be
fixed on trees which will take readings and alert once a fire has broken out or
if there is a vigorous danger, for example, temperature, dampness, gas emissions
and CO levels. In the event that there is a change in the threshold, early warning,
frameworks to alert the local people and their co-operation should be sought to
overcome this. The firemen once they arrive should have definite data with respect
to the circumstance and reason for the happenings. Distinctive IoT applications are
being produced for different types of applications: microwave sensors, which will be
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Fig. 6 Architecture for disaster management [11]

utilized to quantify earth movements previously and through tremors, for instance,
infrared sensors which will sense the floods and mobility of people. The enormous
usage of IoT-empowered gadgets by the people (regularly battery controlled and
prepared to work and communicate remotely) might get favourable support in terms
of information sharing and organizing the strength. IoT gadgets may pose some
restricted communication problems (e.g. crisis small-scale message conveyance)
just on the off chance that the standard communication technique is unavailable.
To be prepared for basic disasters like avalanches and floods, sensors takes care of
data transfer with respect to climate, traffic, police and clinical administrations in
proper time. The evacuation procedures and isolation of the area help to speed up
the recovery process. A climate and explanation program will anticipate crises 2
days before at least. In the event that such crisis occurs, people and networks are
alarmed through online media, standard media channels and SMS. In high-hazard
territories, alarms likewise are utilized to empty the disaster location.

5 Proposed Architecture for Earthquake Detection
and Evacuation

Figure 7 is the proposed architecture for earthquake detection and evacuation.
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5.1 Earthquake Detection

Earthquake affects high-rise building tremendously. So, earlier detection in those
buildings saves life.

Such natural disasters deleteriously affect the environment, lives of human, etc.
which indirectly affect the economy of the country [12]. Identifying earthquakes
from background noise and obtaining reliable P-wave first arrival are key technology
in earthquake early warning [13]. We have to have sensors in vulnerable points
where earthquake may be first detected. This sensor node acts as a node for sensing
or may be an embedded system which plays decision-making role also. The control
centre will then receive similar data from different sensor systems placed at various
locations, and by using the received data from at least three sensor systems, it could
locate more accurate location of earthquake in real time [14]. Here, we use IoT
platform for earthquake detection, so we will go with sensor nodes alone. These
sensor nodes either continuously send signals to cloud or can be an event triggered
[15]. Here, we go for continuous sending of data, as this may help the NDRF or the
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Fig. 8 MQTT session establishment

meteorological department to check the abnormal Richter scale reading. For sending
this data, we use MQTT protocol, where readings will be sent as asynchronous
messages to the cloud.

MQTT Protocol As discussed, it is extensively used in [oT applications for
sending the messages from the sensor node to the actor node. Some of the features
of MQTT protocol are as follows:

1. MQTT is a lightweight message queuing and transport protocol.

2. MQTT is suitable for the transport of telemetry data (usually sensor data).

3. MQTT is suitable for M2M (mobile to mobile), WSN (wireless sensor networks)
and IoT (internet of things) applications where sensor and actor nodes commu-
nicate.

4. Asynchronous communication model.

. Less complexity, less power and low foot print.

6. Runs on TCP connection.

W

Figure 8 shows the MQTT session establishment flow chart. It is clear how
a MQTT session is established for sending the data — here it is Richter scale
reading. First TCP/IP connection has to be established which continues with the
MQTT session. After MQTT session is established, we have to discuss how the
data flow occurs. Since this comes under the hard-real-time system, the readings are
important, so there should be no chances of data loss. Hence, a stream of data flow
should be there continuously.

The logical connection between the client and the server is called here as sub-
scription. MQTT protocol supports two types of subscription, transient subscription
and durable subscription.
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Figure 9 shows transient and durable sessions. It is clear that for this application,
we have to go with durable subscription, as the message doesn’t get lost when a
session is closed. Messages has header and footer for transmission purpose, and the
payload contains the actual sensor reading.

TALQ Smart City Protocol Specification defines a management interface for
outdoor device networks, where a single central management system (CMS) can
control different device networks for various applications in different parts of a
city or region. It supports system monitoring and joint data collection, as well as
simplified configuration and upgrades.

The TALQ Specification defines an application layer protocol that includes
message types, data format, parameters and the behaviour of the application end
points on the outdoor device network side (called TALQ Bridge) and at the CMS.
Figure 10 shows TALQ protocol layers.

TALQ is a dynamic protocol designed for smart city applications, so this also
can be used for earthquake detection system. TALQ protocol is not deeply discussed
here; it is clearly explained at www.talq-consortium.org [15].
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5.2 Safety Measures for Evacuation

We will also have a separate controller; the sensors communicate with this controller
for decision-making and to start safety procedures for building evacuation. The
sensor values are constantly monitored at the microcontroller. This is taken as an
input and checks with the threshold. Figure 11 shows the safety measures to be
taken.

These safety procedures include:

. Triggering an earthquake alarm.

. Lift should go OFF, once the life becomes unoccupied.

. Emergency exit doors should open.

. Safe assembly area should be highlighted with visual lights.

O R

The choice of selecting the microcontroller for safety evacuation depends on the
building architecture and facilities available. And also, interaction between these
systems and the microcontroller depends on the same, either it can be wired or
wireless.

Alarm System is an audio-visual system which is used to alert the inhabitants; it
can be mounted at places where the flasher will be clearly visible and the sound will
be heard as possible. This system should have a single control for the entire building,
and it should get activated once the control signal from the MCU is received [17].
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SMS Alert System sends an earthquake warning message to all the registered
building occupant’s mobile phone. The message can also include the Richter scale
reading.

Elevator Power Control System is a centralized system for all the elevator
systems in the building; power-related controls should be handled by this system.
All the other control mechanisms are mounted separately for each elevator in the
building. This power system should get control signal from the MCU. Once this
control signal is triggered, a separate safety shutdown procedure should be followed.
The current elevator occupants should be safely dropped in the nearest floor, and the
power should go off.

Automated Emergency Door Open System opens all the emergency exit doors
in the buildings. These emergency paths should definitely lead to the safe assembly
point.

Safely Assembly Area Lighting System switches ON the hazard lights in the safe
assembly point, in order to lead the occupants to it. This will help in finding the easy
way to reach the place as the occupants will be in a panic situation; running text can
also be displayed [18].

Even if designing all the above-mentioned systems is easy, time plays a major
role in this. As this is a hard-real-time system, everything should happen once the
MCU triggers a signal. If time is missed out, the entire system goes to waste.

6 Conclusion

Here, we have analysed the possibility of implementing an earthquake alert and
building evacuation system. Practical difficulties will arise while implementing the
system; however, the precautionary measures will reduce the possibility of a disas-
ter. Here, we have focused on early detection and warning and building evacuation
using internet of things. The protocols are basically discussed for suitability. As
discussed earlier, time plays a major role here. Detecting and processing the seismic
waves to alerting the occupants should happen in considerable time, to make the
system reliable. There are various other protocols that better suit smart applications.
These protocols are specifically designed for these types of smart city applications.
As future work, we can also add other safety measures for implementation when the
need arises.
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in Healthcare

Naveen Kumar, Rajesh Kumar Kaushal, Surya Narayan Panda,
and Shanu Bhardwaj

1 Introduction

An Internet connection is a great thing which gives us all the benefits that were
not available before. In earlier times, the IoT devices were not advanced. But
now these IoT devices are so advanced that a person can read any book, watch
any movie, play games, listen to any song, video call any other person or track
someone’s location. This is just because of connecting things to the Internet [I,
2, 5-15]. The IoT is much a simple concept. It defines connecting the things of
world to the Internet. The term IoT was invented by Kelvin Ashton in 1999 [16].
The radio-frequency identification (RFID) group describes the IoT as worldwide
network based on standard communication protocols. Some of the vital applications
of the IoT are smart city, smart farming, smart homes, smart healthcare, smart grids,
industrial internet, smart retail and smart retail.

Healthcare is one of the biggest challenges that everybody is facing in today’s
world. Smart medical and healthcare are two of the best applications of the IoT [13].
Some of the medical applications of the IoT are fitness programs, elderly care and
real-time monitoring. Moreover, the Internet of Things can have various benefits in
healthcare like online interaction with the patients, doctor’s location, keeping track
of patient’s health report etc. The real-time monitoring of the patient helps doctors
in diagnosing the disease earlier based on the symptoms. The healthcare providers
provide treatment and medicines at home which can be seen as an important
application through the Internet of Things. These healthcare services reduce the
costs by upgrading the quality of our lives and ensuring the right kind of user
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experience [9]. This smart healthcare provides proactive healthcare treatment on
continuous health monitoring. Depending upon a person’s natural, conduct and
social attributes, the combined practice of medical services, well-being and patient
help is described as personalized healthcare.

This enables every single individual to follow the essential human services
guideline ‘the appropriate care for the right person at the opportune time’ which
results in great outcomes [15]. Information created through IoT gadgets helps in
successful basic leadership as well as guarantees smooth human services tasks with
decreased blunders, waste and framework costs.

Healthcare IoT enables the patients to invest more time with their specialist [11].
The IoT guarantees the personalization of medical services benefits by keeping up
advanced character for every patient [2].

In the next few years, the medical sector is observed to be the broad appropriation
of the IoT and advance in new e-Health Internet of Things gadgets and applications.

The IoT-enabled gadgets along with wireless sensor area network as shown in
Fig. 1 allow to transmit the patient’s data to the doctor at a remote location. On
the other hand, there are some security issues associated with this technology;
particularly when patient’s data are transmitted to a remote location, it must be
secure. Therefore, to accomplish secure administrations, there is a need to focus on
the accompanying security necessities as follows:

Confidentiality
Self-healing
Integrity
Resiliency
Authentication
Availability
Authorization

NNk WD =

Fig. 1 Impact of 10T in healthcare
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Table 1 CDSS and its significant effects in healthcare

Type of preventive care reminders | Significant effect on healthcare

Study for outcome measures practitioner

Barnett et al. [5] For the measurement of the blood No change
pressure

McDowell et al. [21] | For the influenza medication in a Improved
hospital

McDowell et al. [22] | Reminders for the blood pressure Improved
measurement in a hospital

Burack et al. [7] Generate reminders for the Improved
mammography

Burack et al. [7] Reminder for the mammography Improved

McPhee et al. [23] Reminders for the cancer Improved
prevention

McPhee et al. [24] For the cancer prevention Improved

Rosser et al. [26] Reminder for the preventive care Improved
manoeuvres

8. Fault toleration
9. Non-repudiation
10. Data freshness

CDSS is proposed to help medical services experts to take diagnostic decisions.
The qualities of a patient are coordinated through an information-based framework;
along these lines this framework creates explicit suggestions. The literature related
to CDSS shows that it can possibly improve clinical exhibitions. Table 1 shows the
significant effects of CDSS in healthcare.

2 Literature Review

Doukas and Maglogiannis [8] presented a stage that is dependent on cloud-based
system for the board of versatile and wearable body sensors for medical services,
showing information on IoT worldview which is connected and not able to avoid
human services.

Kulkarni and Sathe [16] attempted to review the use of the IoT in medical
services by achieving it at reasonable expenses. The authors clarified in short how
IoT capacities and how it is utilized related to remote and detecting the strategies to
actualize the ideal healthcare applications.

As far as the IoT and Zigbee technology are concerned, the authors [15]
explained the usage of the IoT in medical services framework using Zigbee by using
different IoT gadgets to total, investigate and convey the data to the cloud, making
it easier to collect, store and break down the huge measure of information in several
new forms. The paper proposed a computing-based methodology by collecting
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all the emergency clinical records from substantial size to small size to keep the
patient’s record under one roof. This methodology reduces the business model of
corporate hospitals but guarantees the administration to run insurance companies
for patient benefits.

A survey article on IoT-based advance technologies in healthcare system [13].
The study reviewed network architectures, platforms and applications in healthcare
solution. As additional task, this article analysed IoT security along with privacy.
The analysis includes security requirements, threat models and attack taxonomies.

In this paper the authors enhanced an existing health monitoring system based
on the IoT with the help of fog computing method [10]. It provides a smart gateway
of various advanced technologies such as distributed storage, data mining etc. They
picked electrocardiogram (ECG) highlight extraction as the contextual analysis as
it assumes a critical job in conclusion of numerous cardiovascular illnesses. The
outcomes uncover that mist processing helps accomplishing over 90% data transfer
capacity productivity and offers low-inertness constant reaction at the edge of the
system.

Hossain and Muhammad [12] presented a health IoT-empowered checking
structure, where data like ECG and other useful healthcare information are gathered
through mobile phone.

Kalarthi [14] proposed a technique which provides the complete remote mon-
itoring system of the patient by transferring the vital parameters. Sensors gather
different parameters of the patient’s body and exchange that information to a micro-
controller known as Arduino Uno. Further Arduino Uno exchanges the information
to cloud with the help of Wi-Fi module. The client can see this information with the
assistance of Android App. The patient can check their restorative record. Hence,
this system provides a quality of healthcare to patients.

Ukil, Bandyoapdhyay, Puri and Pal [29] discussed the healthcare analytics for
cardiac disease prevention. The authors also presented the potential advantage of
using cell phones in acknowledging moderate and inescapable m-health. They
discussed the job of anomaly detection in human services frameworks and to
discover the applications and role of anomaly detection to guarantee strong medical
services biological system, better guess and survivability which is moderate and has
more noteworthy effect.

Abu Naser and El-Najjar [3] had developed an expert system to diagnose nausea
and vomiting among children. There is a lack of doctors in India especially in rural
areas. Therefore, the clinical decision support system (CDSS) can play a vital role
in this process.

Chao Li et al. [19] proposed an IoT-based coronary illness observing framework
for inescapable social insurance benefit. This framework screens the patients;
physical signs, for example, circulatory strain, ECG, SpO2, and also applicable
natural pointers persistently, and gives four distinct information transmission modes
that adjust the human services need and requests for correspondence and registering
assets. The Internet of Things (IoT) systems have overpowering prevalence in
taking care of the issue of heart ailments patients mind as they can change the
administration mode into an inescapable way and trigger the social insurance benefit
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in light of patients; physical status instead of their sentiments. This observing
framework satisfies the essential needs of inescapable medical services for heart
sicknesses, additionally mulls over the cost to guarantee the unavoidable mode as
practical as could reasonably be expected.

Abawajy and Hassan [1] presents IoT-based solution named as pervasive patient
health monitoring (PPHM) system infrastructure. The proposed model was an
adaptable, versatile and vitality proficient remote patient health monitoring frame-
work.

Sethi and Sahoo [27] have designed an application on health monitoring system
(HMS) based on WSNs in real time; the application is continuously monitoring
patient’s data. Further update and record the data for medical records.

Yang et al. [30] proposed a healthcare storage device. This IoT-based device
is a privacy-preserving smart storage system. This study focused on the privacy
of patients even in emergency. The device was designed for two approaches,
i.e. password-based break-glass access in emergency situations and cross-domain
attribute-based access in normal.

Subramaniyaswamy et al. [28] explained about an effective personalized rec-
ommendation of a travel recommender system (RS). The system is used to reduce
traveling time and cost. ProTrip is entirely designed to be intelligent. The system
will recommend whole food-diet plan during travelling. ProTrip is easy to use, and
it has user-friendly interface.

Pace et al., also conducted a research on inter-health [25]. The study presents
first the results of inter-health directly coming from application of the framework.
The system provides less efforts as well as a new assisted healthcare system. It also
provides more effective and responsive advice services.

Adhikary et al., conducted a survey on [4] IoT-based healthcare system. The
study explained how major advantages of the IoT are increasing rapidly in health-
care system. It provided several applications of the IoT in order to control any
healthcare system.

The authors have developed an IoT-based hybrid system which can be used
for monitoring and medication purposes [17, 18]. The proposed model allows the
doctor/paramedical staff to monitor the vital signs of the patient from a remote
location. Remote drug delivery is another unique feature of the proposed model,
which allows the doctor to deliver life-saving drugs when the patient is in transit
mode.

3 Methodology

An IoT-based solution is developed which can be easily operated by the doctors and
caretaker/family members of the patient for monitoring the vital signs of the patient
from a remote location. The proposed solution is a three-layer model (hardware
layer, application layer and cloud layer) as shown in Fig. 2. The application layer
of the model interacts with the hardware layer and the cloud layer. The hardware
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Hardware Layer Application Layer Cloud Layer

« Vital Signs « Data pre-processing
+ Infusion activities « Local notifications + Data Storage
« Medical caregiver
interface

Fig. 2 Three-layer model for data transmission

&

Relatives

Smart
Phone

Patient 0CHOr'S AdViC e m—

Doctor
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Y.

Vital Sign
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Fig. 3 Architecture model for the real-time data transmission of the patient

layer comprises vital sign monitor. The microprocessor located at the hardware layer
pushes the data to the cloud which can be read by the application layer.

We have developed a mobile application to fetch the vital signs of the patient in
real time. The architecture model of the proposed solution is given in Fig. 3. All
the physiological data like heart rate (HR), body temperature, ECG, SPO2 and non-
invasive blood pressure (NIBP) [6] are sent in JSON (Java Script Object Notation)
form to the cloud.

We have integrated clinical decision support system for the healthcare profes-
sional that generates the alarms as per threshold value of the control variable. The
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threshold value of the control variable is set by the doctor. All the information is
stored in the database for future reference, which can be used by the doctors as a
case study. For experiment purpose dataset provided by the Royal Adelaide Hospital
is used [20].

According to the provided dataset, patient’s information is available in a .xIs file.
The proposed system generates the alarms if the value of the control variable is
beyond the threshold value.

4 Results

IoT-based real-time data transmission helps the doctor to view the patient data
anytime from anywhere. The doctor can see the vital signs of the patient in real
time on his/her smart phone, which helps to take the diagnostic decision. Referring
to Fig. 4, the proposed CDSS model reads the vital parameters of the patient and
generates the alarms as per the threshold value of the control variable is set by the
doctor. In the present dataset, all the physiological parameters are recorded after an
interval of 1 second. A graphical user interface is developed to store the minimum
and maximum values of the threshold as shown in Fig. 5.

All the results of the patient are stored in an Excel file which shows the status of
the patient as normal/low/high, as well as the type of control variable, and presents
status (low/high or normal) as shown in Table 2.

5 Discussion and Future Scope

The literature review suggests that the Internet of Things in the field of healthcare is
playing a significant role [17, 18]. This technology is being used by the healthcare
professionals to store the physiological parameters of the patient to the cloud. The
patient data from the cloud can be accessed anytime from anywhere through the
mobile or desktop applications. Thus, the IoT provides the real-time monitoring
of the patient even from a remote location. Some studies reveal that IoT-based
applications have been developed for the patients who are in transit mode, e.g.
in ambulance. The IoT-based applications can be used to regularly monitor the
health status of old-age and disabled persons which may suggest a reduction in
their ability to live independently. The decision-making facilities in the field of
healthcare are improved remarkably due to the significant contribution of the expert
system. From the literature review, it has been found that the clinical decision
support systems help in taking diagnostic decisions. A knowledge-based system
helps to match the characteristics of a patient, and subsequently the system generates
specific recommendations. Some rule-based systems have been developed which
generate alarms in any unpleasant situation. Therefore, both and CDSS applications
are playing a significant role in the field of healthcare.
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Fig. 4 Flow of the proposed
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Table 2 Status of selected NIBP(SYS)
control variable as per
threshold value 148

148

155
113
113
113
113
113
113
113
113
113
113
115
115
115
115
116
116
116
116
116
119
120
120
120
121
121
121

NIBP(DIA)

95
95
98
60
60
60
60
60
60
60
60
60
60
65
65
66
66
70
70
70
73
73
76
77
77
77
80
80
80

23

Status
High
High
High
Low
Low
Low
Low
Low
Low
Low
Low
Low
Low
Low
Low
Low
Low
Low
Low
Low
Low
Low
Low
Low
Low
Low
Normal
Normal
Normal

The Internet of Things is providing numerous advantages to patients as well
as to healthcare professionals. The IoT makes it possible to diagnose a patient
from a remote location, and the doctor and relatives of the patient can view
the patient’s condition anytime from anywhere. Security of patient data is a big
challenge in healthcare, so the integrity of the data must be maintained. In the future
network technology like software-defined network (SDN) (Bhardwaj and Panda
2019) and virtual private network (VPN) may be integrated to provide a secure
and fast network. The literature review recommended that a large amount of data is
produced by the sensor which is a difficult assignment with the traditional software.
Additionally, technology like big data may be collaborated to deal with the bulky
data. Data mining is another technology which may be adopted to find out the hidden

factors in the data.
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6 Future Scope

The paramedical staff alongside patients and relatives of the patients have been
benefited thanks to the use of the IoT in healthcare sector. The IoT also makes it
possible to diagnose a patient from a remote location, and the doctor and relatives
of the patient can view the patient’s condition anytime from anywhere. Security of
patient data is a big challenge in healthcare, so the integrity of the data must be
maintained. In the future network technology like SDN (software-defined network)
and VPN (virtual private network) may be integrated to provide a secure and fast
network. The literature review suggested that a large amount of data is generated
by the sensor which is a challenging task with the traditional software. Therefore,
technology like big data may be collaborated to manage the bulky data. Data mining
is another technology which may be adopted to find out the hidden factors in the
data. In the future, blockchain technology can be used to deploy security in IoT
applications. Blockchain implements security by introducing a distributed database
with proof of concept (PoW) algorithm. This distributed ledger is immutable, and
any effort to temper the ledger can be tracked through complex hashing algorithms
and through consensus over the network.

7 Conclusion

IoT is a mixture of various advancements that connect a varying extent of machines,
devices and things that allow people to relate as well as talk to each other using
different networking technologies. Up till now, a great part of the data found on
the Internet is given by people. In the case of IoT, brilliant objects generate the
data. There exist a wide variety of applications that are reliant on the 10T, including
healthcare or human services, which is the essential focal point of this work.
Restorative healthcare systems use interconnected brilliant devices to develop an
IoT network for health analysis by examining and observing the patient’s conditions
where a specialist’s involvement is required. We have integrated CDSS which will
help the healthcare staff for better diagnostic decisions.
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Smart Healthcare Support Using Data )
Mining and Machine Learning ey

Theodora Chatzinikolaou, Eleni Vogiatzi, Anestis Kousis,
and Christos Tjortjis

1 Introduction

The last few decades have observed an unprecedented trend of the people moving
to live in metropolitan areas as cities accelerate time by compressing space [1].
The year 2008 was a milestone that, for the first time, the urban population has
surpassed that of rural areas, and it is foreseen that until 2050, two-thirds of the
world population will be urban inhabitants [2, 3]. This trend of people moving to
cities is creating enormous pressure on the city infrastructure [4].

The smart city is an innovation of the physical city, aiming to provide real-
time, interactive, and intelligent city services to end users with a high integration of
advanced monitoring, sensing, communication, and control technologies, facilitated
by the Internet of Things (IoT). A smart city rests on people, technology, and
processes and how they connect with various domains including governance,
healthcare, education, transportation, energy, environment, tourism, public safety,
and buildings [5].

Admittedly healthcare is an essential part of our lives. With the contribution of
technology, we are moving towards e-health and smart healthcare. Advancements in
big data mining (DM) can give us insights into how people go about their lives [6].
Using DM techniques, raw information is extracted and used by several medical
applications, such as decease prediction, treatment assistance, cost-effectiveness,
hospital administration and management, etc. [7]. Doctors, patients, hospitals,
research institutions, governments, and local authorities are some of the major
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stakeholders in smart healthcare. Alongside, information and communication tech-
nologies, such as IoT, mobile Internet, 5G, microelectronics, cloud computing, big
data, and artificial intelligence (Al), together with modern biotechnology, constitute
the cornerstone of smart healthcare [8].

A further consensus regarding the healthcare sector is that it is “information
rich,” as there is a considerable amount of digital data available [9]. Hence, with
the use of all previously mentioned technologies, essential patterns and smart
systems can be developed and integrated to support healthcare. The concept of
smart healthcare involves an intelligent system supported by all the beforementioned
technologies that gather constantly data, communicates information among all
stakeholders, organizes resources and manpower among institutions, and finally
responds to patient needs in a personalized manner [8]. It entails the automation
of processes related to hospital administration, medical assistance, drug research,
etc. that optimize “administration of health services, clinical care, medical analysis,
and training” [10].

Based on the above, as Fig. 1 depicts, it becomes apparent that smart healthcare
system requires participation and engagement of several layers of stakeholders to
provide accurate and effective information as well as enhance public healthcare [11].

In this chapter, we analyze the basic elements of smart healthcare support
using DM and machine learning (ML). We demonstrate the use of DM in smart
healthcare applications covering all the abovementioned sectors: DM techniques
and applications for smart healthcare. More specifically, we focus on two research
questions:

Q1. Which are the major smart healthcare applications?
Q2. Which DM techniques are used with healthcare data?

The remaining of the chapter is organized as follows: Section 2 introduces key
concepts and background on smart cities. Sections 3 and 4 review smart healthcare
applications and DM techniques, respectively. Section 5 details a case study on
diabetes, and Sect. 6 concludes the chapter with open research questions.

2 Smart Cities

The smart city concept implies an intelligent platform consisting of interconnected
sensors, embedded devices, and decision-making systems that process real-time
data [12]. According to Rodriguez et al. [13], the purpose of a smart city is “to
achieve efficient management in all areas of the city while satisfying their needs
and the one of its citizens. At the same time, it must be aligned with the principles
of sustainable development and taking technological innovation and cooperation
between economic and social agents as the main drivers of change.”

Cities are like dynamic living organisms and constantly evolving [14]. To
monitor these changes, hard (dedicated) sensing is the primary sensing paradigm,
as it can be tailored to precisely meet the smart city application needs. On the
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other hand, soft (non-dedicated) sensing includes various smartphone capabilities
and sensors [15]. The use of sensors can help identify “what” is occurring, but
unable to detect “why” and “how” such an event happens [16]. As social networks
or, alternatively, social media are becoming increasingly popular [17], Souza et al.
[16] suggest using social media to capture the human perception of incidents. Big
DM and ML utilization assists in solving several problems concerning citizens [18].

Smart cities apply to several aspects of urban life. Mohanty et al. [19] list
nine components of a smart city: smart infrastructure, smart buildings, smart
transportation, smart energy, smart healthcare, smart technology, smart governance,
smart education, and smart citizens.

According to Townsend [1], the overall architecture of a smart city has a
hierarchical structure of three layers, as shown in Fig. 2:

1. The “instrumentation” layer. The distributed sensor grid is embedded in infras-
tructure that measures conditions throughout the city for acquiring real-time
environmental and social data including images, video, sound, temperature,

Applications

« Intelligent services
e User interaction

* Visualization

* Decision making

Middleware

¢ Data storage
e Data fusion
¢ Data Mining

Data acquisition

e Dedicated sensors
* Crowdsourcing

« Social Media

¢ Wireless Networks

Fig. 2 The smart city layers
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humidity, pressure, etc. [20]. This layer is responsible for collecting and locally
storing external data.

2. The service-oriented middleware layer combines data-crunching hardware and
software for massive data storage, real-time analysis, and processing [21]. It is
based on cloud computing, DM, and highly efficient index services that let us
discover patterns, visualize information, and make better decisions. The results
can be used to support effective operation of smart city applications.

3. The application layer for end users applies a set of management practices and
tailored intelligence services to different domains, and it is responsible for
interacting directly with the user [22]. It facilitates the interaction with the
system and provides the user with information in a comprehensible way, such
as graphical form, tables, or other types of presentation assisting usage of the
computation results.

3 Smart Healthcare Applications

Smart healthcare services can be grouped into three categories: clinical/scientific
research institutions (e.g., hospitals), regional health decision-making institutions,
and individual or family users. We focus on and analyze the most common services
in which smart healthcare is applied.

3.1 Assisting Diagnosis and Treatment

One use of smart healthcare is to assist diagnosis and treatment of patients. Contin-
uous patient monitoring using a body area network (BAN) [23] which integrates
implanted or wearable sensors provides recognition of dangerous situations for
people suffering of cognitive [24] or physical disabilities [25]. With the help of
Al robots, and mixed reality, diagnosis and treatment become more intelligent.
Nowadays, illnesses like hepatitis, lung or breast cancer, and melanoma [26] can be
diagnosed and treated in a more accurate way [27, 28] [29]. At this point, accuracy
exceeds a doctor’s accuracy and results, especially when the matter of discussion is
related to “pathology or imaging” [30].

Systems that provide that kind of assistance are considered clinical decision
support systems (DSS). IBM’s Watson! is an outstanding and representative product
in the field of clinical DSS. This is an intelligent cognitive system that provides an
optimal solution through in-depth analysis of all clinical and literature data. This
system helps doctors diagnose diabetes and cancer with more accuracy based on

U https://www.ibm.com/watson
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certain algorithms. In this way, patients receive the right treatment for each case,
and fault diagnoses or missed diagnoses are avoided.

Personalized treatment for each patient can be developed with smart diagnosis
[31]. As every case is different requiring a different approach, smart diagnosis
provides more precise treatment. For example, surgical robots have raised surgery
to a new level. With the most common robot systems, such as the Da Vinci System,
Sensei X Robotic Catheter System, and Flex® Robotic System [8], patients have
better results and recover faster, and surgeons elaborate with equipment that provide
greater flexibility and compatibility.

Another important aspect of diagnosis and treatment using DM is patient mood
throughout the recovery period. Using DM, healthcare institutes can measure and
analyze patient behavior and discover patterns, needs, preferences, and quality to
establish a better relationship with them [6]. This, combined with the personalized
treatment that DM can offer nowadays, results in better therapeutic conditions for a
patient, which at the same time is cost-effective and appropriate. It is important for
a patient to feel encouraged and satisfied and to receive the right messages at the
right time.

Apart from more accurate diagnosis and personalized clinical as well as psy-
chological treatment, DM techniques can effectively compare patients with the
same diseases who take different drugs. Doctors can publicize practices they use
and compare them with their colleagues’. Treatments for basic diseases can be
standardized because side effects for each treatment can be more easily spotted [32,
33].

3.2 Health Management

The increasing number of patients having more or chronic diseases made traditional
health management systems inadequate for supporting health systems and patients.
Using DM, managing health systems has improved and become cost-effective.
Now, health management is more focused on patient self-management with the use
of wearable smart devices, smart homes, and smart health information platforms
connected by IoT technology. Wearable/implantable devices can combine propelled
sensors, microchips, and remote modules to constantly detect and monitor different
physiological indicators of patients in a smart way while reducing power utilization,
improving comfort, and permitting the information to be joined with health data
from different channels. This kind of application reduced the associated risks
caused by the disease while making it easier for medical institutions to monitor
the prognosis [34].

An outstanding use of health management application is the “creation” of smart
homes. A smart home is a residence where smart devices monitor space using
sensors and actuators checking out the residents’ physical signs and environment
while performing operations that improve quality of life. Smart home services
belong to two categories: home automation and health monitoring. These tech-
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nologies provide some comfort while collecting health data, making people who
need monitoring and health help more independent, but also safer; their lives also
improve. For example, these kinds of applications are perfect for elderly people
living on their own, because on one hand, they can have a simpler life and self-
monitor their health but, on the other, doctors can be notified and act on time if
needed [35, 36].

Alongside with smart homes, hospitals also need to be smart. Smart hospitals use
ICT-based environments, [oT optimization, and automated processes, to improve
existing patient care procedures and introduce new features [37]. As indicated in Fig.
1, there are three services for smart hospitals: services for medical staff, patients, and
administrative staff. Hospital management decisions must take into consideration
demands from all three groups of people. Digital devices, intelligent buildings, and
personnel are connected through the smart hospital system. This system can also be
used for:

» Patient identification and monitoring in hospitals, medical staff daily manage-
ment, and instruments and biological specimens tracking [8]

» Tracking hospital stock in material (pills, masks, gloves, etc.) [38]

* Decision-making (resource allocation, quality analysis, and performance anal-
ysis, medical costs reduction, maximization of resource utilization, decisions
regarding development) [39]

e Patient access to multiple functions (physical examination systems, online
appointments, and doctor-patient interactions) [40]

In general integration, refinement, and automation are the future directions of
smart hospitals.

Many institutes have tried to evolve smart health management over time. For
example, the Arkansas Data Network, trying to develop better diagnosis and
treatment protocols, focuses on readmission and resource utilization and compares
its data with current scientific literature to determine the best treatment options,
thus using evidence to support medical care. The Group Health Cooperative, in
order to determine which patient groups use the most resources, classified its patient
populations by demographic characteristics and medical conditions to develop
programs to help educate these populations and prevent or manage their conditions
[32]. The Lightweight Epidemiological Advanced Detection Emergency Response
System (LEADERS) uses DM to analyze massive data volumes and statistics to
search for patterns that might indicate an attack by bio-terrorists [41]. With this use
of DM, automated early-warning systems for epidemic incidents can be created, like
the one for the SARS virus in the past or COVID-19.

3.3 Disease Prevention and Risk Monitoring

Traditional disease prevention and risk techniques collect patient information,
compare that with the guidelines of an authoritative organization, and finally release
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the prediction results. Such techniques have limitations in time and do not provide
accurate advice to individuals. New and smarter disease risk techniques are dynamic
and personalized. Doctors and patients participate, proactively monitor disease risk,
and conduct targeted prevention based on results. Using wearable devices and smart
apps, patient data are collected and stored in the cloud. Then the new disease
prevention and risk system analyzes the results based on big data-based algorithms
and feedback the predicted results to users in real time via short message service.
These systems have been proven to be more effective than the traditional ones. They
help doctors and patients to build their lifestyles according to real medical indicators
and support decision-makers building regional health strategies to achieve the goal
of reducing disease risk [42].

A well-known example of a disease prevention and risk monitoring system is
the one that American Healthways (AH) has created. AH constructed a predictive
system to identify high-risk patients for diabetes. AH’s main concern was to provide
a system in which diabetic patients could have improved health quality and lower
treatment cost [43]. Brisimi et al. [44] focused on the two leading clusters of
chronic diseases, heart disease and diabetes, to develop data-driven methods for
hospitalization prediction based on patient medical history, as described in their
electronic health records (EHR).

Mitigating health risks can be achieved using DM predictive methods over
personal health-related and demographic data. Examples include, but are not limited
to, childhood obesity prediction [45] and stroke prediction [46].

3.4 Virtual Assistant and Wearable Sensors

The concept of virtual assistance refers to algorithms that interact and communicate
with users through different technologies. For instance, voice recognition with the
use of big data communicates with users to address their needs [8].

Virtual assistant benefits the healthcare sector, as it provides on-time and
easier communication among all parties involved. Patients contact doctors and
communicate their health issues in a convenient manner, while doctors and hospitals
have the advantage of managing patient and resource data more accurately.

On this premise, recently advanced technologies for wearable sensors combined
with virtual assistants have been used as real enablers of human behaviors. Such
technologies, using DM techniques, have been developed to gather data and
extract meaningful information. The healthcare sector leverages these technologies
to improve health monitoring in order to perform not only tasks like pattern
recognition, but further provide personalized services to end users. Applications
of wearable sensors involve, among others, health monitoring systems to aggregate
medical informatics and reinforce ambient assisted living (AAL) [47].

Specifically, sensors can be used for patient and individual’s home environments
[6, 48, 49] as well as clinical environments. Patients can achieve independence and
increase their sense of security with the use of sensors in their own environment.
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However, hospitals and clinics leverage sensors and DM techniques for more precise
decision-making. DM tasks such as prediction, anomaly detection, and diagnosis
are applied to online and offline data, to facilitate accurate prediction and diagnosis
that advance both medical services offered by clinical settings and ensure a healthy
independent living. For instance, classification is applied to home monitoring
systems to identify abnormal events and help medical practitioners intervene and
make accurate and on-time diagnosis [47].

3.5 Drug Research

Traditional drug research and development involves time-consuming and thorough
processes, such as manual target screening and clinical trials. Thus, smart and
automated screening has become a prerequisite for direct and precise drug research
and discovery. Big data and Al assist extensive virtual drug screening, to aggregate
on timely and meaningful information. Scientists further analyze the aggregated
information to make credible predictions of compounds and conclude on safe drug
discovery [8].

Another major and costly drug research issue is the detection of adverse drug
reactions (ADRs). As previously mentioned, DM was applied to healthcare data
to detect relationships between drug and potential ADRs [50]. This application is
of significant importance for pharmaceutical companies, medical practitioners, and
scientists to construct credible drug recommendation systems and precisely predict
and prevent patients from unexpected and menacing side effects.

4 Data Mining Techniques

Daily processes and transactions in healthcare systems, as medical records and
administrative reports, generate massive collections of digitized raw data, which
is an essential advantage for knowledge extraction [51]. Data collections involve
“patient centric data, resource management data and transformed data” [9]. Patients,
doctors, hospital administration, and pharmaceutical companies can leverage this
information and support medical processes. Along this line, all parties involved
can optimize decision-making regarding, among others, patient treatment, hospital
management, and cost-saving [52].

DM, as previously mentioned, analyzes large amounts of data to extract patterns
previously unknown [53]. Some specific DM benefits for healthcare are enhanced
treatments, affordable treatment prices, accurate and early disease prediction,
accurate drug prescription, prediction of duration of hospital stay, efficient task
allocation among medical practitioners, etc. [54]. Hence, DM facilitates better
medical services and provides a wide range of helpful applications to healthcare
practitioners and stakeholders.
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As definitions state, DM “assists to identify, valid, novel, potentially useful,
and understandable correlations and patterns in data” [55]. The highly referenced
“CRISP-DM” methodology divides the DM process into six steps [56]:

* Business understanding
» Data preparation

* Modeling

* Evaluation

e Deployment

In the modeling phase, DM tasks and ML algorithms are implemented. There
are two main models of DM, predictive and descriptive. Predictive models use
supervised learning functions to predict previously unknown values and future
incidents based on historical data [50], while descriptive models use unsupervised
functions to explore datasets and create patterns with similar values [50].

A supervised learning algorithm creates a function that connects input points
with outputs. It is designed to learn from a training dataset, which consists of
predetermined classes. Thus, new data of the test set are classified based on the
training set. On the other hand, in unsupervised learning there are not predefined
class labels. However, the model forms groups of values based on observations,
similarities, statistical properties, etc.

As Fig. 3 indicates, some of the most popular DM tasks are classification,
clustering, and association rules [52]. These tasks and their application in healthcare
system are briefly explained below.
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4.1 Classification

Classification is the most widely used DM task in healthcare [54]. It is a supervised
learning task that discovers a learning model to classify a record into one of the
predefined classes, based on a function of values of other attributes [51]. Classifier
outcome can be binary or multilevel. For instance, a patient, in relation to his/her
age, weight, and smoking behavior, can be classified as “low-risk” or “high-risk”
patient in the binary case, while in the multilevel classification there are more than
two classes, such as “low,” “medium,” and “high.” For instance, classification can be
used to connect symptoms with recorded disease cases to enhance decision-making
for patients with yet unknown diseases diagnosis [57].

Islam et al. [50] claim that classification techniques are the most dominant for
analyzing health data and widely used in the literature for clinical decision support
and healthcare administration. Some of the best known classification algorithms
are K-nearest neighbor (k-NN) [58], decision trees (DT) [59], support vector
machines (SVM) [23, 44], and Bayesian methods [48]. The literature aggregates
several examples of classification techniques applied to healthcare data, for instance,
the development of several disease diagnosis models, such as the widely cited
experiment by Potter et al., trying to diagnose the highly fatal breast cancer disease,
using Weka® [54]. S. Mohapatra et al. [60] aimed to produce a smart healthcare
system for liver, kidney, and heart disease detection using K-NN. Pooja et al. [10]
propose the “Smart E-Health Prediction System.” In this application, the patient
provides information about his/her health status, and with the use of a Bayesian
classifier, the system predicts the disease and recommends a doctor in the vicinity.
DT classifiers are also used in wearable sensors. Applications include the prediction
of negative or positive emotions with the use of motion recognition or heat stress
risk considering skin and environmental temperature [47].

4.2 Clustering

In contrast with classification, clustering is an unsupervised learning method, as it
has no predefined classes [54]. Its goal is to group data points from large databases
into clusters, based on some similarity/distance measure [61]. Data points are
similar within the same cluster and are less similar with data points from different
clusters [62]. Clustering can be used in healthcare data to form groups of diseases
or patients with similar symptoms, to better profile them. Furthermore, the literature
states that as clustering requires less information, it can effectively assist exploratory
studies with large amounts of data, for instance, microarray analysis, because of the

2 https://www.cs.waikato.ac.nz/ml/weka/
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limited information about genes [54, 61]. Examples of clustering methods are K-
means, K-medoid, hierarchical clustering, and density-based clustering.

Towards a smart healthcare perspective, Kelati et al. [63] make use of K-means
to identify irregular behaviors that imply health problems. With the use of a smart
meter, they gathered energy consumption data and tried to identify abnormal energy
usage that indicates health problems. Specifically, in their experiment it is assumed
that extended energy consumption in night hours implicate Alzheimer disease, while
limited energy consumption relates to sickness and depression. Household data were
grouped in five clusters, and clusters with the highest abnormalities were further
analyzed [63].

4.3 Association Rules

Association rules is an essential DM method that has gained popularity after the
inception of the Apriori algorithm [64]. It is used to find out frequent patterns
and meaningful relationships in a data itemset [65, 66]. It is commonly referred
as market basket analysis, as it creates probabilistic statements among purchased
items [61]. In the case of healthcare, it is used to find relationships among diseases,
medical condition, and symptoms. Its most common application is for identifying
essential relationships between diseases, recommended drugs, and patient reactions
[50, 54, 61]. Several studies have further used association rules for healthcare data to
discover fraud and abuse. Such an example is the identification of fake prescriptions
and medical patterns that patients, insurers, and care providers may take advantage
of. Another well-known algorithm for association rules mining is FP growth [67],
while several heuristic methods have been also proposed [68].

An association rules mining framework was proposed by Ji et al. in [69], based on
a fuzzy recognition-prime decision (RFD) model, to identify on real-time electronic
health data the relationship between a drug and its potential ADRs.

Table 1 summarizes key data mining tasks and their main applications in
healthcare.

Table 1 Data mining tasks and their main applications in healthcare

Task Techniques Healthcare applications Authors
Classification k-NN, DT, SVM Clinical Decision Support | [50]
Clustering K-Means, Hierarchical | Microarray analysis [54, 61]
& Density Based
Clustering

Association rules | Apriori, FP-Growth Drug Research [50, 54, 61]
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5 A Case Study

For better interpretation and analysis of the use of DM in smart healthcare, we exam-
ined a publicly available UCI Repository dataset [70], which contains information
related to diabetes. As depicted in Fig. 4, the dataset consists of 768 instances and
9 attributes. There are 8 numeric predicting attributes — “Preg,” “Plass,” “Pres,”
“Skin,” “Insu,” “Mass,” “Pedi,” and “Age” (corresponding respectively to: (1)
number of times pregnant, (2) plasma glucose concentration, (3) diastolic blood
pressure, (4) triceps skinfold thickness, (5) 2-h serum insulin, (6) body mass index,
(7) diabetes pedigree function, (8) age) — and the binary class attribute with two
values: tested negative and tested positive.

Our aim was to apply DM and ML techniques, specifically classification and
clustering, using Weka [71], to extract meaningful information from the abovemen-
tioned dataset.

As our dataset contains healthcare data, accuracy is of high importance. As we
observed after pre-processing, like attribute removal and discretization, classifiers
get more accurate and produce trees or rules easier to comprehend, like the tree in
Fig. 5. Furthermore, all algorithms produce results in less than 1 s, which is also
an important evaluation criterion, as healthcare experts need accurate and timely
information. However, top classification accuracy was less than 80%.
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As previously mentioned, the dataset is related to diabetes, and the preferable
outcome is to predict as accurately as possible diabetes cases but also extract
meaningful knowledge about patient characteristics for positively or negatively
tested for diabetes.

The highest accuracy (77.99%, Fig. 6) was achieved by the Multiclass Classifier
Updatable, a metaclassifier for handling multiclass datasets with 2-class classifiers.
However, C4.5 (named J48 in Weka) generated an understandable decision tree
shown in Fig. 5, alas with lower accuracy (73.83%). To provide useful and
conducive information, we further examined the importance of attributes and their
contribution to results.

As observed in Fig. 5, the decision tree does not include the “skin” and “Insu”
attributes. Thus, these two attributes provide the minimum information gain. We
removed those two attributes to reduce the volume of the dataset, as they do not
significantly affect the analysis. As seen in Fig. 7, the result was a slightly improved
accuracy at 75.13%.

Furthermore, as attributes are continuous, we performed discretization (dividing
continuous values with equal frequency). After experimenting, we observed that
if we discretize attributes with the use of Weka filters, to partition them into six
bins with equal frequency, we can accomplish both an increase in accuracy and a
decrease in tree size.
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Fig. 6

Fig. 7

Time taken to build model: 0.06 seconds

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances 599
Incorrectly Classified Instances 169

Kappa statistic 0.4868
Mean absolute error 0.2201
Root mean squared error 0.4691
Relative absolute error 48.4156 %
Root relative squared error 98.4167 %
Total Number of Instances 768

=== Detailed Accuracy By Class ===

77.9948 %
22.0052 %

Meta-multiclass classifier updatable algorithm

Number of Leaves : 20

Size of the tree :

Time taken to build model: 0 seconds

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances 577
Incorrectly Classified Instances 181

Kappa statistic 0.4435
Mean absolute error 0.30€9
Root mean squared error 0.4298
Relative absolute error €7.5185 %
Root relative squared error 90.1755 %
Total Number of Instances 768

75.1302 %

24.8¢€9% §

The results of the J48 classifier algorithm
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We also ran experiments with J48 classification algorithm, deleting every time
the root attribute with the intent to conclude to the list of most significant attributes.
After conducting our seventh experiment, we identified that the least informative
attributes that cannot produce a classification tree on their own are the “Press” and

“skin’

> attributes.

Hence, we identified that the possible order of the most important attributes is
“Plass,” “Mass,” “Age,” “Preg,” “2-Hour serum insulin,” and “Diabetes pedigree
function.” From the previous steps, we observed that “Insu” attribute does not
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J48 pruned tree

plas = '(-inf-99.5]': tested _negative (197.0/1€.0)
plas = '(99.5-127.5]"

| age = '(-inf-28.5]': tested_negative (143.0/17.0)
| age = '(28.5-inf)"

| | mass = '(-inf-27.85]': tested_negative (41.0/10.0)

| | mass = '(27.85-inf)"

| | | pedi = '(-inf-0.5275]"': tested_negative (70.0/27.0)
| | | pedi = '(0.5275-inf)"': tested positive (34.0/10.0)
Iplas = '(127.5-154.5]"

| mass = '(-inf-27.85]': tested_negative (34.0/5.0)

| mass = '"(27.85-inf)’

| | age = "(-inf-28.5]': tested_negative (48.0/20.0)

I | age = '(28.5-inf)': tested positive (79.0/28.0)

plas = '(154.5-inf)': tested_positive (122.0/24.0)

Number of Leaves @ 9

Size of the tree : 15

Fig. 8 The J48 classifier algorithm results after supervised discretization

contribute significantly to the classification tree, as it is not included in the first
classification tree.

After removing the “Insu” attribute, ultimately, the most important attributes are
the following:

e “Plass”: Plasma glucose concentration
e “Mass”: Body mass index

o “Age”

e “Preg”: Number of times pregnant

e “Pedi”: Diabetes pedigree function

We further experimented, applying supervised discretization filters to extract
meaningful information. Initially, the accuracy of the J48 algorithm has slightly
increased to 78.52%. Examining the classification tree depicted in Fig. 8, after
discretization we observe that the Preg attribute is not included.

Consecutively, to make the decision process clearer for healthcare practitioners,
we suggest to initially focus the diagnosis on the following four attributes:

e “Plass”: Plasma glucose concentration
e “Mass”: Body mass index

° K‘Age7’

e “Pedi”: Diabetes pedigree function
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“plas

= (inf-09.5=7(39.5-127 5 = (127 5158 5§ (154 S-inf)y’

lage)

= Cinf-28.5' ='(28.5-inf)’

e

= ¢int-28.5] = (28.5-inl)’

P N
ltested_negative (48.0120.0 tested_nosiive (79.0/26.0)

‘tested_negative (41.0/10.0)

= ¢inf-0.5275p (0.5275-inf)

- =
lested_negative (70.0/27.0 tested_positive (34.0/10.0)

Fig. 9 The J48 classification tree considering four attributes

Class attribute: class
Classes to Clusters:

0 1 <-- assigned to cluster
380 120 | tested_negative

135 133 | tested positive

Cluster 0 <-- tested negative
Cluster 1 <-- tested_positive

Incorrectly clustered instances : 255.0 33.2031 %

Fig. 10 Outcome of simple K-means cluster algorithm

Alongside, the above process resulted in a more comprehensive tree (Fig. 9).

Moreover, clustering algorithms created groups of patients with the same values,
supporting healthcare practitioners to categorize future patients and provide early
medical help. Clustering is unsupervised, i.e., there are no known clusters. Thus,
K-means considers the class attribute as of equal importance with all the others.
Specifically, K-means is a partitioning approach for which the most common
evaluation measure is the sum of squared errors (SSE). On this premise, we clustered
the dataset, ignoring the binary class attribute, into four groups (optimal number of
classes given by the elbow method) [72]. We observed that SSE decreased, from
SSE =119.18 to SSE= 95.23, and clusters were formed as Fig. 10 shows.

It is known that there is no single algorithm that performs better for every dataset.
The level of accuracy highly depends on the nature and size of given data [46]. Thus,
there is a need of iterative testing and experimenting to identify the most suitable
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algorithm or combination of algorithms that can lead to more accurate results for
the specific objectives and dataset of the attempted analysis.

Doctors and hospital management could find the above information beneficial
for disease diagnosis as well as health information provision to the general public
in a comprehensive and clear manner. Furthermore, experimentation like the one
discussed so far could help health practitioners to formulate and verify clinical
hypotheses. The following proposals are mainly focused on classification outcomes.

Practitioners should leverage the information extracted for assistive diagnosis,
but also to serve informational needs, as the outcomes is highly readable. An
interesting application is to use the above three as health information leaflets to
explain the diagnosis procedure to patients but also alert patients with similar
symptoms.

To enhance assistive diagnosis the nature of attributes enables the use of wearable
sensors. For instance, after examining clinically the plasma glucose concentration
attribute, patient, with the help of a wearable sensor, could be alerted to visit
his/her doctor when exceeding body mass index values based on the above tree
(Fig. 5). Similarly, patients could be notified when he/she passes the 28 years old
age threshold to visit the appropriate doctor as he/she is more likely to suffer from
diabetes.

6 Conclusions

Technology has enhanced dramatically the way we live in cities and the healthcare
sector. Healthcare providers leverage technology to optimize decision-making that
leads to objective and personalized treatments, while traditional treatment methods
tend to be substituted by algorithmic predictions. The IoT gave elderly people the
opportunity to have self-assistance and self-monitoring in their own environments
with the use of wearable devices and sensors; therefore, better life quality is
achieved. Hospital administration operates with the use of smart systems to better
manage supplies of hospital essentials and estimate costs.

To conclude, for answering the two research questions, we emphasized on DM
techniques and their application on smart healthcare systems. At the same time, we
focused and provided examples on major DM applications for smart health.

As a result, we found that several DM/ML techniques can be used for a cost-
effective and accurate treatment, disease prediction with high accuracy, in-house
self-assistance using wearable devices, hospital management, disease diagnosis,
risk monitoring, drug research, and many others. In Table 1, we presented some
prominent applications for each DM task, based on review of the literature.

However, there is no single algorithm that performs faultlessly for every dataset.
Accuracy depends on the nature and size of datasets, while analyst and expert objec-
tives need due consideration. Thus, the decision on which DM task and algorithm
to apply to each case requires thorough examination, testing, and verification.
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Using DM algorithms for classification, clustering, association rules etc., keeps

healthcare getting better and ongoing research promises more to come in the
near future. However, concerns regarding data privacy and effective, secure data
sharing should be further examined to rectify limitations and achieve universal
interoperation of smart healthcare systems.
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1 Introduction

The smart grid represents the next generation of electrical grid aiming to resolve
all the abovementioned problems with the use of advanced information and
communication technologies (ICT). It is also foreseen that smart grids will ensure
smart and real-time monitoring of the grid status through the deployment of
advanced sensing capabilities. Using the phasor measurement technique, the wide-
area measurement system was designed and developed using the IEEE C37.118
communication protocol [1-3]. These phasor measurement techniques are applying
the digital signal processing methods in the base algorithm. Fast Fourier transform
(FFT) is an execution of the DFT that delivers practically comparative outcomes
as the DFT [3, 4]; however, it is more proficient and a lot quicker and regularly
lessens the calculation time fundamentally. It is just a computational calculation
utilized for quick and proficient calculation of the DFT. Different quick DFT
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calculation systems are referred to overall as the quick Fourier change or FFT.
FFT has been broadly utilized for acoustic estimations in places of worship and
show lobbies [5]. Other FFT applications remember otherworldly investigation for
simple video estimations, sifting calculations, huge whole number and polynomial
augmentation, ascertaining Fourier arrangement coefficients, figuring convolutions,
registering isotopic dispersions, planning structures, performing thick organized
grids, and picture preparing to produce low-recurrence clamor, and that’s just the
beginning.

The discrete Fourier transform (DFT) is one of the most significant apparatuses
in advanced sign handling that computes the range of a limited span signal [2]. It
is normal to encode the data in the sinusoids that structure a sign. In any case, in
certain applications, the state of a period area waveform isn’t an application for
signals wherein case signal recurrence content turns out to be helpful in manners
other than as advanced signs. The phasor digital signal representation in terms of
its frequency component in a frequency domain is important. The algorithm that
transforms the time domain signals to the frequency domain components is known
as the discrete Fourier transform or DFT.

2 Window Functions

Digital signals are adequately huge that the dataset cannot be unguided overall.
Adequately huge signs are additionally hard to examine measurably in light of the
fact that factual computations require all focuses to be accessible for examination.
A digital channel is one of the gadgets utilizing DFT. A channel is a gadget that
transmits (or dismisses) a particular scope of frequencies. There are two kinds of
channels, for example, finite impulse response (FIR) and infinite impulse response
(IIR).

FIR channels can be intended to have a precisely direct stage, and it has likewise
extraordinary adaptability in forming their greatness reaction. What’s more, FIR
channels are increasingly steady, and the impacts of quantization mistakes are
not exactly IIR channels. While IIR channels require fewer coefficients than
FIR channels for sharp cutoff recurrence reaction, and simple channels must be
demonstrated utilizing IIR channels. FIR channel is the perfect channel when
utilizing windows strategies. The investigation of DFT includes digitizing simple
signals and afterward utilizing an FFT to break down their ghastly substance that
causes ghostly spillage impacts [6]. The spillage impacts will confine the capacity
to identify consonant signals in signal blends; then, it needs window capacities
to decrease its spillage impacts [7-9]. Window capacities are a technique that
is utilized to lessen otherworldly spillage impacts. The spillage impacts are the
first sign that will be redirected from the predetermined recurrence band into the
upper frequencies band. The convolution of the sign is changed utilizing an FFT
and afterward duplicated by the comparable recurrence reaction, HD (£2). A last
converse change of the motivation reaction hD(€2) which is Y[k] = X[k]H[k] yields
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the sign y[n]. The case of the determination recurrence band is, for example, Fig. 1
illustrated the instances.

In view of FFT on the window sine-wave information, the subsequent sin(x)/x
bend shows lessening side projections and less spillage and improving affectability
of ghostly estimations [10]. Other than that, the approach to conquer the loss of
recurrence goals by examining signals quicker during the test period and multiplying
the example rate by twofold the number of tests [11-16]. Next, various windows
properties that will recognize recurrence goals or identify which sign is more
fragile (side lobe level). The windows work by executing an FFT on the 32 sine-
wave tests of unearthly information at that point contrasted with the hypothetical
otherworldly information from the first unending sine wave [17, 18]. At that
point, it duplicates the 32 sine-wave esteems by the relating window esteems. The
windowing activity “packs” the beginning and consummation estimations of zero
of the example interims. In this manner, the arrangement of 32 qualities never again
has an unexpected beginning or end of advances [19-21]. The recurrence range of
32 sine-wave esteems is the convolution of the Fourier transform of the unending
span sine wave (yields single an incentive at the sine wave’s recurrence) and the
Fourier transform of 32 1’s. The convolution is a persistent sin(x)/x work that is
subsequent the bend of DTFT. There are five categories of window capacities and
its conditions; however, three kinds of window which are the HNNW, HMMW, and
BW will be discussed.

2.1 HNNW Technique

This technique is mostly used to mitigate the noise level while frequency is filtering.
The HNNW is a plane window that has the initial value and end value comfortably
zero. It r=features a fast decay of the side lobes
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2
0.5-0.5 cos( i ) (1)
N_1

where N represents the number of sine-wave samples you acquire and n equals the
sample index 0, 1, 2, and so on up to N-1 data values

2.2 HMMW Technique

The HMMW has selected the best useable signal processing techniques of all. The
presentation of HMMW appears similar to a HMMW just elevated on a pedestal.
Nevertheless, the endpoints don’t reach zero. The level of the side lobes is roughly
constant.

2nn
0.54-0.46 cos < ) 2)
N —1

2.3 HW Technique

This windowing technique is the most widely applicable window since it is very
application-friendly and features a rapid deterioration of side lobes at the cost of a
wide main lobe and low-frequency discrimination.

0.42-0.5 270\ L 0.08 2mn 3)
. —U. COS N — 1 . COS N — 1

3 Simulation Result Analysis

The coding for the simulation and testing is accomplished using Matlab Based.
Figures 2, 3, 4, 5, 6, 7, and 8 summarized the HNNW that has a sinusoidal shape.
As the number of samples (V) is increased, the peak of the bell-shaped waveform in
the time domain gets closer to one (1). On the other hand, the number of side lobe
per cycle increase as well. The peak of the first side lobe is approximately —30dB.
The roll-off rate of the side lobe is approximately 60dB per decade.

From Figs. 8, 9, 10, 11, 12, and 13, the HMMW shows a similar characteristic
waveform as HNNW. But the starting and ending point does not touch the 0 or
known as the origin. The peak of the first side lobe is around —40dB, while the side
lobe roll-off rate is approximately 20dB per decade.



Window Functions for Phasor Signal Processing of Wide-Area Measurement. . .

Time domain Frequency domain

Ampliudo
(=]
[
Magnitude (dB)
8

04 30
0.2 -40
o -50
1 15 2 25 3 35 4 0 0.2 0.4 06 0.8
Samples d Freq ¥ (xx
Leakage Factor: - - Relative sidelobe attenuation: - - Mainlobe width (-3dB): 0.99219

Fig. 2 HNNW for N=4

Time domain 0 Frequency domain
1
0
0.8
5 -20
§ 2
06
g -
E
2 §
04 0
0.2 -80
V] =100
1 2 3 4 5 [ 7 8 0 0.2 0.4 0.6 08
Samples d Freq (== rad/s he)
Leakage Factor; 0.03 % Relative sidelobe attenuation: -32.4 dB Mainlobe width (-3dB): 0.40625

53

Fig. 3 HNNW for N=8
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Fig. 6 HNNW for N = 64
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Fig. 15 Blackman window for N=8

The peak of the first side lobe is around -60dB, while the side lobe roll-off rate
is approximately 60dB per decade. Figures 14, 15, 16, 17, 18 and 19 represents the
Blackman window’s general numerical simulation analysis; an extra cosine term is
included which helps to reduce the side lobe.

Based on Fig. 20, the time-domain graph shows the comparison of three signals
of Blackman (yellow line), Hanning (blue line), and Hamming (red line). It is
observed that the Blackman signal touches the 0-axis, the Hanning signal slightly
touches the 0-axis, and the Hamming signal does not touch the 0-axis at all. This
means that Hamming is still having discontinuity in the signal, and thus it performs
better in canceling the nearest side lobe but does a poorer job of canceling any
others. Based on Fig. 21, the frequency-domain graph also shows the comparison of
Blackman, Hanning, and Hamming signals. Blackman window has the widest main
lobe width; it is stated that the narrower the main lobe, the smaller the range of
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Fig. 17 Blackman window for N=32

frequency that can contribute to the output of any FFT filter. Besides, the accuracy
of the FFT filter, in defining the frequency in a waveform, is improved by having
a narrow main lobe. In short, the narrower the main lobe, the higher the spectral
resolution and amplitude accuracy and the lower the spectral leakage. Moreover,
based on the main lobe width of a window is associated with the transition width of
the designed filter [22-23].

Next, the peak of the first side lobe of Hanning, Hamming, and Blackman
windows is approximate to -35dB, -45dB, and -60dB, respectively. It is better if
the peak of the first side lobe is more negative as possible, because the side lobe can
overpower the main lobe response if the magnitude is too close [24].

Blackman has a lesser side lobe compare to Hamming and Hanning. Based on
[24], the side lobe is the unwanted radiation from a different angle than the main
lobe’s direction. In addition, excessive side lobe radiation wastes energy and may
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Fig. 19 Blackman window for N=1028

cause interference to other equipment to increase the noise level in the receiver.
Blackman has an extra cosine term that reduces side lobe and thus increases the
efficiency of the filter; also, less power is lost [9, 10].

Based on Fig. 21, Blackman window has the largest side lobe roll-off rate, while
Hamming has the smallest rate. Typically, lower side lobes reduce leakage in the
measured FFT but increase the bandwidth of the main lobe. The side lobe roll-off
rate is the asymptotic decay rate of the side lobe peaks. By increasing the side lobe
roll-off rate, you can reduce spectral leakage [4].

HNNW is useful for analyzing transients longer than the time duration of the win-
dow and for general-purpose applications [3, 6]. Based on the National Instruments
(n.d), HNNW is satisfactory in 95% of cases, which simply means it is suitable to
be used in most engineering cases due to good frequency resolution and reduced
spectral leakage. One of the applications of HMMW is in noise measurements [1,
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Fig. 20 Time domain for Blackman, Hanning, and Hamming

2]. The Blackman window is applicable for single-tone measurement because it has
a low maximum side lobe level and a high side lobe roll-off rate.

Based on Figs. 22 and 23, there is a significant difference in using different values
of zero paddings. When 20 zero paddings are applied, the shape of the graph is
uneven. However, when 200 zero paddings are used, the shape of the graph is even
and smooth. Therefore, increasing the number of zero paddings will smoothen the
graph, producing desirable results.

4 Conclusion

This paper discusses the performances of the three windows (Blackman, Hamming,
and Hanning) that were obtained from the gain responses observed in the FIR
low pass, high pass, bandpass, and bandstop filter. It accomplishing in comparing
with the responses from magnitude response, phase response, equivalent noise
bandwidth, and side lobe width as well as response in time and frequency domain
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all done using Matlab simulation. HMMW does a better job at canceling the nearest

side lobe, and it is useful in noise measurements. Then, the Blackman window
results in the spectrum with a wide peak but good side lobe compression. In
comparison with the other two, Hanning shows a better frequency resolution that can

mitigate spectral leakage. On top of that, these three windows were used to design

the FIR filter. Therefore, these three windows have their specifications, which are
applied in different types of engineering cases. These windows have their pros and
cons and are selected carefully based on their characteristics when undertaking any

engineering problems.
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Facens Smart Campus Integrated M)
Dashboard: A Use Case Applied for A
Energy Efficiency

Roberto Silva Netto, Lester de Abreu Faria, Johannes Von Lochter, Emerson
Roseiro Filho, and Guilhardo Augusto de Azevedo Rodrigues

1 Introduction and Contextualization

The purpose of this chapter is, in accordance with the concept of Smart Cities,
and mainly with an IoT background, to describe how it is possible to develop
and implement a unique dashboard, containing all data and systems, being fully
integrated, not only for presenting all necessary information, but for generating
predictive models focused on energy efficiency, considering the power factor as a
function of meteorological conditions.

For the sake of understanding, in electrical engineering, power factor indicates
how much power is actually being used to perform useful work by a load and
how much power it is being “wasted.” It is one of the major factors behind high
electricity bills, power failures, and sometimes the imbalance in electrical networks.
It is calculated based on resistive and reactive loads, where the resistive ones mean
that all the power supplied to it are dissipated for useful work, due to the fact that the
current is usually in phase with the voltage, while the reactive ones cause a drop in
voltage and draw current from the source like resistive loads, dissipating no useful
power, and can be capacitive or inductive. The objective of this chapter is not to
go in detail and explain what power factor is, but to understand its impact on the
energy network and its correlation with meteorological conditions, creating a model
and predicting its behavior.

Nowadays, we can assure that a continuous transformation of energy network
management leads to a growing necessity of integrated and interoperable systems
to support the so-called smart management in a city. Thus, a more efficient,
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environmentalist and technological approach demands a significant research effort.
Enhanced usage of communication technologies and the creation of data services
enable a transformation of the operational methods, affecting the technical criteria
of the system architectures, as well as operational constraints and integration
requirements [1].

In this sense, different data sources will be accessed, used, and considered for
our model generation, specially different information on weather conditions and
weather forecast, which, after studied, showed a great correlation with the power
factor measured by our system, leading to an excellent study case.

Thus, data from a living Lab in Brazil was collected and evaluated in a period of
50 months, in which weather conditions showed that it is possible to achieve a high
accurate model for prediction of the power factor on energy consumption, allowing
to achieve also the sensibility of each one of the parameters to the final results.

1.1 Understanding the Concept of Smart Cities and the
Ecosystem for Energy Generation and Consumption

In the late 2000s, the concept of a Smart City has achieved the main focus in a multi-
variable domain, in order to overcome the recent and rapidly growing challenges
associated with urbanization. Through the use of multiple domains, and the IoT, it
is possible to reduce most of drawbacks associated with population welfare, among
others, the energy waste, just by allocating the resources more efficiently [2].

Smart, in a common sense, can be defined as “standardizing, monitoring,
accounting, rethinking and transforming.” Each one of these elements is an impor-
tant contribution for the future of cities, in order to achieve the expected challenging
goals. While earlier cities could be considered the by-product for industrialization,
now they are the node of economic growth [3].

In a planet where it is expected that more than nine billion people will live
together until 2050, two-thirds of which in cities [4, 5], sharing and disputing the
same resources, it is expected an increasing demand on services and infrastructures,
specially in energy, demanding a higher production, or even a more efficient one.
Therefore, in order to ensure the efficiency, sustainability, and safety of these
urban communities, they should become smarter, integrating massive infrastructure
components and services, providing not only more energy, but, on the other side,
smart proposals for the best consumption patterns [6—8].

This way, future technologies for Smart City applications, as a whole, are
expected to be massive economic sources in a close future, being expected to be
worth a cumulative 3.3 trillion dollars just by 2025. Today, private and public
companies are developing a number of solutions for Smart City Ecosystems,
creating an expanding number of technologies and employment opportunities [2]
(Fig. 1).
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Fig. 1 Smart planning with
smart infrastructure (Adapted
from [31])
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As a general idea of the size of the challenge that we are observing, we know that
urban areas consume up to 80% of the global electricity generation and that, up to
2050, more than six billion people (70% of the population) will live in these cities,
being also responsible for the greenhouse gas emission [9].

Therefore, when we think on Smart Cities, we shall combine, in a single
urban model, solutions aimed at environmental protection, energy efficiency, and
economic and social progress, not restricted to those. Inhabitants are, more and
more, calling for new urban energy services, from domestic environment to private,
challenges that must be addressed for the Academia and Government, both public
and private solutions. The energy infrastructures, models, processes, and solutions
are clearly the most important urban infrastructures to support the realization of
sustainable Future City [9].

When we think the future cities, we arrive to complex systems with a different
number of smart elements, all imbedded in their systems, and with a high level of
Information and Communication Technologies (ICT) being used to connect them,
sharing resources and information [10].

1.2 Internet of Things (IoT) and Artificial Intelligence as Tools

As previously reported, when we think on Smart City systems, we must consider
that they demand a large number of sensors and massive datasets, being built with
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data analytics and machine learning techniques [11]. One of the tools that will
enable this ecosystem is called Internet of Things (IoT). The other is the Artificial
Intelligence.

The Internet of Things is one of the key technological existing tools, allowing
we can realize the full potential of cities transformation. It is an infrastructure for
the information age, enabling both physical and virtual interconnections [12, 13].
It is creating a revolution, in all fields. The idea of IoT supports an easy flow of
communication between different devices finding applications in different fields
like the ones related to, but not restricted to, energy efficiency, such as intelligent
energy management, smart grids, and energy constraint, as it is based on batteries
and many more [3]. That is, IoT benefits in the Smart City scenario are extensively
acknowledged by countless real application deployments, which come as standalone
or even domain wide activities within a city [14].

Considering the study case presented in this chapter, IoT is a communication
paradigm that makes Internet immersive and pervasive, enabling easy access and
interaction with a wide range of devices and parameters, like the ones we use for
the weather measurement and weather forecast, as well as their correlation with the
power factor of our institution [15].

Therefore, IoT data will be prevalent due to the dissemination of sensor devices
in our institution, being strongly integrated for creating novel values, such the one
we are proposing here: the influence of weather parameters on the power factor.
We can see the critical of this issue to solve real-world problems, assuming that
the integration of multiple data can lead to a better prediction and correlation with
the actual power factor. The main purpose of this integration is to produce useful
data about the surroundings, making them smarter, and providing environments
access, based on a collection and analysis of past, present, and future data. Data
allows optimal decisions and models, mainly in real time and for future predictions,
based on weather forecast. This is only possible by the fusion of various types
and forms of data, to enhance data quality and decision-making. Computational
Artificial Intelligence plays a key role in this challenge, by working on the collection
of various IoT data, and making them to be inter-connectable [13, 16].

Concerning to Artificial Intelligence (AI), it makes possible the study and the
better understanding of the context awareness. Previously, this kind of approach and
information was limited to the command and control in army operations, or robot
manipulation in space, but today we can see it, more and more, applied to everyday
services [17].

In this sense, Al can play a crucial role in the IoT paradigm, especially in
those areas where we need some level of prediction or we need a decision support.
Developing this kind of intelligence and acquiring a high level of accuracy is a
challenging process that demands tools based on machine learning, deep learning,
data fusion, Fuzzy Logic, besides others. It shows to be a high complex environment
that allows us to achieve the best information and situational awareness [13].

Artificial neural networks (ANNs) show an extraordinary capacity to analyze
and correlate complex and imprecise data, extracting patterns from complex and big
datasets, making data more accurate and precise just by training and learning [13].
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Finally, city and each one of its elements will start working as a multi- and
interrelated system, with a minimum interaction of human, with a self-operation
and fault diagnosis supported by Al models and predictions [18].

At this level of information, decision support and situational awareness are
very critical and can be achieved only by data fusion. In the present study case,
a multi-sensor data fusion was used to combine information from meteorological
sensors and sources of weather forecast. This result enhances the understanding
of the environment and of our ecosystem, providing the basis for planning,
understanding and for the decision-making process of the energy consumption of
our institution [13].

1.3 Data Fusion, Main Challenges, and Integration on a
Dashboard

When referring to data fusion, we can find a number of opportunities and tools to
support the decision-making process, as well as for prediction and analysis of a
certain environment. It shows to be, day after day, the best alternative to analyze
data and to correlate different sources of information to understand a specific
phenomenon.

In a general way, we can say that, through the data fusion, information becomes
more intelligent, decisive, sensible, and precise. Once it comes from multiple
sensors, it is possible to understand its meaning as a whole, and not by each
data itself, which can be useless. Therefore, it is able to clarify and to highlight
information that could be hidden in a polarized (unique sensor) vision. But, as all
computational tools, besides the advantages, we can find some drawbacks that must
be overcome.

Considering the statistical approach, we achieved that data must be merged in an
optimal manner. This is a challenge. But not only merging this data is necessary. It
must be filtered and chosen, once sensors can be imprecise sometimes, inaccurate
and uncertain. These defects, or outliers, must be filtered by a correct use of data
fusion algorithms.

Other challenges show to be the ambiguities and inconsistencies, not only caused
by the impreciseness of the sensors but also by the operating environment. The
solution for those cases is always the detection, replacement, and data imputation.

Data correlation and alignment are present generally in wireless sensor networks
affecting directly the confidence in a data fusion algorithm and are a result of the
transformation of all sensor data to a common frame, prior to fusion.

When we talk about the IoT environment, applications may consist of several
thousand sensors, detecting different parameters. Data fusion is not a clear and
easy process in nature. A perfect data fusion algorithm does not exist, and regular
refinement must be performed in every environment and data lakes [13].
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But in order to have an adequate visualization of the data and correctly
understand different correlations among them, it is necessary to provide a common
dashboard where we can show different sensors indications, to agglutinate the data
lake that is used to generate models and, at least, try to predict a behavior of the
energy system. This data must be as embracing as possible, conjugating both open
and private data, static and real-time ones. We have to study and to use several
datasets and API sources generating data models, creating applications and models
that can be useful for the prediction of energy consumption. Thus, what we did was
to develop an application based on a dashboard that may assist the developers to
understand the phenomena via visual queries on a graphical user interface, as well
as to develop a methodology that facilitates to model the consumption standards and
to predict the future, based on meteorological conditions and forecast [18].

It is clear that most of these predictions and models must cope with big data
aspects dealing with data volume, variety, and veracity. Drawbacks come from real-
time data, as weather conditions and its difficulty and uncertainty of prediction.
Then the solution provided in this chapter took advantage of the huge amount of big
data coming from several domains of the meteorological station, at different sam-
pling frequencies, for exploiting and analyzing them, making predictions, detecting
anomalies for early warning, and for producing suggestions and recommendations
to our Smart Campus students and managers [18].

1.4 Challenges Concerning to Power Factor Prediction Based
on Meteorological Conditions

Cities consume huge amounts of electricity, but not always we can say that their
consumption profiles match the best shapes. Power factors are a problem that shows
to be expensive and difficult to adjust, and more, people do not understand its impact
on the energy network, not even how to deal with it in order to have better results.
Thus, it is generally an inefficient and bad loss of energy that could be avoided if we
had a good model and an adequate correlation with the meteorological conditions,
as we propose here.

Based on everything that was previously described in this chapter, it is clear
that treating with the prediction of the behavior of the power factor it is not an
easy task. Data volume, variety, and veracity of meteorological conditions can be a
complex and difficult element for creating prediction models. Maybe it is the reason
for not existing an accurate and reliable model, in literature, until now. That is
the main reason we addressed this subject in this chapter. It is essential to build
accurate, real-time, and large-scale geospatially distributed sensing networks in
future Smart Cities to monitor weather condition and focus on energy consumption,
predicting what will be the best approach for reducing the power factor impact
on a sustainable consumption, and using a massive and widely distributed sensor
networks generating a massive volume of data, allowing us to adequately analyzing
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it. Integrating all these infrastructure components and services in a dashboard
requires an efficient monitoring and an intelligent decision-making system to ensure
reliability of the energy system, requiring, as well, a high-performance computing
paradigm to support big data analysis with smart technologies and communications
in IoT, providing location-awareness and latency sensitive computing near the data
sources [2].

The motivation of everything that was developed here is not only to save money.
More than that, it is related to independence, sustainability, reliability, security,
power quality, and customer satisfaction. The developed model can coordinate the
controlling and monitoring of the city’s power demand and energy consumption
to improve the power factor and/or schedule it during times when meteorological
conditions favor it. Thus reliability, security, and efficiency of the electricity system
based on a dynamic optimization of the system are of major importance.

2 The Integrated Dashboard

The challenge that was proposed was enormous, to create an efficient, sustainable,
and human campus, which not only observes one dimension of the problem, but
also the whole ecosystem, where each element has a relevant role and needs to be
observed. Certainly, the use of IoT was a catalyst for this development, as it enabled
a vision that was previously unexplored or often unknown.

We understand that the use of ICT is a driver for the development of Smart Cities
and Smart Campus as mentioned by Pagliaro et al. [19] based on the six axis model
that covers Governance, People, Economy, Environment, Living, and Mobility. But
as the University Campus has all the characteristics of a small city [20] we need to
pursuit the wellness of the citizen, and this make the technology as the medium and
the people the goal of every initiative of digitization.

Starting with small steps, some devices were added and at that time, several
solutions from different manufacturers were used. So the campus environment was
gaining visibility, resulting in more detailed knowledge, creating a more detailed
image on top of a known profile.

This sensor system was gaining complexity, since it was not possible to obtain
IoT devices from a single manufacturer, nor using a single communication solution,
which further increased the challenge of creating an integrated system, which would
provide the necessary vision to build an efficient, sustainable, and human campus.

To help the development of an integrated view where all the data can be
consolidated we need to overcome some obstacles. The first one is in the physical
layer, where we have some protocols that we can use to transport information. When
we climb the protocol stack, we can observe another number of protocols that are
used to deliver information to an application (Fig. 2).

This generates a large number of possible solutions for the development of IoT
and WSN devices, which makes it difficult to consolidate all this information. For
example, in [22] we see that it is possible to use Bluetooth, RFID, Cloud Computing,
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Community Engagements

Fig. 2 Communication framework [21]

VR and AR, and NFC, to bring data from the field and insert it as an information in
an integrated dashboard that will be used to construct a big picture of your campus
and them create a smart environment for the citizens who live inside your city.

Consolidation is necessary, as the devices help to have a more macro-view of the
city or the campus. When we look, for example, only at the electrical system, we
have a micro-view of a system that makes up a system of systems. However, to have
a greater awareness of a city or campus, it is necessary to have several systems, not
only of energy, or water, or lighting or climate. All of these systems are necessary
and important, but when separated, they cannot deliver a more critical view, nor can
they arouse suggestions for correlations between data, because when we look at it,
we only have one frame.

So the great challenge faced was the development of an integrated and consoli-
dated dashboard and not a segregated and unrelated view that is obtained when we
have several dashboards, each for its respective sensor.
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Fig. 3 Integrated dashboard powered by PI System®

Therefore, together with the partnership with OSIsoft through the PI System, a
unique dashboard was developed, with all devices and their information, regardless
of the physical layer or application protocol. The result of this integration can be
viewed at Fig. 3.

2.1 Data Architecture

During the creation of the dashboard, it was necessary to develop some features that
will ensure that besides the source of the data, they will arrive at the destination in
the right format. For this, it was necessary to understand all the paths that the data
could take to arrive at the PI System.

For the media that we can use to transmit data, we can mention SigFox, LoRa,
NB-IoT, and WiFi.

So, was mapped each sensor, by the type of telecommunication protocol that was
used, where the data will arrive, and which format it was sent, as we can see in
Fig. 4. With all these information was possible the development of a middleware,
capable of receiving data from any sensor and inserting it at a common database.
This database is used to feed the PI System architecture and then create a unique
vision of the campus.

We start from the sensor that we call “Data Source,” and it is mapped to the
technology that was used, the medium that data to be sent by the sensor, and which
data protocol the sensor use to deliver the sample. As the data can be enveloped by
many protocols, it is necessary to have a middleware that can understand it and insert
the information in a common database. Then was started the architecture of the PI
System that have a SQL Server, where all data from the middleware are stored, and
a Data Archive that puts the data in a format that could be used by the PI Vision.
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Fig. 4 Data architecture of the system

This last system is responsible for delivering the integrated view of all systems that
we have inside the Smart Campus Facens.

2.2 The Ecosystem

Based on the architecture described, the number of sensors was increasing, some-
times through acquisition directed with the manufacture, and sometimes drove by
projects involving students. Some challenges were set for the students, and they use
the living lab to develop a solution that could attend the challenge. This initiative
improves the learning from the students as they can observe the real problems in
your neighborhood and can use technology and the Campus environment to develop
device that will consolidate the knowledge acquired in the classroom.

One of the first initiatives to construct a Smart Campus at Facens was the
insertion of a photovoltaic power source. This Renewable Energy Source (RES)
has 60 kW of peak generation, with four inverters that send the data individually
and the information is consolidated at the dashboard.

The data flow is modeled in Fig. 5, and it is possible to see the same architecture
developed in Fig. 4. But to fit the needs of this system, some adjustment was made
necessarily, since in the first interface from the data source as in the second interface,
at the middleware.

With the data flow mapped and the integration with our system completed, was
designed a single view of some data that the inverters could provide individually
and then create a sense of whole RES. The result of this visualization is shown in
Fig. 6.

In a second moment, was noticed that it was necessary to get the view of some
weather variables and create the understanding of how the climate change could
affect our environment. These information could support decision taken from the
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Fig. 6 Single view of the solution

governance of the Campus, to improve the thermal comfort in the classroom for the
students during the hot period of the year.

Based on this necessity, we search for a solution provider that could deliver this
type of information and allow to use some wireless technology to send the data to
our dashboard. After it has been installed, the integration process starts and was
mapped to all the data flows for this specific manufacture.

For this solution, another interface at data source level was developed, which
receives data from a LPWAN (Low-Power Wide-Area Network) and should receive
in a different format that was developed for other solutions. So, was created another
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Fig. 8 Data flow of the water supply system

data translator at the middleware to support the data integration for this manufacture
as shown in Fig. 7.

After inserting RES in our Smart City, Smart Campus, and the weather sensors,
the next challenge is to monitor variables as utilities. The water supply was then
chosen to be used as pilot project to understand the challenges in this type of
initiative. In our case, it was necessary to monitor the state of water supply, install
the sensors, and connect to a PLC that will control two pipe bombs. The dataflow
for this system is shown in Fig. 8.
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Fig. 9 Water supply monitor

For this solution was designed a view, Fig.9, to guarantee the visibility of the
state of the water supply and the pipe bomb used to get water from a artesian well,
pump to another level inside the campus, so the water could be distributed to all
buildings.

This ecosystem reflected by the integrated dashboard helps us to achieve a better
awareness of the entire campus, allowing the view of power quality by another
angle, where we do not look for smart meters in every power consumption device,
that in your case do not exist. By the observation of whole picture of the campus,
with all the data from many sensors, it was possible to get a insight that should
possibly predict the power factor of the entire campus using other types of data, like
the weather condition. It is widely used to forecast power consumption [23] and
renewable energy resource as photovoltaic [24] and wind power plants [25], but for
power factor could be a first initiative.

3 Machine Learning Applied to Power Factor Prediction

The disorderly urban growth and the rise of Smart Cities are struggling with the
current infrastructure and energy supply. According to Smart Energy International,’

1 Reshaping energy systems for future cities, available on https:/bit.ly/2XQtZxm, accessed in
September 20, 2020.
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it has several effects for the development of a country, which will no longer be able
to accommodate the demands of its society in a sustainable way. It is mandatory to
revamp the archaic energy network infrastructures and break reliance on fossil fuels.

Brazil has hydroelectric power as the main source of electricity. The largest
hydroelectric reservoirs are installed near the regions of greatest demand. At their
maximum capacity, they were able to meet the demands for 3—4 years in the 1970s,
shortening it to 4 months nowadays due to energy demand caused by population
growth and climate changes [26].

Even though it is a renewable source of energy, the construction of a hydroelectric
plant is linked to irreparable and invaluable environmental impacts, such as
greenhouse gas emissions, fragmentation of the rivers, changes in water quality,
relocating or displacing humans, interference in migration, and spawning fish [27].

Due to recent environmental impact and the concern with fossil fuels, Renewable
Energy Sources, such as photovoltaic panels and wind power generators, arise
as alternative to hydroelectric power plants. Among many renewable energy
sources, the photovoltaic energy is one of the most popular because it is clean
and inexhaustible energy, which does not produce noise or heat and requires low
maintenance [24]. However, one of the disadvantages of this system is associated
with the low efficiency of the current solar panels, which means that much of the
sunlight is not converted into electricity.

The most of the countries have a mixed energy matrix. The Brazilian energy
matrix? is composed of hydroelectric plants (60.9%), fossil fuels (16.11%), biomass
(8.74%), eolic (7.52%), import (4.91%), nuclear (1.20%), and solar (0.61%). The
planning of which energy source is employed to meet the demand of society is an
important matter, since it is possible to deliver electricity provided from expensive
(import) and non-sustainable sources (fossil fuels) just when renewable energy
source is unavailable. In this way, a prediction system for renewable energy would
be helpful to ensure to meet the demand while balancing the consumption between
clean energy and expensive or non-sustainable sources.

The meet of demand has some legal issues to be observed as well. The
concessionary sells electricity on contracts with service level agreement (SLA) to
companies across the world, which formalizes its availability and requirements.
When the concessionary is unable to deliver the electricity for a time interval, known
as downtime, it may occur a contract violation and a forfeit to the customer. For
the customer as service user in the electricity business, to consume more than a
previous demand contract it may also occur a contract violation. For these reasons,
it is interesting to forecast the generation capacity in a plant.

Although there are many results in the literature about power generation forecast-
ing, most of these works employ more complex features (e.g., radiation and cloud
coverage) that are unavailable at meteorological Brazilian services. The remaining
of this section outlines a prediction model for power factor using meteorological

2 Photovoltaic Systems, available on https:/bit.ly/2Ho62Yx, accessed in September 20, 2020.
3 ANEEL - Energy Matrix, available on https://bit.ly/2wxxvD2, accessed in March 10, 2019.
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features, like temperature and precipitation, which are commonly available through
meteorological services around the world.

Solar energy production rate is closely related to climatic variations [28].
For example, cloudy and rainy days imply large fluctuations in the intensity of
solar radiation, lowering the electricity generation. Due to limitations imposed by
Brazilian climate centers and unavailability of complex information, our experiment
was conducted using temperature and precipitation variables, which is publicly
available to use around the world.

Similarly to this work, Yona [29] took solar radiation and temperature as features,
using a neural network for its prediction. Their neural network architecture is
shallow, and its parameters were defined after a grid search has been performed.
The results obtained are outstanding, mainly due to the high correlation mentioned
before between solar radiation and energy production rate in photovoltaic systems.
Compared to this work, our approach does not include radiation, which is not always
available.

Solar radiation was also employed as feature in the work published by Tao [30],
but they proposed a different neural network architecture (NARX) from traditional
multilayer perceptron (MLP). NARX is an autoregressive model that considers
different inputs through the time and models it accordingly. Since the power
generation task in photovoltaic systems can be seen as a time-series forecasting
problem, it does make sense that the results of the authors showed that NARX
performs better than MLP. However, a common problem known in time-series
forecasting problem handled by neural networks is non-parallelism. It demands
more computational resources to deliver the claimed results.

Shi [24] proposed a different approach combining a weather classification system
and photovoltaic power generation forecasting. Both tasks are aligned to improve
power generation forecasting task performance. Results are similar to previously
published works, but they employed support-vector machines as learning method. It
shows that a plethora of learning methods are suitable for this task.

We propose to predict factor power using meteorological data in a similar way
many works were already proposed; however, factor power was not studied as output
from a predictive model until now. It is important because an imbalanced factor
power can produce damage into electrical network and generates forfeit in electrical
bill due to Brazilian regulatory laws.

In order to model factor power as function of meteorological data input,
we collected 6 months of data from energy consumption using specific sensors,
meteorological data from a meteorological station inside our University Campus,
and solar panel energy generation from our solar panel farm, because we understand
the input of generated energy from solar panel can affect how factor power is seen.
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3.1 Datasets

To elaborate this study case, we used three different sources: (1) consumed energy,
(2) meteorological data, and (3) solar panel energy generated in the campus. The
consumed energy dataset shows the tax period, the active and reactive potency
kVa and kvar, respectively (kilovolt ampere and reactive kilovolt ampere), and the
potency factor; the meteorological station data have the air temperature and dew
point in Celsius, the solar radiation in W/m?, vapor pressure deficit in kPa, air
humidity percentage, precipitation in mm, and wind speed in m/s. The solar panel’s
produced energy data containing details of the every panel’s instantaneous potency
production are in kWh, and cumulative data produced in some periods (day, year,
ever).

To merge these datasets, some challenges were faced. Each dataset has a different
pattern with their own data time range and intervals. For example, the produced
energy has more than nine billion rows with intervals close to 15 s for each panel
starting at 2019/01/01 and ending at 2020/02/19, while the consumed energy has
the same range, but a data interval of an hour between two measures, resulting in
nearly 10,000 rows. While we analyzed the energy consumption data, a problem
was found making all data before 2019/05/02 needed to be discarded due to failures
in sensors when registering each data point. All datasets were standardized to the
period between 2019/05/02 and 2019/11/27, sampling them in an hour interval,
which enabled comparisons between data sources.

3.2 Exploratory Data Analysis

An exploratory data analysis was performed to have an overall understanding of the
different data sources and their correlation. As our main goal is to understand and
model a predictive function having power factor as target, we have interest in which
a set of variables better describe power factor behavior.

A study was made using a pair plot (Fig. 10) about the behavior between energy
consumption, the potency factor (PF) registered in the campus, and its period when
data points were collected.

We have many activities across the day, mainly in evening and night periods,
so we observed higher energy consumption in those periods. For potency factor,
the pair plot had shown an unexpected behavior because potency factor would
drastically decrease when energy consumption was low. To understand this behavior
better, we investigated exactly when this phenomenon happened.

In Fig. 11 we compared PF against energy consumption in all available data
points as time series. In order to enhance its visualization, PF data were multiplied
by 100, and energy consumption was divided by 50. As it preserves their original
distribution, it does not accumulate many points in bottom or top regions of chart.
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Fig. 10 Pair plot of energy consumption, potency factor, and period to understand behavior of
those three variables
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Fig. 11 Comparison of PF and energy consumption as time series

Almost every peak in PF was observed with a drastically low registered point
in energy consumption. We also noted that it happened often in weekends, when
campus is less crowded, and thus less energy is consumed as well. We raised a
hypothesis that solar panel energy inserted in electrical network could have affect
power factor in the same manner. As we have an energy source inside the campus
in solar panels, we intended to observe its relationship to findings of PF and energy
consumption discrepancy.

Figure 12 shows both time series for energy utilization in campus from solar
panel energy generated and PF registered.
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Fig. 12 Comparison of percentage of energy utilization from solar panel against PF as time series

Table 1. Observe;d Variables Correlation

correlation of variables to -

power factor Air temperature —-0.217
Dew point 0.083
Solar radiation —0.318
Air pressure —0.260
Air humidity 0.300
Precipitation —0.001
Wind speed —0.130
Energy consumption 0.247
% Solar energy utilization | —0.598
Potency —0.339

It is possible to realize some pattern, like almost every time PF decreased, the
percentage of solar energy utilization in campus drastically increased. This finding
highlights that solar panel information has an important relationship to PF behavior.
As solar panel is really affected by meteorological conditions, we investigated their
correlation among other variables.

For correlation, every data point registered after 6 PM was dropped, since data
points collected in period of night do not change on the perspective of solar panels
(Table 1).

There is no strong correlation between meteorological features and power factor,
as the absolute highest value observed in solar radiation is close to 0.3. It shows
that meteorological features, which could be related to power generation, have no
correlation with power factor. It is an important finding, because air conditioning
machines are high likely to impact power factor, which leads to more investigation.
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For such scenario, once the temperature was not correlated to power factor, it was
relevant to analyze other variables beyond meteorological features, like those from
energy consumption and solar panel energy utilization. As expected, because we
already had seen the behavior among PF and percentage of solar energy utilization,
this feature has a strong correlation to PF with an absolute value close to 0.6.

3.3 Experimental Methodology and Results

After having a better understanding on how data sources are related, and which
variables explain the PF behavior better, we describe in this section details to make
results reproducible. As many works in the literature suggest the use of neural
networks as learning algorithm to model functions with power generation forecast
as target, we extrapolate this to power factor as target and evaluate it using different
sets of variables.

Since power factor is a continuous variable, the model should be a regression
function like f(x) = y, where y is the function answer to an input x, usually a
sample containing data that will be multiplied by coefficients learned in a process
called machine learning. After exposed to many samples collected in different
circumstances, a learning algorithm is able to generate a model that has the
capability to infer a result using its input and coefficients learned through the
process.

The implementation of neural network was accomplished with programming
language Python 3.6, using scikit-learn library to make it easier this
implementation. From this specific library, we used MLPRegressor method, which
implements a multilayer perceptron neural network for regression.

A neural network has some important components on its composition, like the
number of neurons, the solver chosen to optimize neurons weights, and the learning
rate. The number of neurons is important to make complex networks or simpler
ones. As the number of neurons increases, more connections are generated, making
functions more complex. The solver is an optimization algorithm to change how
connections between neurons affect the output of network, which can affect better
or worse depending on the task to be handled by neural network. The learning rate
defines how much the neural network will learn each step of optimization, where
high values can lead to minima local and low values can make the optimization
process prohibitively slow.

As neural networks are highly dependent on parameters tuning, we evaluated
some configurations to obtain one to enhance the obtained results. For a number of
neurons, we evaluated 25, 50, 100, and 200 neurons. For solver, we evaluated three
different ones: LBFGS, SGD, and ADAM. The learning rate was evaluated using
two different values only: 107> and 10™4.

Firstly, all data were split into two sets: training (80%) and test (20%). In training
set, each configuration was evaluated in a fivefold cross validation using r2, which
measures variance of predicted power factor and true values for power factor from
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Fig. 13 Comparison of power factor (PF) against its prediction output from a neural network

training set. The best configuration found had a number of neurons set to 100, a
learning rate set to 1073, a solver set to ADAM and achieved r2 = 0.93.

The best model obtained with best configuration was used to predict output for
test set. The power factor known for test set and the power factor prediction from
model are compared in Fig. 13.

As the model had r> = 0.93 in training set, it is expected low variance when
comparing real power factor to its prediction using same data for each point. That is
observed in the comparison, when both lines are close to each other, showing high
capabilities to predict even drastically decreases, the main interest in this work. With
this model, operating at low error rate as shown, it is possible to conclude that power
factor can be predicted using information from energy consumption and solar panel
energy utilization.
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Cloud Internet of Things in Medical )
and Smart Healthcare Applications A

Shayla Islam, Mohammad Kamrul Hasan, Ahmad Fadzil Ismail,
and Imran Memon

1 Introduction

Healthcare is the act of maintaining or improving a person’s health through various
methods, the most common ones being through the examination of body health
and improving health with medication such as therapy or medicines. Especially for
older adults, having access to good healthcare makes sure that people are getting
treatments that cannot be done at home. Life expectancy of adults 65 years old
and above increases by 2-2.5 years compared to those without access to healthcare
[14]. Establishing high-quality healthcare facilities is difficult as it is costly and
cannot be done unless there are enough people in the area to make sure it is still
able to stay in business. As such, oftentimes denser places such as cities will have
better healthcare facilities, while areas such as the countryside will only offer basic
treatments. People working in the cities also generally have higher earnings and
thus will be able to afford better healthcare and thus further widening the gap
of the healthcare quality received by the society. Cloud computing is one of the
technologies that are more and more implemented as time goes on. It is a model
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in which a host offers computing powers to the consumers through the Internet.
Consumers will then pay to the host for the service and convenience of not having
to host and maintain the server hardware on their own.

The types of services can vary between the service provider, and it is common
for a provider to offer many highly used features in hopes that consumers will not
need to search for other services and stay inside the provider’s ecosystem. Most
providers offer two types of cloud service, storage services and virtual servers.
Storage services commonly act as a method for the consumers to store a large
amount of data either to be accessed daily or as a backup in case other storage
locations lose their data. Virtual servers will give consumers a virtualized system
consisted of a certain number of allocated hardware (CPU, RAM, storage) of which
the users are free to use and to handle the server traffic or task, and if the consumers
find the given hardware is not enough, they can pay more to be allocated more
hardware to handle the task well.

One of the major advantages cloud computing offers is scalability and pay-as-
you-go service, which means that users that have low workload will only pay a small
amount and if the users see that they’ll need much more computing power they can
pay more temporarily to handle much higher workloads. This convenience of rapidly
scaling up and down means that the cost of doing the same computing load will be
lower for the consumers. Consumers also now have easier access to analytical data
that is only possible with higher processing power. This can be achieved as cloud
computing is made to handle and process a lot of data. Reliability is also one of
the major features consumers are switching to cloud computing. If the computing
machines are self-hosted, then the business will also need to handle the maintenance
and repair the hardware in the instance that some of them broke down. With cloud
computing, the servers are set up to run 24/7, and in the case of an error, it will be
resolved as soon as possible. Storages are also handled in a way that the server can
handle several broken storage disks without losing the users’ data.

The Internet of Things (IoT) has been predicted to rise in usage, and in the past
few years, there has been an increase in IoT devices, while the cost of the devices is
going down. One of the most prominent and popular IoT devices is a fitness tracker
as it is very affordable and offers relatively accurate body tracking such as exercises,
heart rate, and sleep cycle. Existing devices with IoT are starting to emerge as well
as Internet accessibility is high enough in some countries and the device itself is
priced not much more expensive compared to the non-IoT versions while offering
conveniences. The most basic smart speakers that are IoT compatible are most
of the time only slightly more expensive or just as cheap as normal speakers yet
offer virtual assistant services so users could access information from the Internet
anywhere from their house without ever needing to touch their phone.

One of the new uses of IoT is smart devices that track users’ health through
various data. As mentioned previously there are smart wearables, but there are also
other devices such as smart scales that will integrate the data into the application
which will then be shown to the users. There have been discussions to implement
smart toilets to help warn users early of any potential health risk or disease [15].
This combined with multiple other data if combined and processed can give accurate
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representations of the users’ health without needing them to go to hospitals to get
basic health examinations.

The Internet of Things can also be implemented for healthcare. As it is connected
to the Internet devices that can measure users’ health such as a blood pressure
monitor can send the data to the cloud. With multiple devices measuring various
data, there is also the need for cloud computing to make sure all the data is
connected and processed to give the correct diagnosis. This paper will discuss how
the inclusion of the Internet of things and cloud computing can improve healthcare
quality.

2 Background

Cloud computing is a unique advanced technique that mainly deals with big data to
enhance the operations of the store and retrieve, update, and process the data. Cloud
computing uses the Internet to provide its services to the users and developers of
unlimited storage space; it’s used in most applications and organizations to enhance
the user experience and for more advanced innovative applications in the world.
Cloud computing is involved in many modern techniques and fields like government
applications, educational applications, and many more.

The IoT is a technique that enables the ability to connect multiple objects
wirelessly using the Internet. It’s one of the most thrilling techniques in modern
days and the research field of networking. The Internet of Things depends mainly
on the Internet to connect “things” that deal with sensors and incredible amounts
of data that need to be stored, which indicates the need for cloud computing in IoT
applications; IoT is providing the ability to develop major smart applications and is
opening the way to the future of fully smart cities.

Health has been one of the most important components of life. The majority of
people consider health as more important than money, and it is often the number
one priority in life; hence, there are many advanced methods and techniques to
implement smart health applications and equipment to enhance the overall medical
field which will positively affect the world economy and personal health.

All experts in both medical and information technology fields are encouraging
and supporting the use of the Internet of Things and cloud computing in the medical
section in multiple applications and devices, as the IoT is responsible for connecting
millions of medical objects that might be a smartphone or any machine in a form of
large frame network to enhance the medical section; however, it requires exchanging
a huge amount of data; therefore, the use of cloud computing greatly improves the
operations and the data security as well as the user experience.
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3 Legacy Work and Literature Review

In this section of the paper, a detailed intense study of multiple legacy review
papers and research is thoroughly analyzed to precisely manage and generate a
comprehensive study of the contributions and positive effects of those papers; in
contrast the limitations of the papers are discussed to enhance and improve this
paper.

A review paper titled “Cloud Computing in Healthcare — A Literature Review
on Current State of Research” [1] has been published in 2016 majorly having cloud
computing as its topic and discussing its services and implementations in healthcare.
This paper is considered an impactful recourse consisting of 36 articles on the use
of cloud computing in the healthcare; the literature review has covered a large
amount of useful data of multiple aspects of the topic by following a four-phase
categorical method of the cloud computing and the architecture, cloud computing
implementations on the medical devices and applications, the privacy and security,
and finally the benefits of the cloud computing on the health sector. The research
has shown the importance of cloud computing by analyzing its implementations
on multiple medical services; an example is the emergency ward applications. In
2015 [2] a comprehensive survey is conducted of the IoT implementations as of
the majorly used IoT applications in the health sector and the multiple devices that
are connected through the network; this paper is considered a highly influencing
resource as it analyzed the different types of IoT application that are used in the
health sector, as well as how the big data is being processed and handled, and this
paper has contributed in analyzing must challenges of the security and the protection
of data. The result of this survey is an [oT model that is highly secure with advanced
security features.

In 2018 [3] another systematic review paper is published covering major articles
in a period of 6 years from 2000 to 2016 on different topics related to the use of
IoT in medical care. The purpose of this study is to answer the research questions
of this paper: what are the main areas applications of medical health using IoT,
a detailed study of the IoT architecture components, the major Internet of Things
techniques and services used in the health sector, the behaviors and features of cloud
computing as a hybrid system with IoT and its contribution in the health sector, and
the security challenges of the IoT architecture. This paper highly contributed to the
IoT architecture security challenges as it was discovered that there were a relatively
small number of research papers related to this topic. “A Survey on Internet of
Things and Cloud Computing for Healthcare” [4]: in this research paper, the IoT
and cloud computing uses were intensely objected to a high level by implementing
a comparison table of multiple papers with a duration of 4 years from 2015 to 2019
(Table 1).

The paper contributed in understanding the satisfaction level of both patient
and medical personnel in using the IoT medical applications, therefore improving
the user experience and highly focusing on the data side and the implementations



93

Cloud Internet of Things in Medical and Smart Healthcare Applications

(panunuod)

sordoy eyep S1q yim Surpesp pue
Sunndwos pnopo jo uoneywI ‘|

s1oded
MIIADI JO JoqUINU PAIIWI] Y], ']

pasn uornjeordde [esrpowr
Y} A[UO SUIMIIARI JO UONBIWIT ‘T
ydei3 10 9[qe) uosuredwod oN ‘|

sagejueApesi(]

Apms [oAou saTU[RYD AJLINJAS
so[onIe

91T JO Apmis MIIADI PR[ILIop V °¢
yI[eay-JA JO asn

y ut 1,01 jo suonedrjdde reorpow
9y urzAeue 03 IuNNqQLIUO)) ‘7
suonjeordde

[ed1paw J0] 9y} 10§ ap1aoid p[nood
Sunndwoos d[1qow Y} saInjedy pue
sagejueApe ay) SurpuelsIopun) ‘|
s[opowr AJnoas JurzAreue doo(q “¢
suoneordde oy Jo Aoeard

9y Sune3nsaaul 0} SurnNqLIuO)) ‘g
Sunndwoos 3oy pue Sunndwod
pnopo ueamieq Jurredwo)) |
suonn[os [eIpaw [,0]

Ay} Jo Apnjs pa[IeIap © SAPIAOI] "¢
AwWouos9

9y} uo suoneorjdde [eorpawr

10T Jo 109332 aanisod oy Apmis "¢
93parmouy| [[eI0A0

90UBYUQ 0] ApNJS MIIAAI Y °|

sagejueApy

LoI

Sunndwoo o3

‘Sunndwod pnopd ‘101

101
ordog,

MITATY
QINJEISNIT ONBWAISAS

v :Sunndwo)) 9[1qoN

Jo s10apy Surs() areoyiesy

610¢ J0J s3ury, jo 1ourAu,,

QIedY)[eH I10]
Sunndwo)) pnoy) pue s3ury],
610C Jo jouIayu] U0 AoAINS v,

QINBINIT JO MITAY
V-SISA[eUY YI[eoH 9ANOIPAIJ

020 ur 101 jo uoneariddy,,
uoneorqnd apm 1odeg
Jo Jeax

JI0m Aoe39[ Jo ApmIs Mo1AdY T dqel



S. Islam et al.

94

91qe3 uostredwos oN g

s1oded pojefar jo Jequinu

[rews 2y} 03 anp sisAjeue Aoearrd
pue £)1Ind9s Jo uone Iy |

Apmys Aoe39] MaTAal
ay) Jo 9[qe) uostredwod oN ¢
maraaz suonjeoridde oy ATuQ *T

MOTAQI Q) IOJ SI[OTIE
AIIno9s Jo Jequunu Mof Y, ‘|

sagejueApesI(]

Surssaooid a3ewr pue ‘sfejdsoy
jrews ‘suoneordde uoneoTunuIod
pue juaunurodde ‘sprem Aouadrowrd

ur suonjeodrdde jo Kjarrea 1ofewr vy g
JuowaSeuew eJep

31q pue Sunndwod pnoo uo soonIe
9¢ Suisn sisA[eue Aaeay y |
SQINJEJ dATRAOUUL

POOUBYUD JOJ [9POW AJLINOJS

101 wadiaur ue 3ursodoid ‘g
UOT}03S [EOIPAW ) UO

199332 2ANIs0d $)1 puUE “QINIOAIYOIE
‘sanbruyoay 01 ayy SurzAfeuy "1
suonjeordde

U)[eay-9 Jo AJN[enuapyuod

pue £)nodes ay) 03 SunNqIIuo)) *¢
10adse suoneorjdde [eorpow

ur 9sn urew pue sarSojouyoa)

10T ay) Surpue)siopu() ‘¢

speuanol yueI-ySiy

A[renbe woiy so[one ()9 JuULILA0D *|
sagejueApY

Sunndwoos pnop)

Sunndwoo
pnopo pue 10]

Sunndwoo

PNOO JO SONSLINOLIBYD
pue o[ Afurejy

ordog,

JJoIeasay Jo

9)B)S JUALIND) Y U0 MITADY
AINRINTT Y — IedYI[edH

€10 ur Sunndwo) pnop),,

. [Aaag aarsuoyardwo))
V 218D yiesy
g10c Jo s3ury, Jo 19uIRI] AL,

UONBOYISSE[O

pUEB MITADI QINJBIN]
oNeWAISAS © :oredy)[eay
ur sSury) Jo jourour

810C oy jo uonearidde oy,
uonesrqnd opm 1odeg
Jo Jeox

(ponunuod) [ JAqEL



Cloud Internet of Things in Medical and Smart Healthcare Applications 95

of both cloud computing and fog computing and the difference between them in
services security and architecture.

In this [5] review paper, the use of mobile computing in the IoT medical
applications was analyzed. The study is based on over 100 resources to establish
and get the answer to 4 research questions which are the effect of mobile computing
in IoT mainly on the medical sector, how the security and privacy elements in IoT
are enhancing with the use of mobile computing, what are the main applications
and medical devices that are developed in the use of IoT and mobile computing,
and lastly the use of cloud computing to secure big data with IoT. The paper used
a systematic review methodology protocol of six phases starting from the defined
protocol to the quantitative data analysis.

Lastly to manage an advanced detailed literature review, a paper from 2020
[6] is analyzed. This paper initially highlighted the importance of IoT in medical
health as a live or dead situation to enhance the patient health. IoT is a network to
connect people and devices and innovatively exchange data. The literature review
was conducted based on peer-review papers from journals or web articles. This
review study only analyzed the different applications of IoT and cloud computing in
the medical section. To have a more understandable analysis of the legacy works, a
comparison table was created containing the review works as well as its advantages
and disadvantages. From the table above and the detailed analysis, the conclusion
is that although there are many contributions and advantages in the review papers,
negative points are found as well that should be solved and highlighted in the paper
study.

4 The Health Applications and Equipment

The IoT is becoming the key to the 4.0 industry evolution as it is used in highly
innovative applications to rise to the future of smart cities and convenient life; thus, it
is used in many applications, with the most important and significant use in the field
of medical health. However, as the Internet of Things creates a wireless network
of sensors and devices, it requires a high level of privacy and confidentiality of the
data in the network. To complete a system of IoT, cloud computing is essential for
completing the system data life cycle as the data in the network needs to be stored
and processed. A simple application scenario of the IoT and cloud computing is a
heart rate monitor application. In this type of application, there are two key points
of users, the patients and the medical personals. Furthermore, the data are collected
from the patients as there will be sensors to detect and read the patient heart rate.
This data will be exchanged through the IoT network to the main manager which is
the processor (cloud computing). The next step requires the information to be sent
to the medical personal for analysis, and if there is an emergency like an abnormal
situation of the patient, the application within the medical personals will send an
alert code to save the patient as seen in Fig. 1.
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Fig. 1 Scenario of how the IoT and cloud computing work in an application

As seen in the scenario above, the architecture is almost similar to all of the
emergency applications of heart monitoring, body temperature, and blood pressure,
and much more life-saving technique will possibly reduce many financial costs,
therefore improving the economic situation as well as continuously impacting
the evaluation of people which was made possible thanks to the IoT and cloud
computing.

Besides the abovementioned application of saving lives, IoT can connect people
using medical wearable devices to monitor the heart conditions and fitness activities.
These types of applications are used by patients and people with a family or genetic
history of chronic diseases to provide a health risk-free life [20-26].

In the medical section and the use of IoT with cloud computing-based system,
many applications will shape the future and is made to provide a higher healthier
personal and improving the overall finance of a country; there are numerous
applications to cover, and many more are still in the developing and testing area
[20-25]:

1. Telemedicine applications: These types of applications provide a communi-
cation network to exchange data and resources between personnel; there are
many types of applications under this category. It might be used to connect
the patients with the hospital medical advisors and the emergency center. Those
data collected from patients could also be shared with family members or to
create a historical record of the patients. Another type of communication is to
connect people wanting to lead a healthy lifestyle or having a chronic disease
like asthma to smart hospitals for consultation and emergency, using devices like
smartphones or wearable watches alike.

2. Booking applications: This is a subcategory of telemedicine applications with
advanced features of connecting outside patients to the smart hospital adminis-
trator office for booking purposes to provide a convenient smart user experience.
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Fig. 2 Novel medication reminder application architecture using IoT [2]

3. Medications reminder: Based on a recent study, it was revealed that almost
50% of the population forgets to take their medications [7], which goes back
to the reason of forgetting and taking wrong pills at incorrect timing. This
nonadherence issue has a major effect on the health and the recovery speed;
furthermore, it could lead to death for people with chronic diseases. IoT and
the use of cloud computing significantly decrease the nonadherence percentage
to none and therefore dramatically increase the health and save lives by the
medication reminder applications, which works by connecting the application
using IoT to a smart container that holds the medicine as illustrated in Fig. 2.

Based on the multiple uses of IoT and cloud computing in the medical industry
and the applications, a comprehensive study of the various types of applications is
illustrated in the table below with the positive and negative effects (Table 2).

5 Discussion and Analysis

Telemedicine applications are a combination of expertise and technology that helps
to deliver medical services and information over distances. In fact, telemedicine
has a variety of applications, for instance, education, research, videoconferencing,
diagnosis, consultation, treatment, nursing call center, and monitoring remotely.
The rapid growth of technology results in millions of physicians and healthcare
providers accessing the web, transforming traditional service to remote consultation
and distant learning.

The Internet of Things (IoT) is defined as numerous physical devices around the
world that are connected to the Internet where all of these devices collect and share
data. As the development of technology grows, the computer chips are becoming
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Fig. 3 Digital transformation of healthcare applications [14]

cheaper and smaller year by year. Therefore, the devices that can connect to the
Internet are from the size as small as a pill to as big as an aircraft.

IoT provides solutions for different applications that include many aspects of
life, for example, hot topics like smart cities, smart traffic management, security,
emergency services, retail, supply chain, health monitoring, and healthcare. Based
on a report by CISCO [14], there are a total of 500 billion physical devices that
will be connected by 2030; it means that each person on our planet owns 58
smart devices equivalently. Figure 3 shows how IoT and cloud computing helps
in transforming the healthcare sector.

On the other side, cloud computing is the delivery of various computing services
such as servers, data storage, databases, networking, and software. Cloud computing
is becoming popular over these years for people and businesses; this is because of
several benefits that include cost-effectiveness, enhancement in productivity, speed
and efficiency, performance, and also security [15]. With the integration of the
Internet of Things and cloud computing, all aspects in the healthcare sector can gain
a better improvement. Generally, the related professionals in the healthcare sector
are able to provide better and more efficient services to patients.
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5.1 Concepts

Before the integration of the Internet of Thing and cloud computing, healthcare
services were only limited in physical visit or telecommunications. The great-
est changes after the implementation of IoT and cloud computing are enabling
healthcare providers to monitor patients’ health conditions remotely and making
these medical services available over distance. Moreover, IoT and cloud computing
also help to improve patient engagement and satisfaction as communications have
become more efficient and accessible. As mentioned in the earlier part, one of the
benefits of implementing [oT and cloud computing is cost-saving as it reduces the
duration of hospital stay and avoids hospital readmissions.

5.1.1 Ambient Assisted Living (AAL)

Ambient assisted living refers to the usage of information and communication
technologies in a person’s daily life and working environment to help them to
stay active longer, remain socially connected, and live independently especially for
elderly people. AAL aims to make lives easier and also self-dependent. The related
fields of requirement to study include health, safety, independence, mobility, and
social connectivity.

The advantages of using AAL are plenty. First, it helps to reduce the number and
effort of caregivers. This is because AAL devices give sufficient support to users in
order to live independently. Elder people can control simple things like switching on
or off the television and lights easily through the use of AAL. Other than that, AAL
technology equipped with an emergency response system helps to maintain a high-
level safety through the usage of smartphone or other smart devices. For example,
features like fall detection or video surveillance help other users to track and take
quick action in case of any emergency.

The other advantage is pill dispensers. As people grow, it is common we take
medicines to maintain our normal health condition. Elderly people often miss taking
medicine due to poor memory. As such, the pill dispenser plays an important role to
remind them to take their medicine on time.

5.1.2 Wearable Devices and Smartphone

This can be an innovative solution for healthcare problems in this modern era.
By wearing these smart devices, wearable technologies are able to monitor human
physical activities and behaviors and even physiological and biochemical parame-
ters continuously during daily activities. Generally, the devices are able to detect
and measure data such as body temperature, blood oxygen saturation, calories
burnt, posture, physical activities through the use of electrocardiogram (ECG),
and ballistocardiogram (BCG). Currently, wearable devices can be smartwatches,
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Fig. 4 The integration of IoT in ECG monitoring [16]

shoes, eyeglasses, necklaces, etc. In the future, it may evolve or transform into
skin-attachable devices. Besides, sensors or chips also can be embedded into the
physical device or environment such as wheelchairs, car seats, mattresses, or others.
Basically, these wearable devices help to analyze and transmit data to a cloud
computing-based architecture for storing, processing, and analyzing the data. Then,
through another health application on smartphones, users can view their data.

5.2 Healthcare Applications
5.2.1 Electrocardiogram Monitoring

An electrocardiogram test helps to monitor human heart electrical activity. The
patterns of ECG can screen and diagnose different cardiac problems. In other words,
it helps to check if the heart is working properly or is experiencing some abnormal
problem. The information that ECG test gives is valuable in early prediction of heart
diseases (see in Fig. 4).

The integration of IoT in ECG monitoring aids to alert potential patients about
their abnormal heart rate, which can lead to other heart disease. Recently, there are
few smartwatches invented with the implementation of IoT to track heart rate. In
[16], an energy-saving framework is introduced; it performs ECG compression for
wearable gadgets in real time. Optical heart rate sensor is another excellent tool to
collect data like on-the-spot readings or resting heart rate data, which can indicate
current health situation.
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5.2.2 Body Temperature Monitoring

Another important variable to diagnose a patient’s health condition is body temper-
ature. The change of body temperature, either too high or too low, is also a vital
sign for some illness. The traditional approach in measuring body temperature is
always using a thermometer that is attached to the human body; however, it is not
so convenient to track body temperature in that manner in our daily life. The latest
invention in this aspect is one kind of hearing aid [17] that consists of an infrared
sensor, printed by intelligent 3D. This can be worn comfortably on human ears.
Besides tracking the human ear temperature, it is also equipped with a microphone
and amplifier that helps in hearing.

5.2.3 Blood Pressure Monitoring

Blood pressure monitoring is important as it helps with early diagnosis. Daily
blood pressure monitoring allows people to create a baseline that can provide
useful information regarding treatment outcomes. According to authors in [18], a
wearable cuffless gadget is introduced to monitor blood pressure. Then, the recorded
blood pressure is saved in cloud storage. In this study, the proposed gadget gains
accurate blood pressure data with no mistake or error in systolic and diastolic blood
pressures. Other than that, in [19], there is a prototype of a monitoring system that
evaluates blood pressure based on fingertips. The signals are collected by obtaining
ECG and photoplethysmogram (PPG) and then transmitted to a micro-controller;
thus, blood pressure was computed.

5.2.4 Asthma Monitoring

Asthma is a condition where the airways get inflamed and narrow, and it causes
difficulty in breathing. This is a long-term lung disease. Patients who suffer from
asthma often experience temporary shrinking of airways, which further causes
coughing, wheezing, shortness of breath, and chest pain. An [oT asthma monitoring
system is introduced in [20-26]. This system is equipped with a heart pulse sensor;
then, the data is collected from the sensor and sent to a micro-controller wirelessly in
real time and then transferred to a server lastly [27, 28]. At the server, a database is
deployed to gather and store the data. Therefore, the healthcare provider can access
this database to observe the latest update of patient health conditions.

6 Conclusion

The study has dived into the topic of Internet of Things (IoT) and cloud computing
in the healthcare industry. We have determined the architectures of 10T, cloud com-
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puting, and how can these architectures improve the existing healthcare systems.
For deeper understanding, the brief background of IoT and cloud computing was
studied as well as their effects on the medical healthcare sector. Review of legacy
work and literature review are also included in the study, with a comparison table
to summarize the pros and cons of what past research papers had discussed in
their respective research. As IoT is becoming the key to the 4.0 industry evolution
and brings significant improvements to healthcare, there are health applications
and equipment under development and testing, such as telemedicine application,
booking application, and medication reminder. Again, these applications come
with their own advantages and disadvantages. The following comparison table has
highlighted the key positive and negative aspects based on the proposed applications
by past research. Lastly, in the discussion and analysis section, concepts of IoT
and cloud computing integration were discussed, given how the integration helps
to improve patient engagement and satisfaction, for example, ambient assisted
living (AAL) and wearable/portable devices. Life-changing healthcare applications
like electrocardiogram monitoring, body temperature monitoring, blood pressure
monitoring, and asthma monitoring can definitely improve the quality of healthcare
services. The summary of the findings in this study will help future researchers
to focus on specific key topics to improve the healthcare system as well as their
implementations when the technology is ready to make the integration, such as the
5G network that is crucial for future IoT developments. In a long-term perspective,
integration and implementation of IoT and cloud computing in the medical and
healthcare sector can increase productivity and better quality of life, and health
inequities can be solved.
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Tornado Forecast Visualization for m)
Effective Rescue Planning ik

Abhinav Dayal (), Sumit Gupta, Sreenu Ponnada, and D. Jude Hemanth

1 Introduction and Related Work

Disaster management is one of the key focuses of any society. Tornadoes have been
one of the difficult problems to handle as they are very unpredictable, short and
have potential to do great damage to life and property. Authors in [21] highlight
and analyze the importance and implementation of warning systems— Warning
systems detect impending disaster, give that information to people at risk, and enable
those in danger to make decisions and take action.”

The National Weather Services (NWS) of the United States model tornadoes and
generate specific alerting trapezoids, but the verbal communication of these areas
eventually breaks down into political polygons. NWS issue warnings and broadcast
the probable path the tornado is heading and its time frame as well. When a warning
is issued, people are advised to take shelter and/or move away. There are general
guidelines provided to people via various educational initiatives; however, there
needs to be a better systematic way to predict which way to move or what is the
best place to take shelter as the strength and direction of tornado may vary. For
example, a recent tornado warning [9], and its map is shown in Fig. 1.

A historical analysis of tornado directions [16] elucidates upon the most common
geographic directions tornadoes assume in North America. The article suggests
splitting the country into tornado warning zones that incorporate the “general
runway of storm movement.” It highlights a prospective tornado warning grid
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Fig. 1 National Weather Service Tornado Watch—an example

system[22] to pre-generate generic alerting zones as a way of communicating about
an approaching storm. It suggests to split the region up into columns angled to match
the average tornado travel direction and into rows by how far the average tornado
travels in, say, 10 min. A visualization can then be made by shading the rectangular
cells by the probability that the tornado may travel through it. FACETs [19] is
a proposed next generation weather forecasting system that produces very fine-
grained and user-specific actionable alerts, with high-resolution visualization. They
divide the regions as tiny heat map styled color-coded rectangular cells that define
the probability of a weather event occurring within a spatial and temporal range
(Fig.2). Our work is to support this effort and offer additional ways to determine
the probability, and alert for tornadoes.

A popular opinion on public reaction to tornado warnings and the lead time given
suggest that if enough lead time is there (1-2h) people prefer to flee rather than
take shelter [10]. Researchers have also studied plausibility of tornado prediction
at different time scales, and the corresponding warning system as well as public
acceptance [4]. Work toward a probability-based convective-scale forecast-driven
warning system has been recommended [23]. This has a potential to improve the
evacuation process and give people a better way to respond to the warning for it can
suggest possible routes to move so as to evade the tornado, etc. However, caution is
required as the visibility hazards due to an imminent tornado can be fatal [2]. But
the plausibility to predict a path that successively makes a traveler away from the
tornado can be explored, to find a nearby shelter, or in scenarios when that may not
be easily possible.

1.1 Tornado Event and Path Prediction

First step to any disaster handling is to detect if there is an imminent disaster. In
case of tornadoes, this is called tornado WARNING (or even emergency at some
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Fig. 2 Deterministic polygon warnings (a and c¢) and probabilistic warnings (b and d) for 20
May 2013 Moore tornado. PHI is updated every 1-2 min (image taken from the original FACETs
research)

places). Usually this happens when a tornado is actually spotted and reported
by someone. With the rise of social networking, such information can be made
available sooner than what could have been possible in the past. In particular
Twitter data has become one of the fastest first-hand information providers for event
detection. TEDAS [13]: A Twitter-based Event Detection and Analysis System that
analyzes tweets for tornado spotting and tornado spatial/temporal pattern discovery.
Meteorological Phenomena Identification Near the Ground (mPING) [17] is NSSL’s
mobile application to crowd-source weather reports. Use of such platforms can give
quick and accurate insights into tornado spotting and direction.

There has been significant work in predicting if a tornado may occur at a location.
Due to the uncertainty in tornado behavior, it is often difficult to predict with
sufficient accuracy. NSSL (National Severe Storms Laboratory) and researchers
at several other places have generated various predictive measures to determine
if a thunderstorm can lead to a possible tornado. Marzban [14] presents a neural
network-based learning algorithm to classify whether the current radar data is
conducive for tornado. Trafalis et al. [26] present dynamic selection of time-
sensitive radar data to promote active learning with Support Vector Machines (SVM)
leading to a more efficient means of tornado prediction.
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Our hexagonal grid-based dynamic visualization system can benefit from these
and any other predictor determined in future.

1.2 Using Historical Data

Benefits of Probabilistic Hazard Information (PHI) have been well studied [11]. The
authors in [3] use space- and time-bound Gaussian smoothers applied to historical
data to generate daily predictive maps at any location within 80 x 80 km grid. They
also analyze the annual cycle and repeatability as per the season.

The authors in [18] suggest the limitation of warning issued by NOAA in that
they lack the necessary detail and flexibility. Hierarchical Tornado Watch Scale
(TWS) [15] presents a way to react to predictive tornado intensity in the forecast
area over 24 h period by adjusting the audio alerts issued by NOAA to a clearer
action-driven statement. They additionally include shelter options and what to do in
various indoor or outdoor scenarios. However, they do not give a predictive route
for evacuating the tornado watch polygon to safety.

The authors in [1] discuss a spatial and temporal analysis of tornado fatalities
in the United States from 1880 to 2005 in order to improve future warning
dissemination and mitigation techniques. Thom [24] presents a way to determine
the probability of a tornado striking a point for a group of Iowa counties using
historical data from 1937 to 1962. He did that by applying statistical techniques to
model historical data of tornado path length and widths. According to Thom, the
probability of a tornado striking a point in any year in a 1 degree square centered
at a given latitude and longitude is P = z x t/A, where z = mean path area of
a tornado in sq. miles (calculated by him as 2.8209) and ¢ is the mean number of
tornadoes per year. + X z = avg area covered by tornadoes per year in 1 degree
square. A =area of the 1 degree square in sq miles centered at the desired point.
This is approximately 60 x 60 miles region, which is quite large when thinking of
rescue planning. Also this does not take into account the regional directions.

In our approach, we find the tornadoes in past in a neighborhood and weigh the
directions. The weighting factor can be determined by research outcomes like affect
of weather conditions, etc. This gives a historic data-based indicator of a probable
direction the tornado may take.

1.3 Forecasting Visualization and Warning System

As soon as a tornado is detected a warning is issued. At this point depending on
the strength of the tornado, public is alerted to take proper response, which may
be taking a safe shelter or moving away from the area, given sufficient lead time.
Several surveys have been conducted to measure the public response to the warnings
issued and measure to take to improve that response, e.g., [6, 7, 20]. Warning
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systems are usually complex because they have to ensure effective communication
to people who may be affected, ensure proper response from them to the warning
issued, and link to government and private organizations who offer support to
successfully carry out the rescue measures. Sorenson [21] and Doswell III et
al. [8] have reviewed storm spotting and public awareness measures including
public education, tornado spotting by government officials and civilian volunteer
organizations. According to Doswell III et al. [8], the users of weather forecasting
information must hear the forecasts, must interpret them in their own terms in order
to make decisions, and must know what to do in order to achieve some desired
result, if the forecasts are to be successful in having a positive societal impact.

Therefore, offering people a detailed and easy visualization of the warning in real
time and updating them on the current status and possible means of rescue cannot
be neglected in light of improving the public response to the warnings.

2 Hexagonal Warning Grid System

We envision an alternative method of pre-generating generic alerting zones as
a means of communicating about an approaching storm. FACETs [19] use a
rectangular grid system. Given the dynamic and unpredictable nature of tornado
movement, the shapes of regions with various probability bands keep changing.
The elongated shapes and concavities give an idea of the direction of current or
probable movements (Fig.2). We present an alternative method of pre-generating
generic alerting zones as a means of communicating about an approaching storm.
We use a hexagonal grid of appropriately sized geographic hexagonal boundaries
connected to one another. Each hexagonal cell is assigned a probability of a tornado
entering into it. This can be calculated by taking into account several factors
that predict tornado movement like NWS forecasts, crowd-sourced data, tornado
spotters, historical bias, and so on. Figure 3 presents a sample grid where a tornado
is spotted in the middle cell and the probability of its moving in adjoining cells is
calculated.

We believe that, such a visualization, when extended to further adjacent hexago-
nal areas, will lead to an effective visualization of where and how resources should

Fig. 3 Proposed hexagonal
grid warning system 12%

6% 18%

1% 10%
4%
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be rescued in a timely manner. Using the average forward speed of a tornado, which
is 30 mph (calculated from over 60 years historical U.S. tornado data), we divide
the local region up into hexagonal cells, each with a diameter that average tornado
can cross in approximately 10 min, which gives us a 10km radius. This gives
a balance between general tornado speeds and practically sized alerting regions.
Using this arrangement, we create a warning grid that, based on a hypothetical
tornado occurring in each cell, would populate neighboring cells with the probability
that the tornado will travel into it.

Tornado speed, location, and direction can be collected from various sources—
weather reports, public response (Tweet analysis also possible), storm chasers,
government officials, etc. Once this is determined, the rest of the process follows.
For example, a tornado is sighted within the center cell. Probabilistic estimates are
made for neighboring cells and appropriate alerts are issued. Notifications go out to
people within neighboring cells telling them something like, “A tornado has been
spotted to the southwest. There is an 18% chance it will travel nearby your location.”
Or something similar. (More study is required here.)

The probability can be a combination of various factors, some of which are listed
below:

1. Current Status: This is the current reported location and direction of movement
of the tornado.

2. Historical Data: This may indicate a general direction of tornado travel in
and around that neighborhood. Historical analysis depicts a general trend of
tornadoes to move north-east. However, it would have some regional variability.
A mathematical model can be devised to estimate local direction of travel based
on historical data. It may be a hierarchical model, or a near neighbor model.

3. Proximity: A tornado may change course drastically, so the proximity of a
tornado location to a cell can be a factor too.

4. Atmospheric changes: Pressure tends to decrease, temperature tends to
decrease, and moisture tends to increase in the vicinity of a tornado. For example,
if pressure is decreasing in a certain cell over time. Is there difference in pressure
in neighboring cells and so on? Some model may be made based on inter-cell
differences and possibility of tornado moving in that cell can be evaluated.
Researchers have used S-bad phased-array radar (PAR) data to find mesocyclone
intensification and abrupt short-term changes in tornado motion [12]. The authors
in [5] fuse data from various sources like temporal trends in convection, storm
hydrometeors size, extent and motion, etc., to a statistical model for predicting
early onset of a thunderstorm or tornado, in order to increase lead time for
safety. Multi-Radar Multi-Sensor (MRMS) systems also give very high-spatio-
temporal-resolution radar data to be integrated with various other sources like
satellite imagery, rain/lightening gauge data, etc. [27]. The authors in [25]
have successfully correlated historical tornado incidents to convective mode
mesocyclone strength from full volumetric radar data.

5. Public Reaction: People often tweet about such things [13]. We can notice
tweets about tornado and form a map of tweets in time and location, form clusters
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of nearby points and fit a line along those points to get an average direction of
motion based on public reaction. How much credence to be given to such data
requires further study.

The simplest way to combine several factors is by linearly combining them;
however, more complex means of combination cannot be ruled out and are subject to
research. The coefficients of linear combination can be determined experimentally.
A simple data mining strategy using currently available historical data can suggest
more suitable coefficients to use. The alerting system will not only give a warning
of an imminent tornado, it would also provide detailed visualization for aid in:

1. Rescue planning: If people need to move out, what directions are safer relatively.

2. Traffic control: If we need people out of an area, the traffic on roads must be
cleared so as to avoid congestions.

3. Shelter locations: If people need to take shelter, help guide them to nearest
shelter location.

4. Estimation: Estimate damage and recovery, etc.

3 Proposed Method

In a hexagonal grid, each region has six neighbors. A Graph G = V, E can easily
represent such a grid, where V is the set of regions and E is a set of edges, where
an edge represents “is neighbor of” relationship between two regions. Since there
are maximum six neighbors to any region, an adjacency list may be a suitable data
structure to represent such a graph. The adjacency matrix will take significantly
more storage space.

We propose another representation using a 2-D array to construct this hexagonal
grid that not only makes it easier to construct a grid, but also locates neighbors
of any region directly. Figure 4 depicts the construction clearly. Notice that for a
grid cell 7, j, when j is even, the neighbors are {(i — 1, j), (i + 1, /), (i —1,j —
D,G—-1,j+1,G j—1,3 j+ 1}, whereas when j is odd, the neighbors are
{Gi—-1,/),G6+1, ), G+, j-D,G+1,j+D,GJj—-1D,GJj+ D}

Since in this chapter, our main goal is to present a visualization system that can
adapt to several inputs easily, we are not experimenting with all known means
through which tornado direction and location are spotted. Instead we take an
example of historical data that is easily available to us and use that only to find
the probability of tornado entering a neighboring region.

For each hexagonal region, we determine a probable angle the tornado may travel
through the region based on the historical information. Using the center location of
the region (x, y), we fetch from history data all recorded tornadoes in the past within
100 km radius of the region center. We then calculate the probable angle of travel,
Aj jnistory, s a weighted mean that is proportional to the strength and inversely
proportional to the age and distance as shown below:



114 A. Dayal et al.

Even
Column

{— ROW
Vertical
Diameter (v)

(3
0 0809aT e

Fig. 4 Construction of hexagonal grid
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where n is the number of tornadoes within 100 km radius of the region center, Fy is
the F-scale (from O to 5) of the kth tornado, ay is its age in days, dy is the distance
in meters from region center, and 6, is the direction angle of that tornado.

For each measure, we can similarly calculate the probable angle based on that
measure and then combine the results to give a single predicted angle of travel in
that region. For example, we can calculate A; jyirrer, Aijradars Ai, jweather» €tC.
Based on crowd sourcing, current location/direction, weather conditions, etc., we
may then calculate the final angle A; ; as

Ai,j = aAi,jhistory + ,BAi,jtwitter + VAi,jradar + SAi,jweather B ()

where «, 8, etc., are the experimentally determined constants.

Once we have evaluated a number, which tells us the possible prominent angle
or direction of motion of the tornado in a region, we can determine the probabilities
of tornado entering a neighboring cell from a given cell by a linear combination of
dot products of each determining vector to the vector depicting the direction of the
neighboring cell. So given a tornado is spotted in a region, we need to run a breadth-
first traversal of the grid centered at this region and propagate the probabilities of the
tornado travel in the outward region, using the flow information already calculated
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Tgble 1 Hexagon region Neighbor Angle | j odd J even

neighbor and angles for a cell ; : ; ;

G j) Top 0 i—1,j i—1,j
Top right 60 i, j+1 i—1,j+1
Bottom right | 120 i+1,j+1 i,j+1
Bottom 180 i+1,j i+1,j
Bottom left | 240 i+1,j—-1 i, j—1
Top left 300 i,j—1 i—1,j—-1

Algorithm 1 Probability propagation using breadth-first traversal

1: Initialize a Queue, Q

2: let ¢ be the center hex region

3: Q.Enqueue(c)

4: c.TornadoProbability = 1.0; // tornado spotted here
5: Set c.visited = true

6: while Q is not empty do

7 let v = Q.Dequeue()

8 for EACH Neighbor w of v [Figure 4] do

9: if w.visited = FALSE then

10: SET w.visited = TRUE

11: Q.Enqueue(w)

12: end if

13: calculate p using Equation 3

14: w.TornadoProbability =

15: MAX(.TornadoProbability x p,
16: w.TornadoProbability)
17:  end for

18: end while

in each region in terms of the prominent angle of travel of the tornado in every
region.

Table 1 displays the angle of each neighbor. Given neighbor angle 6,.ignbor
probable tornado angle in region A; ;, the probability that the tornado will travel
to the given neighbor can be easily determined by how close the angle Opeignpor is
to the angle of travel A; ;, i.e.,

_ 360.0 — |Ai,j - 9neighb0r|

_ . 3
P 360.0 )

This analysis can be continued for distant neighbors and so on within a pre-
determined radius, and thus we can estimate a probable plume or region where the
tornado may travel in near future. Based on this analysis, rescue measure can be
made. People very close to the tornado may seek shelter. People having opportunity
to move away can be suggested appropriate routes and direction to move. And
people not going to be affected by in the vicinity can be advised to make way for
people who will be moving. Algorithm 1 depicts the process clearly of propagating
the probabilities of tornado travel to neighboring cells. As the tornado moves,
the visualization can be dynamically updated every few seconds to get real-time
updates.
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Fig. 5 Hexagonal grid visualization using weighted history data. The orange lines indicate
historical tornado data in the U.S. in past 60 years. They are color coded from red for F-scale
of 5 to green for F-scale of 0. The blue hexagonal cells indicate no current tornado event. The
arrow in each cell indicates the predicted direction of tornado travel. For blue cell, it is the average
from history. The bright red cell is where the tornado is currently spotted and the arrow suggests
its current direction of travel. The various reddish tinted cells indicate the probability (by intensity)
that the tornado may come to that cell. The data is taken from one of the tornado in U.S. Tornado
History Data
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4 Results

Figure 5 shows the results. Blue means no or little chance for tornado and red
means a higher chance. Notice how, for each cell, the visualization indicates not
only the chance of tornado but also from where it may come and to where it may
go. The dark red region at center is where the tornado is initially spotted. The lines in
the picture depict historical data color scaled according to F-scale. The color scale
changes from red for F-scale of 5 to green for F-scale of 0. Rest are interpolated
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Fig. 6 Hexagonal grid visualization using 45° global direction. The colors etc. have same meaning
as in the previous figure

values in between. In the example figures, the orange color of lines indicates some
value in between. Here the weighted average directions calculated from 100km
neighborhood history for each point at the center of the hex cell are also shown.
Compare this to results shown in Fig. 6 that show visualization based on global
north-east direction of 45° at center of each hexagonal cell. The local dynamic
adaptability is the strength of this visualization. As more parameters are added to
determine the average angle of movement in a region, the visualization can easily
adapt and help aid rescue planning.
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5 Conclusion and Future Work

In conclusion, this chapter presents a novel way to aggregate tornado track data
within a hexagonal cell to get a weighted average angle of travel. Based on each
cell’s average travel angle (and either a local average tornado track length or maybe
a global length variable), one can assign a percent probability of incursion into
neighboring cells. However, the source tornado track data is not dense enough to
give us meaningful aggregation at this 10km scale. So we look into a 100 km
neighborhood. If there is no data in this larger region, the history predictor can either
give equal probability in each direction, or point to a global average. We chose the
former and argue that this combined with other predictors like social data analysis,
atmospheric factors, etc., can give us much accurate data and updates in real time.
Note that, as current research shows, the predictors we determine here can also help
correlate with other factual scientific data.

As future work, we would like to incorporate some more predictors like TEDAS
given by Li et al. [13] etc. mentioned in this chapter. We would also like to
implement manual perturbation in real time where an officer who is witnessing
a tornado can directly adjust certain factors to bias the visualization giving much
accurate decision support. We believe that such a system can be very helpful for
disaster management, not only for a tornado, but also in other disaster scenarios like
other weather-related events, or even criminal investigations, etc.
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Situational Awareness for Law m)
Enforcement and Public Safety Agencies o
Operating in Smart Cities — Part 1:
Technologies

Daniel Minoli, Andrzej Koltun, and Benedict Occhiogrosso

1 Introduction

Situational awareness' (SA) provides the capability to efficiently comprehend one’s
physical environment. As discussed elsewhere in this book, SA is thought of
as knowing what is going on around us; a useful definition from [1] is “The
perception of the elements in the environment within a volume of time and space,
the comprehension of their meaning and the projection of their status in the
near future.” More specifically, SA involves the timely acquisition of knowledge
about real-world events, distillation of those events into higher-level conceptual
constructs, and their synthesis into a coherent context-sensitive view [2]. In practical
terms SA can be defined as being in a state of awareness. For public safety
and law enforcement teams, this translates into real-time visibility on the status
of prospective threats — and possible targets. SA deals with capturing incoming
data, analyzing the data, and generating actionable intelligence. Recent technology
trends in video sensing, edge computing, big data storage, and machine learning
(ML) can be aligned to create a shared real-time information system for SA
in a number of environments including physical security, law enforcement, and
vehicular systems. Ultimately, many smart city applications including livability,
infrastructure management, traffic management, utility management, policing, and
physical security collectively support key aspects of city operations, incorporate

! Some researchers have used the phrase “situation awareness”; in this chapter we consider both
terms describing the same discipline.
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situational awareness, which in turn entail big data analytics, image processing,
and cloud computing, all of which can benefit from ML and deep learning (DL)
mechanisms.

2  Overview of Smart City/loT Applications

Preceding chapters in this book have described the challenges faced by large
cities worldwide, which of late have included the management of the COVID-19
pandemic in general, and delivery of healthcare services in particular, and described
the solution opportunity afforded by IoT platforms and ecosystems. The extensive
use of IoT-based solutions has given rise to the smart city concept (e.g., [3—13],
which is but a mere fraction of the numerous papers published on this topic). A
smart city is also comprised of smart campuses, smart buildings, and smart homes.
Traditional smart city applications have included the following:

* Physical security: security in streets, parks, stations, tunnels, bridges, trains,
buses, ferries, etc. Networked sensors (fixed, portable, and mobile [e.g., drones])
support multiple, related applications including surveillance video, license plate
reading, gun-shot detection, biohazard and radiological contamination monitor-
ing, face recognition, and crowd monitoring and control.

¢ Traffic, transportation, and mobility: optimizing traffic flow and reducing conges-
tion and latency as well as enhancing safety high expediency, lowering noise, and
reducing fuel consumption and CO, emissions. Networked sensors to support
traffic flow, driverless vehicles including driverless bus transit, and multimodal
transportation systems. For driverless vehicles, sensors such as high-resolution
mapping, coupled with real-time telemetry data, facilitate traffic and hazard
avoidance.

e Power and other utilities: reliable electric energy, gas, and water; optimized
waste-management and sewer; safe storage of fuel.

¢ Electric and other utility manhole monitoring: electric power manholes require
monitoring to avoid and/or prevent dangerous situations.

» Logistics: supplying city inhabitants with fresh food, supplies, goods, and other
materials in a timely fashion.

» Livability: quality of life, expeditious access to services, efficient transportation,
low delays, and safety.

* Infrastructure and real-estate management: monitor status and occupancy of
spaces, buildings, roads, bridges, tunnels, railroad crossings, and street signals.
Networked sensors (possibly including drones) provide real-time and historical
trending data allowing city agencies to provide enhanced visibility into the
performance of resources, facilitating environmental and safety sensing, smart
parking and smart parking meters, smart electric meters, and smart building
functionality.
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e Environmental monitoring: monitor outdoor temperature, humidity, air quality,
and the presence of contaminants or other environmental gases.

e Pollution monitoring: real-time and historical monitoring of a vast array of
pollutants generated by factories, incinerators, and urban crematoria.

* Flood and storm drainage control.

e Lighting: using LED technology as well as IoT control adapting to traffic
conditions, weather events, lunar cycles and seasonal variations, etc.

Almost all of these applications rely to a greater or lesser extent on SA
capabilities. In addition, ML has become an important component to address the
voluminous data collected from multitude of sensors deployed in the environment
and to draw meaningful on-point conclusions and actionable intelligence from the
data.

3 General Concept of Situational Awareness (Examples)

3.1 General Concept

As implied above, SA is defined in a number of ways, including the following “up-
to-the-minute cognizance or awareness required to move about, operate equipment,
or maintain a system” [14]. More formally, SA is described as knowing what is
“going on” around a reference entity and, within that knowledge of the entity’s
surroundings, knowing what is important [15] — the process of perceiving the
elements in the environment, understanding the elements in the environment, and the
projection of their status into the near future [16]. SA originates from human factor
and cognitive studies [17]. It has been extensively studied and applied to several
disciplines, including psychology, aviation, and military operations, starting with
the important work of M. R. Endsley, e.g., [16] and numerous other publications.
Figure 1 is adapted from Endsley’s situational awareness reference model; it defines
three levels of situational awareness: perception, comprehension, and projection.
McGuinness and Foy [18] provided extension of Endsley’s situational awareness
model that includes resolution of the perceived state as the level four situational
awareness component.
Many classical definitions of the term still provide insight [19]; these include:

e “Perception of the elements in the environment within a volume of time and
space; comprehension of their meaning; projection of their status in the near
future,” Endsley (1987, 1990, 1995) [1, 20, 21];

» “Estimate of the purpose of activities in the observed situation; understanding of
the roles of participants in these activities; Inference about completed or ongoing
activities that cannot be directly observed; Inference about future activities,”
Noble (1989) [22];
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Fig. 1 Endsley’s situational awareness reference model (simplified)

e “Just a label for a variety of cognitive processing activities that are critical to
dynamic, event-driven, and multitask fields of practice,” Sarter and Woods (1991,
1995) [23, 24];

* “Continuous extraction of environmental information, integration of this knowl-
edge to form a coherent mental picture, and the use of that picture in directing
further perception and anticipating future events,” Dominguez (1994) [25];

e “Spatial awareness; Mission/goal awareness; System awareness; Resource
awareness; Crew awareness,” Pew (1995) [26];

e “Perceive the information; Interpret the meaning with respect to task goals;
Anticipate consequences to respond appropriately,” Flach (1995) [27];

* “The ability to envision the current and near-term disposition of both friendly
and enemy forces,” Stiffler (1988) [28].

SA spans many domains and applications. A short list of illustrative examples
include military applications, behavioral science, emergency medical callouts,
vehicle driving, search and rescue, law enforcement, and cybersecurity threat
operations/security incident response. ML and fuzzy logic are two of the many
underlying technologies used in SA.

3.2 Video/Security Framework

Another definition of SA is the ability to develop and deploy traditional or Al-based
mechanisms to assess, recognize, anticipate, and intercept events specific to the use
case of interest. Some underlying trends of relevance that impact SA include the
following, among others [2]:
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(1) The growth of always-on video surveillance in public spaces. Some have
predicted that, “It will soon be possible to find a camera on every human body,
in every room, on every street, and in every vehicle” [29].

(i) Real-time video analytics using edge computing [13, 30]: to facilitate scala-
bility, such analytics are performed close to the event’s occurrence to reduce
bandwidth required to transmit video to the cloud from many cameras via
the ingress networks; to mitigate the bandwidth demand, video analytics are
performed via edge gateways connected using wired or wireless LANs to
associated cameras.

SA helps decision-makers spanning a large set of environments to have the
distilled information and focused understanding to make effective decisions in the
course of their work; clearly this is desirable in the law enforcement context. Figures
2, 3,4, and 5 depict the broad ecosystem for the family of use cases that are part of
the discussion in this chapter.

When properly designed, configured, and deployed, these systems are harnessed
law enforcement and public safety environment to provide incident commanders
as well as analysts the ability to assess threats with the stated goal of anticipating
an event in advance of their actual occurrence (i.e., providing timely and accurate
intelligence). SA provides ongoing value during and after events’ occurrence, but
admittedly depending on the situation this may offer less value than advance
warning.
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4 Use of Machine Learning in Some General SA Use Cases

As covered in other chapters in this book, ML predicts and classifies data using
various algorithms optimized to the dataset in question. ML is an example of
artificial intelligence (AI), which itself is a subfield of computer science that focuses
on the development of computer-based systems, applications, and algorithms that
mimic cognitive processes intrinsic to human intelligence. ML is a mechanism
used to implement Al concepts. See Fig. 6. It entails (complex) algorithms that
parse data, learn from that data, and then apply what they have learned to make
informed decisions. ML techniques are increasingly utilized to analyze, cluster,
associate, classify, and apply regression methods to SA data (as well as to many
other IoT environments). ML techniques endeavor to examine and establish the
internal relationships of a set of data collected from the plethora of input devices
collecting visual, audio, and signal data from the field. Among other applications,
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ML techniques are applicable to image processing and analysis, computer vision,
speech recognition, and natural language understanding.”

A relatively large number of ML methods and algorithms are currently in
common use:>

* Unsupervised learning methods (e.g., [31, 32]): analysis is undertaken (by the
“machine”) on unlabeled data in order to find latent patterns in the data, after
which the patterns are used to cluster populations into distinct groups.

* Semi-supervised learning methods (e.g., [33, 34]): analysis is performed (by the
“machine”) using a small set of tagged data and larger (large) set of unlabeled
data to refine the cluster classification. This offers higher accuracy with less
human effort than traditional ML approaches to classification.

* Supervised learning methods (e.g., [35, 36]): the system in question (the
“machine”) undertakes the process of learning utilizing the best set of labeled
examples and one of a number of data-driven learning algorithm; the goal is to

2 Other advanced Al fields (not further discussed in this chapter, but with theoretical applicability
to situational awareness) include cognitive computing (systems that endeavor to understand and
emulate human behavior, while also providing more natural and intuitive interface to the machine)
and natural language processing (NLP) systems that allow machines to understand written
language or voice commands (also including natural language generation that enables the machine
to communicate in “spoken conversation”).

3 Google Scholar identifies over 3,100,000 papers on the topic of “machine learning.”
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Fig. 7 Machine learning methods and algorithms in common use

produce an inference model where discrete data are categorized in an appropriate
manner, and continuous data are related in the form of a regression function.

¢ Reinforcement learning methods (also known as boost learning) (e.g., [37, 38]):
the system in question (the “machine”) assesses the environment and selects and
executes certain activities (decisions) within its action domain, and depending
on how it is “rewarded” or “punished,” it then learns which strategy is best for
future, comparable decisions.

Figure 7 depicts ML methods and algorithms in common use and which are
applicable to the general field of SA.
Some of the algorithms in use are briefly summarized in the following [39]:

* Neural network algorithm (e.g., [40, 41]): a widely deployed methodology that
enjoys good performance for estimation and approximation. Neural networks
have origin in biology where the network is made up of biological neurons; an
artificial neural network is composed of nodes that represent artificial neurons
that can store information. Such an arrangement works very well for solving Al
problems such as predictive modeling or adaptive control. The connections of the
nodes are modeled as weights; inputs are modified by a weight and summed, and
an activation function controls the amplitude of the output; training occurs via a
dataset.

* Support vector machines (SVM) algorithm (e.g., [42, 43, 44]): a linear model
for classification and regression assessment. The purpose of these algorithms
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is to identify and differentiate complex patterns in the data: it uses learning
algorithms to classify and analyze data regression. The fundamental concept of
SVM is straightforward: the algorithm creates a line (also called a hyperplane)
that separates the data into classes, seeking a separation between the two classes
that is as wide as possible. It takes the data as an input and then outputs a line
that separates the data classes to the degree possible.

e Bayesian network (BN) algorithm (e.g., [45, 46, 47]) (also known as a belief
network or unidirectional graph model): a probabilistic representation of a set of
random variables and their conditional independence. A BN is a probabilistic
model that uses Bayesian inference for computation of probabilities. Such a
network aims at modeling conditional dependence, which highlights causation,
representing conditional dependence by edges in a directed graph.

* Decision tree algorithm (e.g., [48, 49]): a predictive mechanism used for solving
regression and classification problems that utilizes observations that represent
graphs. Predictions are correlated with the traits studied by leaves and branches:
it utilizes a decision tree (as a predictive model) to progress from observations
about a phenomenon (represented in the branches) to conclusions about the
item’s target value (represented in the leaves). The goal is to create a training
model that can be used to predict the class or value of the target variable by
learning simple decision rules inferred from prior data (which is the training
data). The decision tree can be designed with different ML algorithms discussed
in the cited literature.

e Hidden Markov model (HMM) algorithm (e.g., [50, 51, 52]): a statistical
approach where the system is modeled as a Markov chain which is assumed to
have unseen (specifically, hidden) states or modes. The chain has a few “states,”
and the probability of being in a state j depends only on the previous state.
Markov chains are often described by a graph with transition probabilities. In
an HMM, one has an unobservable Markov chain in which each state randomly
generates one out of k observations, which are, in fact, visible. In practical
settings a series of observations are available from which the most probable
corresponding hidden states are to be found. In ML, the process entails parameter
learning, namely, one has some dataset, and one wants to find the parameters that
best fit the HMM model.

* Random forest (RF) algorithm (e.g., [53, 54]): a structure consisting of a number
of decision trees for classification and regression that uses a tree pattern to
make a decision. The “forest” is an ensemble of decision trees, usually trained
with the “bagging” method where a combination of learning models is able to
increase the overall quality of the result. Using and merging multiple decision
trees yields more accurate and stable predictions. RF algorithms are used for
both classification and regression problems, which comprise the majority of ML
systems; it is often used for clustering information.

e K-nearest neighbor (KNN) algorithm (e.g., [55, 56]): an algorithm where a
sample is categorized by the majority of its nearest k-neighbors (k is generally a
small integer).
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* K-means algorithm (e.g., [57, 58]): an algorithm where samples are divided into
categories whose members are similar — the k members are randomly distributed
among n members selected as cluster centers; the remaining n-k members are
then allocated to the nearest cluster. This algorithm is often used for simple
clustering of large datasets consisting of high-dimensional numerical data and
is very efficient when classifying similar data into the same cluster.

e Gaussian mixture model (GMM) algorithm (e.g., [59]): probabilistically rep-
resent subpopulations (according to a normal distribution) within an overall
population. An advantage of GMMs is that the subpopulation which a data
point belongs to can be unknown. So effectively, the model can learn the
subpopulations automatically — a form of unsupervised learning; the method-
ology is also usable in supervised learning. GMMs have been used in many
applications including feature extraction from speech data and object tracking of
multiple objects at each frame in a video sequence, where the number of mixture
components and their means predict object locations.

Some examples of application in SA in general, and computer vision in
particular, using neural network algorithms are described in references [60-63]
among others; using support vector machine algorithms, references [64—65]; using
Bayesian network algorithms, reference [66] among others; using decision tree
algorithms, reference [67]; using hidden Markov model algorithms, references [68—
70]; using random forest algorithms, references [71-73]; using K-nearest neighbor
algorithms, references [72, 73]; using K-means algorithms, reference [74]; and
using Gaussian mixture model algorithms, reference s [75].

Although “machine learning” and “deep learning” are occasionally used syn-
onymously, there are differences. DL as a discipline is a subcategory of ML —
and functions in a similar manner; however, DL uses artificial neural networks
(ANNs) which autonomously allow machines to make better decisions without
any help from humans. While ML models evolve and become better with more
experience performing their function, they still need some guidance — for example,
if an ML algorithm returns an inaccurate prediction, then, a human intervention
is required to make appropriate adjustments. With a DL model, the algorithm
automatically assesses prediction accuracy relying on its own neural network,
continually analyzing data using logic similar to human would draw conclusions.
DL systems use a layered structure of algorithms based on ANNSs, using multi-
layered processing [76]. DL models are significantly more complex than traditional
neural networks, and they also ingest vastly larger amounts of data than their
predecessors [77]. From the point of view of a discipline, DL is considered to be
an elaboration of ML.

Similar to ML, deep learning also utilizes supervised, unsupervised, and rein-
forcement learning principles and algorithms — some of the deep learning methods
discussed in the cited literature are convolutional neural network, recurrent neural
network, long short-term memory, and auto and generative adversarial network.
In summary, ML uses algorithms to parse data, learn from that data, and make
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informed decisions based on what it has learned; DL structures algorithms in layers
to create an ANN that can learn and make intelligent decisions on its own.

Among other applications, DL can be used for object recognition (a classification
and a regression function), classification (finding patterns and assigning entities to
classes), feature extraction, time series prediction, and regression functions such as
localization, all of which have SA applications. In particular, DL is assuming an
increasingly prominent role in computer vision analytics, which are relied upon by
law enforcement agencies.

5 Conclusion

This chapter reviewed practical aspects of SA technologies when used for public
safety and law enforcement applications, to provide real-time visibility on the status
of prospective threats — and possible targets. SA deals with capturing incoming
data, analyzing the data, and generating actionable intelligence. The large amount
of data generated by these cameras as well as by the fairly-dense set of stationary
cameras found in smart cities, and other sensors, gives rise to the need for advanced
situational awareness platforms (SAPs) that can undertake advanced analytics in real
time or near real time, likely using ML and DL techniques; many of the systems are
now cloud-based. The following chapter focuses on practical tools used for SA by
law enforcement agencies; these tools include, among others, the following: in-field
policing with body-worn cameras, license plate recognition, object leave behind
detection, crowd formation, aberrant behavior, weapons detection/armed intruder,
and tracking a target from multiple cameras’ views not just a single camera.
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1 Situational Awareness for Law Enforcement Agencies

In Part 1 of this two-chapter set, it was highlighted that law enforcement and public
safety agencies require full, real-time visibility on the status of prospective threats —
and possible targets. Situational awareness (SA) deals with capturing incoming
data, analyzing the data, and generating actionable intelligence. Recent technology
advancements in video sensing, edge computing, big data storage, and machine
learning (ML) can be leveraged to generate powerful real-time information —
managed by situational awareness platforms (SAPs) — that optimize real-time
decision-making. These concepts are explored in full in this chapter.

SA for law enforcement agencies includes the following applications (use cases),
among others:

¢ In-field policing with body-worn cameras (BWCs) (typically for after-the-fact
video analysis, but occasionally for real-time SA).

¢ Identification of threats via facial recognition.

* License plate recognition.

¢ Object “leave behind” detection.

¢ Real-time robotic survey of crime environments (e.g., suspected bombs).

* Crowd formation.

¢ Aberrant behavior — e.g., turns left when should turn right.

* Speedy approach — e.g., car accelerating.

¢ Tracking a target from multiple camera view not just single camera.

* Weapons detection/armed intruder.
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These applications can also be seen as expressing requirements.

The first item in this list identifies a key use case. However, the video processing
is typically done after the fact, rather than in real time to sustain or achieve a SA
goal. Many community stakeholders and criminal justice leaders have suggested that
placing BWCs on police officers improves the civility of police-citizen encounters
and enhances citizen perceptions of police transparency and legitimacy. BWCs are
recording devices police officers wear as part of their uniforms to document what
they see as they perform their duties. In the USA, 34 states and the District of
Columbia had created laws for body cameras by early 2018. As of mid-2017, over
one-third of the 18,000 or so law enforcement agencies in the USA have begun using
this technology, and the number has gradually increased since then [1]. A key study
on body-worn cameras, a field experiment conducted by the Rialto, CA., Police
Department, found that when police were equipped with cameras during the test
period, use of force incidents and citizen complaints against officers were reduced
by 50% and 90% respectively. Their findings spurred national interest in the benefits
body cameras could potentially provide [1-6].

Successful implementation not only requires the deployment of an entire techni-
cal ecosystem, but it also often requires substantial changes to a police organization
and its partners (e.g., the prosecutor’s office, defense attorneys, the judiciary, in
policy, training, staffing, investigations, and technology) [1]. BWCs may de-escalate
aggression or have a “civilizing” effect on the nature of police-citizen encounters.
The complaint and use of force reductions associated with placing BWCs on police
officers may be particularly important for improving police-community relations in
impoverished neighborhoods.

It has been estimated that a police department typically could result in an
average of 25% fewer community complaints when using BWCs. Thus, the benefits
derive from the estimated decrease of complaints, as well as the reduced cost to
investigate each complaint (because of the available BWC video evidence), and
the reduced amount of time it takes to resolve a complaint when video evidence
is available [1]. BWC approaches have a cost implication: the installation, training,
operation, and maintenance costs; these costs include both one-time (e.g., facilities
and infrastructure upgrades) and recurring costs (e.g., licenses and storage); many
of the costs are up-front investments in assets that have useful lives exceeding
1 year. Estimates show that BWCs cost between $828 and $1097 per user per year.
But they have a cost-saving implication: namely, the number of complaints can be
reduced driving a measurable administrative/processing cost-displacement. Studies
have shown that BWCs can save over $6200 in officer time spent investigating
an average complaint, compared to complaint investigations for officers without
BWCs [1]. BWCs generate savings mainly through significantly faster investigation
of complaints. The cited study (a randomized controlled 2017 trial with BWCs in
the Las Vegas Metropolitan Police Department that included over 400 officers)
assumed, based on extensive analysis, that there would be 0.84 complaints per
officer each year in the absence of BWCs. The “break-even” level of complaints
occurs between 0.23 and 0.27 complaints per officer per year. At the breakeven
level, the costs avoided by BWCs would just offset the costs to implement BWCs.



Situational Awareness for Law Enforcement and Public Safety Agencies. . . 141

Most notably, further applying the cost-benefit estimates to all 1400 patrol officers
suggests BWC net annual savings of $4.1 million to $4.4 million department-wide.

In the USA, as of early 2018, five states have enacted laws that require at least
some officers to use body-worn cameras. South Carolina’s law requires, contingent
on state funding, that every police department implement a body camera program.
Nevada requires that uniformed peace officers who work for law enforcement
agencies that routinely interact with the public must wear body cameras. In
California certain members of their state highway patrol are required to wear
body cameras. Connecticut’s law requires their division of state police and special
police forces, as well as municipal police officers receiving grant funds, to wear
body cameras while interacting with the public [2]. Furthermore, 13 states and the
District of Columbia have legislated funding opportunities for state and local police
departments to purchase body-worn camera equipment, hire new support staff, and
operate or purchase data systems. Twenty-three states and the District of Columbia
have legislated how body-worn camera data is addressed under open record laws.
In statute, states specify procedures for the public to request footage and which
footage is and is not to be released to the public. The goal of these provisions is
to be transparent in law enforcement without unnecessarily infringing on privacy.
Nineteen states and the District of Columbia require written policies in order for
law enforcement to use or receive funding for body-worn cameras. Legislation
sets statutory minimum standards for policies, requires state entities to write or
coordinate the development of policies, and charges individual departments with
creating their own policies.

SA is part and parcel of a BWC environment. BWCs represent another data input
(consider it a mobile video sensor) that has to be properly processed. In that context,
a complex information technology (IT) infrastructure that spans in-the-field wireless
networking, core transport, and cloud-based analytics, especially as software-as-a-
service (SaaS) applications, is needed.

1.1 Characterization of a Situational Awareness Platform

All of the law enforcement use cases listed above warrant the utilization of
analytics to alert and mobilize personnel of an event of interest (forthcoming or
ongoing). Advanced automation has become a clear requirement to assimilate the
data generated by the myriad of appropriate sensors and cameras for this plethora
of applications, especially for large municipalities. In the discussion that follows,
however, a distinction is made between constituent technology sub-elements (some
or all of which can be combined in a number of specific or parochial ways) and
a complete platform. A number of distinct subsystems comprise the overall SAP
ecosystem, as listed below.
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* A plethora of static and mobile input systems, sensors, and cameras collect city-
wide real-time data of all sorts.

* SA video aggregation subsystem: harnessing the video ecosystem.

* SA federated query subsystem: harnessing the big data ecosystem.

* SA analytics subsystem: data mining for actionable information.

* SA event correlation subsystem: analysis also using ML techniques.

e SA analytics/presentation subsystem: harnessing information overload for
actionable decisioning.

A SA ecosystem entails a large number of mobile and static input systems such
as cameras and various other sensors; in addition, there will be video aggregation
subsystems, advanced analytics engines (including event correlation techniques typ-
ically utilizing ML techniques), and data storage and mining facilities, as well as an
effective query capability, that can be used in conjunction with display/presentation
tools that make the delivery of actionable decisioning information to the intended
enforcement agencies an intuitive and expeditious process.

SAPs integrate these capabilities into one overall system umbrella. SAPs are the
commercially available technology systems that help facilitate a state of awareness
of a certain environment, for example, a city, a park, a shopping area, a train
station, an airport, a stadium, or a (large) indoor space. There are many variations
among these SAPs, with each one providing some enhancement of one’s situational
awareness. There are many products on the market that are portrayed as SAPs,
but these products provide those capabilities within a narrow operational area, for
example, video optimization, or further refined as object recognition, or even further
narrowed as facial recognition. “Wholistic platforms” provide mechanisms that
enhance one’s SA across a broad range of input mediums that include visualization,
traditional data, and sensors of many types and, most significantly, enable the
correlation of information across all of these content providers.

A SAP ideally fulfills the specific function of being a “tripwire” and enhancing
real-time event response by the authorities by providing timely and effective
decision support services. Unfortunately, SAPs are often deployed in a much
broader role or capacity, which contributes to what can be considered as the dilution
of their brand recognition: because of the capabilities of these platforms, they are
also used across a much broader role spectrum, thus overlapping with Enhanced 911
(E-911) response functions, video evidence management, crime analysts’ research
tools, and so on. Consequently, many products are correctly branded as “situational
awareness systems,” but incorrectly marketed as SAPs. Such misuse dilutes the
critical need of the SAPs in law enforcement for speed and accuracy.

Where the analyst’s support software needs to be complete and accurate, the SAP
needs to be as complete/accurate as possible within the available timeframe which
could be real time or near real time. In that role, the SAP closely resembles the
operating environment of the autonomous vehicle: the road path must be selected
before striking the divider. Video coverage must immediately focus on a zone of
interest, for example, triggered by gunshot detection, whether by sensor, phone call,
or social media. Background information and known associates are needed while
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in the act of responding, much more so than during the subsequent interrogation.
However, because the tools can sometimes do both, they are tasked as multi-tools
and are biased towards completeness more so than timeliness.

While SAPs’ ability to access information is the typical selling point of SAPs,
their ability to filter out insignificant content is emerging as an important functional
capability. It was only in the not-so-distant past that law enforcement had very
limited access to video surveillance images and then only after lengthy delays. At
this time, video imagery exists almost everywhere and is accessible in real time; the
present-day challenge, therefore, is how to simultaneously watch and/or analyze
hundreds of cameras. Many municipalities currently have E-911, 311, 411, 611
mechanisms, coupled with an endless array of hotlines and nonstop social media.
Therefore, it tends to be the case that there is an overabundance of information but
not enough real-time actionable summarization. In many municipalities, one sees a
trend for adding more content sensors, but they are not adding more content sensor
analysis/monitoring tools at a matching pace; therefore, the content sensors become
merely data that is not acted upon. In fact, not only are these sensors not helping, but
they are actually hurting the public image of law enforcement through the discovery
that the information existed, if only one looked in the right place. SAPs are being
considered for deployment as a tool that corrals the large arrays of cameras, sensors,
data, and so on into some form of manageable scale.

Application of artificial intelligence (AI) for SA within public safety, and more
specifically law enforcement, places an extra burden on accuracy and speed, where
neither can be sacrificed for the benefit of the other. In that context the decision
paradigm more closely approximates the real-time field conditions of autonomous
vehicles than those of the crime analyst’s/investigator’s environment: their decision
support guidance needs to be fast and accurate.

1.2 Broad Functional Requirements of a Situational
Awareness Platform for Law Enforcement

Functional requirements of a SAP to be utilized by law enforcement agencies
seeking support for the use cases described above address two somewhat distinct
categories, although there is a technology overlap in the mechanisms:

1. Historical non-real-time analysis of large amounts of sensor data, typically video-
based, but also comprised of other types of information and/or data (including
Big Data).

2. Real-time or near-real-time analysis of environmental (ecosystem, theater) data
to support intervention decisioning on the part of law enforcement to deal with
an ongoing safety matter.

The discussion that follows focuses mostly on the latter. A well-designed SAP
provides a single-pane enterprise-wide view culled from the disparate systems
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and technologies. A SAP typically consists of a broad range of underlying, yet,
disparate technologies. The systems and technologies providing public safety and
law enforcement agencies input content are many and vary depending on the agency
and the environment in which it operates. The technologies continuously capturing
data and are leveraged within the platform include visual input, sensor data, content
analysis, informational records, and real-time dispatch activities.

These technologies represent a broad range of applications and, within each
application category, a very broad range of capabilities. At press time the vendor
community was adding capabilities to their SAP products at an accelerated pace.
While specific applications and their underlying technologies may be replaced
or enhanced over time, their general function category will remain a viable
requirement.

Many SA environments require computer vision capabilities. This field of
computer vision is currently a very active area of research particularly in the context
of using Al and deep learning (DL) tools. Work in this arena started in the mid-
1960s and continued through the late 1970s, but with modest success due to limits
on Al technology at the time. The use of convolutional neural networks (CNNs)
was advanced in the 1980s, although the volume of data and computing resources
requires were also limiting. A CNN comprises multiple layers of artificial neurons.
When the CNN processes an image, each of its layers extracts specific features from
the pixels. The first layer detects very basic things, such as vertical and horizontal
edges. As one moves deeper into the neural network, the layers detect more-complex
features, including corners and shapes. The final layers of the CNN detect specific
things such as faces, doors, and cars. The output layer of the CNN provides a table of
numerical values representing the probability that a specific object was discovered
in the image [7]. It was not until the 2010s that CNNs would resurface and trigger
a revolution in deep learning. Recent advances in CNN and DL technology for
computer vision have become prevalent and include but are not limited to facial
recognition (a short list of references with emphasis on SA include [8—13]; a large
set of literature exists).

The general public’s perception of a SAP focuses on its visualization com-
ponents; however, the most significant functionality is derived from the applica-
tions/methods that access informational records; these records present a wealth
of historical knowledge about the ecosystem and events within that ecosystem.
There is significant innovation underway in this field: not long ago information
was so siloed that mere access to it, as cumbersome as it was, was viewed as an
accomplishment; investigatory platforms now available strip away that cumbersome
access mechanism, presenting many siloed result sets. At this time, SAPs are
beginning to apply correlation analysis logic to help facilitate decision-making by
digesting the accessed documents and highlighting the common elements.

The analytic correlation capability represents a key function of a SAP: while
multiple systems used by crime analysts have this capability, the unique requirement
for the SAP is timeliness and presentation. The operator staffing the display console
of SAP has such requirements. Because the key role of a SAP is to support effective
decision-making within the real-time duration of an event, the SAP needs the
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capability to access multiple disparate records, to analyze the correlations among
the result sets, and to display all the potential result sets in some meaningful manner.
Often enough the least probable become reality; thus the low probability result must
not be hidden from the operator’s eyes and mind. Computers do things faster, but
often humans do things better. For the SAP operator, it is important to provide them
the opportunity to display this capability. As such, because they all differ, how a
candidate SAP handles the access to records, the correlation among those records,
and the display of the result sets are all meaningful differentiators in the platform
evaluation/selection process.

911/E-911 dispatchers now use computer-aided dispatch (CAD) systems and
records management systems (RMS) to log these emergency calls and take the
appropriate steps to dispatch police to the scene. CAD systems allow for the capture
of critical data related to each call: phone number, address, call type, and call-related
times, such as call received, dispatch time, unit responses. and unit arrivals. The
system can also provide recommendations related to stations or responding units
as well as access to pre-plan information. They serve as essential information hubs
for dispatchers, police officers, and the community alike. The CAD system is also
the point of origin for all types of data that provides demographics and research
materials and feeds the departmental demand analysis [14]. Access to real-time
dispatch information as provided by CAD/RMS platforms is often considered of
key value. Sometimes that value is assigned based on the personal and historical
perspective of the individuals guiding the selection process. Timely and integrated
CAD/RMS information is important, but only as an input source to the overall
SA view. The SAP operator does not displace the CAD function nor the scene
commander. The SAP operator’s role is to merely add a hundred focused eyes and
handfuls of savant brains with instant recollection to the tool sets of the responding
individuals. The extent of the integration of CAD/RMS is a consideration in SAP
selection, but it should not be a deciding factor.

Both visualization input and sensor data can generate overwhelming content
input to decisions-makers that if not effectively managed tends to obscure mean-
ingful information. A mosaic view of hundreds of cameras is great if not presented
concurrently. Dozens of beeping sensor alarms simply confuse the mind. Instead of
adding to the sensory overload, what is most needed is relevant content from the
universe of input devices. Pedestrians clutter the scene when one is looking for a
car. When looking for “The Car or The License Plate,” all other vehicles add to the
clutter. One of the values of a SAP is its ability to start with the universe of input
and quickly focus on the singular object of interest. That focus can be objects of
interest, physical areas of interest, or in fact any entity grouping that becomes a
need at any point in time. The capabilities of a SAP to achieve these needs is a key
evaluation criterion in the selection process. Another value of a SAP is to alert and
focus attention on what is not being actively looked at. Sensors and analytics provide
this key functionality, which is an area of major differentiation in product offerings
that highlights the difference in how vendors approach assembling the SAP.
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1.3 Input Devices and Data Acquisition Technologies

To provide actionable information, SAP processed content must be made available
to the decision-makers. Such content is made available through a myriad of
technologies that are in place based on their own merit but when accessible by
the SAP serve an enabling function. In theory, the SAP would merely tap into
the underlying technology ecosystem, though pragmatically it sometimes drives
the deployment of these underlying technologies to fill coverage gaps. In that
context it is beneficial to address some of the areas where gaps may exist and the
characteristics of best-of-breed approaches to their fulfillment.

Input devices typically include sensors, municipal cameras, and other devices
(e.g., commercial cameras operated by businesses or end-user video — these are
typically used for after-the-fact video analysis, but occasionally for real-time SA).

Sensors continually sample the environment and signal when they sense the event
under observation. Within any sensor category, there is a significant difference in the
mechanics of how the sensor functions and in the accuracy of its detection capability.
Sensors provide the most accurate method of detecting occurrence and thus should
be extensively deployed as is appropriate to the operating environment. Gunshot
detection sensors illustrate some of the issues. All gunshot detection sensors operate
on the basis of detecting environmental changes that result from a gunshot. There
are acoustical, visual, chemical indicators and sensors that operate independently
or in concert with each other. Some sensors report to on-premises servers, while
others report to cloud-based servers. Some sensors monitor a small coverage area,
while others monitor a larger area. Some gunshot indicators behave differently
indoors than outdoors, introducing specialty products. Lastly, as all sensors are
victim to some degree of inaccuracy, some sensor products are marketed as a service
that attempts to validate the accuracy before dispatching the event signal to the
SAP. The key point here is that while gunshot detection sensors are an important
component, product selection should be based on the significance/frequency of this
event category in each jurisdiction. Because the best indoor gunshot detectors are
very different from the best outdoor gunshot detectors, and there is a 20-fold (20x)
price difference between products, sensor selection should very much be based
on the degree of need for this type of sensor within the operating environment
of the agency. Most sensor systems, however varied, are provided as independent
products that are integrated into the SAP, which is different than how analytics are
incorporated in the SAPs. All SAPs provide some imbedded analytics capabilities.
These analytics come as correlation capabilities for informational records data
and as image analytics for video streams. Bundling these analytics capabilities as
software in the SAP presents issues. Because of the public safety procurement
preference for the tried and true of a complete solution, inclusion of the analytics
package serves as a check-off box, which defers assessment of their capabilities.
Those capabilities span a broad range of functionality with significant qualitative
and performance variations in both accuracy and speed.
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The four areas in which one currently finds the greatest voids are in (i) access
to informational data records, (ii) monitoring social media activity, (iii) acquiring
visual surveillance, and (iv) the analytics of visual imagery. Attempts to remedy
such voids often result in the deployment of the underlying technology, which leads
us to this discussion of the issues that best-of-breed approaches attempt to fulfill or
avoid.

1.3.1 Access to Informational Data Records

Data record information exists in countless database repositories, many of which
relate to criminal justice, which are accessed via a structured methodology that
controls access through strict credentialing and audit processes. These access
control mechanisms were developed individually when each was an independent
system; consequently, their credentialing, identification, and access audit techniques
differ. Furthermore, the fee structures associated with access to these records
differ based on method of access and the business contract negotiated with each
jurisdiction. For example, access to records through a CAD/RMS platform can be
governed by a single fee master agreement, but access to the same content by the
same individual through a client application may be billed on a per-access basis or
vice versa. Because of the fluidity of these agreed-upon methods, implementation of
SAPs includes the task of negotiating the least costly records access method, which
often results in convoluted configurations. As a result, the best practices approach is
to customize the processes to the unique conditions of each agency.

1.3.2 Acquiring Visual Surveillance

Visual imagery is considered a critical element of SAPs, but access to that video
content is its Achilles heel and main burden. There are many video landscapes today.
Municipalities have stationary cameras deployed by many entities for numerous
purposes. One finds mobile cameras deployed in numerous fashions, and one cannot
overlook the wealth of content produced by the citizenry’s cellphone cameras. Some
say that regardless of what happened, one is likely to have a video of it. This may
be true today, or it may be a goal, but the reality of these challenges to locate events
quickly and gain access to that video content is inescapable. In this context, the need
of the SAP’s access to video is unique in that it must be quickly available. Ideally
it can trigger an event alarm, but if the video imagery is not available as the events
unfold, it loses its value to the SAP and reverts to being an investigator’s support
tool.

Today’s situations find SAPs being added to existing camera environments. In
such conditions, best practices take a back seat to enabling practices. Since enabling
practices are governed by the notion of worth, many localities have evolved to
the pragmatic decision that they will use whatever approach is available to enable
access to the camera resource deemed valuable. While field conditions govern
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the immediate options, the short lifetime of these video resources avails us the
opportunity to prepare for their planned obsolescence with best practice approaches.

Any best practice discussion needs to start with an understanding of the core
function of the SAP. Although it is capable of performing many functions, its core
role is to provide real-time SA to be applied by its operator to unfolding events.
In that role, the SAP needs access to observe live video and to retrieve (playback)
recently recorded video. In that context the SAP is a voyeur on someone else’s video
system. Because there are many “someone else’s,” accessing each particular video
system presents major technical and bureaucratic challenges.

1.3.3 Monitoring Social Media Activity

The phenomenon of social media can significantly enhance SA through access to
the content being shared and the quantity of activity. Law enforcement has been
using a range of stand-alone applications for these purposes. The ideal condition is
to integrate this social media information into the SAP and to use the platform’s
correlation capabilities as one more trip wire to alert the operator of possible event
activity. Recent events have raised attention to law enforcement’s use of its access
to social media information, which introduced it as a privacy concern. This public
debate is causing the administrators of these social media applications to constrain
the sharing of content. Consequently, law enforcement needs to periodically change
the applications it uses for its access to critical social media information. The
growing frequency for this need to alter applications reintroduces the debate about
whether a “product solution” or an “amalgamation of products” is the best practice
approach to a SAP solution. Regardless of outcome SAPs will be well served if they
embrace the capability to easily “plug in” modules (applications) that provide an
effective point solution at a specific time and to easily “unplug” and replace them
with succeeding products as the conditions dictate.

1.3.4 Analytics Software

SA analytics software in law enforcement settings is, in some sense, bleeding-
edge technology. Modern analytics software employs DL techniques to attain its
Al capabilities. As discussed earlier, DL can be described as teaching a computer to
do one thing very well and very fast. For example, facial recognition, license plate
recognition, and long-gun recognition are all specializations within the concept of
object recognition; however, they are each very different form each other. Even the
subtle differences represent huge differences in capabilities. In this context, DL
is not knowledge, nor is it the skill to recognize. DL is the ability of software
to recognize a specific type of object that it learned through a reiterative process
of observing a million instances of many incarnations of that type of object and
eliminating all objects that are not that object. In effect it is a process of recognizing
it by learning all the things that it is not. Because of the specificity of these learning
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processes, each recognition module is effectively its own application. Thus, one
has facial-recognition systems, license plate recognition systems, gun recognition
systems, and object recognition systems that are able to search on a match for
a selected object. Under the perception that DL is too slow for the real-time
recognition needs of certain security-surveillance applications, one has started to see
evolution in recognition analytics to the mechanisms used in autonomous vehicles.

In addition to object specificity, video analytics also has a major divide between
real-time triggering and forensic search. Under real-time triggering, the live video
stream is continuously analyzed for any number of specific conditions, which
if encountered would trigger a system event. Forensic search is video playback
technology that analyzes each stream of recorded video. There are numerous
technologies and techniques used for this function, though generically it is a
technique to expedite locating an object of interest in a recorded video archive.
As with all things from the either-or category, there are hybrid approaches. In video
analytics the hybrid approach comes in the form of edge analytics. Namely, it is
the process of executing the analytics logic in or local to the camera, as opposed to
streaming the video to the remote recorder and executing the analytics at the central
server. There are benefits and drawbacks to each approach, but for each specific
scenario, there is an absolutely best approach.

This rapid rate of change, plus the specificity in system capabilities, is the reason
why acquiring the SAP with an imbedded video analytics solution could be a
suboptimal strategy. It is less of a suboptimal strategy in regard to forensic search,
as this technology changes at a slower pace; however, it is an absolute mistake when
it comes to specialized object recognition, which changes monthly. One can attain
much better capabilities by “plugging in” specialty analytics engines into the SAP
to address a specific recognition need and “unplugging it” when a better solution
evolves. To do so, however, requires adopting the notion of application modules
in lieu of and partnership with the solution platform preferences of public safety
procurement.

1.4 Commercial Platforms Classes

There are six major types of technology platform categories that are used to present
real-time information to law enforcement/public safety. This information incorpo-
rates visual images acquired from numerous cameras (both real time and historical);
data contained in countless databases/systems; and event triggers provided by a
range of sources including 911 calls, sensors, and video analytics. The technologies
used to deliver these capabilities are specific to their mission, but also overlap in
some capabilities, which complicates what could otherwise be a straightforward
correlation of needs to capabilities. These six technologies are:

(a) Video management system (VMS).
(b) Physical security information management (PSIM).
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(c) CAD/RMS.

(d) Correlation/data mining/analytics.
(e) Visualization/presentation.

(f) Hybrid SA platform.

14.1 VMS

There are three parts to a modern VMS, which are (i) cameras, (ii) recorders/access-
managers, and (iii) viewers.

The modern VMS has evolved from its closed-circuit television (CCTV) physical
security roots, though many still see the VMS as a simplistic video recording
platform for security-related video. One need only look at the solutions from the
leading vendors to understand that these VMS platforms offer a wealth of functions
that go far towards meeting the needs for real-time information and the deep analysis
to support decision-making. However, the single overwhelming limitation of these
VMS offerings is that they must manage the connection to the camera, either directly
or through some federation process. Unfortunately, the capability to federate VMS
platforms is limited to federation within a specific vendor’s platform. Thus, Vendor
A can only federate with Vendor A, Vendor B strictly with Vendor B, Vendor C
exclusively with Vendor C, and so on, but none can federate with others. Because
all public/private partnerships entail accessing video content from a multitude of
different VMS platforms, the advantages presented by VMS federation cannot be
exercised.

The camera’s imager captures the scene and streams it to a recorder that is
controlled by an access manager. A viewer connects through the access manager
to observe the video either live from the camera or through the recorder. A typical
VMS has anywhere from three elements to tens of thousands of elements, all of
which are connected by IP networks using wired and wireless technologies.

The SAP is also situated on an IP network. Thus, to view a camera’s video,
it is necessary to have a connection between the SAP’s network and the cam-
era’s/recorder’s network. It is also necessary for the SAP to have a viewer that
is compatible with the remote camera’s technology and to have the credentials to
authorize access to that camera’s video content. These elements must be repeated
for each camera source participating in these partnerships.

Under almost all scenarios, the SAP is remote from the camera/recorder, necessi-
tating a network connection between the two. The two alternatives for connectivity
today are either a private dedicated line or a public Internet connection. Private
dedicated lines are rarely used because they are cumbersome to install/maintain and
incur a recurring fee. Public Internet connections leverage existing connections but
introduce greater security concerns than those presented by the private circuits.

Though greatly oversimplified, the challenge of connecting the SAP’s network
to the camera’s network is that it connects the two networks, thereby exposing
each of these networks to the risks which may exist on the other. Today’s
environments of malware, viruses, ransomware, and general hacking dictate that
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every network connection presents a risk that must be mitigated. Because networks
are bidirectional, the risks must be mitigated on both sides. Because firewalls are
the risk mitigation platforms of choice, specialized rules must be written to allow
each such connection. Because all such rules effectively open another network
access “hole,” there is reluctance on the part of the cybersecurity team to facilitate
connections.

Given that without connections there is no video, one best practices goal is to
reduce the quantity of such connections and the variability of these connections. One
addresses these goals by aspiring to connect to the group of cameras collectively
through their access manager (i.e., the VMS) instead of to each individual camera.
Also, taking advantage of recent popularity of cloud-based security, when the
cameras of interest happen to be associated with a cloud-based security service that
also supports multi-tenancy, it is possible to connect to many different groups of
cameras utilizing a single connection from the SAP to the cloud security service
provider.

The SaaS popularity introduces another emerging trend that furthers the goals
of SAPs. Because high-definition video streams consume significant amounts of
bandwidth, as occurs with traditional cloud-based recording, new technologies are
being deployed to divide the recording burden between on-premise appliances that
are local to the cameras and cloud-based storage for event-driven video. Professional
configurations for security video define camera recording to occur 24 x 7 at about 17
frames per second and at a relatively high resolution. These are experience-borne
settings which should be adhered to. It is also known that only a small fraction of
that recorded stream will be retrieved for review. It is further known that the small
portions of retrieved video have characteristics that could be classified as “events” to
the camera system. The concept of edge or hybrid recording evolved by merging the
desire to conserve bandwidth with the knowledge that one can tag the video most
likely to be replayed.

The edge recording technology deploys a small appliance local to a group
of cameras that performs as the primary video recorder and as the gateway for
that camera group to the cloud-based master controller. In such deployments the
cameras send their 24 x7 video stream to be recorded on the local appliance and in
parallel send any event video (video characterized by embedded analytic software
as meeting pre-defined conditions) to the cloud-based controller/recorder. This
methodology safeguards the likely video of value in the cloud while delegating
the quantitative volume to the local recorder. A viewer can access both video
repositories through the cloud in a transparent manner.

It would seem that the edge recording concept would be of no relevance to the
SAP, as it has a voyeur relationship with the parent VMS, which is always remote to
it. However, innovative adaptations of this technology are providing major benefits
to SAP deployments by introducing significant capabilities and removing significant
burdens.

The capabilities come in the form of increased analytics, which will be addressed
in a following subject category. Burden relief comes from the methodology used by
the edge appliances to connect the cameras to the cloud controller. In the traditional
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approach, the camera generates one to three video streams and connects to the VMS
controller/recorder. The SAP, in turn, would connect to either the VMS controller
or the camera through a labyrinth of network devices. To view the camera’s video,
the SAP operator would activate the appropriate viewer on the SAP, which would
pull into the viewer the camera’s video stream. Should the camera’s video stream be
selected for active video analytics, the camera’s video image would be continually
streamed to the analytics engine of the SAP.

The edge recording appliance provides an alternative approach. Instead of
defining the SAP’s network connection to the local VMS, the edge appliance is
introduced into the local environment. The edge appliance connects to the applicable
cameras (this is controlled by the camera credentials provided by the participating
partner whose cameras are being accessed) and makes use of the reverse dynamic
DNS mechanism to establish a connection with the viewer on the SAP. The edge
appliance is recording the video streams of the defined cameras and retaining it for
a short duration (a few days in general). Should the SAP operator desire access to
that camera’s content, either in live view or recent replay, they merely invoke the
viewer on the SAP. The presence of that edge appliance and the method by which it
connects through the Internet to the SAP make it significantly simpler to configure
and can be secured much tighter than the traditional methods of allowing external
connections to the VMS.

142 PSIM

The PSIM system concept has its roots in the private security practice. These
capabilities fit well into the needs of public safety to access video content from
different VMS platforms and to CAD’s needs to script response protocols. However,
as the quantity of input sources grew, these platforms were found lacking in their
ability to apply Al mechanisms to video analytics as well as in their integration with
federated search or event/information correlation capabilities present in several data
mining and analysis tools used by law enforcement analysts.

The potential of this platform was recognized however and formed the basis for
the SAP solutions. Some vendors enhanced the capabilities of their core software,
others cobbled together multiple systems into a platform solution, and others reacted
to deficiencies in the early integrations and recreated the wheel from ground up.

1.4.3 CAD/RMS: Correlation/Data Mining/Analytics
and Visualization/Presentation

Combining the above three platform categories into one discussion, we summarize
them as providing enhanced capabilities within a specific mission definition.
Though each has some capabilities that encroach on the communities’ needs, they
do not justify selection as the platform of choice.
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CAD/RMS systems, briefly described above, are well understood by stakehold-
ers. Correlation analytics represents multiple data mining platforms. While they are
excellent tools, they are very focused on a subset of the overall functional needs.
There is a trend afoot of combining these platforms with PSIM platforms to create
powerful hybrid SA solutions. The visualization platforms entail technologies that
help the visualization of events with a global perspective. These are very popular
with large/multinational corporate risk management teams.

1.44 Hybrid SA Platform

In the past few years, a new category of use evolved for the traditional PSIM. Public
safety and law enforcement defined a need for real-time SA and for event correlation
among their technology platforms. Their expectations included the ability to view
cameras from numerous sources through a single pane of glass. They expected to
be able to enter search criteria once and to launch a federated query across multiple
databases using that single entry. They expect complex analytics that run behind the
scene to identify objects of interest and behavior anomalies from live and recorded
video input across many cameras, as well as provide real-time triggers when an
object of interest passes the field of view of a camera.

The response to those needs was “solutions” from several vendors, all of whom
employed a hybrid approach. Whether embedded under the label of a single system
or as an integration between multiple systems, these solutions strive to aggregate the
information, analyze it to correlate possible links, and embed the information with
Al to increase the speed and accuracy of assessments.

Each solution excels in certain aspects over others, both within its own platform
and as compared to the capabilities of other platforms. Some imbed most functions
within their “unified solution,” while others integrate specialty functions as “plug-
ins” from independent providers.

Given these attitudinal differences, some of these platforms present a bias
towards correlations capabilities, while others focus on the unified presentation
of accessed information. On the extreme opposite end of this scale, one finds
the platforms that retain their footing in the traditional PSIM environment, as
exemplified by a select number of vendors.

While raw capabilities present one profile, their portability presents another.
Historically, these systems were provided through on-premises dedicated software
and hardware solutions. They are now being introduced under the SaaS model,
which makes them affordable to a huge range of public safety consumers. Where
previously either breadth of function or quantity/capacity were considered to define
the cost-size of the platform, the adoption of SaaS provided an opportunity to
separate this relationship and to enable service providers to market these elements
independently. The current trend is to provide a single solution of broad function-
ality with quantity defining the price structure. Thus, every client has access to the
full suite of functions, but cost is calculated based on the number of integrations
in the solution and by the number of users of the solution (users are defined
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as a combination of physical consoles and individualized login credentials). For
smaller jurisdictions, this is the singular element that takes the idea from being an
aspirational goal to one of reality.

2 Challenges in Delivering a SAP to Law Enforcement

This section focuses on the practical deployment process of SAP systems into an
active operating environment of a law enforcement agency. Challenges associated
with delivering a complete, integrated system for law enforcement include all those
typically associated with any complex system integration project. However, there
are additional areas where the SAP presents specific challenges and introduces
potential concerns:

¢ Reluctance of the stakeholder law enforcement agency to entertain technology-
introduction risks.

¢ Misunderstanding IT’s role at the law enforcement agency, from reluctance to
engage through maintenance responsibility.

* Misaligning the SAP’s role within the agency.

¢ Underestimating the public’s capacity for misperception.

* Setting public/private partnership policy without sufficient regard to the technical
complexities.

2.1 Reluctance to Entertain Risk

Risk aversion in public safety’s agencies when it comes to the deployment of
advanced new technologies is fairly common. The risk aversion, particularly in the
procurement process, is the single largest cause for the underwhelming potential
that can be seen in deployed SAPs. As previously described, the key functions of the
SAP are to connect to the large plethora of content sources available to the agency
and to aggregate these individual content sources into a mechanism that provides
actionable information within the life of an event. These two functions are accom-
plished through numerous task-specific application modules. The applications that
perform the connection functions are typically viewed as the core of the SAP, while
the applications that perform the aggregation/correlation functions are typically
viewed as a value-added feature set. Failing to differentiate core components from
value-added components leads the planner to categorizing the availability of both
as being critical. Because tried and true usage over a long duration is the best
predictor for system availability, this singular categorization may inject bias into the
evaluation of applications that fall on the correlation side of the SAP’s functionality.
Whereas core connectivity components need to be reliably available, the value-
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added correlation components can tolerate outages. While no outage is desirable,
the potential of an outage may be warranted based on its risk/reward ratio.

The applications providing the best and most innovative correlation capabilities
tend to be based on newly developed leading (bleeding) edge technologies. These
applications may not have a demonstrated record of performance, but they offer the
promise of significantly enhanced capabilities. As these innovations mature to the
degree of demonstrated stability, they are superseded by the next batch of innovative
technologies.

What the public safety procurement process occasionally fails to recognize are
the consequences of a restrictive approach to new technologies. To protect the
SAP operator from loss of functionality resulting from an unstable application,
the agency procurement team may preemptively deny the operator access to such
new functionality. In the category of these correlation-focused Applications, the
differentiating performance criteria are their sophistication, speed, and accuracy.
It is not uncommon to see a threefold improvement in capabilities between a
generation of applications that are less than a year apart. For SAPs that are goaled to
provide actionable information within the life of an event, waiting for demonstrated
stability can be the difference between interdicting the person committing the act
and documenting the person who committed the act.

2.2 Misunderstanding IT’s Role, from Reluctance to Engage
Through Maintenance Responsibility

The IT department of an organization may find itself in a challenging position in
its interactions with the business units of an organization, as it may be perceived
to be laborious in its activities and resistant to new initiatives. While some of the
appearances are often correct, the underlying causes are not readily understood.
The structure of the IT department differs by organization, and often even among
similar organizations, based on how the function is budgeted. In the public
sector IT departments create an annual budget, which includes known operational
responsibilities and an allowance for expected enhancements. As is true of any
departmental budget, the actual approved version falls short from the proposed. On
the technology side of the equation, the often-cited adage of IT professionals is that
things break when one endeavors to change them and that the environment is much
more complicated at the detailed level than at the conceptual level.

As a business unit ventures into this IT environment to address a technology
introduction initiative, they may be confronted with some challenges: while the
business unit is in anticipation for the prospect of the new system, the IT department
may be less enthusiastic. While the business unit has been thinking for some time
about the potential of this new system, the IT department perceives it as added
work and added responsibilities. A number of things can be done to better align
these conflicting perceptions. In principle, the IT department’s role is to support
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the technology-based needs of the business or line units. In practice many IT
departments see themselves as an operational unit tasked with the responsibility
to support systems as an end in itself. Also, many business units assess the needs of
their new systems only from the perspective of the directly attached components,
failing to understand the potential impact to the utility services being provided.
Frequent omissions include underestimating the increased load on the network,
introducing new cybersecurity exposures, not understanding the authentication
infrastructure, and introducing different mechanisms for utility functions than those
currently in use, for example, network-based storage.

2.3 Misaligning the SAP’s Role Within the Agency

The broad capabilities of the SAP often expose it to possible misuse. Misuse on one
extreme originates from isolating its functionality to support the narrow mission of
a specific entity within the agency (in effect continuing the practice of creating silos
that do not communicate with each other). The misuse on the other extreme is to
deploy the SAP to serve the broad information acquisition needs of an agency. The
overly narrow focus is a tendency within large agencies; such focus does not reduce
the capabilities of a SAP as much as it reduces the usefulness of its product. Dilution
of mission through a multi-tool acquisition logic is a tendency seen in smaller
agencies. The risks of the multi-tool approach, when one tool can serve multiple
purposes, is to have the incorrect element be defined as the function leader, thereby
impacting the speed with which quality information is produced. The tendencies
with multi-tool deployments are to focus on accuracy and completeness at the cost
of timeliness. It is useful to reiterate that the goal of the SAP is to generate actionable
information within the duration of the event, more so than to provide the complete
investigator’s report in support of a prosecution.

2.4 Underestimating the Public’s Capacity for Misperception

While the goal of the SAP is to collect and aggregate all accessible information to
produce timely actionable information to support response activities during the life
of the event, there is some vocal public pushback to the availability of information.
Some of these misperceptions have their roots in the earlier notions of barring
the use of evidence acquired through illegal means or through coercion. It is true
that many items of information can be misused, so that by denying access to
such information one protects the owners of that information, and one prevents
the potential for its misuse. However, SAPs are used to attain information within
the life of an event, which is a much narrower focus than intelligence collection,
proactive or reactive. Within that context, the goal of the SAP is to harness all the
meaningful information of potential relevance to an evolving event that is possible
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within the timeline of the evolution of that event; SAPs are not goaled to enhance
the investigator’s toolbox nor as a means to attain general intelligence — SAPs are a
tool to support the effectiveness of the response to a triggered event, which may be
a 911 call or activation of a monitoring sensor.

Within the context of social media, atypical increases in activity levels may
represent a triggering sensor of a potential event of interest. Keyword searches are
an enhancement of such triggering capability. SAPs do not monitor conversations
to build a database of known associates; they are platforms used to access those
preexisting databases efficiently. The unintentional consequence of denying SAP
access to social media content is that such action reduces the quality of information
available to support the response to an active event, which contributes to the
problems of inappropriate response but without addressing the underlying concern
about collection of inappropriate information.

2.5 Setting Public/Private Partnership Policy Without
Sufficient Regard to the Technical Complexities

Often SAP technology is deployed via public/private partnerships (PPPs). The
mechanics for establishing a PPP connection between two entities, where each
partner is protected from the risks emanating from the other member, are often
labyrinthine. The goal of a PPP is to provide public safety with real-time access
to security video resources existing at a private entity’s location. In concept, this is
a one-way connection to provide public safety with a view of the existing video. In
actuality, the current state of technologies cause this to be a bidirectional network
connection, which if not constrained provides each member with full access of
every member’s network assets and problems. Many PPPs for sharing security
video content with public safety originated back in the era CCTV security; in
that environment, public safety’s access to the camera video was as simple as
provisioning a telephone circuit connection to the partner’s site, attaching a wire
to the camera’s video splitter and watching the video content flow. The evolution
from analog CCTV to the present-day IP-based VMS platforms has facilitated an
entirely new era of technological capability; however, this has resulted in an increase
in complexity.

It is easy to appreciate the risks that arise from unfettered access and exposure
to camera video, both live and recorded. In both multicast and unicast implementa-
tions, some form of a logical session needs to be set up between the communicating
pairs; to establish communications, a bidirectional exchange of protocol data is
needed, and such packet exchange must be enabled while blocking all other types
of packet flow. This requirement creates the technical configuration complexity
and associated costs; in particular, adequate firewall systems and technology-
converting mechanisms need to be deployed to limit the content flow between the
partnering entities to just the camera video. Given that neither party in many of
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these partnerships is in the position to fully trust the other, these firewall setups tend
to be deployed in pairs, with each partner administering their own. To make this
arrangement viable, both of the firewall pairs must be configured in a compatible
manner; the configuration process, however, can be error-prone and inefficient.
Recognizing that the complexity of the technology challenges cannot be simplified
or avoided, new initiatives should endeavor to reduce their quantity. One way to do
this is by taking advantage of the cloud-based video security trend.

The popularity of this cloud-oriented trend, especially for smaller enterprises,
presents the opportunity to attain many camera views through a single connection.
Two features of cloud-based video security present the enabling capabilities for
simplifying the complexity and reducing the quantity of those complex connections.
True to its name, in cloud-based video security solutions, the camera access
controller resides in the cloud.

In the modern IP-based VMS environment, the connections between cameras,
recorder, and viewers are not direct but go through the intermediary element, the
camera access controller. To view a video stream, a viewer connects/authenticates
to the access controller and is passed to the video stream from either directly at the
camera or through a media server or through the video recorder associated with that
camera. These components tend to be physically separate devices and can be placed
anywhere along the network path. When that controller is located at the partner’s
site, the network path from the viewer must extend to the partner’s site. When
the controller is in the cloud, the network path from the viewer must extend only
to the cloud, with the controller’s path to the camera/recorder used to facilitate
the second leg of the connection to carry the video from the participant’s site.
Because most of the convoluted complexity exists at that link to the participant’s
site, by limiting the extent of the logical connection to only the cloud camera
access controller, one greatly simplifies the configuration task — the connection from
the SAP viewer to the cloud still needs to be secured, but that presents a much
more structured requirement than extending that connection to the partner’s site. In
addition, many of the vendors use what is known as multi-tenant capability. Multi-
tenant originated with residential security services that used a central monitoring
service to manage many small instances of security systems. In the new cloud-based
VMS service, this same technical capability provides the means for a single public
safety SAP to access numerous partner sites that happen to use the same cloud-based
service provider. While each participant is screened from all others, the public safety
connection can access all permitted cameras.

3 Ethical Questions

This section just scratches the surface on the matter of SA ethics.

Recently a number of scientists and human-rights activists have raised ethical
concerns about a number of Al-based technologies, including face recognition
technology in particular. A relatively large research investment of the computer-
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vision community has focused in recent years on advancing and improving facial-
recognition methods. An increasing number of scientists are now urging researchers
to avoid working with firms or universities linked to unethical projects, to re-
evaluate how they collect and distribute facial-recognition data sets, and to rethink
the ethics of their own studies. Some institutions are already taking steps in this
direction, and several journals and an academic conference have announced that
they would undertake additional ethics checks on studies on these topics [15].
There are acceptable applications of face and biometric recognition: technology that
recognizes or analyzes human faces has a number of useful applications, such as to
assist in the process of finding lost children; of tracking criminals and terrorists
by law enforcement agencies; of accessing smartphones and cash machines; and,
in telemedicine, to help diagnose or remotely track consenting participants. But
there must be an ethical recognition that technologies that can remotely identify
or classify people without their knowledge is fundamentally perilous.

For facial-recognition algorithms to work effectively, they must be trained and
tested on large data sets of images, ideally captured many times under different
lighting conditions and at different angles. The issue is that it is difficult to train
accurate facial-recognition algorithms without vast data sets of photos. Earlier in
time, researchers used volunteers to pose for these photos, but now most researchers
collect facial images without obtaining any consent, e.g., taken at university
campuses or taken from the image-sharing site Flickr. Some of these data sets have
then been used by companies that worked on military projects in China, and large
online image collections such as MSCeleb are still distributed among researchers
who continue to use them [15, 16]. In many states in the USA (but not all), it is illegal
for commercial firms to use a person’s biometric data without their consent, and
some have argued that the European Union’s General Data Protection Regulation
(GDPR) also precludes researchers from doing so (although additional clarifications
of these regulations are still outstanding as of press-time). Recently Facebook
agreed to settle a class-action lawsuit related to the use of non-public photographic
data for facial recognition; other companies have also been sued including IBM,
Google, Microsoft, and Amazon.

A particular controversy deals with facial-recognition research on vulnerable
populations (e.g., refugees or minority groups). For example, a university recently
announced (and then retracted) that they had developed facial-recognition software
“capable of predicting whether someone is likely going to be a criminal,” with “80
percent accuracy and no racial bias.” To get a sense of academic views on facial-
recognition ethics, Nature surveyed 480 researchers in 2020 who have published
papers on facial recognition, Al, and computer science. When asked for their
opinions on studies that apply facial-recognition methods to recognize or predict
personal characteristics (such as gender, sexual identity, age, or ethnicity) from
appearance, around two-thirds said that such studies should be done only with the
informed consent of those whose faces were used [15].

It is expected that ethical considerations will continue to be an issue of grave
concern in the future as all these technologies become more powerful and more
sophisticated.
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4 Research Directions and Expected Developments

The disciplines discussed in this chapter, SA, computer vision, AI/ML/DL, data
management, data fusion, and IoT (to list just a few), are currently enjoying a high
degree of academic research, with the expectation that such research will continue
for the foreseeable future. Some of the areas of research include but are not limited
to:

* Research in computer vision, including information extracted from a digital
image, image segmentation, and classification; image transformation using
GANSs (generative adversarial networks); learning and inference; efficient video
streaming; pattern recognition; mathematical modeling; modeling and capturing
3D shape and motion of people; image-based rendering of faces; detection of face
morphing; tracking of deformable objects and non-rigid structure; optical flow
estimation; shape analysis; scene flow estimation; deblurring; multiresolution
methods; and augmented reality.

* Research in SA including algorithms for perceiving, understanding, and
predicting; exploiting use of IoT data for SA applications; situation-aware
network/context-aware network; social network/social media intelligence; web
analytics and incident response; sensor fusion; and data correlation.

5 Conclusion

This two-chapter set reviewed practical aspects of SA technologies when used for
public safety and law enforcement applications, to provide real-time visibility on the
status of prospective threats — and possible targets. SA for law enforcement agencies
include, among others, the following: in-field policing with body-worn cameras,
license plate recognition, object leave behind detection, crowd formation, aberrant
behavior, weapons detection/armed intruder, and tracking a target from multiple
cameras’ views not just a single camera. As discussed in this chapter, the use of
body-worn cameras by police officers is experiencing widespread deployment. The
large amount of data generated by these cameras as well as by the fairly dense set of
stationary cameras found in smart cities, and other sensors, gives rise to the need for
advanced SAPs that can undertake advanced analytics in real time or near real time,
likely using ML and DL techniques; many of the systems are now cloud-based.
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A Wireless Sensor Architecture for )
Efficient Water Quality Measurement o
and Monitoring Using the IoT

N. Kavitha and P. Madhumathy

1 Introduction

The surface groundwater quality has been influenced by humans mainly and by
nature. The natural factors that influence a system are dust and salt deposition by
wind, evapotranspiration by atmospheric processes, organic matter and nutrients
naturally leaching in soil, biological factors, and hydrological factors. These factors
change the chemical composition of water deciding the water quality without human
influence [1]. Globally eutrophication is one of the most prevalent water quality
problems due to high-nutrient loads. Microbial pollution is the main source of
domestic sewage; fossil fuel burning and bush fires are atmospheric inputs and
industrial effluents that pollute the water [2]. Polluted water has many adverse
effects such as unsafe drinking water and drastic reduction in the amount of useable
water due to the pollutants in useable water within a given area.

Water is one of the basic requirements in our everyday life, and 70% of the earth
is covered by water, but still there is an acute shortage of water for living beings
[3, 4]. Water pollution is one of the primary reasons behind the acute shortage
of water. There are many regions in India known for natural resources, Karnataka
being one among them in the south part of India. The main reason for knowing it
as the main source of natural resources is because it includes canals, backwaters,
rivers, lakes, oceans, wells, etc. [5—7]. Here only 29.5% of rural households have
access to safe drinking water as per the survey conducted by the Central Pollution
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Control Board (CPCB). The major sources of water contamination in Karnataka
are the waste being disposed of in rivers passing near temples, churches, mosques,
and agricultural areas [8, 9]. For continuous monitoring of water pollution for a
long time duration, a wireless sensor network [10] has been considered since it is
one of the efficient technology in continuous monitoring. Several aspects of the
environmental condition are monitored by wireless sensor networks. A wide area
network is advantageous because it consumes low power by continuous monitoring
through wireless sensor nodes. It is economical and feasible in event tracking in
the Kaveri River which is one of the most polluted holy rivers of Karnataka and
Tamil Nadu [11]. The rivers are contaminated majorly due to the dilution of soapy
water into the river and unfiltered water waste from temples and nearby hotels. It
is presumed that river water is a holy water, and it is used in the daily routine of
millions of people [12, 13]. Hence, there is an increased interest in developing a
system which continuously monitors change in water contamination level and warns
the citizens in real time [14, 15]. To accomplish this task, the research work designs
a wireless sensor network that monitors the water quality in natural water bodies in
a real-time scenario.

A system that has an inbuilt function of a mechanical or electrical system is
often used for real-time computation. It forms an absolute device embedded with
hardware and mechanical parts.

Worldwide maximum percentage of microprocessors produced as embedded
systems components. When a typical embedded system is compared with general-
purpose counterparts, it is observed that it consumes less power, can be miniaturized,
and has a wide operating range and less per-unit cost; it is economical coming under
within the bounded processing resources. However, an intelligent mechanism is built
on top of the hardware comprising of embedded units and existing sensors which
can optimally manage available resources at the network unit and provides elevated
results [16]. Henceforth, embedded systems power consumption has been managed
by designing intelligent techniques. As we are aware, most of the existing embedded
systems are mainly based on ordinary microprocessors, wherein it has memory and
peripheral interface circuits as the external unit, and on microcontrollers, wherein it
has memory and peripheral interface circuits as the internal unit which is one of the
essential units in a complicated system [17]. In several cases, the processor used for
certain calculations would range from common purpose to specific level in both the
cases and also somewhere even custom designed for application level.

A usual level of class for fanatical processors is the digital signal processor
(DSP). We know that embedded systems are designed to perform a specific task
and miniaturization of the system [18] is carried out by design engineers which in
turn yields cost reduction and consistency in the performance growth. Embedded
systems range stretches from small portable devices to a large complex system
inclusive of small devices, like MP3 players and digital watches, and to the large
complex systems in avionics and automobiles, such as hybrid vehicles; in the
medical field, it includes magnetic resonance imaging (MRI). It has been observed
that the level of intricacy changes from minimal level to peak level, wherein the
minimal level is achieved by a single microcontroller chip and the peak level
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is achieved by integrating several peripheral units and networks [19] inside a
framework.

2 Literature Survey

Mamun [1] proposed a water quality monitoring system implemented in Fijian loca-
tions. Solar-based renewable energy source (REs) is used to interface monitoring
system with GIS. Here, different parameters are quantified such as temperature,
potential of hydrogen (pH), oxidation reduction potential (ORP), and conductivity.
Finally, the obtained data were tested and analyzed using statistical methods and
verified comparing with the FNDWQS. The findings demonstrated that the system
is capable of delivering an accurate and consistent measurement of water quality in
real time. The system model efficiency decreases in other locations.

Alexander [2] proposed a water quality monitoring system applied to remote
rivers, lakes, and coastal areas. It mainly detects water temperature, dissolved
oxygen, and pH in a pre-programmed time interval, consisting of off-the-shelf
electrochemical sensors, a microcontroller, a wireless communication system, and
the customized buoy. The developed prototype disseminates the gathered informa-
tion in graphical and tabular formats through a customized web-based portal and
preregistered mobile phones to better serve relevant end users. The system lags in
constant monitoring for implementation in large lakes.

Viani [3] has proposed a methodology for irrigation management in agriculture
using fuzzy logic. Here it provides context awareness through numerical soil output
and crop models which are one of the irrigation best practices through fuzzy rule
set; in addition to that, it also provides enhanced irrigation schedule. This in turn
enhances the crop yield in accordance with the weather conditions which will also
downgrade the water wastage. Here, wireless decision support system is embedded
in the network gateway. The experimental results are being validated by establishing
experimental setup in the north of Italy which showed a significant fall in water
wastage compared to the existing methods on the basis of threshold level and an
improved manipulation in water tanks used for irrigation which in turn reduces the
percolation phenomenon which is not showing any impact on crop quality.

Unnikrishna Menon [5] has proposed wireless sensor network-based system for
monitoring the river water quality, which assists in remote monitoring of the water
quality data in India continuously. Here, the pH level of water has been monitored
by designing a system with wireless sensor node. There are many modules such as
wireless communication module, signal conditioning module, processing module,
and power module being embedded in the proposed sensor node. Through Zigbee
communication mode, the pH value information that has been sensed will be
transmitted to the base station through wireless mode after the processing techniques
such as signal conditioning. Here, the circuit has been designed for the sensor node,
and a hardware prototype is created using the appropriate components for simulation
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which results in a cost-effective platform and less power consumption for water
quality monitoring.

Rohini Krishna [4] has proposed a methodology for monitoring the water quality
of the Pampa River in Kerala. The river is one of the most contaminated rivers in
Kerala. Based on few chemical parameters, we determine the quality of water in
the Pampa River, Chengannur segment. The chemical parameters include nitrate,
phosphate, dissolved oxygen, and pH. Here the experiment has been carried out
by taking the mean with the standard deviation followed by considering three
study sites. Further, analysis of variance (ANOVA) was conducted in two different
ways. In addition to that, they have also calculated the water quality index (Wql),
which showed chemical parameter levels in pre-monsoon and summer, wherein the
biochemical oxygen demand (BOD) content is 81 and 59, pH content is 68 and 80,
dissolved oxygen content is 5 and 96, nitrate content is 99 and 96, and phosphate
content is 31 and 43. These experimental results inferred that the water quality of
the Pampa River is moderate.

Jodo Matos [6] has proposed a technique for air and water quality measurement
using sensing module which is built on multichannel and Raspberry Pi platform,
wherein continuous monitoring of water and air quality is carried out. To implement
it they have used underwater acoustic signals for measuring relative humidity, tem-
perature, conductivity, and gas concentration. The measured data are being stored
in the drone’s computational platform memory which is also being coordinated
with a remote server database. Here on the server side, advanced data processing
algorithms are implemented. In addition to that, for data visualization and statistical
analysis a mobile application was also designed so that it would be helpful for the
people whose area of interest is in the same field.

Hari Kumar [7] has proposed a methodology for traditional methods of aqua-
culture and hydroponics for groundbreaking food production known as aquaponics;
using this they were able to develop a single integrated system for growing both
crops and fish in a single system. Here, the essential nutrients for the plants are
provided through aquaponics. In turn symbiotic relationship is maintained, wherein
for fish a biofilter is served by plants. For constructing a global infrastructure,
an open standard of WSN is used in the system. Sensor devices are used for
sensing the water quality in various dimensions by designing an aquaponic system,
and finally in the cloud database, data is being stored. It has been observed that
compared to the traditional methods of aquaponics, this methodology shows there
is an automatic database updation with very less human intervention. Additionally
in their aquaponics system, they have used next-gen telco technologies which
have high bandwidth and low latency resulting in automatic detection of infected
fishes in the right time which in turn maintains balance in aquaponics ecosystem.
Here, wireless sensor network (WSN) and next-gen telco are used for providing
“connected aquaponics” between the system and also provide organic sustainable
food to the world community and increase the crop yield.
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3 Motivation

One of the global problems that exist for decades is water scarcity in addition to
water pollution, which majorly requires increased interest in developing a guiding
principle for water resource available at international levels to individual wells. It
is verified that the major cause of disease spreading worldwide is mainly water
pollution. In the survey it was found that everyday nearly 10000 people die
worldwide, among them 500+ people die daily because of the problems related
to water pollution. The extensive research has reported that the amount of useful
water level will reduce drastically to the minimum level after few years. In most
places the water that is used for drinking is contaminated which is not safe for
drinking and results in major health problems. The major reason is that the public
is unaware about the extremities caused due to this water pollution, and there is
no water quality monitoring system, which is one of the serious global issues. In
addition to that, earthquakes, volcanoes, and algae tints are also naturally affecting
the ecological status of water. There are two extremities: one extreme was lots of
inventions, and the other extreme is pollution, global warming, and so on. Due to
these extremities, safe drinking water is very minimal due to pollution. Presently
real-time water quality monitoring faces major challenges due to limited water
resources that resulted from global warming, growing population, etc. Hence, there
is an immediate requirement in developing a system with improved methodologies
for monitoring the real-time water quality parameters.

4 Block Diagram

The water quality is measured based on pH concentration of hydrogen ions which
indicates whether the water is towards acidic concentration mode or alkaline con-
centration mode. Generally, pH concentration of pure water is 7; if pH concentration
is less than 7, then it is more towards the acidic type, and if pH concentration is
more than 7, it is towards the alkaline type. The pH range for drinking purpose is
6.5-8.5pH. The major suspended particles in water that are invisible are measured
by turbidity. Increase in turbidity level has an adverse effect on human health, i.e.,
there will be more chance of getting diarrhea and cholera when the turbidity level is
higher. If turbidity level in water is lower, then we say that water is safe for drinking.
The hotness or coldness of water is measured by a temperature sensor. The flow of
water is measured through flow sensor. In the existing system, water samples are
collected manually from various locations in most of the traditional methods.

The water purity is checked through pH sensors. Depending upon the pH level,
our system will control the valve for pH level changer tanker. If the pH level changer
fails, the system will switch on the valve for another valve to empty the tank. This
system also checks the water level; if the water tank reaches the maximum level,
then the sensor control will stop the water motor. The IoT system monitors the pH
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and the temperature level of water. This system only indicates the purity of the water
and displays the value in LCD and sends the message. The purity of the water is
checked through turbidity sensor. This system will only check the purity and doesn’t
control any motor or flow. To overcome these disadvantages, a system has been
proposed which provides an environment for safe drinking water by doing several
checks on the water that has been polluted. Depending upon the pH level, our system
will control the valve for changing the pH level in the tank. If the modification of
the pH level fails, then the system will switch on to another valve to empty the tank.
The IoT system monitors the pH and the temperature level of water.

4.1 Monitoring System

Liquid Crystal Display It is an electronic visual flat panel display abbreviated as
LCD where liquid crystals have the properties of not emitting light directly and light
modulation; all these properties are used for video display, such as a general-purpose
computer display for displaying arbitrary images or stationary images like digital
clock seven-segment displays. Concerning the display part, both stationary images
and other displays will be using the same basic technology. The only difference is
that a large number of small pixels are used in the case of stationary images, whereas
larger elements are used for other displays. LCD is economical as well as minute
display element. It is flexible and reliable due to the embedded controller, allowing
it to be easily interfaced with a microcontroller. This is one of the universal standard
controllers inclusive of Arduino with respect to many displays such as HD 44780
because of the inbuilt libraries, which uses a single line of code to display messages.

In many applications, LCDs used such as instrument panels, aircraft cockpit
displays and in our daily routine such as computer monitors, televisions, etc. They
are very commonly used in watches, calculators, telephones, and video players,
which have completely substituted cathode ray tube (CRT) displays with LCD in
many applications. These are available in wider screen sizes than plasma displays
and CRT, and they do not undergo image burn-in because phosphors are used and
are susceptible to image persistence.

Temperature Sensor (LM35) LM35 is an integrated circuit sensor where the
ratio of electrical output and temperature in °C is considered for measuring the
temperature. This temperature sensor is mainly preferred against thermocouples
because it generates a higher output voltage and does not require any additional
amplification of output voltage.

In LM35 series, the output is voltage, which is directly proportional to the Celsius
temperature. It is one of the temperature sensors with an integrated circuit. One
of the major advantages of getting directly Celsius temperature compared to other
sensor where linear temperature obtained in the form of ° Kelvin we can directly
know the temperature from centigrade whereas in © Kelvin a large constant voltage
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needs to be subtracted from obtained output voltage for scaling it into Centigrade.
In addition to that, compared to other temperature sensors, here we need not do any
calibration externally for a wide temperature range of —55 to +150 °C. In LM35
we have inbuilt calibration allowing easy control of the circuitry; it has a very low
output impedance and produces linear output. Only 60 A current is drawn from its
supply, and it has less than 0.1 °C of self-heating even in air.

Water Level Sensors To detect the level of substance flow, we use this water
level sensor. Here, the substance flow not only includes water; it comprises
granular materials, liquids, slurries, and powders. Whatever the level detection or
the measurements can take place in river or Lake Place or it can also be inside
containers. Mainly these measurements will provide us the information about water
flow, or it will give us the amount of materials that are present inside a closed
container.

IoT IoT is the abbreviation of the Internet of Things which is one of the major
trending topics in today’s world. Kevin Ashton’s groundwork has led to the Internet
of Things (IoT) in today’s world at MIT’s AutolD labs. Ashton examined the ways
through which business can be improved by connecting RFID information to the
Internet. The concept which was thought seems to be very simple but it is most
powerful because daily life equipped objects if they are connected through wireless
means these devices can be managed by computers when they communicate among
each other. Ashton wrote an article in RFID Journal stating that: “If we had
computers that knew everything there was to know about things—using data they
gathered without any help from us—we would be able to track and count everything,
and greatly reduce waste, loss and cost. We would know when things needed
replacing, repairing or recalling, and whether they were fresh or past their best.
We need to empower computers with their own means of gathering information,
so they can see, hear and smell the world for themselves, in all its random glory.
RFID and sensor technology enable computers to observe, identify and understand
the world—without the limitations of human-entered data.” At this time, the major
challenges are how everything can be connected on the planet, on what type of
wireless technology devices could be built, and how existing Internet infrastructure
could be modified to make billions of new devices to communicate in a cost-
effective manner during early 1999. Today, for most of these questions, a solution
has been found, and major obstacles have been overcome. Nowadays for designing
a wireless radios cost effectiveness and miniaturization is been majorly taken care.
Billions of devices need to establish communications between devices using IPv6
addressing. Mainly cellular wireless connectivity and Wi-Fi connectivity have been
established among a wide range of devices. The high broadband speeds offered
by numerous networks result in significant increase in coverage of mobile data.
Many devices have inbuilt solar recharging which has slightly improved battery
technology. In the future, there will be a network that connects billions of objects.
Through wired or wireless Internet, numerous items such as sensors in the physical
world will be linked to transmit information to the users directly through IoT
technology. To transmit the information between devices and users, we can use
Bluetooth, RFID, NFC, and Zigbee types of local area connections. These sensors
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not only have local area connections but also have connectivity such as 3G, LTE,
GSM, and GPRS, which are of wide area connectivity. To connect living things and
nonliving things, the IoT is used, as well as in interconnecting industrial equipment.
The wide scope of improvement in today’s IoT vision resulted in interconnecting
everyday objects with industrial equipment. The range of connection exists between
living and nonliving things, wherein living things such as animals, people and plants
further nonliving things such as gas turbines to automobiles to utility meters. Due to
the advancement in IoT, the definition has been slightly modified to a higher level —
as [oT to the Internet of Everything (IoE) — where everything corresponds to objects,
people, places, and things. It is mainly specifying that sensor can be attached to
anything; we can participate in the new connected ecosystems if connectivity is
established, where data is collected through sensors. Any physical objects that have
been used with IoT to collect information will be performing many tasks such
as identifying temperature, location, motion, vibration, etc.; to get all these data,
multiple sensors will be connected to each data we get. Mainly these sensors will get
present information from data feeds based on which people will get new information
content by interconnecting sensors together.

This Internet of Things is covering various primary sectors in the economy
field by facilitating towards subsequent life-enhancing services. The evolution of
smart connected devices has been encouraged by mobile networks due to the rise
in Internet of Things; it mainly encompasses to give flawless connectivity, which
will yield in keeping opportunity doors wide open, and also productivity for the
industries will be boosted, and also for consumers life-enhancing services will be
provided. Figs. 1, 2, 3 and 4 shows the major 13 industry sectors tha have adopted
IoT services.
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Fig. 1 Block diagram of the working system
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Water Pump Motor In the early days, to get one bucket of water, scooping was
done on one hand which was a very tedious procedure, so practically to make it
easier, motor was used to pump water upwards. Using a water pump was helpful for
irrigation, washing, removing water from an undesirable location, and moving fresh



172 N. Kavitha and P. Madhumathy

source of water to the desired location. Irrespective of the water requirement, it is
tedious and extremely energy demanding to pump water for various requirements of
water consumption. Most of the processes are intransitive and helpful when water
comes from a higher height or by using plumbing system.

The ancient concept of channelizing the elevated range of water for longer and
far distances is one of the articulate advantages. Due to this articulate advantage, far
distance water movement is possible, and by spending small portions of the energy, a
larger component of its potential energy is retained. Fresh water at a higher elevation
is a major source for articulate system.

5 Circuit Diagram

The main source of electrical power is power supply. Power supply unit is mainly
composed of electrical supplies or any energy suppliers to an output load or group of
loads. The term power supply is mainly related to electrical energy supplies, rarely
to mechanical ones and to others.

There are mainly two categories of power supplies; they are linear supply and
switched-mode power supply. Simple design exists in linear supply, which makes
high-current devices to be heavier and bulkier which results in lower efficiency,
whereas switched-mode supply design is more complex making lighter linear supply
and is more efficient (Fig. 5).

There are mainly two types of voltage regulators: one is fixed voltage regulator of
the range 5V, 12V, and 15V, and the other one is variable output voltage regulator.
Many other voltage regulators are also available based on passing the maximum
current, and for dual supplies negative voltage regulators are used. Automatic
protection exists in most of the regulators due to excessive current and overheating.

Fixed output voltages are available in LM78XX series, which is a three-terminal
regulator used in a wide range of applications. Some of the applications such as
removing the distribution problems associated with single point regulation, card
regulation. Most of the solid-state electronic equipment uses the available voltages
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% tlme
) =

Transformer Rectifier Smoothmg Output: smooth DC

Fig. 5 Power supply circuit
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in logic systems, instrumentation, etc. To get variable voltages and current fixed
voltage regulators primarily designed.

6 Hardware and Software Used

The hardware we use here is Atmel 8-bit RISC-based microcontroller that has
the following features: a flash memory of 32KB with read-write capabilities,
23 general-purpose I/O lines, 1IKB EEPROM, 2KB SRAM, 32 general-purpose
working registers, 3 timer/counters, internal and external interrupts signals, SPI
serial port, 6-channel 10-bit A/D converter, and 5 software selectable power saving
modes. The operating range of microcontroller is between 1.8 and 5.5 volts. Single
clock cycle is used to execute complex instruction set; 1 MIPS per MHz throughputs
has been achieved by the device; it has a higher processing speed and a balanced
power consumption. The Atmel megaAVR series has single-chip microcontroller
called ATmega328.

The Atmel AVR series is an 8-bit RISC-based microcontroller which combines
32 KB ISP flash memory with read-while-write capabilities. In recent days,
ATmega328 is most commonly used in most of the autonomous systems because
it is economical and because of its simplicity and low-power consumption. Most
commonly, this chip is implemented in Arduino board such as Arduino Uno
and Arduino Nano models. Perhaps we have faster data transfer rates and more
memory being present in Arduino Uno R3 an ATmegal6U2 which in turn does
not require any drivers for Linux or Mac and has the capability for having Uno
such as a keyboard, mouse, joystick, etc. Few can be interchangeably used but are
functionally dependent to an Arduino. In many school-level education applications,
basic Arduino will be enhanced and used by using additional output drivers for
making small robots, whereas other variants use various processors which are
compatible and electrically equivalent to changing factors.

6.1 Arduino IDE

Arduino is one of the open-source cross-platforms which is used for building digital
devices by designing such microcontroller kits which can even sense the object
as well as control the objects in the physical world. The designed products are
licensed and categorized into two categories, namely, GNU Lesser General Public
License (LGPL) and the GNU General Public License (GPL), which helps to
distribute software as well as Arduino boards to anyone by the manufacturer. The
programming languages C and C++ are used to program microcontrollers in which
the dialect of features is used. Arduino not only provides tool chains for compiling;
it also provides an integrated development environment (IDE) by keeping language
project processing as the basis. Initially this Arduino project was introduced in Ivrea,
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Italy, which mainly aimed in providing platform to create devices at a lower cost
which is reliable and uses sensors and actuators to interact with their environment
such as motion detectors, simple robots, etc.

The main functionality of Arduino IDE is to generate text file in the encoded
hexadecimal format converted from the executable code; the Arduino board will be
loaded with hexadecimal encoding in the board’s firmware by a program loader. The
Arduino IDE programmer performs mainly two functions, namely, setup and loop.

In the setup phase, initialization takes place where input and output pin modes,
variables, and other libraries needed in the sketch, after reset when a sketch is started
function once.

In the loop phase, Arduino board is controlled until the board is reset, and it
also executes the function loop repeatedly in the main program after initialization is
performed in the setup phase. For the convenience of testing, the program functions
in most of the Arduino boards between pin 13 and ground, and a load resistor is
connected, and it also contains a light-emitting diode (LED).

6.2 Proteus

Though assembly level language is understood by microcontroller, it has to be
compiled into a language of binary form. To write a program for the microcontroller,
we follow a set of rules called assembly language program, and to convert assembly
language statements into the language of binary form, a program on a personal
computer is used called assembler do not have the same meaning. This assembler
called machine code is a compiled program. In machine code a 14-bit array of zeros
and ones is used to represent the same command which is understandable by the
microcontroller. There is an “executive file,” i.e., “HEX data file,” which stores the
compiled program. The data file is called by the name HEX due to its hexadecimal
representation like “probe.hex.” Programmers used to load the data file into the
microcontroller after generating the HEX data file. Assembly language programs
written in text editor ASCII data files will be created either on a hard disc or in
MPLAB which is one of the specialized work environments.

6.3 Embedded C

In our day-to-day life, we use many varieties of embedded system in our daily
routine such as mobile phone, digital camera, washing machine, etc. where all these
embedded devices have inbuilt functioning processor associated with embedded
software to perform a specific task. Each embedded system is composed of two main
things, namely, hardware and software, where the body of an embedded system
is hardware, the brain is the embedded processor, and the soul is the embedded
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software. Here, the soul of an embedded system, i.e., embedded software, plays a
vital role in regulating the embedded systems function.

During the early years, assembly level languages were used to program
microprocessor-based systems, and EPROMs were fused into it. To observe the
working of the program, there was no separate mechanism; so to ensure accurate
execution of the program, they used to make use LEDs, switches, etc. Alternatively
in-circuit simulators (ICEs) were also used by few developers but this was unreliable
as well as costly. Hence, embedded C was introduced which has to be downloaded to
microcontrollers/microprocessors to run the application and to create files compilers
are required. In desktop computer applications, access to all resources has not been
provided, but access to all resources has been provided by embedded compilers.

7 Results and Discussion

For a successful construction and implementation of a water quality monitoring
system using wireless sensors. The implementation is appropriate for ecosys-
tem monitoring, environment monitoring, etc. The monitored information can be
accessed from anywhere in the world. This system endows safe drinking water by
performing close monitoring on the source of pollutant for water resources, so that
we can ensure that all human beings are being provided with nontoxic drinking
water.

7.1 Circuit Diagram

Most of the voltage regulator ICs are very much similar to power transistors like
7805 having three leads with a +5V 1A regulator. There is a provision for attaching
a heat sink if required by drilling a hole. Usually to convert the voltage from the
mains to a lower voltage, a transformer is used in an AC-powered linear power
supply. A rectifier is used to produce DC; further, to get pulsating DC, a capacitor is
used in the rectifier. After using a capacitor, we don’t get a complete smooth direct
current; still, we will be having a component called as ripple. These pulsating DCs
having AC components will be ranging from a multiple of 50 or 60 Hz (Fig. 6).

7.2 Proteus Result

Labcenter Electronics has developed design software called Proteus for electronic
circuit simulation, PCB design, and schematic capture. Most of the electronics
engineers opt for this design software because of its user-friendly nature and its
simplicity. When any digital simulations are to be carried out using microprocessors
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Fig. 6 Circuit diagram of Arduino system
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and microcontrollers, mainly Proteus is preferred as it can do simplified simulations
of USB Communication, LED, LDR, etc. (Fig. 7).
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Fig. 8 Test result for checking acid level again

The implementation is appropriate for monitoring the ecosystem, environment,
etc. Here, the information will be made to access worldwide. This system strictly
monitors the main source of pollutants for water resources by testing acid level.

7.3 Acid Level Checking Again

Here, the acid level is being rechecked for which double assurance of drinking water
purity is being checked and the system endows an environment for safe drinking
water. Depending upon the pH level, our system will control the valve for changing
the pH level in the tank. If the modification of the pH level fails, then the system
will switch on to another valve to empty the tank. The IoT system monitors the pH
and temperature level of water (Fig. 8).

7.4 Alkaline Level High

Depending upon the pH level, our system will control the valve for changing the pH
level in the tank by testing the alkaline level. The alkaline nature in water is very
beneficial because it is going to neutralize excess acidity in the body which in turn
prevents various ailments in the body. The benefits of alkaline nature have increased
the interest in changing the pH levels of water towards alkaline. Hence, normal tap
water having a neutral pH level can be changed to alkaline nature: it can be done in
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many ways such as faucet attachments, by increasing the additives in the pH levels,
and also by the usage of special filters (Fig. 9).

7.5 Alkaline Same Level Detected Again

For double assurance level, the alkaline level is further checked, wherein an increase
in water pH level indicates that the water is alkaline and it is ionized water. The water
pH level determines whether the water is acidic or alkaline in a 0—14 scale, wherein
if water is very acidic, the pH level will be 1; if water is very alkaline, the pH level
will be 13; but for neutral case, the water pH level will be 7 like normal tap water
(Fig. 10).

7.6 Simulation for Normal Water

Finally the normal water final test result will be tested and displayed which will
ensure that the system endows safe drinking water to all the human beings (Fig. 11).



A Wireless Sensor Architecture for Efficient Water Quality Measurement. . . 179

5
Ve (2
Sl dR &0 BE4 44844 [2C XbRATLAEN s8> T AZBRAENERIE

+A>B8UOENUYNGEE YN B FuE+ x| o B

)

Fig. 10 Test result for checking alkaline level again

=
He Ve (4 Tosh Desge Gph Sowoe Debug Loy Tempiste fytem Hep
DEEFRED ||BE+(+4844 |20 | Xx0R/ ZTIAN 0 T a2 RAXN BRI

« 1 foa

3

SEFBUOBNENNOER S UEFUES ¢

[T 0L T B ][ bieseagels | i i 54153 P b 9651

Fig. 11 Test result for normal water

8 Conclusion

This paper develops a real-time system for water quality monitoring in IoT environ-
ment. The proposed system consists of several water quality parameter sensors such
as Arduino IDE and an IoT module. These devices are less expensive, have a higher
efficiency, and have the ability to send and view the data that have been processed
and analyzed to mobile device through Wi-Fi on cloud. The implementation is
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appropriate for ecosystem monitoring, environment monitoring, etc. The monitored
information can be accessed from anywhere in the world. This system endows safe
drinking water by performing close monitoring on the source of pollutant for water
resources, so that we can ensure that all human beings are being provided with
nontoxic drinking water. Depending upon the pH level, our system will control the
valve for changing the pH level in the tank. If the modification of the pH level fails,
then the system will switch on to another valve to empty the tank. The IoT system
monitors the pH and temperature level of water.
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Design of a WSN Platform for Internet m)
of Things Applications o

P. Madhumathy and Shweta Babu Prasad

1 Introduction

Drainage is a natural or man-made channel to drain the land from overload of
unutilized water, rainwater, and wastewater. In developed cities, drainage channels
are constructed to control the flow of water to prevent any damage to land or
infrastructure and assets in the city.

Drainage are ought to be observed so as to maintain the appropriate capacity.
Also all the places are not privileged to have a drainage monitoring squad which
causes unreliability in the servicing and maintenance of the drainage. This in
turn causes the drains to clog which leads to siltation bringing about floods in
the adjoining and low-lying areas. Manual monitoring is additionally ineffective
requiring multiple committed personnel to document all the changes. Hence, these
shortcomings cause inefficient handling of any issues in the drainage.

Wireless sensor network (WSN) is a tracking technology composed of node
sensors which are dispersed and organized by utilizing a wireless network system.
Every hub is able to handle information using a microcontroller and GSM receiver
and comprises a power supply system (battery or solar cell) along with at least
one sensor. WSN frameworks have a more significant level of effectiveness when
compared to wired networks as far as cost, adaptability, and reliability are concerned
and might replace hybrid technology (wired or wireless) in the future. Additionally
this technology can be enforced in several areas which regularly require control of
data.
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In the course of recent decades, WSNs and their applications have been the
subject of numerous studies. WSN is a system liable for gathering, preparing, and
appropriating remote information to the proposed database. Since these sensors are
generally introduced at remote places, regardless of the ongoing advances in the
WSN innovation, its applications despite everything face critical difficulties. Among
these network security threats, network framework, data compilation, deployment,
and network coverage are the biggest concerns.

For instance, the environment can be completely monitored by sensor networks
to avert any danger, or examination of mountain areas having volcanic activity by
utilizing remote monitoring of seismic values. In metropolitan areas, WSNs can
screen air pollution, strength building, flood hazards, noise pollution, and the video
feed, and all this is entirely done through GSM.

The studies conducted place emphases on the control simulation in these exam-
inations and accentuate control reenactment of sewerage framework for checking
sensors and apparatus for screening in various conditions. The analysis concerning
the application of a WSN in the waste management is not yet completed. In this
chapter, discussion of the architecture of waste management systems to screen
parameters using WSN has been done. Few of the hub sensors are set up to transmit
the information of the current state of the drainage to the server. These values
which are screened are the height of water accumulated in drainage, the way in
which the water is let out and rainfall conditions in the vicinity of the drainage
area.

1.1 Problem Statement

The structure currently used for drainage is not found to be technologically
advanced. Hence, in case of a blockage, there is difficulty in narrowing down the
precise location of the blockage. Additionally, immediate alerts of the blockage are
not communicated which in turn causes the detection and repair of blocks to be
tedious. The situation also turns disastrous when the pipes are entirely blocked.
This leads to a lot of problematic conditions as a result of failed drainages.

Hence the proposed system claims to:

. Identify the area.

. Oversee the flow of waste through the channels by making use of the framework.

. Utilize the flow sensors to identify the fluctuations in the flow.

. Receive immediate alerts when channels are blocked, and these areas are
identified by making use of IoT. GSM is used to send SMS.

AW N =
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1.2 Objectives

1. Cleaner urban areas and inventive management of waste.

2. Detection of levels of wastewater and blockages in the channels.

3. The rate of flow is constantly monitored, and the parameters are displayed as
well as sent as an email when the parameters reach unexpected levels.

4. The environment is constantly checked for leakage in gas and also abnormal
temperature which is then updated via IoT.

5. To achieve an efficient economical and flexible solution to monitor different
parameters and also infrastructure management.

1.3 Chapter Organization

This chapter is divided into seven sections.

The chapter begins with the introduction which includes the background informa-
tion and the problem statement.

Section 2 presents the literature survey performed for the chapter which is the study
of different papers related to the topic.

Section 3 describes the proposed system and working of the module.

Section 4 gives a detailed description of the various hardware and software
components used to build the system.

Section 5 covers the results obtained and also comprises discussions made in this
regard and details of the user interface.

Section 6 gives the applications and advantages of the system.

Section 7 describes the summary of the chapter including the conclusions drawn
and also suggests several ideas for future work.

2 Literature Survey

Prof. S.A. Shaikh et al. propose a system for overseeing smart city applications by
employing Raspberry PI and IoT [1]. The purpose is to oversee the condition of
resource in the city to upgrade administration and assist in growth and progress
of the city. The smart city theory can be realized by adopting IoT so that wireless
communication can be implemented. The system comprises of sensors from which
several varieties of data can be collected and transmitted to the Raspberry Pi3
controller. These results obtained via the controller is communicated to the control
room via an email and furthermore displayed on the user’s PC.

Muragesh S. K. et al. propose manhole monitoring system by using automated
IoT [2]. IoT consists of different organisms, communication equipment connected
to sensor networks to assist in providing communication, and mechanized processes
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within the living world and information areas. Sensor network has a considerable
function in IoT. A framework of an underground drainage and manhole monitoring
system (UDMS) for IoT functionality which can be used to check the water level
and the temperature pressure within the manhole and to check if the lid of the sewer
vent is open. This design has advantages like being inexpensive, low efforts towards
upkeep, quicker implementation, having a large number of sensors, extended life
span, and increased QoS. Additionally, the power lines which are connected below
the ground are also screened. UDMS can be used to remotely screen the different
parameters of the sewer vents.

Chun Ho Wu et al. propose a framework for a WSN screening of biological and
pharmaceutical (B&P) products [3]. To ensure that there is quality and integrity
and no corrupt elements, the present screening structure requires upgradation. The
authors suggest the framework of a WSN monitoring system for B&P product
supply chain management consisting of three processes: (1) WSN is formed to
provide complete data transmission, (2) to decide the ideal position of the sink,
and (3) extra relay nodes are supplied to assist in fault tolerance in the network. The
system provides a moderately basic arrangement for manufacturing corporations to
follow and enforce while a WSN system is being designed.

Mohammad Dahman Alshehri et al. put forth the dispersed trust management
architecture for the IoT (DTM-IoT) in [4]. In order to do this, the authors provide
understanding of trust management and also negotiations by adopting clustering
techniques in WSNs. In order to do this, the authors additionally establish the new
approach to support their claims and administration in the IoT.

Bao F. et al. offer an effective protocol for administering trust in IoT systems to
work with fluctuating nodes in which parameters might alter constantly [5]. An IoT
system is set up in a smart community in which every node individually carries out
trust evaluation. The convergence, accuracy, and resilience values are evaluated and
validated through simulation.

Yichuan Wang et al. offer an energy-aware efficient multi-hop routing infras-
tructure for IoT [6]. In order to stabilize energy consumption, routing from source
to destination needs to be examined for trust evaluation, instead of just the end
hubs. An accurate spanning tree algorithm is used to stabilize power utilization and
minimize trust cost. The outcome from the simulation claims that the approach
put forth can minimize energy consumption largely by utilizing the trustworthy
transmission.

3 Proposed Methodology

The majority of the urban communities embraced the underground drainage system
for the maintenance and upkeep of cleanliness in the cities. In case the sewage
system is not maintained well, there are chances that clean or drinking water gets
contaminated with the seepage from the drain water. This could lead to rapid
spreading of infectious diseases. During the rainy season, the stormwater drains
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might get blocked due to the accumulation of waste which in turn creates havoc
in the lives of people. The vehicular traffic may get disrupted, the environment
becomes messy, and the entire society is agitated. If the lid of the sewer vent is
not closed properly, people and animals may accidently fall inside the drains. This
problem can be efficiently resolved, by implementing an isolated screening system
to screen various parameters of sewage system.

In order to find a solution to the issue of open sewerage system, the underground
drainage system was maintained in multiple cities for health and sanitation reasons.
The architecture included controlling manholes via the Internet. This existing
system failed to cater with reduced cost and maintenance and rapid distribution and
also included multiple sensors, but did not have a long lifetime, nor did it provide
increased QoS. Here, the design included three-way alert systems and consisted of
a route map, LCD display, and speakers.

3.1 Block Diagram

Figure 1 is a representation the flow of control among different components of the
module.

POWER SUPPLY

v

Over flow
sensor ~J  16x2 Alphanumeric
| LCD
Level S
evel Sensor T’ MICROCONTROLLER
ATmega 2560
Gas Sensor » GSM Module
m—
glow R
ensor

Fig. 1 Block diagram
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3.2 Working

An underground sewerage monitoring system assists to keep up the well-being of
the society in addition to security in the best way, thereby reducing the work crafted
for the government work force.

Assortments of sensors having varied functionality (movement, level, overflow,
gas sensors) are incorporated with the microcontroller so as to enable the framework
to be “smart.” At the point when the individual sensors reach their limits, the noti-
fication and the sensor value is transmitted to the microcontroller. Microcontroller
then transmits the signal and position of the sewer vent to the authority in charge via
GSM and GPS so that the responsible personnel are able to locate the issue without
difficulty and take necessary action towards solving the problem.

Additionally, the microcontroller refreshes the current values of all the sensors
in the sewer vents of a particular locality utilizing the IoT. A note on the status is
displayed on the 16¥2 LCD.

4 Details of Hardware and Software Used

In this section the different hardware components used are mentioned along with
their functionality.

1. Microcontroller: The microcontroller used is ATmega 2560 which is 8-bit AVR
RISC-based and operates at a voltage of 5 V and 256 KB of flash memory, 8 KB
of SRAM, and 4 KB of EEPROM.

2. Ultrasonic sensor: Ultrasonic sensors can recognize mobility of objects and
figure out the range of separation. They can also identify the edge of material
in web guiding system.

3. GSM module: SIMSOOL is a Quad band to send data as SMS and voice using
minimal power, GSM/GPRS system in a SMT type, capable of being planted in
user applications.

4. Flow sensor: YF-S201 is used as flow sensor which makes use of Hall effect to
sense the flow of water. A pinwheel sensor measures the volume of liquid moved
through it.

5. MQ-4 gas sensor: Detects leakage in gas, and its sensitive material is SnO2. It
is used to detect a variety of combustible gases.

6. MQ-7 gas sensor: It is a CO sensor which is highly sensitive to CO concentra-
tions in air. The sensor is stable and has a long life span.

7. LCD display (JDH162A): A 16X2 LCD (liquid crystal display) screen is the
simplest and widely used electronic display unit used for different operations.

8. Rain sensor module: It is a tool for rain detection and measures the intensity of
rain by the raindrops falling through the board.

The model is programmed as given below:
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Arduino Mega2560 may be customized with the Arduino software, and a boot
loader already exists on it to assist in uploading a different code to it. The
communication takes place via the STK500 protocol.

It is possible to bypass the boot loader and manipulate the microcontroller via
the ICSP header.

Rather than manually utilizing the reset button, Arduino Mega2560 is uses via
a software active link. The control line (DTR) of the ATmega8U?2 is linked to the
reset line of the ATmega2560 via a 100 nF capacitor. The chip can be reset when
this line is low and this assists to upload the code via the upload button.

This leads to multiple complications. In case the Mega2560 is linked to a PC
having Mac OS X or Linux, a reset is performed every time there is a connection to
it via USB. The boot loader runs on the Mega2560 for the next 30 s or so. While it
is customized to disregard distorted information, the initial few bytes of information
are received by the board over the connection. In case that a sketch on the board gets
a single-time setup or other data, be assured the product it communicates and wait
for a second once the connection is opened and before transmitting the data.

The Arduino Mega comprises a trace capable of being cut in order that the auto-
reset can be disabled. To re-enable, the pads labeled “RESET-EN” available on the
sides of the trace can be soldered. The auto-reset can be disabled by forming a
connection between a 110-ohm resistor and the reset line.

To protect the USB ports from damage due to leaking of current or short circuit,
the Arduino Mega consists of a polyfuse which can be reset. This fuse supplies with
an added layer of protection in spite of there being internal protection.

If the USB port receives an overflow of 500 mA, the line eventually loses
connection by the time the short is expelled.

The PCB has a great length of 4 inches and a width of 2.1 inches, and the USB
connector and power jack extend beyond the earlier dimensions. Three screw gaps
are provided so that the board is secured to any other surface.

4.1 Flowchart

The flowchart given below depicts how the various components of the model are
connected, and also the flow of control is shown in Fig. 2.
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4.2 Algorithm
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The hardware module is booted up.

“DRAINAGE MONITORING SYSTEM?” is displayed on the LCD.
Microcontroller senses sensor value.
Temperature sensor senses the thermal conditions, and LCD displays it.
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11:50 AM

" ; — e Water level is increasing
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Fig. 3 Increase of water level displayed on LCD and corresponding SMS alert

7. MQ-4 sensor checks for extent of methane in the surroundings.

8. Sensor checks for the extent of in the surroundings.

9. With the increase in the level, there is a decrease in the flow.

0. GSM is used to send the location.

1. If the value on any sensor exceeds, then the value is set, and a message is sent
through GSM.

12. Value obtained from the sensors is updated to the web server via [oT.

13. The measured parameters are displayed on the LCD.

14. STOP

5 Results and Discussions

5.1 Detection of Increasing Water Level in Manhole

The model is tested for water levels in the manhole. The message is generated to
inform the user of the increasing water levels in the manhole and as shown in Fig. 3.
This message serves as a warning of the possibility of overflow in the locality.

5.2 Detection of Leakage of Gas

The model to be tested is exposed to gas leakage. In this case the model is exposed
to methane gas present in the sewage system. The model detects the presence of the
gas and displays a message on the LCD. The value displayed alongside suggests the
dangerous levels and suggests if it is safe or not for someone to enter the manhole
for upkeep and maintenance. This information is also sent to the user in the form of
an SMS as shown in Fig. 4.
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11:52 AM

Now « via airtel 1
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Fig. 4 Gas detection in LCD display and SMS alert

11:49 AM

Now * via airtel 1

Text message

Fig. 5 Detection of overflow of manhole shown in LCD display and SMS alert

5.3 Detection of Overflow in Manhole

The model to be tested is subjected to an overflow. In case of an overflow in the
manhole due to a blockage, the LCD display shows “Overflow.” This message is
also conveyed to the user via an SMS, and the user can thereby undertake removal
of waste material from the manhole causing the blockage leading to an overflow as
indicated in Fig. 5.

5.4 Status of the System

The generic status of the manhole can be displayed on the LCD which provides a
summary of water flow, blockage, and gases generated within a manhole, and the
status is displayed in the display unit as shown in Fig. 6.

6 Advantages and Applications

The advantages of the model are that it helps in preventing accumulation of water
and hence any damage to property. The model can be used to detect any leakages
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Fig. 6 Status of the system
displayed on the LCD

via its sensors. The model is constructed in a way such that its various parameters
assist to reduce soil erosion. Alerts will be generated in the initial stages of any
detection of blockages. Also the model helps in the prevention of accumulation
of toxic materials in addition to the prevention of the spread of diseases through
contaminated water.

As far as the applications of the model are concerned, there are multiple uses
of it. The system can be deployed in all metropolitan and developing cities.
Industries which include equipment to carry liquids can implement the system. The
government (civil department) has several uses of it. It can be used in water plants
and also gas-supplying agencies.

7 Conclusion and Future Work

Underground drainage systems can face several difficulties including blockage. The
proposed project introduces several ways to monitor and supervise the underground
sewerage system. Multiple applications are analyzed in order to identify issues
in real time which occur in the underground sewerage system. The values of
thermal conditions, poisonous gases, movement, and elevation of water are regularly
checked, and they are saved onto the server via [oT. As these values are easily
available on the server, it helps the individual in charge to take any necessary actions,
thereby minimizing manual intervention and inspection of the sewer vents which
can be done only when very crucial. Likewise, these values are instantly updated
over the web page; this further assists in the regular upkeep of the drainage, and any
alerts received about the abnormal values help to prepare in advance. In this way
the constructed model helps in monitoring the drainage remotely and also helps
in updating the values of the different parameters to prevent any mishaps further
assisting in maintenance.

Sensor networks are crucial empowering agents for the IoT. Due to the large
variety in the utilizations and applications, it is difficult to characterize the basic
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necessities for the WSN hubs. Aforementioned strategy may be utilized to control
the particular parameters, enhancements, and improvement in the field of WSN for
various IoT operational areas. The strategy employed in the construction of the
model can be further developed to incorporate in multiple fields where it is necessary
to reduce human intervention for basic jobs of upkeep and maintenance or even to
read current values. Systems can be developed along the same lines to assist in
remote monitoring and instantaneous updates via WSN and the IoT.
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1 Introduction

Free space optical (FSO) communication is a technology which is line of sight
(LOS) that utilizes light-emitting diodes (LED) or lasers to propagate a light signal
through free space, which acts as a communication channel between transceivers.
FSO links providing 2.5 Gbps [1] of video, voice, and data transmission have
been implemented. FSO is generally implemented using transmission wavelengths
between 780 nm and 1600 nm. FSO systems have the following characteristics:
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The elements of FSO are typically described in three stages. By following
the Beer-Lambert law [2], the transmitter converts digital information into optical
radiation that is transmitted across the free space, where turbulent eddies exist that
include smoke, gas, fog, cloud, or rain. The signal at the receiver is processed to
return the digital information.

In Fig. 1 an electrical message signal is converted into light using a media
converter before the light is modulated and transmitted using an optical transmitter.
The antenna of receiver gets the signal which is optical and demodulates it before
conversion to an electrical message signal. However, signal distortion can occur
when the transmission of signal occurs through freeways due to turbulence.

One of the major challenges for FSO is atmospheric turbulence, which creates
signal distortion and possible signal loss. Light waves can be attenuated, distorted,
or deflected by atmospheric turbulence. The light signal at the receiver can be
detrimentally affected by the attenuation that occurs in free space due to absorption
and scattering. Gaining an understanding of the FSO communication’s performance
under weak nature of conditions of turbulence is important and will help in the
design of systems that minimize bit error rates (BER).

In central business district (CBD), making connection via cable is very complex
and costly. FSO is the future concept for communication in short distance. To
establish FSO ground-to-ground connection, some factors that obstruct the LOS
needs to be improved. Ground-to-ground FSO communication is the focus of this
paper. An analysis is presented of the BER performance of selected modulation
techniques when weak turbulence conditions are experienced. Also, the power
penalty has been derived for selected modulation techniques and for various link
distances. The analysis provides the optimum FSO system parameters.

The organization of this paper is as follows. Methodology is elaborated in Sect.
2. Results and analysis are presented in Sect. 3. Section 4 concludes the paper and
highlights future research.
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2 Methodology

FSO transmits optical wave of data like voice, video, etc., using air as the medium
of transmission. FSO transmission technology is relatively simpler than optical
fiber technology. It includes two structures. One is a transceiver of optical nature
that comprises a transmitter which has laser, and another one is a receiver to
offer capability of being full-duplex (bidirectional). There is a telescope in the
receiver end which collects the information. The telescope at the receiving end
links to a receiver having a high sensitivity that is connected by optical fiber.
Unlike frequencies of radio, this technology needs not require licenses of spectrum.
Its interfaces which are open support tools from various vendors and are easily
upgradeable.

In the field of FSO, extensive research is ongoing. There are different types of
modulation techniques for FSO transmission. ASK, FM, OOK, PSK, PWM, OFDM,
and PPM are some modulation techniques that are considered for FSO transmission
in a different research project. This paper focused on PSK and considered the
optimum link distance to transmit with less error.

In this paper, a weak atmospheric turbulent channel is considered to simulate
the weak atmospheric turbulence; additive white Gaussian noise model, atmo-
spheric turbulence model, log normal model, gamma PDF model, and atmospheric
turbulence channel with pointing errors are used. Using these models in the
probability of bit error for M-PSK (BPSK, Q-PSK, 8-PSK, and 16-PSK) modulation
is simulated over 500 m, 1000 m, 1500 m, and 2000 m length respectively in
MATLAB simulation. In the simulation the probability of BER for M-PSK is
calculated and plotted against SNR for the lengths 500 m, 1000 m, 1500 m,
and 2000 m. After modulating the optical signal with M-PSK modulation and
transmitted through media containing weak atmospheric turbulence particles, the
modulated optical signal at the receiver ends with the errors which are calculated
with standard Gaussian approximation. Then, power penalty over link distances is
plotted which denotes the optimum modulation technique and performance of the
optical communication.

2.1 Error Rate Performance on M-PSK Modulation

After modulation, what we get is the signal with the errors. So to get the exact signal
performance, it is needed to measure the rate of bit error. The mean rate of error of
a subcarrier system over channels of turbulence can be shown as

P = / R (1)

where p, presents the probability of conditional error and f; (I) presents the channel
gain’s PDF.
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2.2 Bit Error Rate (BER)

The rate of error of bit that represents the digital link’s quality is measured from the
error bits number obtained divided by the quantity of transmitted bits

BER = (bits in error) / (number of bits obtained in total)

BER can also be known as per the probability of error (POE) [3] and shown by
Eq.

1 Eyp
POE=-(1- — 2
2( erf) No (2)

Here, erf = error function, E, = energy in one bit, and Ny = noise power spectral.
For links of FSO with a modulation scheme of an on-off keying, BER can be written
as

__exp(—=SNR/2)

BER
(2nSNR)®?

3)

2.3 Signal-to-Noise Ratio (SNR)

SNR is the total obtained signal power’s ratio over the strength of noise in the range
of frequency of an operation. Noise strength includes the environment’s noise and
other signals which are unwanted. BER is in reverse to SNR. The relation between
BER and SNR is very difficult to be determined in the environment of multi-channel.
Signal-to-noise ratio (SNR) is being calculated in decibels and shown by Eq. (4)

“)

j l
SNR = 10l0g;, (M)

noise power

Both BER and SNR are utilized for evaluating the excellence of communication
systems. In presence of turbulence, the SNR is represented as follows [4]:

-1
SNR = (0.31C,27/6111/%) 5)
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The photo detector’s total surface area is large enough so that the effective SNR
comprises the effect of the spreading of the beam. The effective SNR is stated as
[5-71

SNR

5/6
2 21
14 1.330; [k @2]

SNR.fr = (6)

2.4 BER and SNR on M-PSK Modulation

The mean value of BER for modulation of BPSK can be estimated by a finite series
as [8]

P, ~

A(a,B(p)Z|: (’”ﬁ“)ap(aﬁon)f_# r (25 ) ap (B g, A0) _,,;a}

| @+B (¢ —p—B) Y e T

(7)

where K = L(p2 — o] >0 and |.] is the floor function. The BER for the modulation
of BPSK in high regimes of SNR can be estimated by [9]

swpo (2)r(5)

P =
> Ta/ar (Bl (¢ - B)B

[STRs

®)

where o < ¢?. Since « > f8, the inequality ¢? > « also implies ¢> > 8 , which will
ensure the rate of error as positive.

2.5 Probability of Bit Error for M-PSK Modulation
For a modulation of M-PSK, the bits amount in each symbol of constellation is
k = log, (M) )

Since each symbol consists of bits of k number, the symbol-to-noise ratio Eg/N,
is K times the ratio of bit to noise Ep/N,, i.e.,

Y — (10)
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The bit error probability for a general M-PSK modulation is [10],

P= [ ki"sm (%)} (11

2.6 Binary Phase-Shift Keying (BPSK)

BPSK is a digital system of modulation that carries data by modulating or changing
a reference signal phase. It practices two phases, which are opposite by 180°. The
BER equation of modulation of BPSK is as given below [11, 17-19]:

The signal of BPSK can be represented as

2E),
Su(t) = [ 5 cos <2nfct—|—7'r (1 - n) (12)
b

The transmitted power of BPSK signal is P, = (E/Tj). Received signal power
of BPSK signal is § = P,(d) = P..¢*? where a is the attenuation constant and d the
distance between receiver and transmitter. The signal-to-noise ratio is

§2
SNR = ———— (13)
O + Oshot
The conditional BER is given by
1
BER = Eerfc< SNR) (14)

The mean value of BER of the BPSK system over weak turbulence due to
pointing errors and path loss can be expressed from Eq. (1) by [12]

400
PBPSK=/ P.(I) f1(I)dlI (15)

—0o0
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2.7 M-Phase Shift Keying (M-PSK)

In M-PSK (M = 4,8,16), the signal equation is like BPSK. The only difference is
the phase shifts. With increasing M value, the phase is changing more. The signal
of M-PSK can be represented as

_ 2Ep b
S, (1) = /Tbcos (anct Q-1 M> (16)

The transmitted power of M-PSK signal is P; = Ey/Typ. Received signal power of
M-PSK signal is S = P,(d) = P.e®? where « is the attenuation constant and d the
distance between receiver and transmitter. The signal-to-noise ratio is

2

SNR= — (17)

2 2
Oth + Oshot

The equation of rate of bit error of M-PSK modulation is given below:
M
BER = Zerfc( SNR) (18)

The mean value of BER of the M-PSK system over weak turbulence due to
pointing errors and path loss can be expressed from Eq. (1)

+o00
Pyopsk = f P.(I) f1(D) dI (19)

—00

3 Results and Discussions

Following the analytical approach, the free space optical communication’s perfor-
mance with different techniques of modulation over different lengths is evaluated.
The standard Gaussian approximation (SGA) evaluates the SNR and BER perfor-
mance in different modulations (Table 1).

3.1 Performance Analysis of Different PSK Modulations

Plots of BER vs SNR for BPSK, QPSK, 8-PSK, and 16-PSK modulation consider-
ing link distance of 500 m are shown in Fig. 2. In Fig. 2, it is clear that increasing the
symbol bits for modulation SNR increases irrespective with BER. The result showed
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Table 1 System parameters [11-19]

Parameter Symbol | Value

Link distance L 500 m < L <2500 m

Boresight Ap 0.20 m

Wavelength A 1550 m

Large-scale distribution o 2.04<a<4.03

Small-scale distribution B 1.1<B <345

Effective radius of beam at the transmitter Wo 0.2m

Receiver radius of beam at the receiver w 0.5m

Distance from the mean beam center on the transverse plane | r 0.05 m

Optical wave number K 2~16

Strength of atmospheric turbulence cn? 1014

100 T T T T T T T T T T
Rl

. r=0.05
10° A =0.05 i

-22 -21 -20 -19 -18  -17 -16 -15 -14 -13 -12 -11
Received Optical Power (dB)

Fig. 2 BER vs SNR of BPSK, QPSK, 8-PSK, and 16-PSK modulation, where distance of link
L = 500 m, and taking the parameters C,,2 =1le 4, r=0.05 4A=0.05

that 16-PSk has many bit symbols, which indicates better performance than others.
Taking a specific SNR, we can evaluate that 16 PSK has less BER than others, 2
PSK has higher BER, and 4, 8 PSK have BER in between 2 and 16 PSK.
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Received Optical Power (dB)

Fig. 3 BER vs SNR of BPSK, QPSK, 8-PSK, and 16-PSK modulation, where link distance
L = 1000 m

Plots BER vs SNR of BPSK, QPSK, 8-PSK, and 16-PSK modulation for length
of 1000 m are shown in Fig. 3. In Fig. 3, we can see that increasing the symbol bits
for modulation SNR increases irrespective with BER. Similarly, with increasing
modulation array, the BER performance is much more better.

Plots BER vs. SNR of BPSK, QPSK, 8-PSK, and 16-PSK modulation for the
length of 1500 m are shown in Fig. 4. It can be noticed from Fig. 4 that the symbol
bits for modulation SNR increases irrespective of BER. Similarly, 16- PSK has
better performance.

Plots BER vs SNR of BPSK, QPSK, 8-PSK, and 16-PSK modulation for length
of 2000 m are depicted in Fig. 5. Figure 5 depicts that the symbol bits for modulation
SNR increases irrespective with BER.

Plots BER vs SNR of BPSK, QPSK, 8-PSK, and 16-PSK modulation for length
of 2500 m are shown in Fig. 6.

From the above figures (Figs. 2 until 6), it is cleared that with the increase in
distance from the transmitter to the receiver, BER increases, and consecutively SNR
decreases.
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Fig. 4 BER vs. SNR of BPSK, QPSK, 8-PSK, and 16-PSK modulation, where link distance
L=1500m

Figure 7 shows that for each M-PSK, the power penalty curve is increased over
increasing link distance. Increasing link distance, power penalty curve behaves
differently. L = 1500 m shows less power variation for all types of modulation as it
is less steeper. Hence, considering each M-PSK (BPSK, QPSK, 8-PSK, 16-PSK) at
1500 m link distance, power penalty is more acceptable than other link distances.

3.2 Analysis of Different Modulations for Constant Link
Distance

In Fig. 8, the result of simulation depicts the BPSK modulation’s performance using
different link distances. By increasing the link distance, BER also increases. The
figure shows that at distance of link L = 500 m, the SNR is approximately —13.5,
and at distance of link L = 2500 m, the SNR is approximately —4.50. Taking 500 m
length as a reference, with increased length from 500 m to 1000 m required power
to be increased by 5.3 dB approximately, for 1500m to 500m increased amount
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Fig. 5 BER vs SNR of BPSK, QPSK, 8-PSK, and 16-PSK modulation, where link distance
L =2000m

of power is around 8.1 dB. With an increasing length from 500 m to 2000 m,
required power is increased by 8.7 dB, and from 500 m to 2500 m, required power
is increased by 9 dB. So with the enhance in length, the required power also gets
enhanced. Again at —13.5 dBm received power (as reference) for 500 m length,
BER is 10~; for 1000 m length, BER is 10~%. Accordingly, for 1500 m, 2000 m,
and 2500 m, BER > 107°. So it is noticed that for 1500 m, 2000 m, and 2500 m, bit
error rate is higher.

In Fig. 9, QPSK modulation is done using different link distances. Increasing
the link distance, BER increases. At distance of link L = 500 m, the SNR
is approximately —13.1 dB, distance of link L = 2500 m where the SNR is
approximately —4.2. Taking 500 m length as a reference, with an increase in length
from 500 m to 1000 m, the required power is increased by 5.2 dB accordingly; from
500 m to 1500 m, it is 8.6 dB; and for 2000 m the required power is 9.3dB. With an
increasing length from 500 m to 2500 m, the required power is increased by 9.5 dB.
Hence, with the enhance in length, the required power also gets enhanced.
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Fig. 6 BER vs SNR of BPSK, QPSK, 8-PSK, and 16-PSK modulation, where link distance
L =2500 m

In Fig. 10, evaluation is done for the performance of 8-PSK modulation using
different link distances. Figure 10 shows that at link distance L. = 500 m, SNR is
around —13 dB, and at link distance L = 2500 m, SNR is around —4.1 dB.

Taking 500 m length as a reference, with an increase in length from 500 m to
1000 m, the required power is enhanced by 6.5 dB; for length from 500 m to 1500 m,
the required power is enhanced by 9 dB. Similarly, for link distance from 500 m to
2000 m, the required power is increased by 9.5 dB; for length from 500 m to 2500 m,
the required power is increased by 9.7 dB. Hence, with the enhance in length, the
required power is also enhanced. Again at —13 dBm received power (as reference)
for 500 m length, BER is 10"°(—9); for 1000 m length, BER is 10"°(—5). Accordingly,
for 1500 m, 2000 m, and 2500 m, BER > 10"(—6). So it is justified that for 1500 m,
2000 m, and 2500 m, bit error rate is higher(Fig. 11).

In the case of 16-PSK modulation using different link distances, from the figure,
at distance of link L = 500 m, the SNR is about —12.9, and at distance of link
L = 2500 m, the SNR is approximately —4 dB. Taking 500 m length as a reference,
with increased length from 500 m to 1000 m, the required power is increased by
5.8 dB. Similarly, for length 500 m—1500 mt, the required power is increased by
8 dB. For link distance from 500 m 2000 m, the required power is increased by 8.7
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Fig. 7 Power penalty vs. M-PSK (BPSK, QPSK, 8-PSK, 16-PSK), where L varies from 500 m to
2500 m

dB. For length from 500 m to 2500 m, the required power is increased by 8.9 dB.
Hence, with the enhance in length, the required power also gets enhanced. Again at
—12.9 dBm received power (as reference) for 500 m length, BER is 10°(—9); for
1000 m length, BER is 10°(—5). Accordingly, for 1500 m, 2000 m, and 2500 m,
BER > 107(—6). So it is noticed that for 1500 m, 2000 m, and 2500 m, bit error rate
is higher.

From Figures 8 until 11, it is confirmed that the increase in link distance power
of 16-PSK is much more than that of BPSK; hence, the power penalty of 16-PSK
is larger than other PSK. Here for a specific link distance (1000 m), the required
SNR (power) for BPSK, QPSK, 8-PSK, and 16-PSK are 5.1 dB, 5.5 dB, 5.9 dB,
and 6.3 dB, respectively. So the required power for BPSK is lower than other
modulations. But if we consider both the performance analysis and power penalty,
then 8-PSK has power less than 6dB and gives better BER than 16-PSK. So 8-PSK
can be considered as optimum modulation.
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Fig. 8 BER vs. SNR of BPSK over variant distances of link (L), where L varies from 500 m to
2500 m

4 Conclusion

In the paper, at first, we introduced the model of FSO system and then the various
multiple modulation techniques and finally discussed the M-PSK technique briefly.
We analyzed different modulation techniques for different link distances using
MATLAB by simulating data due to weak turbulence. Considering different link
distances, we have found different values of received power at the same BER.
The effect of BER on different link distances has been calculated and simulated
also. Link distance from 500 m to 2500 m and BPSK, QPSK, 8-PSK, and 16-
PSK modulation techniques are considered for the analysis. In the simulation, two
power penalty curves are finally driven. One is the power penalty for different M-
PSK modulations (M = 2, 4, 8, 16); another is the power penalty for different
link distances. Here we observe that BPSK and QPSK BER are comparatively
higher than others, whereas power loss is comparatively less at different link
distances. For 8-PSK, 16-PSK BER is comparatively less, whereas power loss
is comparatively high at different link distances. Comparing all the power loss
for different modulation techniques, 8-PSK gives the optimum parameter. At link



Performance Analysis of Modulation Techniques over a Smart City Optical. . .

209

T

T

L=1000 m

=S L=1500 m

=1V
L=2000 m F=0.05

A =0.05

L=2500 m

asl g 519

4 I
-22 -20 -18 -16 -14 -12 -10 -8
Received Optical Power (dBm)

Fig. 9 BER vs. SNR of QPSK over variant distances of link (L), where L varies from 500 m to

2500 m

distance 1500 m power penalty becomes less steeper and stable, it represents less
power deviation for all the modulation technique. From the above analysis, we can
say that 1500 m is the optimum link distance. So, by analyzing all the parameters
(BER, power loss, link distance) and Figures 7 and 12, we can consider 8§-PSK
as the optimum modulation technique, and 1500m is considered the optimum link

distance.
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Fig. 10 BER vs. SNR of 8-PSK over variant link distances (L), where L varies from 500 m to
2500 m
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Fig. 11 BER vs. SNR of 16-PSK over different link distances (L), where L varies from 500 m to
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Toward Secure Cyber Infrastructure for )
Smart Cities: Learning-Based Intelligent @
Solutions

Shafkat Islam, Arpan Bhattacharjee, and Shahriar Badsha

1 Introduction

Smart city concept has revolutionized the traditional city settings through its
multiple offerings in terms of mobility, electrification, producibility, among others.
Data is considered as the backbone of this revolution as data-driven approaches
have automated the traditional approaches in every sector. However, this also raises
concern regarding data privacy and security that may become a pivotal factor in fast
adopting such approaches in our daily lives.

Smart transportation, being an integral component of smart cities, is equipped
with multi-verse sensors, e.g., GPS, dashcam, lidar, sonar, radar, etc., which can
create a huge amount of data in every second of its operation. According to the
study of automotive insights, it is expected that an autonomous vehicle (in the era
of smart transportation) will generate more than 100 terabytes of data in every 8 h.!
This huge amount of data possesses enormous insight regarding the transportation
behavior of our cities that will be an asset for the smart transportation industry
to improve different data-driven services. To understand the complex relationship
among different factors of the transportation eco-system, the data will be required
for further processing. Cloud computation is considered as a possible solution in
this regard. However, offloading this huge data to the cloud will create gigantic
traffic in the vehicular network, which may increase latency as well as traffic drop
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in the network. Moreover, the third-party cloud vendors may become curious about
any sensitive information in the offloaded data, which can intercept the privacy of
the vehicular users, thus demotivating vehicles to engage in smart transportation
facilities.

In recent years, edge computing has become popular in smart transportation due
to its manifold offerings, e.g., faster computation, low-latency service processing,
data preprocessing, etc. Multiple research works [1, 2] have incorporated vehicular
edge computing for providing faster and smarter services in the smart transportation
industry. But the vehicular edge infrastructure is also subject to issues related to
governance (as edge infrastructure is distributed in nature), security, and privacy.

The incorporation of artificial intelligence (Al) techniques, in the power grid,
transforms it into an intelligent smart grid that brings powerful smart technologies
for designing, simulating, and controlling the states of the grid in real time with an
expert system for fault diagnostic and detection of cyberattacks in the modern smart
grid (SG) equipped with distributed renewable energy sources (DREs).

The manufacturing industry with the incorporation of cutting edge technologies,
i.e., artificial intelligence (Al), especially machine learning (ML) has introduced
highly sophisticated tools to analyze the extensive amounts of production data
originated from the interconnected cyber-physical system and detect countless
system anomalies and provide real-time resiliency against those cyber as well as
system anomalies.

2 Threats in Smart Transportation

To develop smart solutions for transportation, it is inevitable to understand the
threats as well as drawbacks of transportation industry. Table 1 illustrates a typical
network and data attacks related to the intelligent transportation system.

2.1 Byzantine Activity

In the era of smart transportation, vehicles as well as roadside units (RSUs) or other
edge entities are expected to communicate with each other at a faster rate. This
type of communication involves in message transfer to important information/data

Table 1 Cyber attacks on

. Network attacks Data attacks
smart transportation network —
DoS EM poisoning
GPS spoofing Location inference

Malware application | Location tracking
ECU malfunction Image manipulation
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transfer in a distributed manner without the presence of any centralized governance.
In decentralized systems, byzantine attacks is a trivial type of vulnerability that
means to disseminate false/forged information in the system to make the system
collapse or dysfunctional. In the future smart transportation industry, it will be a
great challenge to defend such byzantine attacks.

2.2 Inference Attack

As data propagation in the network increases, the privacy concerns regarding the
data also increase. In vehicular network, sensitive information/data, e.g., credit card
information, vehicle trajectory, vehicle functional information, propagates through
the network and multiple entities can access the data. This raises the privacy
concerns related to the owner (such as vehicle users or ride users) of such data. If
an adversary can get access to this sensitive information (either by authorization or
by violating authorization), he/she can breach the personal identifiable information
(owner’s location, taste, daily activity, etc.) related to the data owner.

2.3 Intelligent Solutions for Smart Transportation

Multiple research works have utilized Al for innovating smart solutions in trans-
portation [3-5]. In this section, we describe the impact of artificial intelligence (AI)
in overcoming the security vulnerabilities of smart transportation.

2.4 Artificial Intelligence (AI)-Enabled Vehicular Edge
Resource Allocation

The resources of edge infrastructure in vehicular network are limited compared to
its demand. This limitation raises concern regarding the fair utilization of the edge
resources. In different words, it is of paramount importance to ensure fairness as
well as transparency in allocating edge resources to the vehicular network. However,
resource allocation in a dynamic environment (such as vehicular network) is not
a trivial task, and it becomes intractable for humans to engage in such complex
process.

In this regard, artificial intelligence (Al)-based automated process can become
a viable solution. As Al algorithms can automate any repeating process without
the need for any human intervention, the incorporation of Al in edge resource
allocation can become a viable solution. Multiple Al algorithms such as rein-
forcement learning, deep reinforcement learning have been utilized for solving
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resource allocation issues in edge network. Using reinforcement learning, the edge
devices allocate resources in a continuous feedback loop-based learning process.
In deep reinforcement learning method, deep neural network is used as a function
approximation method. Using these Al techniques, optimal allocation policy is
adopted to maximize the resources in the edge network. This eliminates the need
for any complex formulation of edge network as well as human intervention.

2.5 Federated Learning for Vehicular Edge Computing

In traditional machine learning model, data is accumulated in a central server that
may become a source of data breaching for the adversary. Moreover, the multiple
entities may become disinterested to share data to any central server due to such
possibility. To avoid this type of vulnerability, federated machine learning has been
explored by the research community. In federated machine learning, each entity
trains a local model with its personal dataset and sends the model parameters to a
central server for training the global model. In this way, each entity can avoid the
possibility of sensitive data breaching while model training.

2.6 Transparency in Vehicular Edge Computing

Edge computing works like a black box for the end users. The end user is not
aware of the computation or resource allocation process in the edge server. This
raises the issue of transparency in the edge computing environment [6]. To solve
this transparency issue in distributed systems, blockchain technology has emerged
with the advantage of verifiability through a distributed ledger. In blockchain, each
entity holds a copy of the ledger from which it can verify any transaction. Although
blockchain provides the advantage of verifiability, non-repudiation, irreversibility,
etc., it suffers from scalability, transaction verification process, and efficiency. Scal-
ability issue arises from the consensus process in blockchain. Most of the traditional
blockchain consensus mechanisms, i.e., proof of work (PoW), practical byzantine
fault tolerance (PBFT), etc., suffer from either computation or communication
overheads, which makes it unpluggable in the vehicular applications as most of the
vehicular edge entities are resource-constrained devices. In this regard, Al-based
mining node selection can become a viable solution. The AI model will predict
the reputation value for each mining candidate and output the predicted mining
node. Moreover, machine learning models can be used for setting up dynamic hyper-
parameters to optimize the transaction throughput.
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2.7 Anomaly Detection in Vehicular Edge Computing

Adversaries try to intercept the edge network for multiple adversarial purposes
ranging from collecting sensitive information to breaking the edge network. In
recent years, anomaly detection in edge infrastructure has become an indispensable
part to detect abnormal behavior of the functional system. Multiple machine
learning methods have been deployed for detecting anomalies, i.e., deep neural
network, random forest, support vector machines, ensemble learning, etc. However,
designing an appropriate anomaly detector is still a challenge for researchers.

2.8 Cryptography-Based Security Solutions

Location privacy has become a pivotal factor in motivating end user vehicles
in engaging data sharing applications. In the literature, multiple cryptographic
solutions have been proposed for enabling vehicular data sharing in a privacy-
preserving manner, i.e., secret sharing, homomorphic encryption [7], etc. However,
these techniques impose additional overhead in the system, which makes the
existing methods unpluggable in smart transportation industry in which the data
sharing frequency is much higher. In this regard, low-cost privacy-preserving
techniques, such as differential privacy, can be adopted. Although these techniques
provide privacy in data sharing, the system utility reduces by significant level for
using such techniques. Hence, a dynamic optimization technique is required to find
the optimal trade-off point between the privacy cost and the system utility.

3 Artificial Intelligence (AI) to Enhance Security and
Privacy of Advanced Manufacturing

Advanced manufacturing [8] is the trend toward converting the industries into an
intelligent and interconnected networking of business processes with the aid of
present-day information and communication technologies like the IIoT, sensors,
CPS, data analytics, machine learning, and artificial intelligence. This transfor-
mation allows scalability, efficiency, interoperability, and automation to exceed
industries productivity. However, introducing modern technologies in the manufac-
turing paradigm also raises security and privacy challenges like (1) cyber-physical
malicious attacks on the IoT sensors and data to compromise the integrity of
manufacturing process, (2) launch DDoS/Sybil attacks on the central controller-
dependent data centers to cause service unavailability, and (3) data interception
attacks on the supply chain system to compromise the credibility and confidentiality
of the whole manufacturing process. Moreover, security and privacy concerns in
smart manufacturing and its supply chain are mainly caused by internal attacks like
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Table 2 Cyber threats in

advanced manufacturing —
(AM) IoT sensors Data fabrication

Central unit DDoS/Sybil
Supply chain unit | Data leakage

AM components | Attack types

about 60% of the attacks are launched by employees and third-party contractors
through malicious data analytics to learn/steal confidential intellectual property and
gain a financial incentive. So, the interconnected manufacturing approach while
ensures major value in the production and distribution tasks; it also raises the
exposure of the system to many security and privacy threats, with critical social and
financial affects. Table 2 illustrates typical attack vectors in different components of
advanced manufacturing system.

To tackle these challenges, researchers already conducted some work, for
example, O. Novo [9] proposes a blockchain-based access control system to manage
IoT devices. However, their reliance on a central management hub causes a single
point of failure issue. Z. Li [10] exploits the consortium blockchain technology,
but it cannot guarantee the confidentiality of sensitive data. To overcome the
computational requirements of IoT devices, Z. Xiong [11] leverages edge computing
for mobile applications to model an efficient edge resource management system.
However, these existing solutions are not enough to solve the modern intelligent
cyber-physical manufacturing industries security as well as privacy issues.

So, to safeguard the industrial IIoT sensor-enabled manufacturing systems
and its data from unauthorized intrusion and ensure immutability and resiliency
against data and command tampering, researchers are currently adopting artificial
intelligence-based novel privacy-preserving defense mechanisms for the smart man-
ufacturing paradigm. This Al-incorporated defense tool will empower the advanced
manufacturing system by enabling the ability to (a) intelligently eliminate the need
for trusted third parties and guarantee security against the single point of failure
issues, (b) designing a privacy-preserving private data management mechanism to
restrict the access to sensitive sensor data, (c) an intelligent supply chain system
that decreases delivery time by eliminating third parties and increases the efficiency
of stock management, (d) artificial intelligence-based data analytics and sharing
platform among the involved parties of the manufacturing industry, which will help
to predict future demands of the market as well as solving imminent problems in the
value chain without compromising sensitive data.

4 Al for Smart Grid Security

With the unification of advanced telecommunication technologies (ICT) and IoT
sensors in the complex cyber-physical smart grid [12, 13] paradigm leads to new
security and privacy challenges such as (1) maliciously manipulating the power
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generation data and sensors to interrupt the grids optimal operation, (2) running
query analytics on the aggregated sensitive data to identify the exact location, oper-
ation principle, and power generation capacity of different DERs to compromise
their load-balancing capability, (3) identifying power consumption patterns of its
associated consumers to maliciously use it for achieving financial incentive, and (4)
injecting anomalies such as false power data to compromise the real-time situational
awareness of the grid. To counter these security issues, current smart grid operators
require an integrated and automated cyber-physical defense tool that can provide
them (a) efficient intelligent privacy-preserving data aggregation ability so that data
and its sources cannot be compromised by active/passive cyber attacks, (b) protect
sensitive smart grid data from malicious query analytics, (c¢) run simultaneous
anomaly detection on the confidential time series data to pinpoint the anomalies
of the cyber-physical layer. To this end, we argue that a novel artificial intelligence-
enabled, efficient, and privacy-preserving framework is needed for smart grid data
sensing, aggregation, and analytics. This integrated defense tool will empower the
smart grid paradigm by enabling the ability to (1) protect the highly confidential grid
data from integrity compromising data and query analytic attacks, (2) improve the
situational awareness by identifying anomalies in real time using Al for the utilities
as well as (3) ensure preventive maintenance equipment at the cyber-physical layer
of the grid.

In the presence of an untrusted fog/cloud aggregator in the cyber-physical
smart grid, an artificial intelligence-enabled privacy-preserving data aggregation
mechanism is required for both the utilities and their consumers to protect the
sensitive data and its sources. However, the existing researchers only focused on
the privacy protection of consumer side smart meter data and completely neglect
the security importance of the power-generating grids [14, 15]. Moreover, their
over-reliance on cryptographic techniques that are computationally intensive for
resource-constrained grid devices raises security vs. budget trade-off [16]. Along-
side that modern power grid also requires a cyber-physical-aware anomaly detection
mechanism to identify the anomalies without revealing sensitive information about
the training data. Over the last decades, several anomaly detection researches have
been conducted based on edge computing, differential privacy (DP); however, they
are limited to provide a comprehensive solution to protect sensitive information
as well as identify attacks that cause anomalies [17, 18]. To this end, artificial
intelligence gained some reputation to overcome the limitations of the above-
mentioned mechanisms.

4.1 Privacy-Preserving Anomaly Detection Using Al

In this part, we focus on the importance for an Al-enabled privacy-preserving mech-
anism (as shown in Fig. 1) to facilitate efficient real-time anomaly identification
on confidential time-variant power data by dividing the anomaly detection tasks
between the cloud-based cyberspace and edge-level devices. Normally, when the
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Fig. 1 Al-enabled privacy-preserving anomaly detection in smart grid

data is encrypted before transferring to the cloud, the edge devices are inadequate to
process this cryptographed data effectively because of their limited computational
power. To mitigate this limitation and achieve efficient and semantically secure
protection, researchers can investigate artificial intelligence- and machine learning-
based model sharing techniques that can be deployed at the central cloud server as
well as its edge fog servers to perform the anomaly detection efficiently without
revealing any privacy of the data. This solution can be achieved by incorporating
personalized differential privacy to ensure the edge-level sensory devices’ sensitive
data privacy by incorporating privacy assurance based on each devices choice and
an encrypted deep learning-based anomaly detection approach at the cloud layer.
The high computation power of the central cloud server will help the AI models to
run the highly secured privacy-preserving cryptography mechanism efficiently and
ensure the highest possible privacy on the sensor data while performing anomaly
detection.

5 Conclusion

In this chapter, we present the security vulnerabilities in three most inevitable
components of smart cities such as intelligent transportation, smart grid, and smart
manufacturing. We discuss different cyber attacks for each of these three sectors as
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well as the potential data-driven solution directions that can leverage the advanced
Al algorithms. This chapter provides a substantial knowledge to the reader regarding
the cyber-security challenges in smart city infrastructure.

References

1.

10.

11.

12.

13.

14.

15.

S. Islam, S. Badsha, S. Sengupta, A light-weight blockchain architecture for v2v knowledge
sharing at vehicular edges, in 2020 IEEE International Smart Cities Conference (ISC2) (2020),
pp- 1-8

. S. Maskey, S. Badsha, S. Sengupta, I. Khalil, Reputation-based miner node selection in

blockchain-based vehicular edge computing. IEEE Consumer Electron. Mag. 10(5), 14-22
(2021)

. S. Islam, A. Razi, A path planning algorithm for collective monitoring using autonomous

drones, in 2019 53rd Annual Conference on Information Sciences and Systems (CISS) (2019),
pp- 1-6

. S. Islam, Q. Huang, F. Afghah, P. Fule, A. Razi, Fire frontline monitoring by enabling UAV-

based virtual reality with adaptive imaging rate, in 2019 53rd Asilomar Conference on Signals,
Systems, and Computers (2019), pp. 368-372

. S.R. Maskey, S. Badsha, S. Sengupta, 1. Khalil, Bits: Blockchain based intelligent transporta-

tion system with outlier detection for smart city, in 2020 IEEE International Conference on
Pervasive Computing and Communications Workshops (PerCom Workshops) (2020), pp. 1-6

. S. Islam, S. Badsha, S. Sengupta, H. La, I. Khalil, M. Atiquzzaman, Blockchain-enabled

intelligent vehicular edge computing. IEEE Network 35(3) , 125-131 (2021)
IEEE Netw. Mag. 35, 125 (2021)

. S. Badsha, X. Yi, I. Khalil, E. Bertino, Privacy preserving user-based recommender system, in

2017 IEEE 37th International Conference on Distributed Computing Systems (ICDCS) (2017),
pp. 1074-1083

. A. Bhattacharjee, S. Badsha, S. Sengupta, Blockchain-based secure and reliable manufacturing

system, in 2020 International Conferences on Internet of Things (iThings) and IEEE Green
Computing and Communications (GreenCom) and IEEE Cyber, Physical and Social Com-
puting (CPSCom) and IEEE Smart Data (SmartData) and IEEE Congress on Cybermatics
(Cybermatics) (2020), pp. 228-233

. O. Novo, Blockchain meets IoT: An architecture for scalable access management in IoT. IEEE

Internet Things J. 5(2), 1184-1195 (2018)

Z. Li, J. Kang, R. Yu, D. Ye, Q. Deng, Y. Zhang, Consortium blockchain for secure energy
trading in industrial internet of things. IEEE Trans. Ind. Inf. 14(8), 3690-3700 (2017)

Z. Xiong, Y. Zhang, D. Niyato, P. Wang, Z. Han, When mobile blockchain meets edge
computing. IEEE Commun. Mag. 56(8), 33-39 (2018)

M.T. Hossain, S. Badsha, H. Shen, PoORCH: a novel consensus mechanism for blockchain-
enabled future SCADA systems in smart grids and industry 4.0, in 2020 IEEE International
10T, Electronics and Mechatronics Conference (IEMTRONICS) (2020), pp. 1-7

A. Bhattacharjee, S. Badsha, A.R. Shahid, H. Livani, S. Sengupta, Block-phasor: A decentral-
ized blockchain framework to enhance security of synchrophasor, in 2020 IEEE Kansas Power
and Energy Conference (KPEC) (2020), pp. 1-6

S. Li, K. Xue, Q. Yang, P. Hong, PPMA: Privacy-preserving multisubset data aggregation in
smart grid. IEEE Trans. Ind. Inf. 14(2), 462-471 (2017)

D. He, N. Kumar, S. Zeadally, A. Vinel, L.T. Yang, Efficient and privacy-preserving data
aggregation scheme for smart grid against internal adversaries. IEEE Trans. Smart Grid 8(5),
2411-2419 (2017)



224 S. Islam et al.

16. L. Lyu, K. Nandakumar, B. Rubinstein, J. Jin, J. Bedo, M. Palaniswami, PPFA: Privacy
preserving fog-enabled aggregation in smart grid. IEEE Trans. Ind. Inf. 14(8), 3733-3744
(2018)

17. S. Mehnaz, E. Bertino, Privacy-preserving real-time anomaly detection using edge computing,
in 2020 IEEE 36th International Conference on Data Engineering (ICDE) (2020), pp. 469-480

18. M. Keshk, E. Sitnikova, N. Moustafa, J. Hu, I. Khalil, An integrated framework for privacy-
preserving based anomaly detection for cyber-physical systems. IEEE Trans. Sustain. Comput.
6, 66 (2019)



Utilizing ICN Caching for IoT Big Data )
Management in WSN-Based Vehicular e
Networks

Divya Gupta, Shalli Rani, and Syed Hassan Ahmed Shah

1 Introduction

The rapid development in the automobile technology has changed the vision towards
road vehicles. Nowadays, along with the basic property of vehicles to manage
safe travelling between different stations, they are expected to support infotainment
applications (i.e., information as well as entertainment), while self-driving is also a
requirement of autonomous vehicles [19]. The Wireless Sensor Network (WSN) is
a promising solution to achieve expectation based on the requirement of data. The
WSN-based vehicular networks enable communication between different network
entities where vehicles can communicate with each other through vehicle-to-vehicle
(V2V) communication and with network through vehicle-to-infrastructure (V2I)
communication. In addition, the communication between different network entities
(such as Road Side Units (RSUs), Base Stations (BS), central server) can be
achieved through infrastructure-to-infrastructure (I2I) communication [26]. Today,
the vehicular network has proved its support for a variety of applications including
road safety, mobile data services, traffic management, real-time emergency services,
autonomous vehicles assistance, etc. Perhaps, with the increasing demand of mobile
data services by passengers and road management services along with the rapid
development of various entertainment sources, the amount of data generated,
collected, and transmitted by vehicular network has shown an exponential growth.
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Moreover, the network entities such as vehicles, RSU, BS have limited resource
constraint in terms of storage and processing capability. Hence, the management of
this big data generated by several IoT applications (such as social media, Youtube,
safety applications, etc.) is a challenge in vehicular network environment [42].
In addition, all the requests in network have been given unique identification in
the form of IP addresses. Providing and managing IP address to each request
in huge data volume will ultimately suffer from IP address exhaustion and NAT
problem. Based on this big data, current vehicular networks are in the need of
some future network architecture that could efficiently handle all these network
requests while maintaining system performance. Information-Centric Networking
(ICN) is one such project proposed by Van Jacobson to solve future internet issues
and is considered as a promising solution for all internet-related problems [3]. ICN
supports content-centric communication where requests travel inside the network
using content names instead of IP addresses. ICN supports several inherent features
such as scalability, robustness, content security, in-network caching, name-based
routing, and so on. The in-network caching feature of ICN supports caching of
content by all network nodes. The content caching by network nodes is beneficial
to support better resource utilization with fast content delivery time. Due to several
advantages offered by ICN caching terminology, this feature can be integrated into
vehicular networks where vehicles on the network can cache content and serve
requests coming from their neighbour vehicles. Utilizing ICN caching in vehicular
networks for management of IoT big data traffic will reduce burden on network
server while enhancing the overall system performance. The following are the
contributions made in this chapter:

— First, the background related to various technologies such as IoT, WSN and their
integration has been discussed.

— Second, various challenges offered in the implementation of WSN-IoT environ-
ment are presented in brief with its possible solution.

— Further, the benefit of introducing ICN in WSN-IoT environment with its system
architecture is presented in detail. In addition, various applications utilizing ICN
in IoT have been discussed to provide insight about them.

— Next, caching in ICN has been utilized in vehicular environment to manage
big data traffic produced by different IoT applications. The different caching
strategies that are considered as ICN benchmark schemes have been mentioned
to present working of these schemes.

— Lastly, the different metrics used for evaluating the performance of caching
strategies in vehicular environment have been presented in detail with their
computing equations.
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2 Background

2.1 IoT: An Overview

Can we imagine the world without internet? The answer to this question is clearly
No. Nowadays, the internet has become more and more important for each of
us in our daily life [33]. All the day activities that either belong to personal
tasks or professional work cannot be completed without internet support. Various
devices such as laptops, smart phones, desktop, sensors, and other smart objects
are essential components being used to accomplish these tasks. Such internet-
related technologies have majorly affected new Information and Communication
Technologies (ICT) [13]. During the birth of internet, it was known to be “internet of
computers”, in its early evolution referred as “internet of Persons”, and now during
rapid advancements in technology, it is termed as “internet of things (IoT)”. The
evolution in the internet since its birth till today has been illustrated in Fig. 1.

The IoT environment mostly comprises different smart objects capable of
processing and transferring information and is uniquely identified in the network.
The connection with internet in IoT has changed from any-one, any-person, any-
where to any-thing, any-time, any-where. With the rapid growth in the recent times
in ICT technology, a significant attention has been devoted to the emerging IoT due
to its worldwide acceptance. Today, IoT is considered as one of the most important
technologies for promising future demands. The main goal of IoT is to connect
everything on the internet by establishing interaction between physical world and
cyber world [34]. Without any doubt, IoT has its strength in establishing advance
communication among different objects, smart devices, system, and services. IoT as
a strong pillar for future internet has brought a revolution in the current architecture.
This new IoT paradigm tries to connect everything starting from small tooth brush
to large aeroplane and that too by assigning unique identification for each object.
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The unique identification would help in providing address for each object while
connection management and exchange of information. Due to its wide support and
advance features, no standard definition exists for IoT. IoT is being defined by
different researchers in different way based on their perspective in use of IoT. The
authors in [24] defined IoT as base for information transmission in internet and
telecommunication network. According to them, IoT is used to connect intelligent
objects with unique addresses and thereby perform services. However, the work in
[10] mentioned IoT as interconnection of worldwide objects based on the semantics
and protocols used in establishing the communication and for information retrieval.
In actual, the ability of IoT lies in connecting various heterogeneous devices of
different domains that include but are not limited to only sensors, everyday objects,
smart devices, communication network, protocols, computations, and services that
may differ based on its size, cost, design, application, vendor, etc. These entities in
integration are able to communicate, sense, gather, process, and transfer information
through different applications on the main data centres such as network clouds. This
integration of small devices to form a computation network will ease the complex
computations to be performed in collaboration and to make independent decisions.

2.2 WSNinloT

The various IoT applications are using a million of devices for its implementation
in real life. These devices in connection with each other and internet perform
several computations and consume resources available on internet. Smart city is
one of the most popular IoT applications that include various domains such as
intelligent transportation, e-healthcare, smart education, smart grid, supply chain,
smart industries, and so on [22].

IoT basically deals with three aspects to perform computation: One is to use
sensors and RFID tags to sense, monitor, and gather information anytime at
anyplace. Second is real-time gathering and transmission of information utilizing
a communication network. Third is to incorporate some advance technologies such
as cloud computing, fog computing, or edge computing to scrutinize the gathered
information.

The key behind the IoT’s large information database is WSN. In past few years,
the research in microelectronics domain has become more advanced, which leads to
the development of low-cost sensors with limited resources and small size. These
tiny nodes with storage and processing capabilities are main building blocks of
any IoT application. This integration of WSN in IoT (WSN-IoT) has opened doors
for new technological advancements in different fields. WSN-IoT supports a broad
range of applications such as health sector monitoring, industrial wireless networks,
security monitoring at borders, home surveillance, environment monitoring, etc.
[2, 36]. Different devices such as sensors, detectors, actuators, RFID tags, network
components such as gateways, routers, Base Stations and various network support
services in combination result into formation of WSN-assisted IoT network to
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accomplish some common goals, which is then referred as WSN-IoT architecture
(refer to Fig. 2).

The sensor layer in this architecture utilizes various physical components regard-
ing attributes of deployed environment such as monitoring, hearing, sensing and
then triggers an event while interacting with other such devices [16]. The collected
information from different sensors is transmitted to Base Station via different routers
using a defined routing protocol. The flow of information transmission among
different routers in the network layer depends upon the routing and forwarding
strategies being used in the network architecture. Most of the sensing devices
in WSN-IoT network run on limited battery and storage constraints. In addition,
for WSN-IoT applications deployed in dense and rugged environment, providing
external storage space and computation resources is not feasible [32]. Therefore,
the service layer in this architecture provides support to network services in the
form of maintaining load balancing on all the nodes, adjusting the transmission
flow, managing energy distribution, better utilizing network bandwidth, etc. The top
layer of this architecture mainly comprises all the applications where end user is
present to fetch the required information from network.

Due to frequent topology change and a large number of devices deployed
in WSN-IoT environment, the existing WSN-based solutions cannot be directly
applied to this architecture. Therefore, several challenges still exist in the imple-
mentation of WSN-assisted IoT environment in real life with dense conditions. The
next section will focus on listing all such issues with their possible solutions.

3 Challenges in WSN-Assisted IoT Environment

In recent times, the tremendous growth in the IoT environment with its data
collection through WSN network has opened new doors for various applications.
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The integration of IoT and WSN supports automatic data processing even at remote
stations. Perhaps, along with the several benefits offered by this integration, new
challenges are being faced in their implementation due to add-on responsibility.
The most important challenges that need to be addressed are:

— Security: The initial design of WSN has full potential to maintain confiden-
tiality, integrity, and authentication of information being sensed and transformed
through it even in the absence of internet connection. To attack WSN environ-
ment either in the form of inserting malicious nodes, jamming the network, or
capturing the sensed information, the physical presence of attacker is mandate.
The WSN ensures protection from such attacks by providing closed-loop network
where no entry point exists for attacker to attack in. However, with the integration
of ToT in WSN, the attackers can perform their malicious activities from
everywhere due to opening of WSN into internet [39]. The issues such as
malware and others offered due to connection with the internet need to be
definitely addressed by WSN. The protection of the shared as well as sensed
information within WSN can be ensured by providing a unique central gateway.
All the information floating between IoT and WSN should be passed through
this secured gateway only. In addition, the sensor nodes in WSN always possess
limited resource constraints such as battery lifetime, storage space, processing
capability, and so on [35]. The existing security solutions cannot be directly
applied to WSN nodes due to their resource limitation. Therefore, to secure
WSN from different kinds of internet possible attacks, there is a need to develop
efficient security mechanism that can better work in these existing conditions.

— Quality of Service (QoS): The amount of data generated through these WSN-
IoT-assisted environments must meet some quality parameters before their
transmission to end user [7]. To ensure QoS, all the sensor nodes being utilized
in WSN network need to be load balanced with their available resources and
computations. Nevertheless, the dynamic network topology and intermittent
connectivity make the existing QoS solutions inadequate in IoT environment.
Hence, new approaches providing QoS solutions must be designed to support
fast content delivery with minimal retransmission.

— Network Configuration: In addition to abovementioned requirements for
efficient WSN-IoT implementation, managing network configuration is also very
important task [30]. All the sensor nodes in WSN environment must be capable
of managing their network configuration as several new nodes would be joining
the network rapidly. Further, at the same time, several nodes exhausting their
lifetime power would be leaving the network. The sensor nodes should handle
such diverse conditions in addition to detecting and removing faulty nodes
thereby ensuring scalable and reliable network configuration. As self-healing and
configuration management is not the inbuilt feature of available sensor nodes,
some add-ons need to be installed by WSN-IoT application user for smooth
operation of this network environment.

— Architecture: The combination of WSN and IoT has enlarged the traffic on the
internet. Each data being sensed by the sensor nodes travels towards IoT with
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unique address. The WSN-IoT architecture supports assigning IP addresses for
every request generated through WSN network [1]. With these large volumes
of uniquely identifying requests, the network will soon suffer from these three
issues in near future: address exhaustion, address management, and network
address traversal problem. The current TCP-IP support utilized by WSN-IoT will
no longer be sufficient for future requests. Therefore, either modification in the
current architecture or some future internet architectures are required to support
these emerging requests.

4 Leveraging ICN in WSN-IoT

The rapid growth in the IoT technology with its support in connecting various
heterogeneous devices on the internet has also come up with various implementation
challenges. The sensing units in the WSN-IoT architecture have limited storage and
processing capability. Moreover, combining all the sensors, detectors, actuators and
allowing all the small devices to establish connection to internet have increased the
magnitude of the number of internet connected devices. Providing IP addresses to
all the requests made by such IoT devices as well as managing these addresses is
not feasible in current scenario. Several solutions have been proposed by different
research groups to deal with these emerging technology issues. Among all the
solutions, Information-Centric Networking (ICN) is proposed as one of the archi-
tectures for content-based networking [5, 6]. Unlike IP-based host-centric approach,
ICN works on data-centric communication. The consumers in ICN network are
concerned only about getting data irrespective of the location of data, i.e., from
where data is being retrieved. ICN offers several inherent features such as scalability,
reliability, content security, in network caching, stateful routing and forwarding, and
light configuration with easy management operations [4]. The various ICN support
features as per the requirements of WSN-IoT have been listed in Table 1.

Table 1 Mapping WSN-IoT requirements with ICN features
Sr. No. | WSN-IoT requirement | ICN support

1 Scalability Hierarchical application-specific names

2 Robustness In-network storage, anycasting, interest aggregation

3 Security Data authentication, content integrity, per packet signature,
encryption possibility

4 Reliability Multi-path routing, retransmission of interest from actual
consumer, intermediate node retry

5 Heterogeneity Customized forwarding and caching strategies, unbounded
namespace

6 Mobility Receiver-driven connectionless communication,

location-independent names, any node data retrieval
7 Energy efficient Aggregation, in-network storage, anycasting
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Fig. 3 Introduction of ICN in WSN-IoT

The integration of ICN in WSN-IoT architecture is shown in Fig. 3. ICN works
on the network layer of IoT architecture. Each node in NDN carries limited storage
capacity to cache passing content. The request for any content by any consumer
travels inside the network in the form of hierarchical names. Each node in ICN
manages three data structures to perform content routing and forwarding. The
request and response messages are contained inside interest packet and data packet,
respectively. Any intermediate node satisfying the requested content in its cache
will deliver the content to consumer and therefore is known as the provider of
that content. This feature makes ICN an efficient future network architecture with
improved system performance and better resources utilization.

4.1 Applications of ICN-Enabled WSN-IoT

Nowadays, the 10T is being used by various applications [8, 15]. The huge amount
of data sensed by WSN components gets processed and analyzed to meet IoT
application demand. Enabling ICN facility within WSN-IoT helps in efficient and
fast processing of content requests made by any IoT application. The different loT
application areas where ICN has proved its effectiveness have been listed in Fig. 4.
The detailed description of all these applications is mentioned below:

— Smart Home: The evolution in IoT technology has turned traditional houses
to intelligent homes [21]. Various home appliances such as refrigerator, washing
machine, microwave, smart phone, lights, etc. are now connected to internet with
communication and processing ability. With the introduction of new technologies
such as edge computing, fog computing, etc., the monitoring of home can be
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Fig. 4 Various applications of ICN-enabled WSN-IoT

performed remotely by the owner even though sitting at far distance from its
house location.

— Intelligent Transportation: The traffic on the road is increasing each day.
Therefore, managing the huge volume of traffic is need of the hour. The
ICN in IoT supports traffic management using intelligent transportation system
where Road Side Units (RSUs) can cache the passenger requests regarding road
traffic, journey time, and parking availability [27]. The works proposed various
strategies for efficient content delivery in vehicular networks.

— E-Healthcare: The advancements in IoT have granted real-time monitoring
of patient’s health using sensors and edge-computing techniques. The various
smart devices associated in health sector have to go through authorization and
authentication phase due to security and privacy concerns of patient’s records
[14].

— Smart Agriculture: IoT is one of the promising solutions for the agriculture
domain. The sensing units deployed at different places in any field are capable
of monitoring moisture value, water level, soil quality, and crop size [25]. The
remote monitoring in agriculture domain saves a lot of efforts, money, and time
of a farmer with improved results than traditional farming.

— Smart Grid: The power generation and distribution in grid system have been
made automatic to be implemented in real time using IoT. As the amount of
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energy consumed from these power grids is payment based, therefore, security
and privacy to user transactions must be provided [29]. The use of blockchain
technology in ICN-enabled IoT network for providing security is best solution in
this regards.

5 ICN Caching for Traffic Management in Vehicular
Networks

With the advancements in technology and its adoption in various applications, the
interests have now been emerged to deliver content efficiently in vehicular network
environment [23]. The vehicular networks mainly comprise components such as
Road Side Units (RSUs), Base Stations (BS), intelligent vehicles, and On-Board
Units (OBUs). The vehicles are equipped with OBUs that are capable of processing
the information and help in transferring messages between vehicles and different
RSUs [18]. The distribution of a huge volume of information among heterogeneous
users (mainly passengers and drivers) based on their request under high vehicular
mobility is a challenge. Moreover, the limited transmission range of each vehicle
and RSU along with the intermittent connectivity in highly dynamic environment
imposes further challenges in its implementation. The conventional host-centric
IP-based approaches barely work in this scenario due to their end-to-end channel
connectivity requirement [12]. The vehicular network with ICN caching facility is
represented in Fig. 5.
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Fig. 5 ICN caching in vehicular environment
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The inherent feature of ICN architecture that supports in-network caching of
content by network nodes is best suited for achieving this goal. Here, each vehicle
can cache a limited amount of content in its unused cache space. Any vehicle in
demand of same content can get its replica from its neighbouring vehicle within its
transmission range. This will reduce the content retrieval delay for user request as
packet need not to be fetched from the original provider. The maximum benefit of
caching feature can be availed at time when multiple requests for same content arrive
on network and vehicles requesting contents are out of transmission range of BS (the
original provider). In this case, caching content on network vehicles significantly
improves the whole network performance by reducing burden on server, utilizing
less bandwidth requirement, better resource utilization, and fast delivery of content
[37]. The caching in ICN is beneficial not only for vehicular networks but provides
its assistance to different domains with varying applications. The various caching
strategies proposed for ICN irregardless of its use in any specific applications are
listed in below subsection.

5.1 Different Caching Strategies

The various caching strategies proposed recently for ICN communication can be
divided based on their properties: i.e. either to cache content chunk on the delivery
path or to cache anywhere in the network [40, 41]. Based on these properties, the
categorizations are: (1) on-path caching and (2) off-path caching.

The off-path caching is similar to Content Delivery Networks (CDN) approach
where Name Resolution System (NRS) is queried upon receiving a request [38].
On the other hand, in on-path caching, the requested content is delivered by the
node locating in the path of requested content without informing NRS. The off-path
caching schemes are less preferred in the ICN architecture due to their limitations
such as high content search time and poor utilization of network node’s cache
capacity. The most preferred on-path caching schemes that are known as benchmark
caching strategies for ICN network are discussed below. The summary of these
strategies is represented in Table 2.

— Leave Copy Everywhere (LCE):
This scheme involves multi-level caches. For any node requesting a content,
whether hit for that request occur at original server or any intermediate node, all
the nodes in the path from requester to provider will cache the replica of content.
LCE involves caching of same content by every node in the path. Therefore,
whenever request for same content arises again, the content need not be fetched
from the original server, but any node with its replica will help by providing
content [9]. However, caching by each and every node creates a lot of redundancy
in the network. Due to increased redundancy, all the caches will soon become
full and there will be no space for new packets. The increased redundancy will
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Table 2 Summary of the existing caching strategies

Cache strategy
LCE

LCD

ProbCache

Random

CLAM

Strength

Increased content availability,
reduced content access time

Higher cache diversity,
improved cache hit ratio
Enhanced content diversity,
efficient resource utilization,
lower content redundancy
Efficient resource utilization,
single replica on one path,
reduced redundancy

Minimal content redundancy,
efficient node selection criteria,

D. Gupta et al.

Limitation

Enhanced content redundancy,
poor resource utilization, Low
cache diversity

Less content availability,
maximum bandwidth utilization
Complex computation,
additional packet overhead

Poor calculation to select a
node, maximum load imbalance

Difficult implementation in
dynamic environment, hard

single replica maintenance centrality calculation

ultimately have reduced cache content diversity. Moreover, caching at every node
offers poor utilization of available network cache space.
— Leave Copy Down (LCD):
The LCD works better than LCE in terms of offered content redundancy. LCD
ensures caching the content at exactly one node below the node on the path
where actually hit for content request occurred. Each request for same content
allows content replica to be get stored nearer the content requester. Unlike LCE,
LCD ensures multiple requests for same content in order to store its replica at
edge [17]. The level-wise caching of replicas by LCD significantly improves
the cache space utilization as well as enhances the whole network’s cache hit
ratio. However, due to multiple rerequests for same content at same time, all the
nodes may be caching that content within its cache as per LCD operation. By
performing such action, all the caches will be occupied to its maximum possible
limit, leaving no space for new upcoming contents. The LCD in this case may use
Least Recently Used (LRU), Least Frequently Used (LFU), or any other cache
replacement policies to create space for new data contents.
— ProbCache:

The ProbCache is one of the famous caching policies for caching content based
on probability. This scheme mainly deals with two fields such as Time Since
Inception (TSI) and Time Since Birth (TSB). The former is the field used in
the request message header during packet transmission, while the latter is being
used in the response message header during its propagation towards requester
[28]. These fields are basically used in this scheme to support efficient resource
management of network caching capacity. In addition, this scheme works in
the direction to provide maximum cached content diversity that in turn reduces
content redundancy. Therefore, the probability of finding the requested content
along the path becomes higher. However, due to frequent replacements of cached
content inside nodes near to edge, sometimes the requested content needs to be
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fetched from the original source as it was evicted from edge nodes. The increased
hop count for packet fetching will lead to high content retrieval delay.

— Random(Choice):
In this scheme, the requested content is cached randomly at any node on the
path from requester to provider. This content caching scheme randomly chooses
any node to store replica without knowing its cache availability. In case of
no leftover space in the cache buffer of chosen node, the scheme applies any
cache replacement algorithms either LRU, LFU, LRFU, etc. to accommodate this
new data content [20]. The LRU ensures reduced redundancy of the content by
selecting only one node to act as cache for a specific content. However, multiple
requests for same content may lead to increase in network content redundancy as
each request will allow caching of content on its path.

— Cache Less for More (CL4M):
This scheme allows content to be cached at exactly one node along the path. The
node selected for caching the content is one with highest Betweenness Centrality
(BC) value. The BC of any node is computed as the maximum number of shortest
routing paths going through it [11]. For the case where multiple nodes with same
BC value are located, the node that is closer to requester is selected as caching
node. As this scheme purely works on betweennness centrality computation of
each node, it may be challenging to use this scheme in mobile ad hoc networks
due to highly dynamic network topology. In addition, this scheme offers poor
utilization of available cache space of each network node due to its caching
at selected routers based on BC. Further to this, popular content needs to be
evicted when cache of selected node becomes full. This will increase bandwidth
utilization as popular evicted content now has to be fetched from the original
source.

6 Evaluation Metrics of ICN Caching Strategies

The different metrics affecting the content retrieval time, user experience, and
network performance are listed below [31]. These metrics have been used for a
vehicular environment with total V vehicles.

6.1 Cache Space Utilization

It represents the total amount of data being cached in the whole network. This can
be computed by combining the data stored at each vehicle v. To maintain uniformity
among network nodes, each vehicle is provided with equal cache space c¢,. The total
of cache space of each vehicle represents the total network cache capacity and can
be computed using equation:
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1%
Cachesprq = ch, (D)
v=1

where Cache;yiq; is the total network cache capacity, V is the total number of
network vehicles, and ¢, is the cache space provided to any vehicle v. The total
cache space utilization can be computed as

R .
ZV: 21 Cur
Cacheyijize = ==L R 2
14
Here, r is the number of requests made by vehicle v from the total R available
requests.

6.2 Network Delay

It denotes the total amount of time taken, i.e., ¢ to satisfy all the content requests r
and then to receive the data. For any vehicle v requesting content ¢ while sending /
interest packets, the network delay is computed as the total time taken from sending
first interest packet to the reception of last content chunk. The following equation
computes the delay:

ZV 25:1 ty.r

Delay = 11:1%. 3)

6.3 Hop Reduction

It represents the total number of hops used to fetch the content from cache stores of
intermediate vehicles instead of being fetched from the original provider. For each
request » made by vehicle v to obtain content ¢, the reduction in hop is computed as
the ratio of the number of hops utilized to get ¢ from intermediate vehicle to the total
number of hops used while retrieving ¢ from the original source. The computation
of hop reduction ratio can be done using the below equation:

R M
\% Zr:l #
Zv:l R

v “)

Hopreduction =1-

Here h, ; is the number of hops used to get content from intermediate vehicle i
and &, p is the number of hops used to get content from the original provider P.
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7 Conclusion

This chapter utilizes ICN caching facility to manage huge traffic produced by
various multimedia and security applications in WSN-based vehicular network. To
provide insights about the technologies used in accomplishment of this objective,
a brief overview of both IoT and WSN is presented along with their integration.
Further, the need of incorporating ICN in WSN-IoT-based vehicular environment
is presented in detail. In the last, handling of big data traffic in the vehicular
environment is facilitated through use of caching in ICN. The complete study has
proved ICN caching as a best candidate for managing big data traffic issues of
vehicular networks.
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1 Introduction to Wireless Sensor Networks (WSN)

As the name suggests, wireless sensor networks are a class of networks where the
nodes are sensor nodes, the nodes that sense and have the capability of sensing
the massive number of sensor nodes where every node is furnished with a sensor
to identify the physical phenomenon that occurs around them [15]. The particular
sensor node might be the vibration, temperature that would be able to sense the
pressure if there is any object or when there is any sound around the sensors that is
moving around them, respectively [18]. Therefore, the sensor nodes have one of the
components as a sensor, and these sensor nodes collectively form a network that is
known as wireless sensor networks. These wireless sensor networks are accessible
because of their numerous types of applications that can be used to monitor an object
in a specific environment such as for medical purposes, healthcare, agriculture, etc
[23]. WSNs are recognized as a groundbreaking information collection method
for constructing an information and communication system that will significantly
enhance infrastructure system performance and efficiency. WSNs have a simpler
implementation process and more platform versatility than wired networks. WSNs
would consider a crucial technology for IoT due to the growing technological
growth of sensors and are considered important components for building smart
cities. Figure 1 shows the WSN topology, which consists of sensor nodes for
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monitoring systems. The sensor nodes coordinate with one another and transmit
the processed information to the base station through wireless communication. All
of the nodes transmit information to the base station, which is then distributed to
end users via the internet.

“Wireless Sensor Network (WSN) is an infrastructure-less wireless network that
is deployed in a large number of wireless sensors in an ad hoc manner that is used
to monitor the system, physical or environmental conditions.”

1.1 Evolution of WSN and IoT

Since the 1980s, wireless sensor networks (WSN) are evolved, whenever the US
Defense Advanced Research Projects Agency (DARPA) was in charge of the
distributed sensor networks (DSNs) system for the army. The Advanced Research
Projects Agency Network (ARPANET) had already been operational for many
decades at the moment with around 230 hosts, but this is only since 2001 that they
have sparked the attention of industry and academia [13, 15]. That was due to the
extensive development of low-power tiny components such as computers, antennas,
and sensors, which were often combined on a single chip (system on a chip (SoC)).

The concept of the IoT arose concurrently with the creation of WSNs. Kevin
Ashton developed the word “internet of things” in 1999 that describes the distinctly
recognizable objects and their digital representations in an “internet-like” frame-
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Table 1 Comparing WSN and IoT
WSN IoT

Although nodes are not directly linked to the Since they have an internet connection, sensors
internet, traffic is routed through them to reach | transmit their data straightly to the internet
the sink node

Sensors are one type of device that collects Sensors, people, cameras, and phones are all

information in the WSN examples of things. These devices will all
upload their data over the internet so that other
people can access it

work [19]. Large houses, manufacturing facilities, aircraft, vehicles, computers, all
types of goods, individual parts of a broader structure human beings, animals, and
plants, and individual body parts of them are all examples of these artifacts.

In the given Fig. 2 the WSN uses sensor nodes in conjunction with an onboard
processor to control and track the environment in a specific region. They are linked
to the Base Station, which serves as the WSN System’s processing center. A WSN
system’s base station is linked to the internet to exchange data.

WSN is considered as the subset of IoT. IoT exists higher than the WSN;
therefore, WSN is often the technology used within the IoT system. Table 1 shows
the contrast between WSN and IoT.

1.2 Growth of Wireless Sensor Networks

From 2020 to 2027, the global manufacturing wireless sensor network market is
anticipated to achieve a CAGR of 25.2%, between Dollars 4560.2 trillion in 2020
and Dollars 9780.5 trillion in 2027. WSN is a network infrastructure that allows
sensor nodes and gateways to communicate without the use of fiber cables. It also
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leads to improved communication according to radio nodes organized in the right
topologies. As a result, the appetite for WSN has already been rising in recent years,
but this growth is projected to grow in the future.

Due to rising network infrastructure growth and developments in Artificial
Intelligence (AI), Machine Learning (ML), and big data analytics, the WSN market
is anticipated to increase dramatically soon. Organizations have been forced to
examine vast quantities of data gathered from a variety of sensors, including
temperature, motion, pressure, gas, flow, and chemical, among many others, as per
these technologies.

1.3 Components of WSN and IoT

A wireless sensor network is a collection of different sensor nodes, and these sensor
nodes wireless networks are comprised of various components:

1. Sensor Node: This is the prominent component of WSN, in which the sensor
node is a tiny device with low power [20]. Though it has a sufficient amount of
resources, it has the feature of processing and has the least cost. Data collection,
information collection, and communication with other network nodes are all
capabilities of this node. A unique sensor node with a 4 x 107 GB RAM,
256 x 1079 GB flash, and ideally 1054 MHz radio frequency has a capacity of
8-16 MHz.

2. Relay Node: It is a node in the middle that communicates with the node next
to it. It aims to improve the reliability of the network. A relay node is a field
research device that lacks process sensors and control devices and therefore does
not communicate with the seven processes. The speed of the processor for the
relay nodes depends upon the node processor which is around 8 MHz, with § x
107% GB of RAM, 128 x 107° GB of flash, and probably 916 MHz of radio
signals.

3. Actor Node: It is an elevated node that performs and builds a decision based on
the application’s specifications. These nodes are usually resource-rich machines
with huge computational capacities, higher transmitting powers, and longer
battery life. A prominent actor node processor with a clock speed of 8 MHz,
16 x 107° GB of RAM, 128 x 10~° GB of flash, as well as radio signals of
916 MHz is preferred.

4. Cluster Head: In a WSN, it is an increased sensing node that performs data
fusion and consolidation. There may be several cluster heads within the cluster,
depending on the device specifications and applications. A prominent cluster
head processor has a clock speed of 4-8 GHz, 512 x 107 GB of RAM, 8 MB
of flash, and a radio signal of approx. 3.4 MHz. This node is presumed to be
extremely reliable, stable, and accepted by all of the sensor network’s nodes.

5. Gateway: A gateway is a device that connects sensor networks to external
networks. In terms of main memory, CPU used, transmitter range, and the ability
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to expand via external memory, the gateway node outperforms the sensor node
and cluster head. A unique gateway processor has a clock speed of around
16 MHz, 512 x 10~% GB RAM, 64 MB of flash memory, radio signals of approx.
3.4 GHz.

6. Base Station: It is a specialized form of a node with a lot of computing power
and processing capacity.

2 Applications of WSN in IoT

The term wireless sensor network (WSN) is referred to as the collection of
specialized sensors for tracking and measuring environmental conditions and storing
the captured data in a centralized location [16]. The measurements of WSN are
namely: temperature, sound, humidity, wind, and other environmental factors. There
are numerous applications in WSN as depicted in Fig. 3:

¢ Home Control Application: Control, conservation, comfort, and protection are
all provided by home control applications:

— Sensor networks allow for versatile illumination, warming, and conditioning
system control from any place in the house.

Air Monitoring

Home Control Monitoring Forest Smart Cities Application

Application Application Application
YT 5 °
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Fig. 3 Applications of WSN-IoT
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— Sensor networks optimize access to multiple home devices, resulting in
greater efficiency, comfort, and protection.

— Utility consumption data is captured in great detail by sensing applications for
power, water, and gas utilities [11].

— Sensor networks incorporate information to maximize natural resource use.

— Sensor networks make it possible to mount, upgrade, and network a home
control device without the need for wires.

— Sensor networks allow you to monitor numerous devices from a unified
remote.

* Monitoring Health Care Application: For medical applications, there are
different categories of sensor networks implanted, wearable, and environment-
embedded. Implantable medical equipment is those that have been embedded into
the human body [3, 14]. Wearable devices are placed on a human’s body surface
or in close vicinity to the consumer [4]. Sensors incorporated in the atmosphere
are used in ecosystem systems. Body position assessment, individual location,
and comprehensive monitoring of ill patients in the hospital and at homes are
all application areas. Data from a network of deep cameras, a sensing floor, or
other similar devices is used as input by devices incorporated in the environment
to monitor a person’s physical state for consistent health diagnosis. Body-area
networks can gather information on a person’s health, fitness, and energy use.
The safety and integrity of user data are critical in healthcare applications. With
IoT, the authentication process becomes much more difficult, particularly with
the integration of sensor networks.

Monitoring the Forest Application: The role of the forest to human life and
the earth’s natural cycle of the atmosphere are inextricably linked. Afforestation
has become increasingly important as a result of urbanization. Supervision of the
forest is also expected, which necessitates monitoring. WSNs are often used in
the aforementioned region to ensure protection shown in Fig. 4.

Given the expected climate change, observing the microclimate in the forest has
become critically important [17]. Individuals with an in-depth understanding
of the natural, biochemical, and biological status of soil in tree root systems
contribute significantly to the intensive observation of forest ecosystems. Such
long-term research is needed for the development of forest management steps.
The wireless transmission of sensor readings has no impact on forest operations.
Rather, as opposed to a wired sensor installation, wireless transmission guaran-
tees robustness.

Environment Water Monitoring Application: Water, whether for consumption
or use in the ocean, is a vital component of human life, so water surveillance is
of strong academic importance to researchers.

The authors created a cyber-physical system (CPS) that is an in-pipe system
for water surveillance that uses RFID (Radio Frequency Identification)-WSN for
such a WSN application to assess the condition of fresh drinking water [11]. The
network will facilitate data on water demand and quality, as well as information
on numerous maintenance issues namely weak spots and leakage of pipe. The



Integration of WSN and IoT: Its Applications and Technologies 249

Fig. 4 Forest monitoring PV an

RFID sensors of in-pipe gather data from the device and transmit it to the data
servers, in which algorithms help make decisions. An application of WSN used
for managing the marine environment is described. To avoid disruption of a fish
farm’s flora and fauna origin of feed and feces, the authors created an Underwater
WSN (UWSN) with ground-based wireless sensor nodes having the capability of
detecting the farm’s emissions. To evaluate a larger region, the sensor nodes are
portable in a space that is restricted.
Smart Cities Application: The control of different parameters in metropolitan
areas is critical for citizens’ optimal living conditions. WSNss, therefore, provide
a wide range of applications for providing real-time data to authorities to ensure
a city’s optimum operation. Growing people transportation, in particular, causes
difficulties and wastes time when a wide number of vehicles are traveling to the
same place. WSNs may be used to track traffic to minimize congestion, show car
parking spaces, and so on.

¢ Smart Homes Application: Numerous systems can enhance human lives in the
age of informatics. WSN can be used in the indoor world, such as in smart
homes, to communicate with machines. Indoor localization and motion control,
as well as indoor air quality monitoring, are two common examples [9]. With the
increasing population phase that is occurring, surveillance of indoor air quality
(IAQ), which is a concept that contributes to the quality of air in the house, is one
of the most relevant aspects of urban applications in WSN. Since urban people
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invest so much of their time inside buildings, air quality is crucial to their health,
protection, and comfort.

e Air Monitoring Application: Numerous cities (Stockholm, London, and Bris-
bane) have installed wireless sensor networks to detect hazardous gas con-
centrations for people. These may use ad hoc wireless connections instead of
wired connections, making them more mobile for checking readings in various
locations. Air is a critical component of human life, and today’s air pollution is
a product of numerous newer human activities. WSNs may be used to regulate
air quality in populated areas to avoid infectious pathogens and contaminations
from spreading and endangering people’s health.

3 Technologies in WSN-IoT

3.1 Software-Defined Networking (SDN) in WSN

The WSN comprises a base station (BS) and tens or hundreds of sensor nodes.
Temperature sensors, snowstorm sensors, and other sensor nodes have different
types and specifications depending on their use. In most cases, a massive network
cannot function effectively without some form of organization. As a result, we
suggest clustering the network. Every cluster in the network has one cluster head
while all the other nodes in the cluster are the basic sensor nodes. The CH requires
managing the activity of the sensor nodes in each cluster. The information gathered
regarding the ecosystem on the cluster by nodes will be transmitted to the CH using
this clustering method.

A logically centralized controller is required for a software-defined sensor
network. The controller may not have to be a standalone node from the perspective
of the network. The control logic should be incorporated based on the base station,
according to our proposal. The sensor nodes in a software-defined sensor network
do not want to undertake routing decisions. Rather, they transmit packets to another
cluster head or base station based on the routing table that the base station generates
[2]. Figure 5 shows to put it another way, the controller (in the base station)
determines which routes are indeed the greatest based on application-specific
parameters. The main objective of integrating the SDN [6] and WSN is that the
SDN controller manages the CH nodes and forwarding strategies wholly rely on
the controller, link between the nodes is controlled, and the forwarding path can
be changed and adjusted by the nodes of the controller. There are two main stages
carried: Network Building and Data Gathering [5].

— Network Building: In the first stage, since the controller does not know the
network, the nodes must transmit their state information to the controller namely
their name, location, residual energy, and email address, and enroll themselves
with the controller.
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Fig. 5 Software-defined wireless sensor networks

In the second stage, the controller performs three actions based on the informa-
tion obtained. The controller firstly splits the network into the uniform clusters;
secondly, the controller chooses a CH for every cluster based on the node’s
location; thirdly, the controller produces the routing table for all of the CHs,
informing the CHs of the next path for transmitting data to the BS.
In the third stage, the cluster outcomes and routing tables are forwarded to the
CHs by the controller. The id of CH and the id of members in the cluster are
included in the cluster outcomes. Lastly, the CH declares its own identity to the
sensor nodes in a cluster, and the sensor nodes must react to the CH for the CH
to recognize the cluster’s state and respond to the controller afterward [7, 22].

— Data Gathering:
Firstly, as per distinct needs, users set unique trigger conditions for distinct
sensor nodes. Secondly, the BS sends the user’s configurations among all sensor
nodes, and each sensor node, therefore, configures itself. The sensor node begins
sending data to its CH once the condition is met. The CH gathers and merges
the data before passing it on to the following hop. Since the data transmitted
by the sensor node is appropriate for the user’s needs, the CH assigned by the
controller’s routing table does not need to align the sensor node data with the
flow table. We inject the FlowVisor into the BS to achieve the target because the
user can use unique controllers for various applications. The data from sensor
nodes to CH contains not only the collected data but also the residual energy of
the sensor nodes themselves.
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3.2 Cloud Computing in Wireless Sensor Networks

WSN was configured to gather information in the actual world, while cloud
computing (CC) is configured to be data-centric and provides powerful interaction
with the external world [10]. When the gathered information is no longer useful,
many companies face a problem. At a certain stage in the future, these data could
be used for statistical, advanced analysis, or other purposes. The architecture’s goal
is to facilitate data transmission from the WSN to the cloud computing system so
that critical data can be completely exploited. Using WSN and cloud computing
technologies, a realistic, accessible, and dependable Agricultural Environment
Management System (AEMS) was designed.

The benefits of using WSN and cloud computing are quite obvious that these two
technologies can be merged to permit for sharing and examining the sensor data in
real time. Furthermore, over the internet [1], this merging permits for facilitating
the sensor data so that the data sensed can be examined properly not locally but
anywhere in the world. Therefore, merging of these two technologies offers some
benefits with the massive number of distinct applications, namely:

1. Transport Surveillance: For traffic management, electrically operated plate
recognition, tollway management, emergency vehicle warning, adaptive traffic
signal management, and other applications. Sensor data gathered by the cloud
service will enable users to create an overall traffic analysis that could be
dynamically modified [12]. These data may be used for a variety of purposes,
including vehicle classification, braking systems, and automated toll gates,
among others.

2. Weather Prediction: Environmental sensor data is an illustration of a so-called
big data problem that cannot be easily handled utilizing conventional database
methods rather can be viably solved utilizing the cloud’s limited vast computing
capacity.

3. HealthCare: Sensor networks have been commonly used in a variety of health-
care applications, not just in hospitals [8]. In general, there is still growing
progress in promoting personal and portable devices for ongoing health surveil-
lance and, as a result, improved life quality.

3.3 Named Data Networking (NDN) in Wireless Sensor
Networking

The recently developed Named Data Networking (NDN) framework, which is a
content-centric networking framework, is considered one of the most important in
the scientific community. NDN communicates several principles with data strategies
for WSNs, which have been suggested since the initial 2000s the basic principle is
to separate sensed data from nodes’ identity [21].
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The advantages of using NDN in WSN include:

WSNss can find NDN to be a viable solution. Likewise, its capabilities are well
suited to the use case scenarios and applications that are built on the top of sensors,
with their respective possible limitations.

— Easy to access the data: In large-scale WSNs, structured naming enables
information exploring and extracting can prepare the data consolidation easier.

— Expandability: The framework is especially useful for retrieving data from var-
ious nodes in a surveillance environment. NDN avoids data quality deterioration
as the number of concerned nodes grows by exploiting the broadcast wireless
medium and implementing lightweight techniques of forwarding.

— Caching: The content cached at multiple nodes (depending on their storage
capacity) can be accessed even when communication is unreliable (e.g., due to
low-power operation).

— Development of application: Applications can requisite for the data in a
content-centric manner irrespective of the information’s physical location, mak-
ing it accessible to them.

4 Research Issues in the Integration of WSN and IoT

Although WSNs are better suited for use as an incorporating technology for IoT-
based applications, there are a few problems to recognize that are outlined below:

1. Protection: There are a few safety concerns with sensor nodes. To avoid physical
attacks on configured sensors especially for military applications, the sensors
must be inconspicuous to attackers, which is difficult to accomplish because the
only alternative is to minimize the size of the sensors, limiting their resources.
The self-organizing structure of sensor nodes can enable some of them to act
intentionally, causing WSNs to malfunction. Currently, the alternative to safety-
related problems is to adopt cryptographic solutions such as encryption, but the
challenge is difficult due to the sensor’s low energy and storage.

2. Efficiency of Energy: As previously stated, the design of the area where

the sensors are mounted (e.g., no-land, man’s border areas, etc.) can prevent
the batteries from being recharged. As a result, developing energy-efficient
algorithms for WSNss is indeed an area under research.
Quality of Service (QoS) specifications: As with Web or conventional wired
architecture, enforcing QoS requirements for WSNs used by several applications
is still a work in progress. Sensor nodes may not have been able to meet the
rigid QoS specifications associated with many actual IoT applications due to
their flexibility and changing network topology.
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5 Conclusion

The internet of things (IoT) is a new concept that seeks to integrate the smart
physical devices in such a way they can deliver intelligent services to the users.
Wireless sensor networks (WSNs), which are linked to the internet of things (IoT),
are beneficial networks for tracking, detecting, and sensing various environmental
activities. Sensors are crucial in the design and implementation of any WSN. This
chapter aims to develop the integration of WSN and IoT in a single domain.
Discussed the evolution and growth of WSN and IoT in the real world, later
we described the applications of WSN and IoT in different areas, and then the
technologies used in the integration namely SDN with WSN, Cloud with WSN,
and NDN with WSN explain how these different technologies integrated to achieve
the basic objective. Lastly, the research issues/challenges are discussed arose in the
integration of WSN and IoT.

Key Points

1. Wireless sensor networks (WSN) are a class of networks where the nodes
are sensor nodes, the nodes that sense and have the capability of sensing the
massive number of sensor nodes where every node is furnished with a sensor to
identify the physical phenomenon that occurs around them.

2. Wireless sensor networks (WSNs) have been there since 1980s, whenever the
US Defense Advanced Research Projects Agency (DARPA) was in charge of
the distributed sensor networks (DSNs) system for the army.

3. The concept of the IoT arose concurrently with the creation of WSNs. Kevin
Ashton developed the word “internet of things” in 1999 that describes the
distinctly recognizable objects and their digital representations in an “internet-
like” framework.

4. WSN is considered as the subset of IoT. IoT exists higher than the WSN;
therefore, WSN is often the technology used within the IoT system.

5. From 2020 to 2027, the global manufacturing wireless sensor network market
is anticipated to achieve a CAGR of 25.2%, between Dollars 4560.2 trillion in
2020 and Dollars 9780.5 trillion in 2027.

6. A wireless sensor network is a collection of different sensor nodes, and these
sensor nodes wireless networks are comprised of various components.

7. For medical applications, there are different categories of sensor networks
implanted, wearable, and environment-embedded. Implantable medical equip-
ment is those that have been embedded into the human body.

8. The role of the forest to human life and the earth’s natural cycle of the
atmosphere are inextricably linked. Afforestation has become increasingly
important as a result of urbanization.
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9.

10.

11.

12.

13.

A logically centralized controller is required for a software-defined sensor
network. The controller may not have to be a standalone node from the
perspective of the network.

The main objective of integrating the SDN and WSN is that the SDN controller
manages the CH nodes and forwarding strategies wholly rely on the controller,
link between the nodes is controlled, and the forwarding path can be changed
and adjusted by the nodes of the controller.

The benefits of using WSN and cloud computing are quite obvious that these
two technologies can be merged to permit for sharing and examining the
sensor data in real time. Furthermore, over the internet this merging permits
for facilitating the sensor data so that the data sensed can be examined properly
not locally but anywhere in the world.

NDN communicates several principles with data strategies for WSNs, which
have been suggested since the initial 2000s the basic principle is to separate
sensed data from nodes identity.

WSN s are better suited for use as an incorporating technology for IoT-based
applications, and there are a few problems to recognize namely protection,
energy efficiency, and quality of service.
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1 Introduction

Smart cities are the ones which use technology to provide services according to
the activities and tastes of the citizens to improve the quality of life. This is done
through making informed and better decisions by acquiring data from numerous
sensors and developing systems to analyse them in various aspects to provide a
comprehensive knowledge on the behaviour of people. Businesses flourish, quality
of life improves and, consequently, the people are happier. But these do not come
without compromises and challenges. The diversity in the nature of residents, their
differing needs and requirements and available technology all play an important role
in deciding the feasibility of service implementation in a smart city.

According to the McKinsey Global report, cities are occupied by more than 50%
of the population now, with a steady increase towards an additional 2.5 billion new
residents by 2050. These increasing populations increase environmental pressures
and infrastructure needs, and to provide a better quality of life, it is essential to have
real-time data [1]. Smart cities are the only solution since they provide better living
conditions and are more responsive.
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The essential areas where smart cities are expected to provide better performance
are:

. Healthcare

. Transportation and mobility

. Security

. Services and utilities

. Economic development and citizen engagement

DN A~ W -

Out of this, citizen engagement covers the facilities provided by the city
administration to engage the citizens, whether it is education or entertainment.
Smart cities nowaday come with packaged recreation centres and serve a diverse
set of citizens. The engagement required for a child will be different than that
required for an adult or an elderly person. The same can be applied on all aspects of
developing a smart city service. The difference also can be found in the requirements
of diverse groups based on gender, economy, education and culture. This chapter
discusses the various types of recreation to be built in a smart city environment and
provides a technology for on-demand, choice-based recreation facility.

2 What Is Recreation?

Recreation has been considered an essential part of human life from the stone age
to current age. Even walking, which is a day-to-day activity, becomes a recreation
if it is carried out without a destination in mind and with different outcomes than
just reaching a place. The recreation can be physical or cognitive but both bring
out similar benefits. Recreation is a great stress buster, and activities like hiking,
trekking, jogging and other games not only help in increasing the metabolism and
physical health but also increase mental wellness. They relieve the mental fatigue
which sets in through our regular responsibilities and works and rejuvenates us, thus
creating happiness. Without recreation, life would be dull and miserable.

Humans are social beings and they live in communities. Recreation provides a
great way of increasing social relationships, introducing inclusivity and empathy
and, thus, paving the way for cultural tolerance. In an increasingly complex
world, more and more importance is placed for recreational activities, which can
be perceived by the highly successful theatre industry, gaming industry, severely
competitive international games and races and greatly enjoyable theme parks. When
we think about the outcomes, in addition to the customers, we should also consider
the livelihood these industries provide to the millions of people working for them.

If we look at the history of recreation activities, mobility has been one of the
most chosen recreation activity. People who go for excursions visiting attractive
destinations use various modes of mobility, such as railways, bicycle, automobile,
aeroplane, etc. This recreation activity had a direct impact on the economic growth
of the geographical location and leads to the growth of the tourism and hospitality
industry.
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It was reported that there were British rail companies that could exclusively put
special trains for excursions in earlier days. The surge in travel activities had a great
impact on the increasing demand for consumer products as people would travel to
places as part of recreation and shop for souvenirs or go to restaurants for delicacies
unique or popular to the destination.

The above points show that recreation is something which can be a central
component to ensure the health of individuals as well as a community. We find that
gated communities often house a recreation centre with indoor and outdoor games
for children and adults alike. So from being a nice-to-have amenity, it has become a
must-have in communities. For this reason, instead of simple non-technical games,
technology is now creating a plethora of games for children and adults alike.

2.1 Types of Recreation

Recreation falls into two broad categories —active and passive recreation. Active
recreation involves our direct participation, like playing games, walking, hiking,
trekking, reading, etc. Passive recreation is something we do not take part in but
watch to be entertained, like movies, plays, nature, etc. This chapter discusses the
various types of recreations, impact of technology on the old recreation activities
and the recent increase in technology-based games and recreations and its impact
on the economy and society and the challenges in developing and using them.

Apart from being broadly categorized into active and passive recreation, the
activities can further be divided based on various factors:

e Nature of outcome: Relaxing, learning, keeping physically fit, product making
Sample activities: Reading, watching plays and movies, visiting museums,
hobbies like collecting antiques, stamps and coins, walking, trekking, swimming,
painting, candle making, wood working
e Number of people involved: Individual, family and friends, teams from various
places
Sample activities: Skiing, surfing, ice skating, dancing, family games, sports
activities
* Nature of activity: Indoor and outdoor, organized and unorganized
Sample activities: Playing with children and pets, gardening, parties, ban-
quets, picnics
* Requirement of tools: Specific tool requirements, technology requirements, no
tools or technology
Sample activities: Digital games using phone apps; team sports like cricket,
hockey, etc.

Figure 1 shows the types of recreation with sample activities and their intercon-
nections. Though there are many overlaps in the above categories, these cover the
activities that society has understood as recreation. The general outcomes of all these
activities can be towards the benefit of the individual’s physical and mental fitness,
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Nature of Outcome Nature of Activity
Purely Entertaining Indoor
Watching Movies, Indoor Games,
Sports, Plays, Relaxing Watching TV,
in Parks etc. Relaxing with Movies
Edutainment SMART Outdoor
Visiting Museums, RECREATION Skiing, Gardening,
Science Centers TYPES Picnics, Sky watch
Individual Use of Tools
Swimming, Surfing, Phone and Video Games
Fishing
Team Based No Tool Usage
Organized Sports, Play with Children Pets,
Games, Training Interaction with Friends,
Classes, Dancing Etc. Nature Watch
Number of Requirement of Tool

People

Fig. 1 Types of recreation in a smart city environment

but they also contribute towards societal well-being and economic development.
While recreation activities reduce stress and improve confidence and creativity, they
also provide commercial value. For example, hobbies like art and craft making can
produce commercial value products, thus providing a business for the person making
them. Sports activities and outdoor recreations are definitely increasing the economy
of the country by attracting tourists and visitors to the area. Movie making and theme
parks are becoming high investment businesses with excellent returns.

While a smart city is expected to have monitored pay-and-use operations like
smart waste management, smart transportation and smart information management
systems to cover the requirements of the residents, it is also important to plan the
city with pay-and-use recreational facilities like smart parks, smart science and
technology museums and smart outdoor activity areas. This requires infrastructure —
not only physical infrastructure but also social, economic and institutional infras-
tructure. The residents are to be educated on the usage, maintenance and safety
measures of the smart systems, which is essential to sustain the systems.
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2.2 Evolution of Technology in Recreation

Smart city recreations can be classified into home entertainment and outdoor
entertainment — both individual and team based. Recreation which first impacted
the home leisure is the musical entertainment. In the 1920s, when radio came to
the commercial market, it was brought as a home entertainment system. It was
monitored and controlled by a household person, usually the head of the family,
and the recreation was limited to specific timings. But this type of homogenous
experience was not relished by the younger generation who wished to have control
of their own recreation. The same thing happened with television sets which brought
about the audiovisual experience.

But on demand, entertainment was the need of the hour in a world starting to
move from joint family structure to nuclear family structure, owing to the movement
of people from their native places to pastures new in search of jobs. Technology also
has grown so much that on demand, choice-based and point-to-point entertainment
is possible. Digital technologies have transformed home-based leisure into digital
leisure and have changed the interactions between household members and other
friends in the immediate circle [1]. In addition to increasing the exposure to different
experiences, the homogeneity has decreased and control-based heterogeneous on-
demand experiences are possible [2].

Reading is an important leisure activity, especially among the older generation.
Technological advances have brought about ereading tools like Amazon Kindle,
which took the world by storm when it was introduced in 2007. Similarly, the
parallel advancements in hardware development has increased the use of these tools.
Touch screen tablets and e-readers have changed the way the reading activity was
perceived by people for both education and leisure purposes [3].

Cheng Cheng et al. prove that online leisure activities lead to marketing
opportunities based on the behaviour of the customers — those who shop online
without initial intention. This proves that online leisure activities help companies
increase their sales [4]. Laura Rojas Francisco suggests that a study on these leisure
activities can lead to the development of new digital technologies for social leisure
activities and new devices for running these devices since the nature of the demand
and the leisure differs from person to person [5].

Hojer and Wangel explain two different approaches to build a smart city using
the technologies available to sustain the smart city services —top-down approach
and bottom-up approach. The top down approach is the one where we take the
available technologies and provide services, and the bottom-up approach is more
customer oriented where the requirements are first thought out and the technologies
are applied and developed as required. Their view is that the interconnectivity plays
an important role in making a city smart [6].
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3 Business Opportunities: Smart Tourism

Tourism is an important business deciding the economy of various destinations.
Smart tourism has become an accepted concept in this digital era since the users
now expect to learn about the place they are visiting and try to extract as much
experience as possible within a short time. Connectivity is the core of smart
city, and smart tourism draws the attention of people to the different attractions
of the city through connectivity-based information communication technologies
(ICT). The technology-based availability of the real-time information increases the
possibility of business opportunities which rely on tourism, like services and goods,
transportation and entertainment. The various businesses that can be enhanced
through new opportunities created by a smart city are sales of household and
individual goods, taxi and other means of public transportation, restaurants and
hotels and edutainment centres like museums, zoos, theme parks, amusement
parks and a whole other gamut of related small businesses. They also provide
job opportunities for thousands of people, increasing real estate and production
businesses.

Tourists have heterogeneous preferences, and many of the smart cities which
concentrate on tourism have been trying to provide cultural immersion for the
tourists by creating customized travel experience with comfort [7]. For example,
Anaheim is identified with Disney World, and Dubai and Singapore are preferred as
shopping destinations. Governments of countries like China, Japan and Australia are
heavily funding the rapid development of new technologies to showcase their iconic
tourist attractions and thus create an enriched tourism experience. Ulrike Gretzel
et al. say, this leads to competitiveness and collaboration among the technology
developers, service providers and infrastructure developers [8].

Technology-based recreation: To provide for the increasing urban population
and visitors to the city, a city has to manage and integrate various city services
and improve the quality of life. People from rural areas migrate to cities in search
of jobs and income. Though most of the cities have e-tourism as a service, smart
tourism is yet to evolve. E-tourism requires only the information and communication
technologies and the connectivity, while smart tourism requires sensor-based real-
time optimization to provide the required immersion experiences for the visitors.
Here the infrastructure has to be developed with both hardware and software. Here
the difference is providing value additions during the visit rather than the pre-visit
and post-visit experiences, which is important for e-tourism.

According to the International Telecommunication Union of the United Nations,
globally almost 85% of the population has access to 4G networks while 93% of the
population has access to a mobile broadband network in 2020 [9]. But even now
e-tourism has been flourishing all over the world only in developed countries. The
important difference between e-tourism and smart tourism is that smart tourism uses
real-time data from the sensor to give the best immersion experience for the user
while e-tourism uses only the database and the connectivity to create the experience.
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Figure 2 shows the smart tourism process, where the sensor-based data goes
in to the data repository. This is the real-time data retrieved from sensors like
GPS, camera, scanners, robots, etc. For example, the cameras fixed in the junctions
provide real-time data on the traffic in that particular place, thus helping the people
select an alternate route if they want to. Leo Foster et al. describe the inner city
recreational facilities developed in Lowfield Park in Sheffield, UK, a City Council—
maintained Athletes stadium called FieldLabs, which contains the ICT facilities
with hardware infrastructure. Automatically timed sprint and running tracks along
with the gait analyser provides the immersion facilities necessary to impact the
inmates to take up physical activity [10].

Figure 3 shows the smart tourism outcomes. This gives an overall picture of how
the data are essential for smart tourism to operate

Figure 4 shows the smart recreation ecosystem, which provides the complete
picture of the hardware and software technologies as well as the people, businesses
and economy involved. According to Boes et al., the smartness comes with two
aspects — hard and soft, where hard smartness is the use of information technologies
while soft smartness is the interaction of businesses, people and government,
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Fig. 4 Smart tourism ecosystem

utilising these information technologies and sustaining the smartness of the place
[11]. The consumers or tourists are the deciding factor of the smart destination level
of the city, and it is important to improve the quality of life for the residents too. This
is what the ecosystem indicates. All are interwoven, and the data gathered from the
tourists not only should be used to increase the satisfaction level of the tourists but
to improve the amenities, businesses and the general quality of life [12, 13].

The mobile app is the user interface, and it provides the connection and data
about the preferences of the users. During the planning phase of the visit, the user
chooses the recreation activity. First, the user must ensure the particular mobile
application to be installed on the mobile. A good network connectivity is essential
for the mobile app to work. The user shall enter all the personal details and contact
details, further moving to the next page, where the user shall enter the details of
the visit, the dates of the visit and the number of persons, including their name, age
and other details. Following this, the user will be directed to any page where the
essentials like transportation, food or accommodation can be selected.

In the subsequent pages, the application can capture all the interested areas of
recreation of the user, like the interest to visit various sightseeing locations in the
area and nearby locations, shopping areas, exhibition and fairs, restaurants with
choice of food types and type of nutrition.

Further, the user can engage in various relaxation and wellness facilities, like
meditation, yoga, spa and rejuvenation therapies, as these are some of the very
popular recreation activities.

Next, the application shall update the user with some of the special attractions,
year-round attractions or even customized attractions, thereby enhancing the expe-
rience of the user. The app can connect with the official pages of attractions, which
will allow the user to book the date, time and number of persons; ticket required
and possible discounts or offers, including the payment gateway, making hassle-free
recreations for the user at the destination. Further, the possible modes of transport,
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both public and private, for visiting the attractions can be listed along with the
connections to the respective official pages.

An example of the data that will be collected while the user is planning to visit
an attraction and wishing to book a ticket is given here:

Page I: About the user:

Name:
Age:
Contact details:

Page II: Details of visit

Dates of visit:

Number of persons:

Age of accompanying persons:
If accommodation is required:
If transport is required:

Page III: Interests of the user:

1. Attractions
Shopping
Food
Relaxation
Others

S

Page IV: Attractions available for the dates:

1. Special attractions
2. Year-round attractions
3. Customised attractions

Page V:

Booking required for attractions?

Connect with the official pages of attractions
Date, time and no. of tickets

Any special offers

Page VI: Transport for visiting the attractions required

The weblinks to public and private transports are available and the booking can
be done by connecting to the webpages of the transport.

Page VI:
List of recreation centres with accessibility, for children and old people

To strengthen the user-friendly aspect and the optimization of response time and
in order to have more information on activities, preferences as well as problems of
the users, the development of a chatbot tourism proves necessary.
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In the recent scenarios, the chatbots based on artificial intelligence (Al) are
playing a very important role in modelling a virtual assistant by text, also by
voice. Based on the the user’s preferences as well as the tourist database of each
destination, the chatbot will provide suggestions on measures, allowing better
performances and a good decision-making for the user and help them enjoy every
moment of their journey.

The SmartTourismBOT is developed with natural language processing (NLP),
which is a major pillar of artificial intelligence and will be an ideal tool for
understanding the context of discussion and self-assessment and improvement over
time. And to overcome the barriers of languages, the proposed chatbot will be multi-
lingual (Fig. 5).

The chatbot is based on NLP (Natural Language Processing) and NLU (Natural
Language Understanding) to understand the user’s command and generate an
adequate response. NLP in turn makes it easier to read, decode and understand the
language.

Firstly, the user’s command is received through the microphone and then
translated into text via the speech-to-text module. Secondly, the text is processed
via NLP according to a syntactic analysis and a semantic analysis.

» Syntax analysis involves identifying the grammatical rules in a sentence in order
to decipher its meaning.

¢ Semantic analysis, based on artificial intelligence and deep learning, directly
deciphers the meaning of a text using algorithms to analyse words and sentence
structures.

Once the processing is complete, the result is compared with the platform’s
database to collect the information that serves as a response from the user’s com-
mand. This text response is translated to sound through text-to-speech conversion
and transmitted to the user.

The smart tourism ecosystem is based on three elements — innovation, experience
and economy. These three elements are closely related to one another and provide
the basis for the objective of smart cities. The core of this ecosystem is the data
developed and the connectivity available. But the data sharing has its pros and
cons, which might affect the outcomes. While the data sharing is essential for
understanding the needs of the customers to enhance innovation, this also provides
concerns on the security aspects of the people and property [14]. Continuous
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monitoring of the movement of people is considered to be a breach of privacy,
and it also creates a basis for tracing the weak points of security by the anti-social
elements. But the planners of the smart city models also plan for security systems
to increase the safety and security and encourage innovations for the same [15].

The interconnection between the satisfaction level of the tourist and the develop-
ment of businesses and economy is a straight one. Smart tourists always go for smart
destinations, and the experience is considered to be a smart experience [16]. This is
done with the help of technologies which can personalize and provide information
aggregation through ubiquitous connectedness and real-time synchronization of the
data [17].

Smart businesses: The experience of the tourist for attractions includes pur-
chasing some souvenirs from the smart destination which might portray something
related to an attraction or the iconic symbol of the place or some special indigenous
products exclusively made in the area [18]. All kinds of small businesses with
innovation behind the objective have been relished by tourists and have enhanced
their experience [19, 20]. For example, the experience shared through photographs,
feedbacks, reviews and social media feeds have greatly increased the awareness on
this as a smart information technology business. This innovative mechanism has
been successfully applied to supply businesses to enhance the shopping experiences
of the tourists.

The increase in shopping also increases all peripheral businesses and attached
ancillary businesses, and many small-time sellers and service providers in the local
communities are the beneficiaries. The cultural immersion provided by the shopping
experience is important for increasing the economy as well as the visibility of the
place as a “Smart Destination”. The other businesses that will be benefited by
the ICT in tourism are the restaurants, photography, small and exclusive souvenir
businesses.

4 Innovative Technologies in Smart Tourism

Technologies used in earlier days for scientific or military purposes have now been
used to provide recreation. Some of the technologies are even customised for these
recreation activities, i.e. basically the user can select the recreation activity. This
generally happens when we do online shopping. The user downloads an application
for shopping. Once the user starts to browse through the various catalogues and
pause for a certain item, the artificial intelligence (AI) technology captures the user’s
preferences and machine learning (ML) happens. Next time the user opens the same
application or any similar application, the preferred choices of the user pop up with
offers, availability of sizes, colour options, price range, brands, etc. in the apparel,
footwear section or any previously visited items. The use of Al and ML has been
a boon to the retail industry and hence has also been a recreation activity for many
users, especially in the case of virtual fitting rooms, which use augmented reality
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technology, and hence online shopping is considered as a recreational activity with
all versatile options open for the users.

Smart cities around the world boast a plethora of technologies to cater to the
various needs of both tourists and locals. In public transportation, the websites
provide the timing and destination of the transports, which is very common.
One other earlier known recreation activity was photography. Here simple camera
technology was used and thus photography became a very popular recreational
activity and in turn led people to go globetrotting to capture the tourist attractions,
natural landscapes, hotels and resorts, cultural experiences, outdoor adventures and
wildlife.

Aerial tramway, or more popularly known as cable car, which started as an
alternate mode for conventional urban transport, has now become a recreational
activity, the technology of electrically propelled steel cables has also led to other
recreational activities like riding on roller coasters. But innovation in some of the
smart cities provides additional attraction. For example, interactive bus shelters,
where the tourists can enter their destination and the shelter kiosk can provide the
available buses which will stop at that particular shelter and their timings of arrival,
the availability of seats in them, whether passes are allowed in them and the cost of
the ticket. This will help the tourist get the exact change for the ticket or the pass
and decide whether the wait will be too long or short. The tourist can also ask for
alternate routes/means of transport if buses are not available.

Many eco-friendly cities provide bicycles to anyone with a credit card to pay
for them. Apps are developed and the bicycles are available in many part of the
cities where the user can use the kiosk to rent a bicycle and use it. The return of the
bicycle can be done in any of the places where the bicycle rent centre is available.
This provides a low cost and convenient method of touring the city at their leisure,
and convenience is the key.

Information exchange is an important aspect of smart tourism from the business
perspective and the management perspective. As long as all the stakeholders are
well connected, the information flow will be smooth and will cater to an effective
and efficient smart tourism management. Dynamic linking of all stakeholders and
processes will require a strong infrastructure and a better information exchange
mechanism. According to Tomas Gajdosik et al., sharing of data will lead to
communication costs and increase the opportunity for better economic development
[21].

The buying capacity of people has increased in recent years, leading to the
mushrooming of shopping complexes, housed within huge buildings or areas.
Navigating within these complexes is really complex, and nowadays, most of the
complexes have digital navigation tools available for the visitors. When visitors
enter the complex they can connect to the app and get information on the businesses
available, location of the shops, services and goods available and the directions
to any of these. Smart apps can find the buying habits of repeating visitors and
provide suggestions on related businesses, discount offers available and review of
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Fig. 6 Components of smart city recreation

the products. This information will be used for further refining the efficiency of the
app [22].

4.1 Accessible Technologies

Accessibility is a worldwide requirement since language diversity poses a problem
in communication between communities. Amsterdam provides translation for the
roadside signs and other directions to help tourists. Most of the smart cities will
have charging points for mobiles at the attractions, and wheel chairs are available
for the mobility of impaired people. Attractions also have personal translator devices
available for a cost which will talk about the history and the development of the
place in English or some other language popular in that country. Singapore has an
online platform called “Virtual Singapore” which helps tourists by educating them
about the government policies and potential risk management [23, 24] (Fig. 6).

Sauro vicini et al. show using the development of City of the Future Living
Lab how the user-driven open innovation ecosystems can evolve new concepts in
a smart city environment and enhance the user experience [25]. According to their
argument, interactions between the services and users are the potential stimulant for
the development of new technologies. Hence, for the rehabilitation centres catering
to old age and the differently abled, a smart city environment will be the best because
of the evolving technologies. The speech recognition systems can be enhanced to
provide noise-filtered user experience for people who are hard of hearing.
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5 Challenges in Building These Systems

There are many innovations required for building these systems, which also bring
in many challenges. The first and foremost challenge any smart city project faces
is raising enough funds to create all the facilities required. A smart city can be
functioning as a smart one by providing the basic and essential technologies for
mobility, operations and interconnectivity. So how smart is called smart? It is not
enough to have a basic infrastructure for providing sustainability for the inmates
as well as the city operations. The smartness of the city can be sustained only
by providing a continuous inflow of tourists and businesses, which will ensure
the economic development. This requires an all-round development of technology,
infrastructure and management and the necessary strategy to raise the funds [26,
217].

Apart from funding, the next challenge might be in the planning and develop-
ment. A smart city will not be developed from scratch, which means that the existing
infrastructure has to be somehow utilized or retrofitted to create smartness. The most
important is to determine the weak areas, like the availability of basic amenities like
water supply, waste management and sanitation. The existing structures are to be
modernized to achieve efficiency and smartness using technologie, redesigned to
accommodate the increasing population and businesses and maintained to attract
the steady flow of floating population [28].

One more challenge might be drawing a layout or a masterplan which provides a
list of developmental activities and enhancement activities based on the availability
of facilities and amenities. The master plan will be necessary to keep track of the
city development and determine where the speeding up needs to be done.

The next challenge is the effective coordination of the various institutions
providing amenities both on the local level and central level. Government agencies
should ensure smooth operations by providing clearances in a timely manner, and
other institutions should coordinate and share the best practices and service delivery
processes. Technical constraints like non-availability of technology to cover the
connectivity of all regions in the city, cost-effectiveness of the technologies available
and coordination of software technologies supplied by the different vendors are
some other challenges. The final challenge may be educating the residents and the
visitors about the safety measures and building a reliable service utility for water,
electricity and connectivity services like mobile networks and broadband services.
Shifting towards renewable resources and developing green infrastructure might
mitigate part of the challenge [29].

6 Conclusion

Building smart city and maintaining it using the technologies provide economic,
social and cultural development for a country and community. The sustainability
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of a smart city depends on the availability and maintenance of technology, services
and operations. Building a city development plan and an inclusive innovative model
at the beginning will help the development of the smart city without mishaps.
The model will bring out the basis for smart destination requirements, and for
sustainability, an internal coordination of all stakeholders is very much essential.
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