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Preface

Welcome to the proceedings of the 17th International Conference on Mobile Web and
Intelligent Information Systems (MobiWis 2021), which was held online this year due to
the ongoing COVID-19 pandemic. Organizing an online conference confronts a number
of challenges for both participants and organizers due to the diversity of technological
tools being used and different time zones across the globe, nevertheless we were hopeful
that the conference would run smoothly without any major problems.

The Program Committee put together an interesting technical program which
included papers covering emerging topics in the areas of mobile web and intelligent
information systems. The area of mobile web has gained significant attention from
users, researchers, developers, and technology providers due to the increasing use of
machine learning and other artificial intelligence techniques for developing mobile web
applications. This is evidenced through the enormous use of mobile devices such as
smart phones, tablets, and wearable devices in businesses, public and health services,
and various smart cities applications. The role of mobile web technology and intelligent
applications during the current pandemic has already demonstrated their significance
and inspired researchers to find innovative solutions for various challenges that have
emerged.

Practitioners in the research and development community face enormous challenges
as they attempt to gain insights from highly complex mobile web infrastructure and to
design effective solutions that can benefit users as well as technology providers. The
MobiWis conference therefore aims to advance mobile web, intelligent information
systems, and related mobile technologies from both research and practical applications
perspectives. It includes interesting and timely topics such as mobile web systems,
recommender systems, security and authentication, context-awareness, advanced mobile
web applications, cloud and IoT, mobility management, mobile and wireless networks,
and mobile web practice and experience.

This year, MobiWis attracted many high-quality submissions from across the globe.
All submitted papers were rigorously reviewed by members of the Technical Program
Committee. Based on the reviews, 15 papers were accepted for the conference, which
is around 37% of the total submissions. The accepted papers covered a range of topics
related to the main theme of the conference, including mobile web and apps, networks and
communication, security and privacy, cloud and IoT computing, web applications, and
various mobile web technologies. They also included papers on practical applications of
technologies in areas of healthcare, government, Bitcoin, education, and eco-computing.

Many people have contributed their time and efforts to the organization of MobiWis
2021. The success of this conference is truly attributed to all the people who invested
serious efforts in its smooth running. We are sincerely grateful to the Program Committee
who provided timely, constructive, and balanced feedback to the authors. We are also
thankful to the authors for their contributions to the conference.

We sincerely thank the general co-chairs, Thanh Van Do and Stephan Béhm, and the
local organizing chairs, Flora Amoto and Francesco Piccialli, for their help and support.
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Our sincere thanks also go to the Springer LNCS team for their valuable support in
the production of the conference proceedings.

August 2021 Jamal Bentahar
Irfan Awan

Muhammad Younas

Tor-Morten Grgnli
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Abstract. The world is ageing fast and the need of efficient digital solution
enabling elderlies to age at home is getting urgent. Unfortunately there is so far no
such a solution which is sufficiently efficient, customizable, secure and reliable.
This paper presents a solution called Ageing@home which is efficient, easy to
deploy, privacy preserving, unobtrusive and customizable by making use of mil-
limeter wave sensors, 5G network slicing and open unifying IoT platform. The
paper provides a detailed description of the advantageous use of the millimeter
wave sensors and present the proposed 5G network slicing alternative. An open
unifying IoT platform capable of bridging diverse heterogeneous IoT devices from
different vendors is also introduced.

Keywords: 5G mobile networks - 5G network slicing - mmWave sensors -
Unitying IoT platforms - Assisted living - Elderly care - Home based elderly care

1 Introduction

As the world population is getting older every day, challenges are increasing both for
the elderly citizen but also for countries all over the world [1]. To meet these chal-
lenges multiple digital making use new technologies to provide necessary needs and
assistance to senior citizen such that they can age comfortably, safely and securely at
their home. This is by far the most economical and sustainable solution for the whole
society. In Europe, the Ambient Assisted Living (AAL) Programme [2] has as objective
the development and use of new technologies to allow elderly and disabled people to live
comfortably at home, improving their autonomy, facilitating daily activities, ensuring
better security, monitoring and treating sick people. Similarly, in the Nordic countries
including Norway, Welfare technologies [3] have been proposed to provide better ser-
vices for the elderly living at home but mostly at nursing homes. Unfortunately, although

© Springer Nature Switzerland AG 2021
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promising all existing solutions are not adopted because of multiple weaknesses such as
instability, configuration complexity, installation difficulties, fragmentation, lack of user
centricity, and security and privacy issues. In this paper, we present Ageing@home, a
welfare technology solution, which addresses the mentioned weaknesses by combining
latest advances in three technology fields namely sensors, mobile communication and
Internet of Things (IoT). The paper starts by a summary of the requirements on Age-
ing@home followed by a clarification of the limitation of current eldercare solution.
Next is the conceptual architecture which enables a flexible and adaptable inclusion of
welfare technologies and services based on individual needs. The main part of the paper
consists of the detailed description of the three fundamental technology components of
Ageing @home namely millimeter wave sensors, 5G network slicing and unifying IoT
platform. A description of a partial proof-of-concept implemented at the Secure 5G41oT
lab at the Oslo Metropolitan University is also given to complete the presentation of our
Ageing @home solution. The paper concludes with some suggestions of further works.

2 Requirements on the Ageing@home Solution

The majority of people want to live at home as long as possible because they will have
the feeling of independence, comfort, safety, security, joy and happiness. In addition and
quite importantly, by living at home, the seniors will put less pressure on the healthcare
system at the same time as the incurred costs are by far lower than the ones at the nursing
homes. However, in order to be successful Ageing@home must satisfy the following
requirements:

It shall ensure the security and safety of elderly people

It shall ensure the privacy and dignity of elderly people

It shall prioritize the well-being and individuality of elderly people
It shall be affordable to the majority of elderly people

Although reasonable when taken for itself these requirements might be conflicting
with others and make the realization of a good Home-based Elderly Care solution quite
challenging. For example, to provide adequate security and safety protection might have
negative consequences on privacy and well-being. The prioritization of the well-being
and individuality of elderly people may raise the costs and make the Home-based Elderly
Care solution not affordable to the majority.

3 Limitation of State-of-the Art Eldercare Solutions

There are currently many research activities both in EU and the Nordic countries. As
umbrella programme there are Active & Assisted Living (AAL) programme, a European
Innovation Partnership with 19 countries and Nordic Ambient Assisted Living coordi-
nated by the Nordic Council of Ministers. In addition to numerous national projects in
European countries there are also multiple COST and H2020 projects such as Sheld-on,
Activage, Phara-on, Ghost-10T, etc. Unfortunately, so far the AAL Digital solutions has
still quite low uptake due to the following limitations:
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— Instability: Most of solutions using Wireless LAN 802.11 experience occasional loss
of connection due to interference, channel collision, coverage variation, etc.

— Configuration complexity: The usage of Wireless LAN requires also the configura-
tion of several parameters for each installation, which is error prone. Further, security
protection requires considerable knowledge and efforts.

— Installation difficulties: The installation of sensors and devices at the elderly home
could be difficult due to the furniture, time consuming and hence annoying to the
users.

— Fragmentation: The current digital solutions are “silos” applications that operating
in isolation without interworking and interoperability with each other. Consequently,
the introduction of additional services will require a full installation of hardware and
software which incurs high cost and disturbance to the elderly

— Lack of user centricity: The current digital solutions are too much technology ori-
ented [4] consisting of a bunch of technologies that are put together and offered to
the elderly without sufficient considerations of the elderly user’s preferences or the
health personnel’s opinions [5].

— Security and Privacy issues: Although it is necessary to collect data to provide effec-
tive services to the elderly these data are personal data which illegal access constitutes
a privacy violation [6]. Unfortunately, the protection of personal data is currently not
adequate. Further the use of video camera has been considered as obtrusive by elderly
who feels watched.

4 Ageing@home Conceptual Architecture

5G

Multimedia Com

5G

B

TV BroadCast

A@H App
WLAN/Zi App 1 8
/Zigbee
5G .
‘z Sensor GW [y i Caregiver DB
OpenloT
% Health Care System

5G

Elderly DB

rrl

Fig. 1. The Ageing@Home conceptual model

Sensors

To be able to accommodate all the improved welfare technologies described above
in a customized, adaptable and scalable way the Ageing@Home end-to-end solution has
an architecture represented by a conceptual model shown in Fig. 1.

Multiple heterogeneous sensors, both wearable aka on-body and ambient aka off-
body with dedicated mission are connected to an open unifying cloud IoT platform
(OpenloT) directly via 5G or indirectly, first via certain Local Area technologies such
as Wireless LAN IEEE 802.11x, Zigbee, Z-wave, etc., to a Sensor Gateway and then via
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5G to the OpenloT. The sensors collect data and upload to the OpenloT, which can then
forward the collected data depending on the need to the Ageing@Home applications
(Ageing@Home Apps), the Artificial Intelligence/Machine Learning (AI/ML) Platform
or the Health Care System (HCS), where they are consumed in various ways. At the
AI/ML Platform they [the data] are in multiple analytic tasks, especially the elaboration
of the elderly’s profile, which allow for better understanding the elderly and to respond
appropriately to their needs and mood. When necessary, the data can be anonymized
before being forwarded and stored.

The AI/ML Platform has interfaces with the Ageing@Home Apps and the HCS,
which are then enabled to invoke various analytic tasks. The interface between the Age-
ing@Home Apps and the HCS enables the Ageing@Home Apps to access the HCS
user and caregiver database and also other functionality, while the HCS can control the
Ageing@Home Apps. The Ageing@Home Apps are essential to the implementation
and provision of the targeted welfare technologies such as Digital night vision, Enter-
tainment, Event and vital sign monitoring and detection, etc. Two Ageing@Home Apps,
Broadcasting of Physical exercises and Multimodal communication, as communication
apps have direct connection with their devices, i.e. TV, PC, tablets, etc.

5 Millimeter Wave (mmWave) Sensors for Ageing@home

5.1 Brief About mmWave Sensors

As their name indicates, mmWave radar sensors or simply radar sensors are active sensors
that transmit millimeter waves to detect objects and their changes in the environment
such as heat, light, sound or motion, etc. Millimeter waves are electromagnetic radio
waves typically defined to lie within the frequency range of 30-300 GHz.

5.2 Advantages with mmWave Sensors in Eldercare

Compared with the infrared or ultrasonic technology which are commonly used in ehealth
applications the mmWave sensors demonstrate with the following advantages:

Higher Accuracy, Penetration and Reliability: By using wavelength in millimeters,
mmWave sensors are able to achieve millimeter range accuracy and to penetrate mate-
rials such as plastic, drywall, clothing, etc. They are also generally less sensitive to
ambient temperature and surrounding environment.

Better Privacy Protection: The use of mmWave sensors in the monitoring of events and
accidents is perceived by elderlies as less intrusive than cameras that are rejected by
most elderlies.The use of mmWave sensors in the monitoring of events and accidents is
perceived by elderlies as less intrusive than cameras that are rejected by most elderlies.

More Freedom of Movement: So far most of the sensors used in ehealth are on-body
or wearable sensors that although accurate and reliable have some limitations such as
limiting physical movements, detaching and attaching at bath, falling down and loss,
etc.
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5.3 The Use of mmWave Sensors in Ageing@home

Ageing @home proposes to use mmWave sensors developed at the Kajiwara lab of the
university of Kitakyushu to realise the following welfare services:

e Health and stress monitoring in living: includes the monitoring of blood pressure,
blood glucose, heart rate, body temperature [7]

e Health and accident prevention monitoring in bedrooms: includes heart attack, fall
accident, sleep apnea syndrome [8]

e Accident prevention and early accident detection in bath and toilet room: requires
special sensors that fulfil the conditions of the bathroom e.g. temperature, humidity,
pressure, etc. [9]

The wider available bandwidth of the mmWave sensors will offer high range resolu-
tion and allow smaller coverages suitable for the deployment at every room in the house
as shown in Fig. 2. The mmWave sensors are mounted in all rooms and able to capture in
a non-contact manner movement data and vital data which are sent to the open unifying
cloud IoT platform a gateway via a gateway installed in the elderly home. The data
allow not only the detection of vital anomalies upon occurrence but also their prediction
prior to occurrence such that doctors can intervene earlier. A sensing algorithm has been
developed at the Kajiwara lab.

—
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< "‘/// \\“\
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- Sleep Apnea Syndrome - blood pressure - fall accident

- heart attack - blood glucose - flooding

- fall accident - heart rate - heart attack

. and others - body temperature - heat stroke
- and others - and others

Fig. 2. The mmWave sensor monitoring system of Ageing@home

To ensure the reliability and accuracy of Ageing@home it is necessary to study and
optimize both the location and number of the sensors for each home to accommodate
their different layouts and structures. In addition, in order to cope with presence or
absence of different caregivers in the house and also with the visit times which the care
are given, it is necessary to consider and optimize the type of data to be collected and
the operating hours of the sensors.



8 B. Feng et al.

By performing these optimizations, it is possible to provide quick and appropriate
response to abnormal situations, to prevent occurrence of abnormal situations and to
reduce burden on caregivers. If an anomaly is detected, the health care system can be
notified and assistance measures can be taken and deployed. There may be a need to
consult the location information and the movement flow of elderly dementia who has
exited their home and got lost.

Movement on the bed such as getting out of bed, moving, turning over, and vital infor-
mation such as breathing, electrocardiography, and blood pressure can be continuously
monitored without contact.

Accidents in the bathroom can be fatal to the elderly living alone at home. Each year
around 17,000 people died from heat shock during bathing and minor accidents that lead
to fatal consequences. It is hence necessary to detect accidents in the bathroom quickly
but without invading privacy by using video camera. Again, mmWave sensors with high
resolution range and humid resistance have proposed to monitor and collect data in the
bathroom which are sent to the AI/ML platform for the estimation of various dangerous
state or behavior using multiple ML algorithms.

6 Ageing@home 5G Network Slicing

6.1 Brief Introduction to 5G Network Slicing

The 5th generation mobile network or simply 5G [10] is well known for its superiority
compared to 4G in terms of performance, coverage and quality of service and the promise
of enhanced mobile broadband (eMBB) with higher data speed and the support of a wide
range of services and application ranging from massive machine-type communications
(mMTC) to ultra-reliable and low-latency communications (URLLC). Less known but
not less important is the fact that 5G is a softwarized and virtualized network. Indeed, a
5G network is not made up of physical network elements as traditional mobile network
but of software virtual Network Functions [11].

UE (R)AN N3 UPF N6 DN

Fig. 3. The 5G Reference Architecture (Courtesy of 3GPP)

As shown in Fig. 3 the 5G Reference Architecture is composed of the following
Network Functions:
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On the User plane:

e UE (User Equipment): is the user’s mobile phone.

e (R)AN (Radio Access Network): is the Access Network Function which provides
connectivity to the mobile phone.

e UPF (User Plane Function): handles the user plane traffic, e.g., traffic routing &
forwarding, traffic inspection and usage reporting. It can be deployed in various
configurations and locations depending on the service type.

e DN (Data Network): represents operator services, Internet access or 3rd party services.

On the Control plane:

e AMF (Access and Mobility Management Function): performs access control, mobility
control and transparent proxy for routing SMS (Short Message Service) messages.

e AUSF (Authentication Server Function): provides authentication functions.

e UDM (Unified Data Management): stores subscriber data and profiles. It has an equiv-
alent role as HSS in 4G but will be used for both fixed and mobile access in 5G
core.

e SMF (Session Management Function): sets up and manages the PDU session
according to network policy.

e NSSF (Network Slice Selection Function): selects the Network Slice Instance (NSI),
determines the allowed network slice selection assistance information (NSSAI) and
AMEF set to serve the UE.

e NEF (Network Exposure Function): exposes the services and capabilities provided
by the 3GPP network functions.

e NRF (NF Repository Function): maintains NF profiles and supports service discovery.

e PCF (Policy Control function): provides a policy framework incorporating network
slicing, roaming and mobility management and has an equivalent role as PCRF in 4G.

e AF (Application Function): interacts with the 3GPP Core Network (CN) to provide
services

The software nature of the 5G network enables the realisation of the network slicing
concept which can be defined as by the 5G Infrastructure Public Private Partnership
(5G PPP) as “network slice is a composition of adequately configured network func-
tions, net-work applications, and the underlying cloud infrastructure (physical, virtual
or even emulated resources, RAN resources etc.), that are bundled together to meet the
requirements of a specific use case, e.g., bandwidth, latency, processing, and resiliency,
coupled with a business purpose” [10].

6.2 The Ageing@home Network Slicing

In order to provide a connection which provides adequate protection of security and
privacy at an acceptable level of reliability a dedicated and isolated end-to-end network
slice will be established. This healthcare network slice is a logical network realised
by dedicated vNFs (Virtual Network Functions) [12] for both access network and core
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network as shown by Fig. 3. Only devices equipped with SIM cards own by the hospital
can be authorised to connect to this healthcare network slice. While 10T devices are
in general not allowed to some smartphones may be permitted to have simultaneous
connection to the public network slice depending on the security policy of the hospital
(Fig. 4).

Elderly Home

Elderly Home

Edge Cloud Central Cloud

Public services

Internet, IMS

A@H slice

A‘ N3 Public slice
0= A T
eNB N2

Fig. 4. Network slicing for Ageing@home

As shown in Fig. 3, the Ageing@Home solution consisting of OUIP (open unifying
IoT platform), AI/ML platform and a variety of Ageing@Home applications are hosted
on a MEC (Multi-access Edge Computing) host, which is located on Edge Cloud. Since
the Edge Cloud is in the same area as the elderly home, very low latency can be achieved
making this deployment option quite suitable for Welfare technologies, such as Broad-
casting of physical exercises and mobility sessions technology. Further, both the security
and privacy are considerably enhanced because communications between sensors and
the Ageing@home do not have to traverse the entire mobile network, but only a short
path between the gNBs and the Edge Cloud.

7 An Open Unifying Cloud IoT Gateway

Current IoT applications such as eHealth, Smart Home, Smart Living, security, etc.
are mostly vertical applications that are not able to communicate with each other. The
Ageing @home solution shall include an open unifying cloud based IoT platform capa-
ble of incorporating heterogeneous devices and sensors from different manufacturers
and also capable of interacting with other IoT platforms. The interoperability between
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IoT platforms is achieved by developing a data integration framework, focusing on the
implementation of a data exchange architecture, application interfaces and identity man-
agement that enable data to be accessed and shared appropriately and securely across the
complete spectrum of care, within all applicable settings and with relevant stakeholders,
including by the individual senior citizen. Last but not least, the Ageing@home open
IoT platform is able to interact with existing IoT systems at the elderly home such as
security system, consumer electronics, energy, etc. which enable re-use and integration
of existing infrastructure (Fig. 5).

Virtual Microservice
Energy Device
monitoring
equipment \"Fyy
o~—
Vehicle Identity &
Access
Data
Medical o Management
Device
Retail Store Moncgemen
d Security
Information and
Event
Smart phone Management

Sensor , 2=\
(e.g., RFID) (Q‘

globosa

Fig. 5. The Ageing@home open unifying cloud IoT platform

To address those challenges, we propose a user-centric privacy-aware framework
that handles data of different devices and components from various vendors to efficiently
integrate smart objects into IoT solutions. The framework will ensure that consumers’
personal data will only be shared with consumers’ consent, unless required and limited
for the use of product features.

A further development has been the disassociation of data from the architectures. In
IoT architectures, data continues to be managed and processed for primary applications
(the applications for which the architectures were originally designed). However, enter-
prises have recognized that data sets from one IoT architecture may in fact add value to
other IoT architectures and applications. By disassociating data from IoT architectures,
or making it accessible for other applications, a range of opportunities has opened to
design and develop new services based on aggregation of data sets and federation of
information from different sources, potentially delivering unparalleled insights.

Given the dynamism of deployment and scalability expectations which comes with
IoT, microservice-based architecture is an important part of the overall IoT strategy.
Microservice-based architecture offers a way of scaling the infrastructure both horizon-
tally and vertically giving long term benefits to the IoT application systems. Each of the
services as shown in Figure can scale based on the needs.
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In IoT, the role of Identity Management is expanding [13]. It is no longer just about
identifying people and managing their access to various online services and to different
types of data (i.e. sensitive data, non-sensitive data, personal data, device data, etc.).
Identity Management must now be able to identify devices, sensors, monitors, and man-
age their access to sensitive and non-sensitive data. Our open user-centric privacy-aware
framework must include methods for managing device identity and be able to do some
of the following:

Establish a naming system for IoT devices.

Determine an identity lifecycle for IoT devices, making sure it can be modified to
meet the projected lifetime of these devices.

Create a well-defined process for registering the IoT devices; the type of data that the
device will be transmitting and receiving should shape the registration process.

e Define security safeguards for data streams from IoT devices.

8 Proof-of-Concept Implementation

To prevent illegal access to resources and elderly data the Healthcare slice has to be
completely isolated from the other slices, especially the public enhanced Mobile Broad-
band slice for regular smartphones. This means that regular mobile subscribers will be
prevented to access the Healthcare slice and the resources and services associated to it.

To fulfil the requirement, a specific restricted network policy has to be established
in the Cloud Radio Access network aiming at constraining access to specific network
resources and allowing only authorised traffic.

As shown in Fig. 6, the 5G410T lab has established an early 5G network consisting of
a Cloud Radio Access Network (C-RAN), connected to a cloudified OpenAirlnterface
[14] EPC (Evolved Core Network). The infrastructure is deployed using functional split
between a Baseband Unit and the Remote Radio Head, with the NGFI (Next Genera-
tion Fronthaul Interface). In order to achieve network slicing, the User Equipment with
SIM; is associated with the Mobility Management Entity MME_1 instance running in
the core network, as well as the IoT device with SIM; correlated with the MME_2. Both
MME instances are virtualized into container environment using the Docker technology.
The same applies to the other constituents of the core network, including two instances
of HSS (Home Subscriber Server) databases, specifically HSS_1 and HSS_2 related
to MME_1 and MME_2 instances correspondingly. The Docker container networking
interface (CNI) should thus disallow the two databases to communicate with each other
and allow only their corresponding MME instances to perform DIAMETER authenti-
cation in their own network domain. By establishing tunnel within a VPN network, the
IoT devices with SIM; can also securely access their own slice to the SGW (Serving
Gateway) and PGW (Packet data network Gateway), initiating a route to the correspond-
ing MME_2 with a private network broadcast domain. For the purpose of establishing
appropriate routes, the S/PGW are set to create virtual GTP-U (GPRS Tunneling Pro-
tocol User data tunneling) tunnels between the virtual interface of the instance to the
corresponding virtual interface of the MME_1 and MME_2 subsequently, with different
IP domains.
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Fig. 6. 5G4I0T lab Cloud Radio Access Network slicing concept

In order to associate an explicit user to the matching database, the FlexRAN controller
conjoins the equivalent IMSI (International Mobile Subscriber Identity) values of the
device to the ones in the conforming HSS_2 database. This way, the User Equipment
(mobile phones) are incapable of reaching the registered devices in the HSS_2 database,
since their IMSI values are meticulously canalised into the HSS_ 1 and their traffic routed
explicitly within that route.

Allied to the described network, an identity provisioning and management system
(IDMS) [13] has been implemented as shown in Fig. 6, as a way to strengthen as well
as simplify the authentication process for users (e.g. caregivers) and devices using the
network by offering a single sign-on mechanism across the network and the application
layers. More precisely, we inherit existing components from the network that can provide
a secure way to identify a device and used it a unified way between layers.

To achieve a consensus on which parameters can be used as identifiers, i.e. identity
federation, an API was also developed [15] to bridge between the IDMS and the network.
After issuing the identities for the desired caregivers/devices, a module is created and
given to the healthcare center, so that when a verification request has to occur, the
healthcare center will confirm with the system as if one is eligible to provide support to
an elderly person.

This identity management system is created by using an instance of the Gluu Server
[16] that provides a combination of the provisioning and management tools, as well
the option of deploying OpenlD clients for integrations with third-party applications
(Fig. 7).



14 B. Feng et al.
verifies the caregiver's
eligibility
2nd phase of identity Federation {IDP <-» HCC)

HCC Platform Mobile Network

IDP/IDMS

|

I

I

I
Application ey M T ~—
Framework < e N Gluu Server
Gluu Server LT & PO — o Ubuntu

Module | 5 Gen. PC

L
Linux based N 1
1 | Federation AP (Java)
Gen. PC (-1 1 ‘ e
(] § 1 1istphase of identity  Looooooooooeeeee ] Using Known Identifiers
! § ¢s | Federation (IDP <-> 1 from the Network
e 23 | Network) | Secure DB Identity Creation -
| g 52 | | OpenlID Standard
: §8° ! ! phpMyAdmin/
I 5E : L~ MySQL
' g | . e Ubuntu
g Gen. PC

Secure replica of HSS's
database
Caregiver

Fig. 7. Implementation of the identity management system

9 Conclusion

In this paper we have presented Ageing @home, a welfare solution which enables elderly
to age comfortable, safely and securely at their home by making use of three major tech-
nologies namely mmWave sensors, 5G network slicing and open unifying [oT platform.
Although these technologies have been tested and successfully validated separately at
the Secure 5SG4IoT lab and the Kajiwara lab, a fully integrated prototype has not been
done. Further, it is necessary to carry out proper validation with real users [17, 18]. For
that it is required to run a field trial at with a limited number of elderlies living in a
municipality in Norway or Japan. Findings from the field trial will be used to improve
and optimize the sensors, the 5G network slice, the IoT platform and also the AI/ML
algorithms used in the detection and prediction of anomalies. As longer-term continu-
ation works, innovative welfare technologies and services are envisaged to be included
and deployed in Ageing@home. The ultimate goal is naturally the successful commer-
cial deployment and the wide adoption of Ageing@home in Norway, Japan and all over
the world.
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Abstract. The General Data Protection Regulation (GDPR) was widely seen as
a significant step towards enhancing data protection and privacy. Unlike previous
legislation, adherence to GDPR required organizations to assume greater respon-
sibility for cybersecurity with respect to data processing. This shift represented a
profound transformation in how businesses retain, use, manage, and protect data.
However, despite these innovative aspects, the actual implementation of the GDPR
security side poses some challenges. This paper attempts to identify positive and
negative aspects of GDPR requirements and presents a new framework for ana-
lyzing them from a security point of view. Firstly, it provides an overview of the
most significant scholarly perspectives on GDPR and cybersecurity. Secondly,
it presents a systematic roadmap analysis and discussion of the requirements of
GDPR in relation to cybersecurity. Results show that some of the GDPR secu-
rity controls, such as the Data Protection Impact Assessments (DPIA), records on
processing, and the appointment of a Data Protection Officer (DPO), are some of
the most critical from a security viewpoint. Finally, it provides recommendations
for tackling these challenges in the evolving compliance landscape.

Keywords: GDPR - Cybersecurity - Compliance - Regulations - Risk
management

1 Introduction

Today, every organization has a “digital footprint.” Every time employees communi-
cate, engage with customers through the Internet, use a device, or simply advertise their
business, they are leaving a data trail behind them. The more data they share, the more
their digital footprint grows. With the large volume of information that must be handled,
it is challenging to keep track of which digital assets need to be secured. As a result,
data protection is now a major area of focus in the field of compliance and security. The
introduction of the General Data Protection Regulation (GDPR), which came into effect
in the European Union on 25 May 2018, was widely seen as a significant step towards
enhancing data protection and privacy [1]. The Regulation was designed to allow indi-
viduals to control their data and require organizations to better handle data processing.
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Individuals and regulators were presented with new regulatory mechanisms, including
administrative fines and an extension of the requirements’ scope. In this context, the
new security requirements under the GDPR benefitted from the lessons learned from
data protection authorities’ past experience and a more conscious conception of the
digital environment in which companies operate. The GDPR specifically explains what
risks data processing may pose, such as identity fraud, professional secrecy issues, data
disclosure, etc. Figure 1 shows the main security aims of the GDPR [2].

GDPR Security

Aims
1
I 1 1 1
A | A | A | h |
Protecting
Managing personal data Detecting security Minimizing the
cybersecurity risk against cyber events impact
attack

Fig. 1. GDPR security aims

However, despite these innovative aspects, there is some confusion regarding the
actual implementation of the GDPR’s security side. Some argue that GDPR provides a
solid security structure to operate by, but the reality is more complicated. GDPR is pri-
marily data privacy legislation whose main pillars are privacy, policy, and cybersecurity.
Organizations need to implement all three pillars to successfully comply with the strict
requirements of the GDPR and be secure. Marotta and Madnick [3-5] investigated this
issue in an extensive way. In particular, the authors argue that compliance is not black and
white but rather a combination of factors, which may either have a positive or negative
impact on cybersecurity. In this paper, this concept is further extended to explore the
impact of GDPR “through the sense of security.” More specifically, the study examines
each GDPR requirement with particular attention to security to identify controls that are
likely to increase or reduce the general level of cybersecurity in an organization. The
work provides the following contributions to the study of cybersecurity compliance.
Firstly, it offers a review of the main scholarly viewpoints on GDPR and cybersecu-
rity. Secondly, it presents a systematic analysis and discussion of the requirements of
GDPR with respect to cybersecurity. Thirdly, it provides recommendations and future
perspectives on the evolving compliance landscape.

2 Literature Review and Background

In today’s changing threat landscape, businesses are required to perform two essential
and intertwined tasks: proactively addressing cyber risks and maintaining compliance
with laws and regulations. However, as shown in the comparative compliance analysis
conducted in a previous study [6], several issues prevent companies from pursuing these
objectives and achieving an effective balance between compliance and cybersecurity.
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Some of them depend on the industry in which a company operates. For example, in
the healthcare sector, regulatory language may make it difficult for health operators and
patients to comprehend and interpret regulations. These considerations apply to almost
every enforcement setting, but they are particularly pertinent in the context of GDPR [7].
For example, Huth and Matthes (2019) argued that GDPR poses challenges regarding
the integration of privacy concerns in software development processes. Tsohou et al. [§]
also agreed that data controllers face difficulties complying with the GDPR and proposed
mechanisms and tools to assist organizations in adhering to the requirement. Conversely,
other authors who conducted analyses on this topic found positive results [9]. For exam-
ple, Hordk et al. [10] discussed the impact of GDPR on cyber-security software and
operations. In particular, they conducted a DPIA assessment to investigate risks related
to information sharing in cybersecurity. Their findings indicated that the risks were not
high and that the DPIA aided in a better understanding of risks and their management.
They also pointed out that this assessment provides a solid ground for information shar-
ing in cybersecurity under GDPR. Along with this line of thought, Lachaud [11] argued
that the GDPR (particularly Article 42 and 43) “encourages data controllers and proces-
sors to use third-party certification schemes to voluntarily demonstrate their conformity
with the GDPR.” According to the author, this “endorsement” represents a new type of
“regulation instrument” whose flexibility helps fill the gap between self-regulation and
regulation. Another research trend observed in the literature is the use of comparative
analysis to investigate whether the security principles outlined in the GDPR are con-
sistent with other frameworks. Saqib et al. [12] performed a comparison between the
security requirements of the GDPR and the Directive on security of network and infor-
mation systems (NISD). More specifically, the author studied how GDPR influences the
NISD. This mapping provided interesting results regarding possible difficulties that busi-
nesses may experience while implementing compliance with GDPR and NISD. Other
scholars conducted a similar investigation to compare the controls provisioned in ISO
standards (e.g., ISO/IEC 27001:2013 and ISO/IEC 27002:2013) and the data protection
requirements set by the GDPR [13—-15]. These studies agree in assessing the importance
of integrating GDPR with other frameworks and evaluating multiple factors that have
an impact on security.

2.1 Brexit and the UK Version of GDPR

According to Marotta and Madnick [6] an essential factor influencing the relationship
between compliance and security is the geographical aspect surrounding compliance.
According to the authors [6], “regulations uniquely impact organizations and the global
actors connected to their operations.” As shown in a case study' conducted by the
same authors [6], this aspect is particularly evident in Europe due to the high level of
interdependencies among the Member States. For example, according to Chivot and
Castro [16], the European Commission stated that one year after the introduction of
the GDPR, some Member States, such as Greece, Portugal, and Slovenia, still had not
completely adopted national legislation to adhere to the GDPR. Therefore, Member

I Case Study #5: Understanding the Compliance Forces that Influence Cybersecurity in the
Banking Sector, especially in the UK.
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States struggled to homogeneously implement the Regulation across Europe. Following
Brexit (the UK’s exit from the EU), this issue became more pronounced because the UK
is no longer regulated domestically by the GDPR. Instead, the UK now has incorporated
the GDPR into its data protection law; it created its own version (known as the UK-
GDPR), which took effect on 31 January 2020 [17]. UK organizations are now required
to amend their GDPR documentation to align it with the new regulatory criteria. The
UK-GDPR security aims remained conceptually the same (outlined above in Fig. 1) [2].
However, in the context of the UK-GDPR, these aims need to be adapted to the new
scope of the Regulation and reflect the independent jurisdiction of the UK. To make this
transition easier, the EU established a period of six months (lasting until June 2021) to
ensure the unrestricted flow of data between the UK and the EU. Nevertheless, for some
companies, this transitional phase means that there are still two different GDPR laws
they have to deal with — one that applies if they have users from inside the EU, the other
if they have users from inside the UK. This situation further complicates the processing
of data and the consequent security implications.

3 Analysis of GDPR Requirements

The GDPR is intended to protect EU citizens from privacy or data breaches [1]. A
personal data breach can be generally defined as a security incident that has affected the
confidentiality, integrity, or availability of personal data. In the context of GDPR [1], a
personal data breach is defined in Article 4(12) as:

“a breach of security leading to the accidental or unlawful destruction, loss,
alteration, unauthorised disclosure of, or access to, personal data transmitted,
stored or otherwise processed.”

This definition comprehensively describes a security breach; it shows the descriptive
nature of the Regulation. Although the GDPR requires an analysis of the organizations’
data processing activities and an evaluation of the necessary control measures, it is not
intended to prescribe which requirements controllers are required to undertake. Its focus
is on EU citizens’ rights in relation to their personal data, and data security is just one
aspect of that. Unlike other regulations, such as Payment Card Industry — Data Security
Standard (PCI-DSS) and other standards with a specific list of security requirements,
the GDPR covers security only at a very high-level. Thus, the GDPR gives companies
the freedom to develop and define their control measures and meet their security goals.
However, with greater flexibility comes greater responsibility which often many organi-
zations tend to underestimate. This factor means that implementing the controls outlined
by the GDPR does not guarantee that organizations are fully safeguarded from cyber-
attacks or that an employee does not mistakenly or purposefully disclose confidential
data. The following analysis shows the positive and negative effects of the descriptive
nature of GDPR.

3.1 Framework for Cybersecurity Compliance

The GDPR is divided into 99 Articles (and 173 Recitals). These Articles regulate the
GDPR requirements that must be followed to be compliant and are explicit in terms of
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what is required from enterprises in relation to the collection and management of per-
sonal data. Subsections of the Articles are divided into Paragraphs, which are, in turn,
divided into Points. Articles and Paragraphs are numbered sequentially throughout the
Regulation document, while Points are sorted alphabetically. Paragraphs and Points of
the Articles contain all explanatory notes of the Articles. Table 1 maps the main require-
ments (identified by the corresponding Articles, Paragraphs, and Points) that directly
influence the implementation of security. For each of them, it provides an evaluation
of the related security goals and compliance elements that may help (advantages) or
hinders (disadvantages) the development of efficient cybersecurity strategies.

This analysis was performed through the mapping methodology® to identify the
associations between compliance requirements and security impacts (each requirement
of GDPR mentioned has both a positive and a negative aspect) [18]. Each requirement
was also put in relation with its ideal security goal®. The included requirements were
used to develop a greater understanding of security concepts and identify evidence
for compliance-relevant issues and gaps. The resulting elements of this analysis are
explained in the section below.

4 Discussion of Results

Table 1 revealed that GDPR introduced several security controls that potentially provide
both advantages and disadvantages in relation to the initial security goal established by
the GDPR. However, the degree to which a requirement is more or less advantageous (or
disadvantageous) from a cybersecurity viewpoint is given by the relationship between the
level of relevance attributed by the GDPR to a specific requirement in terms of security
(indicated as “security goal” in Table 1) and the actual impact of that requirement on the
overall organizational cybersecurity infrastructure*. Table 2 shows the values of these
two variables® for each requirement (Articles).

The values indicated in Table 2 are visually presented in Fig. 2. The left-right (hori-
zontal) direction represents the level of relevance of the security goal for a requirement;
the up-down (vertical) direction represents the actual impact of the requirement. The
correspondence between impact and relevance determines whether a requirement (Arti-
cle) is advantageous or disadvantageous in terms of security. Articles located above the
diagonal line are considered disadvantageous, while those located below the diagonal
line are considered advantageous. All Articles located on the diagonal line are equally
advantageous and disadvantageous.

Results show that the most critical security area of GDPR is that concerning secu-
rity controls in relation to data protection (defined in the Regulation as “security of

2 The mapping methodology is a research-based method for recording qualitative information,
analyzing its distribution, and prioritizing relevant information in relation to a specific topic or
research issue.

3 The desirable compliance goal of a GDPR requirement established by the Regulation.

4 Real impact of a GDPR requirement on cybersecurity practices, processes, and behaviors in an
organization.

5 The variables can assume the following values: Low = 1, Medium = 2, High = 3, Very High =
4.
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Table 2. Values of impact and security relevance

25

Article Paragraph | Point Cybersecurity impact | Relevance of security
goal
5 - Principles relating | 1 ® 3 4
to processing of 2 _ 3 1
personal data
24 - Responsibility of | 1 - 4 1
the controller
25 - Data protection by |2 - 4 2
design and by default
30 - Records of 1 - 4 2
processing activities
32 - Security of (a) -(d) 4
processing 2 _
33 - Notification of a 1 - 2
personal data breach to
the supervisory
authority
35 - Data protection 2 - 3
impact assessment 1 _ 4 3
37 — Designation of the | 1 - 1
data protection officer
CYBERSECURITY
IMPACT
Very 4 ., . . .
high Article 24(1) Article 252) Aticle 35(1) Article 32(1)(a)-(d)
Arncle 30(1)
3 *Article 5(2) * Article S(1)()
Article 32(2)
‘ ‘Article 33(3)  Aticle 33(1) | [[] Disadvantageous
1 Tequirements
RELEVANCE
Low 0 OF SECURITY
0 1 3 4 GOAL
Low Very high

Fig. 2. Advantages and disadvantages of GDPR compliance
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processing”). Such controls are addressed in the GDPR in the form of technical and
organizational measures (Article 24 and 32, data protection impact assessments (DPIAs)
(Article 35), records on processing (Article 30), data protection by design and by default
techniques (Article 25) and the appointment of a Data Protection Officer (DPO) (Article
37). More advantageous controls appear in the GDPR’s Article 5(1)(f),

“Personal data shall be processed in a manner that ensures appropriate secu-
rity of the personal data, including protection against unauthorised or unlawful
processing and against accidental loss, destruction or damage, using appropriate
technical or organisational measures.”

The objective of this requirement is to ensure that personal data processing is per-
formed considering integrity and confidentiality. However, not all organizations require
the same degree of cybersecurity protection, which is why regulators purposefully left
this requirement vague. On the one hand, this openness enables organizations to form
their cybersecurity programs in a flexible manner; on the other hand, it leaves them with
uncertainty about how to process data in “a manner that ensures appropriate security.”
The previously mentioned controls are also characterized by a certain degree of gener-
ality. The introduction of the DPIA as a means to identify high risks in relation to data
processing is defined in a way that does not provide a clear picture of the procedure’s con-
tents. Some organizations already perform similar assessments (e.g., PIAs), and having
a more accurate description of what DPIAs involve could help them get more uniform
assessments. Article 5(2) is a requirement that has a significant impact on cybersecurity,
although not directly (low level of security relevance from the standpoint of GDPR). It
requires data controllers (in this context, “data controller” does not refer to one single
individual within an organization but to the organization itself) to be responsible for and
be able to demonstrate compliance with the GDPR’s data protection principles defined
in paragraph 1:

Lawfulness, fairness, and transparency
Purpose limitation

Data minimization

Accuracy

Storage limitation

Integrity and confidentiality security

In addition to the six data protection principles, the Regulation introduces the princi-
ple of accountability in Article 5(2) itself®. This principle has two facets: being responsi-
ble for compliance and being able to demonstrate compliance. However, the Regulation
specifies that the responsibility to demonstrate compliance with this principle rests with
the controller [1]. While this aspect is a fundamental part of an effective cybersecurity
program, it may limit the scope of security responsibility of those involved in data pro-
cessing security. Therefore, if an organization acts as the controller of its customers’ data
and employs inadequate security measures that result in unauthorized data access, the

6 The GDPR ensures the implementation of three principles of the “CIA triad” (confidentiality,
integrity, and availability).
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organization is subject to GDPR penalties. However, the organization’s cybersecurity
manager responsible for guaranteeing personal data security would not have any types
of regulatory “punishments.” Another stakeholder who has no direct accountability for
security is the DPO (Article 37). However, this regulatory figure has a significant role in
implementing the Regulation and the consequent maintenance of an adequate security
level. According to an October 2018 survey, a majority of companies (52%) that have
appointed a DPO said they established one for compliance reasons only, and that the
role did generate business benefits, including better security [19]. The DPO is an expert
who has a predominantly legal profile, although he or she possesses some expertise in
IT and risk management’. Its primary function is to provide supervision, evaluation,
and regulatory consultancy regarding personal data processing management within a
company. This professional figure is one of the first to be consulted when a data breach
or other incident occurs. Apart from this instance, the GDPR does not indicate when
consultation with the DPO is necessary or at least recommended. The lack of guid-
ance regarding this aspect may delay internal security procedures or lead organizations
to considering the DPO’s role irrelevant. Furthermore, while the DPO is supposedly
prepared enough to interact and communicate effectively with cybersecurity, the limita-
tion of expertise on the topic can lead to decision-making issues. These characteristics
make this requirement equally advantageous and disadvantageous from a security per-
spective (although not particularly determinant). Technical and organizational measures
are further explained in Article 32, which requires implementing “appropriate technical
and organizational measures to ensure a level of security appropriate to the risk.” For
example, a well-balanced requirement is Article 32 (1), which mandates the assessment
of the security of processing, which also must consider “the state of art.” The use of
this very generic word is presumably a deliberate decision of regulators, which may
be based on lessons learned from past experiences. The advantage of having “open”
formulations is providing flexibility to the law and permitting its adaptation to different
contexts and cases. Additionally, considering the rapid development of technology, it
would prevent organizations from implementing outdated measures. However, in the
absence of a more restrictive rule, organizations need to refer to common practice or
other frameworks to perform security analyses and assess risk. Article 32, therefore,
limits cybersecurity programs to a subjective risk-based approach to security, which
may leave room for inaccurate interpretations. Finally, one controversial requirement of
the GDPR is Article 33(1) that provides that, “in the case of a personal data breach, the
controller shall without undue delay and, where feasible, not later than 72 h after having
become aware of it, notify the personal data breach to the supervisory authority.” Article
33 also specifies that if the organization can establish that the breach did not cause risks®
for the data subjects or other individuals, then it has no obligations. The introduction
of this rule (a new requirement under the GDPR) has positively impacted cybersecurity
by emphasizing the focus on detection and reporting of cybersecurity incidents. One of

7 According to Article 39, the DPO “shall in the performance of his or her tasks have due regard
to the risk associated with processing operations,” including security risk.

8 For example, loss of sensitive personal data, such as medical records, email address, IP address
or images.
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the most immediate benefits of this obligation is the increased proactiveness; organi-
zations are incentivized to protect both customers and the brand’s reputation. A study
performed by Neto et al. [20] compared reporting statistics in Europe and North America
in a period between 2018 and 2019. They found that the number of reported attacks in
North America increased by 38%, but by 80% in Europe, which is likely the conse-
quence of the introduction of the GDPR. This output has also been formulated by the
UK’s independent authority (ICO). According to the ICO, the number of reports from all
data controllers quadrupled following this requirement’s implementation. However, the
ICO also observed that more than 82% of the reported data breaches required no action
from the organization [21]. Organizations are obliged to disclose personal data breaches
to data protection authorities, but the way they manage their implications is subjective.
This aspect leaves room for negligence, resulting in issues not being properly handled. In
light of these considerations, it is clear that GDPR has a twofold effect on cybersecurity.
On the one hand, it is important to note that it encourages organizations to have some
form of cybersecurity strategy. The GDPR provides the opportunity to implement new
or updated data protection and cybersecurity policies, processes, practices, and techni-
cal controls, including measures to secure data and data processing procedures. On the
other hand, the analysis suggests that organizations may also report negative impacts
because of the GDPR. For example, organizations may need to invest significantly in
measures that are not sufficient to ensure security, including encryption. Subjectivity is
also another negative factor, which may lead organizations to losing control over their
cybersecurity goals. Therefore, while GDPR may provide an incentive and a guarantee
for companies to strengthen data security, it is not intended to create an explicit duty to
protect data, leaving companies vulnerable. As a result, the most considerable risk of
GDPR is focusing excessively on the protection of data to the detriment of cybersecurity
aspects. This swings the balance toward the assumption that GDPR might not be a key
cybersecurity catalyst for organizations. However, an in-depth analysis of this hypoth-
esis might be necessary to determine which aspects dominate in real-life settings and
under what circumstances.

5 Recommendations and Future Perspectives

The inherent subjectivity of GDPR provides an interesting perspective to consider when
evaluating GDPR requirements in terms of security. Despite having appropriate security
measures in place and reporting breaches when necessary under the GDPR, an organiza-
tion may still fail from a security point of view. It is, therefore, essential to be mindful of
the main security goal of the GDPR, which is not to prevent data breaches but to ensure
an appropriate security level. As a result, businesses are forced to plan for various situa-
tions. Some have also established GDPR task forces in the event that initial compliance
decisions produce a different interpretation of the Regulation.

5.1 Recommendations: Organizational and International Contexts.

The organization’s IT side needs to have an active role in advising the rest of the organi-
zation on what measures (both technical and organizational) are appropriate to minimize
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the risk of data breaches. For example, an organization may need assistance in imple-
menting disaster recovery and business continuity plans and ensuring that the control
measures remain in place and are effective [22]. In particular, the essential areas where the
IT team can assist with GDPR compliance include those related to the requirements that
are considered “disadvantageous” in Fig. 2 (e.g., accountability, data retention, DPIAs,
and breach containment). From an international perspective, IT teams can also assist
in determining whether and how data are being transferred to territories outside of the
Economic European Area (EEA). However, to get the right and most relevant guidance
towards security requirements, everyone in the company must take responsibility for
keeping data handling activities secure and communicating with the IT team.

5.2 Future Perspectives

The first years of the GDPR were not as expected, but it is also true that a lot has hap-
pened since the GDPR’s introduction. When the GDPR came into force in 2018, the
world could never have foreseen the security complexities and implications of Brexit
or the unprecedented Coronavirus pandemic. Consequently, there has been a greater
emphasis on increasing data protection and has resulted in an enhancement of privacy
legislation at a global level. Compliance with global security rules is becoming a larger
concern for businesses around the world. The GDPR is not the only EU privacy regula-
tion on policymakers’ and companies’ minds. The ePrivacy Regulation (ePR), intended
to replace the 2002 ePrivacy Directive, deserves particular consideration as it is note-
worthy in the European context of cybersecurity and the protection of information [23].
Alongside the GDPR, the new privacy regulation is set to introduce harmonized rules on
the processing of data by electronic communications service providers (now extended to
include WhatsApp and Facebook Messenger). As the GDPR matures and similar regu-
lations take shape, the future of cybersecurity compliance is certainly more encouraging
than it has been previously in terms of security. European organizations now have the
opportunity to strengthen their data security policies and adapt to GDPR standards in a
more targeted way. However, it is also necessary to consider that data protection relies
on awareness and proactive measures to handle cybersecurity risks and ensure privacy
effectively. Research on cybersecurity compliance has the potential to help in many crit-
ical areas related to GDPR security. For example, it is important to develop frameworks
and methods to investigate how organizational culture and specific national dynamics
influence the implementation and compliance of the GDPR and explore how regulators
can improve and simplify the rules related to data processing security.

6 Conclusion

The adoption of GDPR has had a strong effect on privacy and protection practices while
implicitly encouraging companies to strengthen and improve their information security
policies, thus limiting possible data violations. It has dramatically increased European
companies’ understanding of cybercrime data breaches and the need for security. GDPR
has given cybersecurity more weight by providing awareness on the concrete implica-
tions of cybercrime. However, while steps of progress have been taken in improving
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cybersecurity through GDPR, it cannot be assumed that the requirements imposed by
the legislation are enough to handle cybersecurity in the context of privacy. Following
scandals such as Cambridge Analytica and Facebook in recent years, as well as a high
number of severe data breaches, concerns about the use and security of data have started
to rise [24]. It has, therefore, become clear that the approach to addressing cybersecu-
rity lies as much with mandatory regulatory requirements as it does with integrative
measures.
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Abstract. The objective of the study was to determine the information security
education topics developed in the training of obstetrics students and their rela-
tionship with the self-perception of privacy protection risk in mobile web during
the COVID-19 pandemic at the Santiago Antinez of Mayolo National Univer-
sity (UNASAM) (Huaraz-Peru). A correlational cross-sectional investigation was
developed, with 164 obstetric students. The information was collected through
a questionnaire applied online between November and December 2020, having
determined its validity and reliability. The Chi squared statistical test (p < 0.05)
was used, while the information processing was carried out using the SPSS pro-
gram. It was determined that 61.6% of obstetric students perceived a high risk in
the protection of their privacy in mobile web during the development of their activ-
ities in the academic cycle 2020-1. Likewise, it was evidenced that the majority
of students stated that they had not developed the topics consulted with regard to
information security education during their virtual studies in obstetric, especially
with regard to the recommendations for the use of passwords (83.5%), privacy pro-
tection strategies (81.1%) and data management through the creation of backups
(79.9%), showing a statistically significant relationship with the self-perception
of privacy protection risk in mobile web (p < 0.05). It was concluded that the low
development of information security education topics in the training of obstetric
students is related to the self-perception of high risk in the privacy protection in
mobile web during the COVID-19 pandemic.

Keywords: Information security education - Privacy protection - Mobile web -
Obstetrics - COVID-19

1 Introduction

Information security is an issue that has reached notable importance in recent decades
[1], due to the increasingly common use of the Internet and applications in mobile web,
a situation that has increased at the same time the insecurity and risk of loss of valuable
information in various aspects of human life, such as the economy, commerce and the
financial system [2, 3].

In this sense, in order to prevent and/or reduce the risk of insecurity, an aspect
that is extremely important is information security education, which can not only be
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applied in the training of professional specialists in this area [1, 4], but also as a tool
for disseminating information to the entire population in general, including university
students [3], who permanently develop their academic activities through the use of digital
tools based on the use of mobile web, through which they also have interaction with
their teachers and classmates, accessing different platforms, applications and websites,
in which if they do not take due care and caution, they can be exposed to the loss of
important data, both in the academic and personal aspect [2].

In recent years, the results of research related to information security education and
the protection of privacy in university students have been published [2—4], in which the
creation and application of secure software and systems stands out, characterized by a
permanent updating of the curricula based on dynamic and attractive content for young
university students [4], with few studies in health sciences students [5—7], who are also
exposed to the same risks of students of other professional careers; but whose preparation
with respect to information security acquires an even more marked character, if it is
taken into account that with the application of technology to the patient care process,
it is relevant for students to have the necessary skills that guarantee cybersecurity [8,
9] and protection of the privacy of user data [5] in mobile web, for example during the
application of electronic medical records [10] or during the development of telemedicine
[9], activities that form part of the job profile of obstetric professionals.

On the other hand, it is important to highlight that despite the relevance of information
security education and the advances reported by researchers in various countries [1, 3],
this aspect has not yet been treated and included with sufficient emphasis. in the training
of university students who use virtual education in Peru [11], which until before the
arrival of the COVID-19 pandemic, was still very limited to a few university institutions,
practically leaving aside the training of human resources in health, who, unlike students
of other careers, have had access to mobile web without a thorough knowledge of what
information security really means; having been forced to carry out their classes in a
totally virtual way with the declaration of the health emergency in said country since
March 2020, where there is no research on the situation of information security education
and the protection of privacy in mobile web in obstetrics students, such as those currently
trained for 5 years equivalent to 10 academic cycles at the Santiago Anttiinez de Mayolo
National University (UNASAM), which is a state-run institution located in a remote
place in Peru (Huaraz, 3,052 m.a.s.l.), whose obstetric students are mostly in a situation
of social and economic vulnerability [12].

In this sense, due to the considerations expressed in the preceding paragraphs, the
present investigation was carried out with the aim of determining the topics of informa-
tion security education developed in the training of obstetric students and their relation-
ship with self-perception of privacy protection risk in mobile web during the COVID-19
pandemic at UNASAM, for which the present paper has been written, where informa-
tion related to the methodology, results, discussion, conclusions and future steps to be
followed by other researchers has been considered.
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2 Methodology

2.1 Research Design and Population Under Study

A correlational cross-sectional research was carried out, for which it was considered
to work with the entire population of 189 obstetric students enrolled in the 2020-1
academic cycle at UNASAM, considering as inclusion criteria being over 18 years of
age, develop their study activities exclusively through the use of mobile web and have
virtual assistance greater than 70%; while the exclusion criteria taken into account were
withdrawal from the academic cycle and student absenteeism.

On the other hand, it is important to clarify that of the entire population under study
(189) with which it was decided to work, 20 students agreed to collaborate with a pilot
test aimed at evaluating the reliability of the data collection instrument, 164 students
voluntarily accepted participate in the research, who met the inclusion and exclusion
criteria mentioned above, showing only the refusal of 5 students, who did not accept
and/or did not respond to the request for collaboration with the study.

2.2 Variables

Sociodemographic Characteristics. Age (18-24 years >25 years), sex (female, male),
origin (rural area, urban area) and academic cycle (I-Ill cycle, IV-VIcycle, VII-X cycle).

Topics of Information Security Education. Taking as reference theoretical back-
ground [3] and previous studies carried out with university students [2—7], it was consid-
ered as first general topic in the training of obstetric students, to the information security
fundamentals that they might have been taught regarding basic information security ter-
minology (yes, no), importance of information protection (yes, no), privacy protection
strategies (yes, no), and responsible use of social networks (yes, no). The second general
topic was password security about the rules for establishing strong passwords (yes, no)
and general recommendations for the use and management of passwords (yes, no). The
third general topic of information security education was referred to the email security
standards that obstetric students may have learned during their virtual studies in mobile
web, considering the email management suggestions (yes, no) and handling attachments
from unknown sources including spam (yes, no). The fourth general topic addressed the
data management that could have been taught to students for the security of their infor-
mation, referring to storage (yes, no), backups (yes, no) and recovery of lost data (yes,
no).

Self-perception of Privacy Protection Risk. To evaluate this self-perception of obstet-
ric students during the COVID-19 pandemic, the opinion of the students was respected
based on their own experience during their virtual studies in mobile web corresponding
to the 2020-1 academic cycle (low risk, medium risk and high risk).
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2.3 Data Collection Procedure

A questionnaire composed of 16 questions was developed and applied, of which the first4
questions were referred to the sociodemographic characteristics of the obstetric students.
The following 11 questions corresponded to the information security education topics
that could have been developed in the training of obstetric students during their virtual
studies in the 2020-I academic cycle. Finally, regarding the self-perception of privacy
protection risk of obstetric students in mobile web during the COVID-19 pandemic, 1
question was asked about said self-perception.

In order to ensure the validity of the data collection instrument, the content of the
questionnaire was evaluated through expert judgment, the results of which were applied
Kendall’s concordance test, through which the validity of said questionnaire was deter-
mined, with a significance level of 0.001. In the same way, a pilot test was carried out
with 20 obstetric students, as a result of which the reliability of the instrument could
be determined through the application of Cronbach’s alpha index, obtaining a value of
0.891. After the procedures described above, the questionnaire was applied completely
online between November and December 2020, for which a virtual form was prepared,
which was sent to the institutional email of each of the students.

2.4 Statistical Analysis

The information processing was carried out using the SPSS program, version 22.0 for
Windows. Regarding the statistical analysis, a descriptive analysis based on the pre-
sentation of absolute frequencies and percentages was performed first; followed by the
application of the Chi square test with a significance level of p < 0.05, in order to
determine the relationship of the information security education topics developed in the
training of obstetric students with the self-perception of privacy protection risk in mobile
web during the COVID-19 pandemic.

2.5 Ethical Considerations

In order to guarantee the privacy and confidentiality of the information made known to
the study authors, an informed consent form was sent to the institutional mail of obstetric
students, requesting their voluntary participation, in accordance with the provisions of
the World Medical Association and the Declaration of Helsinki [13]. Similarly, it was
complied with presenting the corresponding research protocol to the Ethics Committee
of UNASAM, who approved and authorized the execution of the study.

3 Results

The sociodemographic characteristics of the 164 obstetric students who agreed to partic-
ipate in the research and completed the questionnaire by filling in the respective virtual
form, are shown in Table 1, highlighting a predominance of female students (88.4%)
under the age of 25 years (85.4%).
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Table 1. Sociodemographic characteristics of students.

Characteristic ‘n ‘%

Age

- 18-24 years 140 | 85.4
- >25 years 24 | 14.6
Sex

- Woman 145 | 88.4
- Man 19 11.6
Origin

- Rural area 79 | 48.2
- Urban area 85|51.8
Academic cycle

- [T cycle 911|555
- IV-VIcycle 60 | 36.6
- VII-X cycle 13, 79

The majority of obstetric students perceived a high risk in protecting their privacy
in mobile web during the development of their activities in the academic cycle 2020-
1 (61.6%) (Table 2), of which the largest proportion denied having developed during
their virtual studies some content regarding the information security fundamentals, such
as basic terminology (56.1%), importance of information protection (54.9%), privacy
protection strategies (56.7%) and responsible use of social networks (55.5%); evidencing
that the non-development of all the aforementioned contents had a statistically significant
relationship with the self-perception of privacy protection risk of obstetric students in
mobile web (p < 0.05) during the COVID-19 pandemic.

Table 2. Information security fundamentals according to the self-perception of privacy protection

risk in mobile web.

Fundamentals | Self-perception of risk Total p-value?
Low risk Medium risk High risk
n % n % n % n %
Basic terminology
- Yes 14 85 |12 7.3 9 55| 35 |21.3 | <0.001
- No 5 3.1 (32 19.5 | 92 56.1 | 129 |78.7
Importance of information protection
- Yes 16 9.8 |13 79 | 11 6.7 | 40 |24.4 | <0.001
- No 3 1.8 |31 189 | 90 549 | 124 |75.6

(continued)



Information Security Education and Self-perception of Privacy Protection Risk 37

Table 2. (continued)

Fundamentals | Self-perception of risk Total p-value?
Low risk Medium risk High risk
n % n % n % n %
Privacy protection strategies
- Yes 13 79 |10 6.1 8 49 | 31 |18.9 | <0.001
- No 6 3.7 |34 20.7 | 93 56.7 | 133 | 81.1
Responsible use of social networks
- Yes 17 10.4 | 15 9.1 | 10 6.1 | 42 |25.6 | <0.001
- No 2 1.2 129 17.7 | 91 555|122 |744
Total 19 11.6 |44 26.8 | 101 61.6 | 164 | 100

4Chi square test.

Regarding password security (Table 3), which became the second topic of infor-
mation security education that could have been developed in the training of obstetric
students during their virtual studies in the academic cycle 2020-I, the majority of students
who perceived a high risk in protecting their privacy in mobile web, stated that they had
not developed any content referring to the rules for establishing secure passwords in the
different applications they used (54.3%), as well as the general recommendations for the
use and administration of their passwords (57.9%), finding that the non-development of
said topics presented a statistically significant relationship with the self-perception of
privacy protection risk of obstetric students in mobile web (p < 0.05).

Table 3. Password security according to the self-perception of privacy protection risk in mobile
web.

Password security | Self-perception of risk Total p-value?
Low risk Medium risk | High risk
n % |n % |n % |n %
Rules for establishing strong passwords
- Yes 15 9214 85 12 | 7.3 41 |25.0 <0.001
- No 4 24130 183 89 |54.3 /123 |75.0
Recommendations for the use of passwords
- Yes 12 731 9 55/ 6 | 37| 27 165 |<0.001
- No 7 43135 21.3| 95 |579|137 835
Total 19 11.6 1 44 26.8101 | 61.6 164 |100

4Chi square test.

The third topic of information security education that was consulted was the security
with respect to email (Table 4), observing that the highest proportion of students who
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perceived a high risk in the protection of their privacy in mobile web, denied have devel-
oped during their studies some content on email management suggestions (53.1%) and
the handling of attachments from unknown sources including spam (55.5%), evidencing
that in all the aforementioned cases it was found a statistically significant relationship
with the self-perception of privacy protection risk of obstetric students in mobile web (p
< 0.05).

Table 4. Email security according to the self-perception of privacy protection risk in mobile web.

Email security | Self-perception of risk Total p-value?
Low risk Medium risk High risk
n % n % n % n %
Email management suggestions
- Yes 18 11.0 | 15 92 | 14 8.5 147 28.7 | <0.001
- No 1 0.6 |29 17.6 | 87 53.1 | 117 | 713
Handling attachments from unknown sources
- Yes 17 104 | 13 79 |10 6.1 |40 244 | <0.001
- No 2 1.2 |31 189 |91 555 124 |75.6
Total 19 11.6 | 44 26.8 | 101 61.6 | 164 | 100

4Chi square test.

In Table 5, it is revealed that with respect to the fourth topic of information security
education that could have been developed in the training of obstetric students, concerning
data management, it could be determined that the majority of students who perceived a
high risk in protecting their privacy in mobile web, declared not having received guidance
on storage (56.1%), backups (56.7%) and recovery of lost data (55.5%); observing
that the non-development of all the previously mentioned sections had a statistically
significant relationship with the self-perception of privacy protection risk of the students
in mobile web (p < 0.05) during the COVID-19 pandemic.

Table 5. Data management according to the self-perception of privacy protection risk in mobile
web.

Data Self-perception of risk Total p-value?
management |y ., gk Medium risk High risk

n % n % n % n %
Storage
- Yes 16 9.8 |12 7.3 9 55| 37 226 | <0.001
- No 3 1.8 |32 19.5 | 92 56.1 | 127 | 774

(continued)
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Table 5. (continued)

Data Self-perception of risk Total p-value?
management |y o rigk Medium risk High risk

n % n % n % n %
Backups
- Yes 14 85 11 6.7 8 49 | 33 ]20.1 | <0.001
- No 5 3.1 33 20.1 | 93 56.7 | 131 | 799
Recovery of lost data
- Yes 15 92 | 14 85| 10 6.1 | 39 238 | <0.001
- No 4 2.4 130 183 | 91 555 125 |76.2
Total 19 11.6 |44 26.8 | 101 61.6 | 164 | 100

4Chi square test.

4 Discussion

The results evidenced in this research, regarding the high percentage of obstetric stu-
dents who denied having developed the different topics consulted on information security
education, are similar to those found in other studies [3, 14], where it was possible to
show that the training of university students on information security is deficient [15],
especially in those professional careers that, due to their nature and field of action, prior-
itize the contents directly related to their professional profile, forgetting that information
security education is a cross-cutting issue of great importance for all areas of knowledge,
especially if the use of digital equipment and tools in mobile web that students apply
for the development of their academic activities is taken into account [2, 3]; especially
during the COVID-19 pandemic [16].

The aforementioned deficiencies in the information security education of obstetric
students would be explained not only in the non-consideration of said subject in the
current curriculum, but also in the little knowledge that teachers have about computer
security, for example, in the fundamentals of this area with respect to the basic terminol-
ogy of information security, importance of information protection, privacy protection
strategies and responsible use of social networks, determining in this research that all
these aspects were scarcely addressed by the teachers during the teaching-learning ses-
sions; probably due to the fact that within the teaching staff that participate in the training
of obstetric students, the collaboration of professionals specializing in cybersecurity is
not taken into account.

Another aspect that would explains the deficiencies evidenced in information security
education would be that topics related to bioinformatics are not being developed, a
reality that has also been evidenced in other studies [2, 3, 5], which highlights the little
importance attributed to the protection of information [6, 7, 10, 17] and privacy of
students in mobile web [15], emphasizing the ignorance they have of the dangers and
threats to which they can be exposed if they do not take sufficient care and precaution, a
situation that could be improved if information security education began from primary
and secondary education institutions [18, 19].
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In relation to the findings regarding password security education, these findings were
also similar to those reported by other researchers [20-22], who also concluded that not
it is provided enough education to the general population, with emphasis on the student
population, on the rules for the establishment of secure passwords and the proper use
and administration of them, having increased the theft of information as a result of the
violation of passwords in which personal data is considered, the same that are of easy
identification by other people, mainly due to the lack of training of mobile web users
[20].

Another aspect, related to what was disclosed in the preceding paragraph, is the
issue of email security education, which was also identified as an information security
issue very little addressed in the training of obstetric students, a reality that according
to other research carried out in other countries [14, 23, 24], also shows deficiencies
with respect to the few suggestions that are given to people on the proper administration
of their email and management attachments from unknown sources in mobile web,
including spam, having a feeling of false security and therefore little control and care of
the information that can be sent and/or receive through said mean [25, 26], especially
during the COVID-19 pandemic, in which the dissemination of unreliable information
has increased [16].

Similar to the aforementioned findings, education in data management was also
insufficient, mainly with respect to the storage, backups and recovery of lost data, being
this aspect highlighted in other studies [27, 28] as the most affectation due to the little
education that exists in this regard, being frequent the loss of important data both in
the academic and personal fields, which in the case of students, can seriously affect the
efficient fulfillment of the assigned activities [27].

On the other hand, a finding of this research that deserves special attention is the high-
risk self-perception that obstetric students have regarding the protection of their privacy
in mobile web during the COVID-19 pandemic, a self-perception that was related to the
lack of development of information security education issues, a situation that coincides
with what has been reported in other scientific publications [2, 15, 29], where the feeling
of risk in the privacy in mobile web [30], has been further increased during the pandemic
[31, 32], especially in those nations with problems of scarce computer literacy as Peru, a
reality that has also affected students of health sciences careers such as obstetrics, whose
teaching-learning process and minimal participation in information security education,
places them in a particularly vulnerable situation.

However, despite the aforementioned findings, it is important to recognize the exis-
tence of several limitations in the present research, such as the lack of precision of more
details related to the development of information security education and the privacy
protection risk of obstetric students in mobile web, which could allow knowing other
important aspects that were not only based on the students’ point of view, but also on
the participation of other actors such as teachers, also constituting the cross-sectional
design applied in the study an important limitation, which does not allow us to carry out
a long-term evaluation with respect to the subjects under study, especially in relation to
proposals to improve information security education in health sciences students, limita-
tions directly related to the complicated situation in which online university education
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is currently being carried out in Peru, as a result of the health emergency caused by
COVID-19.

5 Conclusions and Future Steps

5.1 Conclusions

In this sense, it is concluded that the scarce development of information security educa-
tion issues in the training of obstetric students is related to the self-perception of high risk
in the privacy protection in mobile web during the COVID-19 pandemic at UNASAM,
reason for which actions should be carried out, with the aim not only of improving
information security education for students in this and other professional careers, but
also at improving the content of the curriculum in university higher education, aspects
on which the contribution of this paper is based, as it serves as a reference especially in
health sciences students.

5.2 Future Steps

Based on the conclusions, it is suggested to carry out future research aimed at validating
the relevance of the topics related to information security education and the protection
of privacy in mobile web in the curriculum of the career of obstetrics, in which could be
considered the issues addressed in the present research, as well as other aspects directly
related to the professional profile and patient care.

Likewise, the training of teachers in general on the subject of information security in
mobile web should be considered, with the interdisciplinary collaboration of specialists,
which in turn would allow complementing the findings made known in the present
investigation regarding the situation of the information security education in obstetric
students from a Peruvian state-run university in the midst of a pandemic; information
that could be compared with students of other medical specialties and/or professional
careers in general.
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Abstract. Since all systems and services are ultimately aimed at human users, it
is essential to address the interaction between humans and machines. A dispropor-
tionately growing number of care recipients and the associated avalanche of data in
all areas of modern care continuously increases the need for more efficient, higher-
quality and at the same time more cost saving options for care and its networking
of relatives, doctors and nurses. As part of a project to digitize dementia residen-
tial communities, an information platform called INFODOQ was developed. The
system serves as a transparent information, coordination and communication plat-
form for various dementia residential communities to optimize the daily care and
nursing routine. After completion, the system underwent several analytical and
empirical evaluations in which nursing teams were involved. The subject of the
work presented here is the presentation of the evaluation results, the subsequent
reengineering process of nursing documentation and the presentation of a specially
developed analysis tool. We discuss the requirements and problems arising from
the interaction of nursing staff with digital nursing documentation. Present analysis
procedures regarding acceptance and usability for software development. Aiming
at improvements in the interaction between caregivers and software through a new
guideline for the development of care documentation. The principle of “ambient
freedom of objects”, i.e., the proportionality of each individual object in the context
of the granularity of the user interface. Characteristics include self-localization,
clarity and simplicity.

Keywords: Re-engineering - Health informatics - Interface development - User
experience and usability

1 Introduction

Demographic change and the associated improvement in medical care and nutrition
as well as changes in housing conditions have a lasting impact on the life expectancy
of generations. In addition, reduced birth rates and the resulting ageing of society are
leading to a decline in the population and a massive increase in people in need of care.
This results in a large shortage of junior care staff. Forecasts by the German Federal
Statistical Office [1] show that in the next 15 years more than 66,000 skilled workers
will be lacking in outpatient nursing alone. The shortage of nursing staff will result
in a loss of value added and overall losses of 35 billion euros by 2030 due to vacant

© Springer Nature Switzerland AG 2021
J. Bentahar et al. (Eds.): MobiWIS 2021, LNCS 12814, pp. 47-61, 2021.
https://doi.org/10.1007/978-3-030-83164-6_4


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-83164-6_4&domain=pdf
https://doi.org/10.1007/978-3-030-83164-6_4

48 S. Staab et al.

positions. On average, the healthcare sector is growing more than one percent faster than
the entire German economy per year and at the same time, it is one of the least digitized
sectors. According to Haefker and Tielking [2], only 20% of clinics work with electronic
nursing documentation. Based on such figures, the question arises as to why information
science is so little accepted in this sector in particular. On the one hand, the basis of this
scientific work rests on the problem of the increasing number of people in need of long-
term care. With this work we want to investigate this issue. We analyze the nursing
software INFODOQ which is currently being actively used by two dementia residential
communities. Furthermore, we establish metrics regarding acceptance and usability for
the correct software development of nursing systems and re-examine them using the
newly designed software. The following questions are fundamental for this work: Which
requirements and problems arise during the interaction of nurses with digital nursing
documentation? How can the user-friendliness of interfaces in nursing documentation be
increased in the context of these points? The paper contains the following contributions:

e Presentation of an information platform developed in the context of the digitalization
of dementia residential communities

e Discussion of requirements and problems arising from the interaction of nursing staff
with digital nursing documentation as well as investigation of these requirements and
problems by means of analytical and empirical evaluations

e Revision of the existing software in consideration of the evaluations

o Establishment of analysis procedures regarding acceptance and usability for software
development of maintenance systems

e Comparison of the initial and revised nursing documentation by means of analysis
procedures

e Demonstration of improvements in the interaction between nurses and software
through our work as well as derivation of guidelines for the development of User
Interfaces (UI) in the field of nursing documentation

In Sect. 2, this paper starts with an insight into opinions on acceptance criteria that
generally exist for interactions with software in medical care settings. Section 3 describes
the implemented nursing software INFODOQ. In Sect. 4 empirical and analytical eval-
uations based on INFODOQ are presented. Section 5 describes the functionality of the
analysis tool and the re-engineering measures for the transformation of the nursing doc-
umentation. The analysis of the initial and revised versions of the nursing documentation
interfaces follows in Sect. 6. Section 7 contains the conclusion and guidelines for the
development of software in the nursing sector.

2 Related Work

In the medical field, central administrative activities and services can be supported almost
seamlessly by IT systems. According to Haefker and Tielking [2], the entry of informa-
tion science into the narrower field of medical treatment and care is more difficult due to
ethical, social and technical reasons.Many works in the field of software development are
based on the heuristics for the design of interfaces formulated by Nielsen and Molich [3].
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These include visibility of system status, correspondence between system and reality,
user control and freedom, stability, flexibility and efficiency, an aesthetic and minimalist
design as well as assistance in recognizing, evaluating and correcting mistakes. As part
of the project UCARE (Grife and Rahner [4]) from 2017, a usability competence center
was developed to support small and medium-sized software manufacturers in the care
industry. Nielsen’s ten heuristics are also taken up here and extended by the subjective
perception of the viewer of a software.

In the work by Hielscher, Kirchen-Peters and Sowinski [5], the topic of the acceptance
of nursing staff is addressed as follows: A decisive factor for the positive acceptance of
the IT-supported documentation is the individual self-confidence in the direct handling
of computers as well as the acceptance of the care process mapped in the documentation
system. In addition, the social context of the group of colleagues and their acceptance of
the technology represent a considerable factor, since nursing staff within work teams or
shifts have a significant influence on the willingness to use the technology. It should be
noted that technical settings should not be regarded as static variables. They can change
during the introduction of IT systems and with increasing service life. The administration
of the maintenance process is shifted “into the system” by digitizing the documents, away
from management and specialists. This tends to reduce the scope for consideration and
negotiation processes regarding the correctness or execution variants of the individual
maintenance steps. Deviations are still possible, but automatically become justifiable and
directly transparent for management. In this context, the obligation to provide reasons
is to be regarded as very important.

Wechsler [6] describes possible contextual challenges within the development of a
mobile health-related application on the basis of a mobile health project from 2015.
She emphasizes that software designers have to adapt flexibly to the respective needs of
nurses. In order to avoid discrepancies between the ideas of nurses and those of designers
regarding the application, it should be ensured at the beginning of development that
nurses understand that the design process requires their participation in order to achieve
the best possible results. A possible way to do this would be to educate them about
the value of design research activities in advance. The transfer of knowledge between
nurses and designers should be made efficient. Both sides should commit themselves in
advance to participate in the respective design process.

3 INFODOQ

INFODOQ [7] is a web-based information platform for use in outpatient residential care
groups. The system was developed in response to the desire for a transparent information,
coordination and communication platform for various dementia residential communities
to optimize day-to-day care and nursing. A decisive factor for the digitalization of the
documentation, which until now has only been available in analog form, is the enor-
mous increase in performance. In addition to the reduction of redundant or incorrectly
addressed information and communication channels and the simultaneous reduction of
bureaucratic and administrative effort, the system ensures effective and efficient care
and maintenance. Furthermore, the information platform offers a transparent way for
the mobile use of information as well as for the coordination and scheduling of relatives,
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nurses and assistants. INFODOQ can be roughly divided into the front end, which is
responsible for the display and direct interaction with the user, and the back end, which
is responsible for the operating logic, persistence and provision of data and its security.

4 Evaluation

In the following the different analytical and empirical usability evaluations as well as the
focus group of the investigations are described. The different needs and expectations of
the nurse staff pose a particular challenge to the design and development of the software
in the following project. A structure of the personas which are presented as fictitious
users of the application with their characteristics and abilities follows. Nurses are per-
sons who actively deal with the information platform in order to optimize digitization,
transparency to other user groups and, above all, the performance increase of their work.
Nurses interact with the information platform on a daily basis; they log the activities and
behavioral characteristics of the residents and any changes they make. The following
persona represent members of the nurse staff:
Sahra:

e Experience: is familiar with the use of technical devices, uses various manage-
ment apps such as notes and calendars, registered on various online platforms, has
experience with account management

e Procedures: systematically examines applications to learn more about their functions,
uses full-featured applications and is not afraid of new functions

e Targets: creation and editing of documents, addition of people to activities, filtering
and printing of documents

4.1 Test Execution

Various summative (i.e., the evaluation of a system towards the end of the development
process) and formative (i.e., the evaluations accompanying the development) usability
evaluations were carried out within the framework of the INFODOQ project to scale the
usability as well as the acceptance analysis.

In order to eliminate trivial quality errors and to ensure low resource consumption,
the system was first examined using heuristic evaluation. A group of evaluators with
expertise in the area of the domain to be tested categorised usability problems in ten
heuristics on behalf of later users. These heuristics are listed below: Visibility of system
status, correspondence between system and real world, user control and freedom, con-
sistency and standards, avoidance of errors, recognition before remembrance, flexibility
and efficient use, aesthetic and minimalistic design, support in recognizing, understand-
ing and processing errors and help and documentation. Subsequently, the system was
examined for heuristics. Furthermore, fundamental design and functional errors were
eliminated. Afterwards, empirical methods such as interviews and observing actual users
were carried out. A description of the empirical questionnaire method with handwrit-
ten notes in which ten active nurses were involved in the evaluation of the INFODOQ
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project follows. Before each test was started, the tests were pre-tested with two inde-
pendent persons (so-called pre-tests) to ensure that the questions and tasks asked were
understandable and that the required equipment was well-functioning. The pre-test was
conducted under the same conditions as the actual test in order to test the approach.

The usability tests were carried out at two locations in different care communities
directly on site. The advantage of on-site testing is that the participants are in their
natural environment and can use their devices such as computer, mouse, and keyboard.
This means that the focus can be placed solely on the application. Moreover, the test
subjects are not influenced by the periphery. Several methods have been used for the
tests. At first, the nurses were given tasks to work on. Meanwhile, the test leader logged
the observations. This procedure has the advantage that the nurses get to know the
functionalities of the application. They can also ask the test manager for help if they
are stuck with a task. Following the completion of the task, remaining ambiguities
were clarified in a discussion. Parallel to the processing of the questions, the test leader
also took notes on the observations. It was recorded whether the task was successfully
completed, whether problems occurred and assistance from the test leader was required
or whether there were interventions by the test leader.

4.2 Observations

The three youngest test subjects, aged 25 and 26, managed to complete the tasks well.
They were able to carry out all tasks independently, confident, and needed no help. In
addition, they completed the tasks faster as the other participants. The required duration
was between 15 and 20 min. As soon as they could not complete a task directly, for
example because they did not know under which subpage they could find the function-
ality, the participants independently familiarized themselves with the other subpages of
the application and looked for a suitable solution mechanism. The described scenario
occurred in task 12. In this task, the participants were asked to create a new info message.
In order to be able to do this, the item “Note” had to be selected in the navigation.

In contrast, five of the seven older test had difficulties in completing the tasks. They
dared to try less and did not want to make any mistakes. These five participants needed
25 to 65 min to complete the tasks. The fourth participant was noticeably nervous during
the execution of the tasks. It took her over an hour to complete the tasks. In addition,
she was not trained in operating a computer; for example, she often pressed the right
mouse button instead of the left one. The participant also needed more time, as she
was disturbed by a person during the performance of the seventh task, asking her why
she needed so much time. After that, she was even more nervous and had even more
concerns about doing something wrong. This made her ask questions in advance for the
following tasks to speed up the test. The participant was motivated by the test leader to
try to complete the tasks independently. Furthermore, she was reminded that the results
would be treated anonymously and that she could not cause any irreparable damage to
the system.
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5 Re-engineering and Analysis

5.1 Nursing Documentation

The functionality of nursing documentation is divided into the documentation of nursing
services and nursing reports. Nursing services are displayed in a matrix of all activities
of the patients in a shift. The activities range from helping with cooking and handicraft
lessons to training of everyday skills and day structures. A day in the shared flats consists
of three shifts, each with different nursing staff. Figure 1 shows an activity matrix
in which nurses enter the respective activities as a binary decision with their name
abbreviation. The header contains information about the respective shift. Below that the
patients are shown visually and by name. This is followed by the nursing documentation
matrix in which activities are assigned to residents.
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Fig. 1. Overview of a nursing service as a matrix: activities vertically and patients horizontally
as table structure (Interface 1).

According to the evaluations, two user irritations occurred during the interaction of
nurses with the nursing documentation: Column and row slippage and high physical
effort by scrolling and clicking. Thereupon the nursing documentation was simplified
in several steps; based on empirical studies of Tractinsky [8], Masaaki and Kashimuar
[9]. Figure 2 shows the new design of the nursing documentation (in the following also
called Interface 2). It is considerably narrower than the previous design. Columns and
rows were masked by the hover effect which improves clarity and prevents slippage. The
selection of all residents is integrated into the table. The image of an inhabitant changes
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by mouse interaction with the respective inhabitant name in the listing or the table
header. The space savings offer the user significantly more content in the documentation
matrix. The documentation can now be closed using the two icons which are marked
in color in the upper right-hand header area. The differences between the interaction of
the nurses with the old user interface (Interface 1) and the new user interface (Interface
2) were investigated in the next step using a specially developed analysis tool. With
this tool, user behavior, performance, characteristics, competence, regularity, learning
success, user irritation and the handling of different interfaces of one or more users can
be compared and analyzed.
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Fig. 2. Overview of a nursing service as matrix, version 2: activities vertically and patients
horizontally as table structure (Interface 2).

For this purpose, analysis procedures and performance metrics such as time on task,
task success, efficiency, learnability as well as an effort based and psychological reaction
analysis are used (more on this in the following).

5.2 Analysis Procedures
The analysis tool is based on four different analysis methods, which are described below.

Interaction of the Users. Atterer and Schmidt [10] describe a solution for detailed
logging of user interactions with AJAX-based web applications. They generate protocol
data via an intermediate proxy. This approach reaches far beyond the field of usability
tests. The following user actions can be logged on HTML pages: Mouse movements
(pixel coordinates, ID and HTML DOM tree positions of the elements over which the
mouse pointer is moved), scrolling (pixel offset), clicks, ID and DOM tree position
of the clicked element, selection of drop-down menu entries, keystrokes (displayed
modification keys such as Shift/Alt/Ctrl), text selection in form fields and resizing of
the browser window. In summary, various interaction events can be logged from the
metadata of mouse interactions, scroll strokes, clicks, keystrokes and dwell time.
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Performance Analysis. Tullis and Albert [11] describe in their book the calculation
of performance indicators based on certain user behavior, scenarios or tasks. Regard-
less of the technology, users interact with a system in some way. These behaviors form
the cornerstone of performance metrics. Performance metrics are among the most valu-
able tools for any usability professional. Tullis and Albert describe the following types
of performance metrics as Performance Metrics: Task Success, Time on Task, Errors,
Efficiency and Learning Ability.

Effort-Based Analysis. In their work, Tamir, Komogortsev and Mueller [12] put for-
ward the hypothesis that usability is a function of effort and time. The use of effort to
measure usability assumes that the less effort it takes to achieve a certain goal, the more
usable the software is. One approach to an analysis could be to set a set of goals and
measure the effort and time a subject needs to achieve each goal. If developers esti-
mate the effort and time required, it is possible to compare the observed effort with the
estimated effort. If the observed effort is greater than the estimated effort, a problem
arises that requires further investigation. One approach is to execute the task n times
per user to determine the learning curve of the user himself. The fewer task executions
are necessary until the effort curve per user E(u) stagnates, the faster the user seems
to have adapted to the interface and the task structure. The calculation of the effort (E)
determines the physical and temporal effort of a user per modification within a task exe-
cution. This includes the number of all mouse clicks (MCall), number of double clicks
(MCD), number of mouse movements (MM) and number of scrolled pixels (SM). To
analyze the usability, the average effort of all users has to be measured on an expert
ideal line, i.e., the minimum effort E(e) that an expert would need to process the same
modification. The area between the learning curve E(u) and the learning curve E(e) up
to the point at which the slope of the effort E(u) is zero is to be regarded as the learning
phase. The difference between curves E(u) and E(e) represents the comprehensibility of
the interaction with regard to the task/the interface underlying the task. The greater the
difference, the more difficult it seems to be to handle the software optimally. Figure 3
shows the average effort of user E(u) and expert E(e).
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Fig. 3. Learning curve of user versus expert [11].
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The line chart shows a series of data points connected by interpolated straight line
segments. The horizontal axis counts up the task executions. The vertical axis describes
the effort.

Psychological Reaction Analysis. Freeman and Ambady [13] present the real-time
processing of their mouse tracking method for task evaluation in their work. Motor
responses can be considered as the final result of a feed-forward pipeline of perception,
cognition and action. Conclusions can be drawn about the temporal course of percep-
tual cognitive processing. This is done as follows: A trajectory is the measurement of a
movement from a starting point in the context of a task to a target point over a distance.
During each trajectory, three pieces of information are recorded: time (how many mil-
liseconds have elapsed), the x-coordinate of the mouse (in pixels), and the y-coordinate
of the mouse (in pixels). The distance covered by each competitor is calculated as the
“mean trajectory”. This can be done by the number of competitors or by the number of
attempts of a single competitor. Based on this basic data, analyses can now be carried
out in many different ways, for example by measuring the spatial attraction. First, an
idealized response trajectory (a straight line between the start and end point of each
trajectory) is calculated. The following example is based on an attempt to calculate a
trajectory with one start point and two destinations (trivial answers) #1 and #2, where
answer #2 is correct. The MD (Maximum deviation) of a trajectory is then calculated
as the largest vertical deviation between the actual and its idealized trajectory from all
time steps. The higher the MD, the more the trajectory deviates in the direction of the
unselected alternative. The AUC (Area Under the Curve) of a trajectory is calculated as
the geometric area between the actual trajectory and the idealized trajectory. Figure 4
shows an exemplary trajectory that leads to the right to the selected answer (#2).

m o |

y Coordinates
3
&

X Coordinates

Fig. 4. Exemplary trajectory [13].

The amount of spatial attraction to an unselected answer (#1) is calculated. In addi-
tion, an idealized reaction trajectory (straight line) is displayed, which is used to calculate
the MD and AUC.
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5.3 Analysis Tool

Figure 5 shows the dashboard and different analysis areas. The header area contains
general data about tasks (one interaction with documentation per user), the number of
users and interfaces.

Dashboard
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Fig. 5. Analysis dashboard.

The user overview shows all active users, i.e., all users of the system who have run
through a task at least once. The distribution of the number of tasks, repetitions per user
and their successes are represented by two nested pie charts, one as a percentage and one
as an actual number. The success rate overview provides a semi-circular donut diagram
that shows the total success rate, both as a percentage and as an actual number, across
all users and interfaces. The learning success analysis is based on calculations of the
effort and the concept of learning success. The learning curve of the expert is marked as
a continuous effort line in green, the learning curve of the users in different colors.

Specific Analysis of a User. The “Active Users” section opens the modal of the user
analysis. The analysis regarding the users shows different interactions, characteristics
and efforts of a user as well as the comparison of all users regarding the mentioned
points. Data about time, effort and the results are displayed. Figure 6 shows the analysis
of the average time and physical effort of a modification per user, averaged over the
number of task executions of each user.

Outliers can be quickly identified and specifically analyzed. For example, it would
now be the task of the usability analyst to find out why Mr. Mayer needs about twice as
much time to process a modification as all other users. In contrast, his effort to execute
modifications seems to be similar to that of other users. Figure 7 shows the number of
executions and the percentage of completion for each user. Mr. Mayer’s 12 executions
are in the average; the non-routine handling of the system will therefore not be the reason.

Figure 8 shows a view of the usability analyst on the user analysis of Mr. Mayer.
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Fig. 8. User analysis.
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This modal visualizes all interactions of a user. In the header area, the user’s exe-
cutions as well as the associated successes, partial successes and failures, the effort of
clicks, mouse movements, scroll movements and the time required are compared. All
executions/tasks of the user can be viewed down to the data level. This is followed by two
tables that list the user’s tasks in Interface 1 and Interface 2. The tasks can be selected per
line and open the Task Analysis Module. Figure 9 shows the task analysis modal and the
mouse path analysis contained therein. The click array (all click interactions of a user
during a task) shows all x and y coordinates of the clicks from the table analysis_clicks
and draws them as red dots. The Mouse Move array returns the x and y coordinates of
the mouse cursor. These are connected from coordinate to coordinate and drawn with
a black line. It should be noted that the x and y coordinates of the interactions and the
background image are scaled at runtime using the display sizes. Thus, the mouse inter-
actions and the mouse path analysis can be displayed in a normalized way across any
window size. In addition, the raw data for each task and the learning curve described
above can be displayed for each user per interface.

Task Analyse i

Line Chart |

bbbbbbbbb

Fig. 9. Mouse path analysis.

If Mr. Mayer’s mouse paths would show complex or even fluctuating trajectories
between the respectively selected objects, there would be two possible conclusions: One
user would not have understood the distribution of the objects, with several users a bad or
misunderstood distribution of the objects on the respective interface could be concluded.

6 Evaluation of the Interfaces

Three computer science students and three nurses are involved in the execution of the
tasks as test subjects. The goal is (depending on the use case) to perform different activity
manipulations with the same 16 activities. The respondent is thus offered a matrix of
9 x 16 selection options with checkboxes in the documentation matrix. The tests are
logged and monitored by a test leader in the background. This ensures that the three
use cases with different logging objectives are adhered to. After each test, the tracked
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data is recreated and logged. It is also ensured that the interaction data is correctly
stored and further processed. In the following, the results of the previous evaluation
are described. Interface 1 seems to be easier to understand, especially for laymen. Both
the click effort and the scrolling movements are relatively high, but the time required,
and the help needed is on average higher compared to the use cases of Interface 2. It
seems as if Interface 1 is more inviting in the first learning steps and offers an easier
way of arranging objects. As expected, the learning curve of the three — in relation to
the computer — experienced users decreases much faster. For them, the user interface
of Interface 2 seems to be more performant after multiple use; especially the effort of
mouse and scroll movements is significantly reduced.

7 Conclusions

On the basis of the evaluations described in the previous chapter, this chapter focuses
on the digitization of transparent nursing documentation which is necessary but hardly
articulated. The findings of the summative empirical methodology for evaluating the
interaction of nurses with the INFODOQ system underpin various of the problems
addressed. Even if the heuristics described by Nielsen [3] had previously been ana-
Iytically identified by usability experts and integrated into the system, the requirements
and problems of the nurses before and during the interaction are not only ensured by the
design and function optimization. The subjective reference of each individual user turns
out to be an important point. This includes perceptual characteristics such as hearing
and sight as well as behavioral characteristics such as experience, motivation, individual
preferences, abilities and knowledge. It should be noted that age generally represents a
strong point of reference to the subjective limits described above. An interface from the
point of view of a younger or older user does not seem to be pertinent for both. It can be
assumed that users of a certain age on average no longer possess the same background
knowledge in dealing with computer-aided systems as younger users. Their motivation to
deal with new systems also decreases with increasing age. If individual self-confidence
in the direct use of the computer is not strengthened, even small tasks such as regis-
tration seem to pose major obstacles. In the beginning, any design irritation is directly
related to the acceptance of the entire system. Frequently, if a manager or a colleague
is not immediately available for advice when problems arise, the hurdle seems insur-
mountable. After consultation with nurses, it turned out that the desired transparency
of all interactions is rather perceived as the external management of the original care
work. This diminishes the undisputed advantages of the system and puts the actual added
value in the background. In the introductory phase of nursing documentation software,
the stress for nurses due to additional work and time expenditure is significantly higher
than the actual added value of the system. In particular, many older nurses do not have
the pertinence and relevance to use nursing documentation software in addition to their
experienced use of computers.

The actual work facilitation simply cannot be experienced. Decisions suddenly have
to be substantiated; in addition, interactions can be perceived as external management
of the original care work. Based on the evaluations from the INFODQ project, inter-
faces must meet the following requirements in the direction of user-friendly interaction
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between nurses: Be simple. In this context, simple means that a person from the addressed
target group has enough basic pertinence to be able to record and carry out the process
without user irritations Gast [14]. Another requirement: Be emotional. This means that
a person from the addressed target group sees a fundamental usefulness with regard
to the relevance of the subjective point of view. It should be noted that the knowledge
contained in information is to be classified as relevant if it objectively serves to prepare
a decision or to close a knowledge gap. If the system is simple and emotional, then
a certain motivation arises which exceeds the threshold potential of the nerve cells of
a user and thus allows the objective information to be processed. It should be noted
that nursing documentation software must be designed to be brain-friendly by means of
user experience and usability. This means objective knowledge must be prepared in the
context of the internal reference of the target groups addressed and processes must be
reduced to the essentials.

Objective knowledge must be enriched with emotional values in the context of the
internal reference of the target groups addressed. It turns out that experienced computer
users have a significantly higher competence. For them, user interfaces are much quicker
to become functionally apparent and pertinent. Their perception process is much more
pronounced through interaction with other systems. The structure of the system and the
respective interfaces are more paramount. In addition, these users focus much more on
usability and user experience, but also here the heuristics do not provide holistic user
satisfaction. In everyday life, nurses must be able to access desired information much
more quickly and easily. The heuristic of minimalism is a decisive approach that must be
pursued in combination with user experience and usability measures. How can the user-
friendliness of interfaces in nursing documentation be increased in the context of these
points? User experience and usability measures can be understood as the simplification
of objective knowledge by refining emotions that build fictional relevance. This means
that objective knowledge must be designed in a way that is acceptable to the subject as a
person (usability). During the process of information transfer, the user should be given
an emotional part that builds up subjective relevance (experience). In order to support
the development and commissioning of nursing documentation software, we extend the
concept of dialogue design of usable systems by the principle of the ambience freedom of
objects, i.e., the proportionality (benefit - user irritation) of each individual object. This
means that the result of the use must be in the context of the granularity of the nursing
documentation software in order to keep the previously described user irritation as low
as possible. In this context, self-localization, clarity and simplicity are the characteristics
of nursing documentation.
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Abstract. There will be relatively more older adults worldwide than there were in
the past in the twenty-first century. Saudi Arabia is a nation where the elderlies are
increasing. Also, technology will expand and grow in this era at an unprecedented
rate. Mobile applications could help elderly individuals, but they need to be usable
and personalized to adopt. The study will aim to investigate the usability of mobile
government applications popular in Saudi Arabia. First by a structured question-
naire with Saudi older adults to assist the user experience. The usability attributes
also will be evaluated and tested in the research methodology, such as effective-
ness, efficiency, satisfaction. The general basis for this study will be to enable
the elderly to access better the benefits of using smartphones and applications,
as this has positive effects on mental performance and the adoption of healthier
lifestyles by improving access to health information and applications and support-
ing more independence. The result will highlight the need to develop government
application interfaces to meet older adults’ usability attributes in Saudi Arabia.

Keywords: Older people - Usability - User experience - Smartphones -
Government applications

1 Introduction

Recently, smartphone applications have been used exponentially in Saudi Arabia. This
has been shown because of the increasing power of computers and the increase in infor-
mation technologies which allow a wide range of information applications and services.
In fact, the cellular phone was developed for calls-only purposes, but due to the capa-
bilities of a smartphone with modern technology, it becomes a powerful platform for
various services, including real-time ones especially and the ability to run many appli-
cations simultaneously [1]. In 2019, the number of smartphone users in Saudi Arabia
reached 28.8 million, and this number has increased steadily in the past two years and
is expected to reach 36.17 by 2025 [2]. Additionally, the number of older people using
a smartphone is growing, not only for communication purposes but also for its help as
assistive technology through mobile applications [3].
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Nowadays, most services are available online to limit barriers such as location,
cost, and time. Using applications and services such as social security systems, health
care, and community services has become a demand, and most older people must use
them. Therefore, if the elderly in Saudi Arabia can use applications, the economic and
social burdens of families, communities, and the country may be significantly reduced. In
addition, the financial responsibility of caring for the elderly population must be reduced
to be sustainable. Research shows that keeping the elderly self-sufficient in their own
homes is the best way to manage this [4]. Other studies have found that mobile phones
play an essential role in collectivist societies such as Saudi Arabia because they enable
people to stay in frequent communication [5].

User experience (UX) design is the process that design teams use to create meaning-
ful and relevant user experiences; this involves designing the entire process of acquiring
and integrating the product, including branding, design, usability, and function [6]. The
user experience is enhanced through the usability of the applications. Therefore, it can
play a significant part in mobile apps’ success [7]. In the last decade, mobile applica-
tions’ usability has increased enormously, as did the quality challenges. In this way, the
structures’ continuous improvement moves toward quality assurance [8].

This research investigates smartphone applications and the use of the elderly, sig-
nificantly increasing their usability to use government applications. The data collection
was a quantitative method consisting of a questionnaire of older people in Saudi Ara-
bia. Questionnaires are among the most widely used strategies adopted for gathering
information and are an easy way to gain users’ experience rapidly. The questionnaire
was conducted using an online survey via google forms based on a User Experience
Questionnaire (UEQ). This framework allows a fast evaluation of the UX of interactive
products. It measures pragmatic aspects like efficiency, perspicuity, dependability, and
hedonic aspects like stimulation or originality [9]. It was adopted to measure the primary
elements of usability and applied with Saudi older adults.

The rest of the article is organized as follows. Section 2 presents an overview of the
related work of this research. Section 3 discusses the research methodology. Section 4
presents a proposed prototype of this research. Finally, Sect. 5 concludes the article and
shows the future works.

2 Related Work

Areview of previous studies demonstrates that smartphone applications’ usability and the
question of human-computer interaction (HCI) have been addressed in many theoretical
and applied studies as subjects of interest to information specialists.

2.1 Usability Definition

Usability can be defined as a Multidimensional feature for any product. International
Standards Organization (ISO) standard 9241-11 defines usability as the “extent to which
specified users can use a product to achieve specific goals with effectiveness, efficiency,
and satisfaction in a specified context of use” [10]. In 2011, 9241-11 was replaced by
ISO/IEC 25010. This form includes a software quality model that portrays usability as
the degree to which a satisfied user can efficiently and effectively attain individual goals
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under specific conditions. However, there is a more recent revision of 2018 that includes
several new approaches and definitions, such as user experience, which means user
perception, including emotions, beliefs, preferences, perceptions, comfort, behaviors,
and achievements, related to the system, product, or service that can occur before, during,
and after use [11].

Usability measures the extent to which a specific user in each context can use a prod-
uct or design to achieve a particular goal with effectiveness, efficiency, and satisfaction.
“Usability is about human behavior. It recognizes that humans are lazy, get emotional,
are not interested in putting much effort into, say, getting a credit card and generally
prefer things that are easy to do vs. those that are hard to do.” [12].

2.2 The User Experience of Older Peoples’ Proportion

The worldwide population is aging at a fast pace. By 2050, according to World Population
Prospects 2019 [13], 1 in 6 people in the world will be over the age of 65, up from 1 in
11 in 2019. One of the most detailed smartphones use studies among older adults was
conducted in Spain [14]. In their study, the behaviors of a sample of smartphone users
aged 20 to 76 were tracked for one month, and follow-up focus groups were conducted
with participants aged between 55 and 81. The researchers concluded that older adults
are increasingly using smartphones, but the overall extent of smartphone application
usage declines with age. This research [15] found that 47.8% of respondents aged 75
or older belong to the “Apathetic” category of users and concluded that this is mainly
due to their difficulties in dealing with technological devices and their limited need for
social networking and communications.

Several studies show that older adults show substantial barriers to the use of smart-
phones, such as subjective barriers, technological barriers, and situational barriers. Sub-
jective barriers are related to individuals’ attitudes and abilities, such as the lack of
know-how on using the smartphone, which may be related to a decline in both mental
and physical ability due to old age. Technological barriers are mainly related to interface
and usability concerns. Finally, situational barriers include economic costs, which are
also significant obstacles to smartphone adoption [16].

On the other hand, Preeyanont [17] conducted a study to investigate how LINE
applications’ user interface affects the elderly when using smartphones. Their study
involved 38 elderly participants (60—69 years) who performed eight different mobile
phone tasks. Results showed that due to a decline in physical health, the elderly group
had difficulty viewing content on-screen, leading to more errors.

Several studies have revealed how low smartphone usage levels among older adults
result from multiple and often interacting factors. One of the qualitative research findings
with older mobile phone users in South Africa was the inability to use mobile phone
features, which were perceived as too complex. For some, this even included basic
features such as making calls. There were also low levels of interest and negative attitudes
towards mobile phones among this group because of their perceived complexity and a
tendency to use them for minimal purposes such as making calls to family and friends.
The study also revealed an increased sense of dependency among these older mobile
phone users. They often needed to turn to their children or grandchildren to use their
phones [18].
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There are studies concerning older adults’ use of technology. For example, the user-
test research of three different smartphone applications showed the importance of using
colors, easy navigation, and enhanced and simplified data visualizations [ 19]. The Elderly
face problems such as understanding, vision, hearing, understanding the menu and nav-
igation links, social contact, and mobile application infrastructure. Most of the time,
elderly open apps face problems going back to the previous state or face problems
closing the app; some applications put the back button at the top of the page. Other
applications put the button at the bottom of the page [20].

Because of older people’s age-related changes, many have recognized the importance
of designing age-friendly products. Therefore, there is a need for the development of
effective usability testing and evaluation for elderly users. A comprehensive guide to
developing examples regarding cognitive issues in older users and how to apply them to
a mobile or Ambient Assisted Living environment is needed for practical applications
as new technology expands to fill these entities’ needs [21]. Guidelines along with
heuristic evaluation are considered efficient tools for assessing product design. Therefore,
enormous research has been carried out to develop design and usability guidelines for
older people explicitly. This study [22] reviewed the published design guidelines and
checklist for older people’s mobile phones. Additionally, there is a wide variety of
research-based work [23] trying to develop a set of guidelines that allow designing
usable and accessible mobile interfaces for the aging population. However, there are
challenges those elderly users experience with familiar user interfaces that a younger
person would not experience either because of aging.

The author in [20] tries to identify fundamental usage problems while interacting
with a mobile phone. To improve the interface, a guiding framework called SMASH
has been proposed. It consists of 12 usability cases. Five experts participated in this
evaluation. The study showed that 27 indicative violations were encountered. Thus,
this study shows some critical points which need to improve for a better Elderly and
Low-literate user experience.

Previous studies were concerned with evaluating or testing the usability of smart-
phone applications. However, these studies were conducted in diverse academic envi-
ronments; they emphasized the importance of smartphone applications’ usability as a
requirement for designing these practical applications’ interfaces. Thus, this research
will be justified by many of the previous studies’ recommendations to the effect that
evaluation of smartphones should focus on the usability criterion.

Few previous studies talked about government application interfaces and how to
facilitate them to be used by the elderly, especially in Saudi Arabia’s culture. Therefore,
there is a need to investigate mobile app’s usability for the government with older people
in Saudi Arabia. Furthermore, investigating government applications’ usability can affect
government performance in improving public services to the public, especially the older
people.

3 Research Methodology

More research is needed to investigate government applications among the elderly in
Saudi Arabiabased on the related works. This leads to the main question: How to improve
smartphone government applications’ usability to help elderly users in Saudi Arabia?
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The research will evaluate government applications’ usability and then develop
usability guidelines designed for government application interfaces to investigate the
above question. Based on these guidelines, a prototype will be created. This question
opens more questions to be explored in this research as follow:

— What types of difficulties do older people in Saudi Arabia experience when using
smartphones?

— What needs and requirements can be identified for the government applications for
older people?

— What be design solutions for an app interface.” developed to meet government
applications for older people?

According to the research questions, the research objectives are as follows: To under-
stand the users and motivations, deliver services that fulfill users’ needs, and identify user
behaviors. Additionally, determine where it will be possible to have an impact to improve
the value of the service, and to redesign a new functioning, easy-to-use user interface,
also to design a concept of an interface based on the preliminary study, moreover, to
provide a unique experience for the users.

The conceptual research framework starts with specifying government applications
and collecting data from a quantitative survey to identify user usability. Next, more
information will appear using the evaluation, and a usability test will be presented in
the research. A literature study of the problem domain has also been conducted. (See
Fig. 1).

(Sehaty, Absher, Public Pension Agency) b (User expe

Heuristic Evaluation
Select Government applications Data Collection
nnare UEQ)

Usability Testing

Prototype

Development «— Analysis of results Results

Testing

Fig. 1. Conceptual framework of the research.

The overarching strategy will be applied research. This paper presents methodology
on how government apps can be improved towards better usability. The research starts
with the preliminary study, where data is collected using the standard questionnaire UEQ
[9] to specify and understand the research problem. In this phase, the emphasis is put on
understanding the users and their usability situation.

The questionnaire was applied to three government applications (“Sehaty,” “Absher,”
and “Public Pension Agency” [24]) in the Arabic language. (See Fig. 2, Fig. 3, and Fig. 4).
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Fig. 2. Screenshots of “Sehaty” application
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Fig. 3. Screenshot of “Absher” application

These applications were chosen considering that their use is essential, especially
for the elderly. “Sehaty” application selected because it provides health services to
individuals in Saudi Arabia and allows the user to access health information and obtain
several health services offered by various bodies in the health sector, including assistance
to update and follow up vital checks, track dispensed medicines, review and share sick
leave, develop a healthy lifestyle, and calculate steps from Through integration with
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Fig. 4. Screenshots of “Public Pension Agency.”

the health program built into Apple’s Health-Kit devices, and other services related
to individual and family health, and increased health awareness. “Absher” application
serves 19 million subscribers, provides more than 200 e-services, and provides users
with multiple electronic services [25]. There is a link between government and private
sectors, and it helps conduct users’ private transactions smoothly and efficiently. It also
enables users to view alerts in personal data. Finally, “Public Pension Agency” was
selected because it gives users the ability to benefit from the Public Pension Agency’s
services, the retirement pension account. It also allows reviewing the benefits and offers
and communicating with the institution by giving inquiries and suggestions.

The sample’s responses are from the elderlies in Saudi Arabia. The current population
of Saudi Arabia is 35,295,803 based on Worldometer elaboration of the latest United
Nations data. The latest statistics of the Department of Statistics indicate that the number
of elderlies is close to one million and three thousand, which is 5% of the total population.
The age of responses is 50 years or above from male and female who use one of the
selected government applications. The questionnaire uses a seven-stage scale. First, the
data analyzed using the UEQ [9] data analysis tool by entering the data information that
has been collected and rescales the data to the range -3 to 3 and calculates the scale
values for pragmatic quality aspects (Perspicuity, Efficiency, and Dependability) and
hedonic quality aspects (Stimulation and Novelty) per person and the scale means and
standard deviation per item are calculated.

The benchmark shows how good the evaluated product is compared to the products
in the benchmark data set. A graphic show for each scale how the results are related
to the products in the benchmark data set and found that government applications’ user
experience compared to the benchmark has an insufficient user experience level (see
Fig. 5, Fig. 6, and Fig. 7). The results of the questionnaire show in the determining using
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a questionnaire that government applications for the elderly need to be improved, and
the experience of elderly users’ needs to be developed.
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Fig. 5. Absher application benchmark
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Fig. 6. Public pension agency application benchmark
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Fig. 7. Sehaty application benchmark

Based on the results and after determining the usability attribute issue using the gen-
eral UEQ questionnaire, more information and results will appear using the evaluation.
Finally, a usability test will be presented in the research.
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4 Proposed Prototype

Generally, a new prototype will be developed to present the design based on the principles
and test it to see how it is suitable by observing the older people. However, for now, and
based on the literature review, it will consider some principal points when developing
the prototype, such as screen brightness, size of the fonts, clear contrast, easy-to-read
buttons, avoid using flashing texts, and generous spacing between items interfaces with
reducing the number of buttons.

Based on the UEQ [9], and when focusing on the usability pragmatic quality aspects
(Perspicuity, Efficiency, and Dependability), it shows that all these aspects of usabil-
ity need to be improved. The current government application interfaces that have been
selected (“Sehaty”, “Absher,” “Public Pension Agency”) for now have some difficulties
such as errors messages contain words that are incomprehensible to elderlies, for exam-
ple: “There is a problem with the server.” Lack of clarity and distinction more than what
is required of entering the passcode or code sent on the mobile. The applications do not
contain direct help methods like Chatbots. All these issues affected usability.

So, the proposed preliminary low-fidelity prototype will avoid the previous issues in
the application’s usability and have been tested by the questionnaire. In addition, the.”
proposed prototype will have the following user experience and user interface design
guidelines pre recommendation to improve the usability attributes for the elderlies:

e Larger graphics, buttons, icons, and other clickable targets make it easy to understand
how to use the application and that the elderly can click it without any error.

e Use the black and bigger size of the text.

e Use soft colors because the colors make users pleased to use the application.

e Design in a simple layout and removed unnecessary functions because too many parts
will make confuse the elderly.

e Limit options to give a strong information scent on an uncluttered display to shows
essential information for completing tasks.

e Offer more explicit information with simple words feedbacks about system status,
such as writing terms in the Saudi colloquial dialect.

e Make tasks easier to complete by adding other login methods to save the password
and re-enter it every time.

e The applications should contain direct help methods like Chatbots or virtual video
calls.

e Present some elements and icons with 3d dimensions to make it a clear view for the
elderly.

e Interaction with voice user interfaces has become one of the UX trends again due to
its widespread adoption in UX/UI design. That will help elderlies to find the services
easier by voice when trying to search.

e Improve the help section by adding learning videos of how to get each service to

apply.

Personalization is one of the most important features that help to improve user inter-
faces. So, the proposed prototype’s basic idea in this research is to make user interfaces
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age customized, including the design guidelines recommended to prevent usability issues
in current applications.

To apply the personalization feature, the application will ask the user to create an
account to enter the date of birth. Then, when the user is in the elderly’s category (age
from 60 or more), the personalized interfaces for elderlies and their attributes will appear.
When the application asking the elderly to create an account, only the user needs to enter
the ID number without any extra information, and based on that, all the information of
the user will be imported from the central government database’s user data. Also, it is
proposed to add more extra options to let users access more easily through fingerprint
or face recognition for sign-in. The following part of the proposed prototype is for the
main interface and create an account and Sign-in user interfaces. (See Fig. 8).

Sign in

Create an Account

Enter your ID number

Welcome to the Application

Create Account ’
Please enter your birth date

04/09/2021

English Noxt

Langusge Next

Fig. 8. Proposed prototype.

5 Conclusion

This paper presents an empirical investigation on improving mobile application-oriented
for older people. This paper aims to evaluate and improve the usability of government
applications for the elderly in Saudi Arabia. This paper highlights the importance of
enhancing the usability of mobile apps by presenting extensive related works. This
research will also answer the following research question: How to improve smartphone
government apps usability to help elderly users in Saudi Arabia? To answer the ques-
tion, typical applications identified, the data collection findings concluded, including a
preliminary study and concept development phase.

The paper has presented the methodology and the procedures for testing the govern-
ment applications. The work will include performing a qualitative study to determine
how to improve usability and formulate domain-specific design principles that focus
on older people when using government applications to enhance user interfaces’ exist-
ing designs and enhance user experience. It will include concept development, where a
solution to the problem will be developed.
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To use qualitative data, this study intends to evaluate the usability of government
applications across the elderly in Saudi Arabia using a heuristic evaluation approach
and usability testing on smart mobile phones to provide a comprehensive view of user
interactions and satisfaction. Usability testing is an observational approach that allows
an application to be evaluated by employing users to perform specific tasks. Data will
be collected during the usability testing sessions while observing the participants per-
forming developed task scenarios. Based on these guidelines, an app interface designed
for older people in Saudi Arabia will be created. The consideration will be made as
one of the government application’s current interfaces will act as a starting point in this
study. Better application usability would help keep these individuals motivated to make
necessary changes and involvement in life.
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Abstract. This paper presents a solution for the simple visualization of Bitcoin
price. Current applications are often complex and include an amount of informa-
tion that might be useful to some people. However, if someone is only interested
in knowing the price, then these applications are needlessly complicated. Our
proposed solution aims to display only a simple and clear visualization of price
in a selected period and comparison to historical data. In the paper, we describe
how to acquire data from online sources and process and visualize them in a sim-
ple graphic chart. The prototype is developed as a web application to make it
accessible on both desktop and mobile devices.

Keywords: Bitcoin - Visualization - Web - Mobile

1 Introduction

Bitcoin is a cryptocurrency that was introduced in 2008 by an unknown person or group
of people under the name Satoshi Nakamoto [1]. Satoshi left the project in late 2010
without revealing much about himself. The community has grown exponentially, with
many developers working on Bitcoin. Satoshi’s anonymity often raises concerns, many
of which are linked to a misunderstanding of the open-source nature of Bitcoin.

The world’s first cryptocurrency, Bitcoin, is stored and exchanged securely on the
internet through a digital ledger known as a blockchain. Bitcoins are divisible into smaller
units known as “satoshis”—each “satoshi” is worth 0.00000001 bitcoin. The main benefit
is that nobody owns the Bitcoin network, much like no one owns the technology behind
email. Bitcoin is controlled by all Bitcoin users around the world [2].

A blockchain represents a distributed database of records. In other words, it is a
public ledger of all transactions or digital events that have been executed and shared
among all participants. Each transaction in the public ledger is verified by at least half
of the participants in the system. Once recorded, information can never be erased. The
blockchain contains a specific and verifiable record of every single transaction ever made
[3].

The essential principles of blockchain technology are [4]:
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e Distributed database — each party on a blockchain has access to the entire database
and complete database history. Nobody can modify the records, and everybody can
verify the records.

e Peer-to-Peer transmission — communication occurs directly between peers instead of
through a central node.

e Transparency with pseudonymity — every transaction is visible to anyone with access
to the system. Each node has a unique alphanumeric address that identifies it.

e Irreversibility of records — once a transaction is entered the system, it cannot be altered
because following transactions are linked to this transaction — that is why the term
“chain” is used.

e Computational logic — the digital nature of the ledger means that blockchain
transactions can be tied to computational logic and programmed.

In the last decade, Bitcoin went from a currency for enthusiasts and experts to a cur-
rency used worldwide and daily. Some people are using Bitcoin as everyday currency,
although its reach is still somewhat limited. For other people, Bitcoin became an oppor-
tunity to invest money and is existing as a means of preserving value. Such a person is
either trying to “buy cheap and sell high” or just buying to preserve the value for future
years while hoping the value will substantially grow. These people need to monitor the
Bitcoin value to sell when profitable or to see if the price is rising.

Visualization is the transformation of data and information into a visual form. Today,
data visualization applications became helpful to understand features, properties, depen-
dencies, and behavior of different phenomena and quantities. That is not only a form
of graphical presentation but also a method to explore and analyze. A visualization of
Bitcoin price in a simple and clear chart can help users make a good decision about
strategy purchase or sale.

According to type data taxonomy [5], Bitcoin price, which changes over time, can
be classified as 1-dimensional temporal data. It is a data sequence, where every sample
is assigned to specific points in time, often in equally spaced time series. This kind of
data can be visualized as static or dynamic visual representation [6]. In the case of a
static visual representation, the Bitcoin price is shown by a line chart [7]. There are
many applications showing charts of prices with a lot of different kinds of information.
These can be difficult to read for users who do not understand more detailed indicators
or for people who do not have the necessary background. But even for somebody who
understands these matters, it is still unnecessary and less clear to present more informa-
tion if they only care about the price. And even if someone understands them, it might
still be more convenient to show something simpler. Our proposed solution aims in this
direction because existing applications seemed too complicated to us when we wanted
to see just a simple chart with the price. Our other goal is to have an application that is
available on both desktop and mobile devices. That would make it possible to use it eas-
ily everywhere. The application should also provide the possibility to choose different
time ranges and their comparisons.

In the methodological part of the paper, the entire processing pipeline is described.
This process consists of data acquisition, processing, and visualization. The results
chapter shows possible graphical outputs in the form of graphs generated by the prototype
application.
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2 Methodology

The main goal is to design a simple web application that enables the visualization of the
Bitcoin price in an appropriate form. To show any data, it is necessary to acquire them
ideally from an online data source. The principal tasks of our solution are acquiring,
processing, and visualizing data. Deployment of the implemented application is the last
step.

2.1 Acquire Data

Many servers providing online services of the current price of Bitcoin are available. It is
common to access this information through API (Application Programming Interface)
that presents data in a machine-readable format. Examples of servers providing these
services are CoinDesk [8], CoinGecko [9], or Blockchain [10]. CoinGecko API has a
limit of 100 requests per minute. Although our application can hardly reach this limit,
we decided not to use this server. Blockchain server provides completely free API but
only after registration. In the end, we decided to use CoinDesk because it offers several
completely free public APIs [11] that are perfectly suitable for our needs. We use two API
calls, one for getting the current price of Bitcoin and the second for obtaining historical
prices.

Fetched data are not stored on the device, so the application always requires a con-
nection to the internet. Data retrieval is performed on-demand by the user, who can press
various buttons to request historical data. Bitcoin price is fetched on a “one value per
one day” basis for different periods — 24 h, 1 week, 1 month, 3 months (a quarter of a
year), 6 months (half a year), 1 year, and the whole history since 2010/07/18.

The user can choose a currency in which the price of Bitcoin is downloaded and
visualized. The prototype application supports the United States Dollar (USD), Euro
(EUR), and Czech Crown (CZK). Information about the selected currency is saved into
the device.

Data from the API are returned in a standard JSON format, which is processed in the
client application. For examples of queries to CoinDesk API, see the following figures
(Fig. 1, 2) to view the result of calling these links. Previous and historical data are not
stored in the application, and in case of a change of period or date, the application updates
data by a new request to the server.

2.2 Data Processing

Nowadays, websites and mainly the ways of website development are changing. In the
past, it was not uncommon that bigger web applications had performance problems.
To answer this issue, developers from Facebook implemented a light JavaScript library
called ReactJS [12]. This library helps to build declarative, modular, fast, and scalable
front-end applications using JavaScript language. ReactJS also works with the Document
Object Model (DOM), representing an HTML document with a logical tree structure
using a cross-platform and language-independent interface. The library makes it easier
to organize data flow and helps thinking about user interface elements as individual
components [13].
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"time": {
"updated": "Jun 14, 2021 19:20:00 UTC",
"updatedISO": "2021-06-14T19:20:00+00:00",
"updateduk": "Jun 14, 2021 at 20:20 BST"

"disclaimer": "This data was produced from the CoinDesk Bitcoin Price Index (USD). Non-USD currency
data converted using hourly conversion rate from openexchangerates.org",
"opit:
"usD": {
"code": "USD",
"rate": "39,395.0383",
"description": "United States Dollar",
"rate_float": 39395.0383
}
}
}

Fig. 1. Example of raw data in JSON format. This example shows the current Bitcoin price in
USD. Retrieved from https://api.coindesk.com/v1/bpi/currentprice/USD.json on 2021/06/14 at
19:20 UTC.

{
"bpi": {
"2021-04-01": 58726.6833,
"2021-04-02": 58981.1117,
"2021-04-03": 57065.38,
"2021-04-04": 58221.755,
"2021-04-05": 59140.685,
"2021-04-06": 58011.415,
"2021-04-07": 55950.97,
"2021-04-08": 58087.18
};
"disclaimer": "This data was produced from the CoinDesk Bitcoin Price Index. BPI value data returned as
usD.",
"time": {
"updated": "Apr 9, 2021 00:03:00 UTC",
"updatedISO": "2021-04-09T00:03:00+00:00"
}
}

Fig. 2. Example of raw data in JSON format. This example shows the Bitcoin price in USD for
a 7 days period from 2021/04/01 to 2021/04/08. Retrieved from https://api.coindesk.com/v1/bpi/
historical/close.json?currency=USD&start=2021-04-01&end=2021-04-08.

As was already mentioned, creating JavaScript applications can be challenging. For-
tunately, there are multiple frameworks and libraries to choose from. For our application,
we decided on a framework called NextJS [14]. There is usually a high learning curve
before a developer can build a proper application. That is because developers need
to learn about client-side routing, page layout, APIs, customization, performance, etc.
NextJS framework brings important features for developing the prototype application.
Framework Gatsby [15] was considered as a second possible option for the author’s
research. After testing and prototyping, the authors chose NextJS. The main reasons are
[14]:

an intuitive page-based routing system,

automatically statically optimizes page(s) when possible,

server-side renders page(s) with blocking data requirements,

automatic code splitting for faster page loads,

client-side routing with optimized page prefetching,

webpack-based environment which supports Hot Module Replacement (HMR),
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e and customization with community plugins and with your own Babel and Webpack
configurations.

2.3 Visualization

For visualization purposes, we used library Chart.js [16]. It is an open-source library that
enables the creation of several different types of charts using a short JavaScript code.
For the prototype application, it is appropriate to use a line chart with linear Cartesian
axes and labeling. Plotting data points on one or two lines is often used to show trends
or comparisons of two data sets. Chart.js library is available freely, even for commercial
uses.

The chart displays the price on the vertical axis and the time on the horizontal axis in
the application. Both the price and time axes have a linear scale. Aside from presenting
the price for the chosen period, the application also shows historical data for the previous
period of the same length. That makes it easy to see the trend of the price change in the
selected period. Therefore, the chart contains two lines, one for the actual price of the
chosen period and the second for the historical price of the previous period. To make the
prototyped application even more explicit and well-arranged, either of these lines can
be switched off. That is mainly important for user experience.

The minimal and maximal values on the vertical price axis are adjusted according
to the price values that are loaded for the chosen period. This means it does not start
from zero. Consequently, it might look like the price is changing a lot in some cases, or
the price is approaching to values close zero when not checking the axis closely. So, it
is important to keep that in mind while looking at the lines of the presented chart. The
exception is the option where complete historical data is displayed. In this situation, the
price is rising from zero since Bitcoin started to be traded, and the vertical axis of this
chart starts from zero. On the other hand, adjusting the axis makes it possible to see
small changes in the price that would otherwise be more difficult to recognize if the axis
were including the entire possible price range.

The horizontal axis is simpler to describe. When the user chooses a period, the axis
holds one value for each day in that period. The previously described line for the previous
period of the same length does not have corresponding values on the axis.

2.4 Deployment

The application runs in the Node.js environment, and the virtual server runs in the cloud.
Due to good experiences with the Heroku platform, the authors used this platform for
this research [17]. The implemented prototype application is publicly available online
at http://www.easy-crypto.online/. It is possible to use the application on both desktop
and mobile devices, and it has a responsive design, so it adapts to any mobile device
regardless of its screen size.

3 Results

The implemented prototype application is freely available online at the public webserver
http://www.easy-crypto.online/. The following three screenshots (Fig. 3,4 and 5) present
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the main functionalities of the application. In all cases at the top of the screen, there is
an element to change the currency of price. Information about the current exchange
rate is also available. The buttons bar enables the user to choose the period for which
the price data is fetched and visualized. The chart’s horizontal (X) axis contains time,
and it has one tick per day. The vertical (Y) axis contains the price, and its tick values
are calculated dynamically. The first two screens (Fig. 3, 4) include full charts with all
previously described elements. The third figure (Fig. 5) shows detail of one day with a

BTC/ USD: (39,642.4700 USD)

24hours Week Month Quarter Halfyear Year All

I Actual [ Previous

Fig. 3. Graphical result of the prototype application for the selected period. The figure is present-
ing a chart for a week (blue line). The red line shows the Bitcoin price from the previous week.
The vertical axis range is automatically set according to the price values for the selected time
period. Prices are in USD currency. (Color figure online)

BTC/ USD : (39,627.2633 USD)

24hours Week Month Quarter Halfyear Year All

Fig. 4. Graphical result of the prototype application for the whole history The figure presents a
chart for the entire period of existence since 2010/07/18. The vertical axis starts at zero. Prices
are in USD currency.
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BTC/ CzK : (832,000.3153 CZK)

24hours Week Month Quarter Half year Year All

[ Actual: 1142731.9454

M Actual [l Previous

Fig. 5. Graphical result of the prototype application for detailed view. The figure shows the
possibility of displaying a popup element with the exact price for the selected day when the cursor
is placed on the day on the line. Prices are in CZK currency.

popup element showing the precise price for that day. This feature is available all the
time.

4 Discussion

Implementation of the suggested solution proved that simple visualization of the time
dependency of Bitcoin price historical data is easy yet powerful and persuasive in its way
of providing practical information. Due to the nature of the idea, the proposed application
does not show much information. Therefore, it is not suitable for seeking detailed and
specific information about other Bitcoin indicators. But as many applications provide
this service, this is not considered a disadvantage, and it was not the intention.

Despite the simplistic solution, the prototyped application enables selecting the time
interval of the current Bitcoin price. It compares this epoch to historical data in the
previous period of the same length by displaying two lines in one chart. The prototype
shows the price in a simple chart, and in this sense, the main goal was met. The application
also provides a few options, namely currency settings and switcher for both lines. To
sum up the results, the application delivers the expected outcome, and all goals have
been reached.

5 Conclusions

The implemented solution presents a good result for simple and clear online visualization
of Bitcoin price. Comparing current data to historical values for the chosen period enables
a quick and brief view of the actual price situation. That is useful for users who deal
with Bitcoins as a matter of trade or for people who are only interested in this subject
out of curiosity. The goal that we set for ourselves was met.
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There is not much space to improve the application by adding more functionalities.
Our motivation was to develop it as simple as possible and adding more features would
break our main intention. But further research could explore the possibilities of using the
same approach for other cryptocurrencies. Visualizing other cryptocurrencies is expected
to be easy and possible only by switching to different data API, although we did not try
that.

Another course of future research could analyze the possibilities of even more obvi-
ous visualization. For example, different chart line colors have not been tested, although
they might positively affect the chart’s readability.
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Abstract. Network slicing is the crucial prerogative that allows end users and
industries to thrive from 5G infrastructures, however, such a logical network com-
ponent can deteriorate from security vulnerabilities that prevail within cloud envi-
ronments and datacenters. The Quality of Experience in 5G is a metric that takes
into consideration sets of factors, which play role in the definition of the end-to-
end performance, which is indeed latency, packet processing, utilization of legacy
protocols, old hardware, encryption, non-optimized network topologies, routing
problems and multitude of other aspects. This research sheds light on the inherent
networking stack performance issues that translate into 5G environments, in a
use-case where encrypted VPN tunneling is used to secure the backhaul transport
network between the 4G/5G cores and the frontend networks.

Keywords: 5G - Enhanced VPN+ - Vector packet processing - FPGA SoC

1 Introduction

5G engrosses various sectors of the modern society, including healthcare, transport, smart
infrastructure, industrial and other spheres. One of the most important environs that 5G
aims to support is the Massive Internet of Things (MIoT). In healthcare, IoT enables
providers to assist patients in various ways by providing wearables, sensors and implants
for various medical conditions and monitoring [1] etc. The devices require stringent
security measures for preserving the confidentiality and data privacy of patient infor-
mation. Nevertheless, the healthcare sectors are constantly targeted by cyber criminals
and additional considerations from that aspect are desirable to prevent private informa-
tion leakage and mitigate repercussions [2]. The information retained about healthcare
services and patients is of substantially sensitive nature and therein the need for addi-
tional protection and threat mitigation. An example of eccentric cyber-attacks during
the COVID-19 pandemic from 2020, indicates that the adversaries are utilizing APT
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(Advanced Persistent Threat) attacks and is attributed to the possibility that the inten-
tion is to compromise and exfiltrate research data regarding COVID-19 vaccines [2].
The increase of cyber threats on healthcare institutions in Central Europe has increased
exponentially in November 2020, namely by 145%, which is an astoundingly elevated
figure [3]. The enhanced quality of service is what 5G delivers to the smart healthcare
and in parallel security threats that it is accompanied with [4]. Most of the research is
focused on the stated Quality of Service and performance, but the security remains a
highly misjudged domain, therein the upsurge of cyber-attacks on healthcare institutions
in the last two years.

Adpversaries are continuously developing new practices to enhance their attack vec-
tors and exploit various vulnerabilities for fulfilling their malicious goals. One rather
traditional technique to secure a communication is encrypted tunneling, namely employ-
ing VPN to support the communication between endpoints. In this paper, we examine
a previous work on a 5G infrastructure for IoT in healthcare and address a performance
issue that arises as a result to the encryption in the transport network between the 5G net-
work core (5GC) and the Centralized Unit (CU) in a cloud environment. This is achieved
by combining improvements in the Linux kernel for packet processing and introducing
an additional FPGA hardware to offload the cryptographic operations from the 5G core
compute node. The improvements of performance in 5G VPN+ network slice encrypted
with AES-256 are thereby substantial.

1.1 Motivation and Problem Statement

Smart healthcare involves medical devices that are issued to patients and communicate
through a 5G network. In simple terms, the transport network that connects the Core
Networks of the service providers with contiguous Centralized Units for baseband pro-
cessing is as secure as the infrastructure itself, which signifies that threats can emerge
when adversaries are able to access the network through any means (either from the
internet or on-premises). 5G establishes the concept of network slicing that separates
the tenants in the network based on their use case. A typical method to resolve the
communication and restrict access to the corresponding actors is by using policy-based
networking and selective routing of traffic, VLAN segmentation, compute nodes isola-
tion as well as firewalls and traffic filtering. These techniques are incorporated at the
orchestration layer of the SDN controller and the same are insufficient to prevent adver-
saries from commencing various attacks. To strengthen the security of the transport
network in 5G between the CU and Core Networks, we have established an infrastruc-
ture that allows provisioning of a custom network slice, crafted for healthcare purposes,
and utilizes an enhanced VPN+ tunneling to secure the communication. Nevertheless,
the symmetric encryption in the tunnel adversely affects the performance of the commu-
nication at scale and requires optimizations to provide satisfactory quality of experience
for the increasing number of MIoT devices and the end users in healthcare.

This paper begins with an introduction and explaining background work in the related
field. Further, a brief explanation of the methodology and implementation follow and
correspondingly, the results of the experiments are represented. To finalize, the paper
discusses certain limitations and advantages of the proposed approach and concludes on
the lessons learned.
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2 Background and Related Work

2.1 5G Architecture

The 5G system consists of User Equipment (UE), Access Network (next-generation
Node-B, or gNB) and Next-Generation Core Network (5GC). By combining Software-
Defined Networking (SDN) and open Application Programming Interfaces (APIs), users
can have virtual Network Functions (vNFs) tailored and customized according to a spe-
cific scenario. Figure 1 represents an overview of the 5G architecture, which is separated
into two main group functions: Control Plane (CP) core of 5GS and User Plane (UP)
functions. The control-plane group has different elements defined in terms of Network
Functions (NF). It is comprised of a common framework and offers services to other
authorized NFs or users. This Service-Based Architecture (SBA) allows modularity,
scalability, and reusability [5].

AuSF AMF SMF
N4
N1 N2
UE | gNBINR NS DN

Fig. 1. 5G core architecture

Network Slicing

The concept behind network slicing is based on logical network components, situated on
a common physical infrastructure also dissected into virtual networks. The network soft-
wareization concept [6] enables network slicing through software-based solutions. For
that purpose, network slicing in 5G utilizes Software-Defined Networking (SDN), Net-
work Function Virtualization (NFV) in clouds and the Edge for the realization of slices
over the same physical infrastructure of the service providers. Each slice is controlled
independently and can scale according to requirements.

Compared to 4G LTE, 5G replicates the function of physical hardware in form of
software. SDNs can thus be easily adapted to serve the needs of backends (such as SD-
WAN) as well as local deployments for customizing network slices in 5G. In a previous
work at the Secure 5G4IoT lab by the Oslo Metropolitan University, we underlined the
details on network slicing using a slicing controller and an SDN controller to provide vir-
tual network functions for connectivity to the corresponding network slice [7, 8]. VNFs
can be implemented in different ways. One common method is to separate a physical
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network interface into manifold virtual functions, assign these virtual networking end-
points to a VNF/CNF (Container Network Function) and implement policy and routing
via the SDN controller through these terminals for the network slice. Figure 2 represents
a working example of virtual network function provisioning for 5G cloud radio access
network (C-RAN) with a single Centralized Unit (CU) in OpenStack cloud. Another
traditional method for separating vNFs is by using VLAN (Virtual LAN) on Layer-2.
According to the working example in the Secure SG4IoT Lab at the Oslo Metropolitan
University, the virtual functions are delivered using SR-IOV (Single Root — Input Out-
put Virtualization) of the network. The 5G core functions are containerized and use the
Kuryr plugin to interface the containers with the OpenStack Neutron [9].

VPN

traffic

Normal
traffic
(VLAN 00

5GC containers

i \ openstacv //

VPN underlay

. VLANwo ]
Internet < ;
Neutron ]
Open <—VLAN100—| ]
vSwitch
OsloMet
Network " SRdOV

A Parent
- —‘mer'ace

GTp | Docker Kuryr

Centralized Unit
containers

PowerEdge R620 /

Fig. 2. VLAN segmentation using SR-IOV and VPN instance in the transport network between
the centralized unit containers and the 5G cloud core network

High-performance Vector Packet Processing Stack

To handle low-level packet processing issues the VPP (Vector Packet Processing) is
used. By enabling a software routing using the VPP driver, we deliver a VPN underlying
network for securing the communication between the C-RAN network and the core
networks in the cloud. VPP does not process packets on sequential basis as is the case
with the scalar model, but instead it processes the entire vector of packets through a
graph node before proceeding to the next graph node. There is a support for hardware
acceleration through plugins for offloading the packet processing functions to external
hardware [10]. VPP uses vector processing as opposed to scalar processing, treats more
than one packet at a time. One of the benefits of the vector approach is that it fixes
the I-cache thrashing problem. It also mitigates the dependent read latency problem
(pre-fetching eliminates latency). This approach fixes the issues related to stack depth/D-
cache misses on stack addresses by improving the cycle of capturing all available packets
from the device RX ring, forming a vector that consists of packet indices in RX order,
running the packets through a directed graph of nodes, and returning to the RX ring.
As processing of packets continues, the circuit time reaches a stable equilibrium based
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on the offered load. As the vector size increases, processing cost per packet decreases
because the I-cache misses over a larger N are being amortized [10]. VPP is integrated
in OpenStack using the Neutron Modular Layer-2 (ML2-VPP) mechanical driver, as
shown in Fig. 3.

Neutron Server Joumallng —
MariaDB
ML2 VPP
Mechanical Drlver
. Container Container
9 Container 9
O~ ML2 i;
H b A en(\,
g \

VPP Etcd

Compute Node HTTP/ISON

DPDK

A

VPP

Compute Node
DPDK

Fig. 3. VPP native integration with the OpenStack Neutron Modular Layer 2 (ML2) driver

For the production-scale cloud, the VPP ML2 agents are deployed via the OpenDay-
light SDN controller in OpenStack, which are referred to as “Honeycomb data-plane
agents” where Kubernetes and Ansible are used for orchestration [11-13]. VPP is shown
to massively improve performance in relatively low-power computing environments
[14-16].

2.2 Enhanced VPN+ and Cryptographic Functions Offloading to FPGA SoC

One way to enable transport network VPN connection is to bypass application layer
VPNs and perform tunneling at transport network layers. In the style of VPN as a
Service (VPNaaS) and On-demand network slice provisioning NSaaS (Network Slice
as a Service), tenants can request a network slice with VPN tunneling integrated as
a custom vNF. The ACTN framework (Abstraction and Control of Traffic-Engineered
Networks) is thereby introduced [17] to define the ability for customers to deploy private
networks without the understanding of the backend. ACTN defines the Virtual network
slicing service function chaining (SFC) model. This same model serves for provisioning
5G transport networks by utilizing the CNC (Customer Network Controller), MDSC
(Multi-Domain Service Coordinator) and PNC (Provisioning Network Controller) [18].
CNC is responsible for 5G 3GPP access-network communication with the underlying
network of the 5G infrastructure and is also known as Traffic Provisioning Manager
(TPM) [19]. The TPM functions as a CNC from ACTN reference point of view and can
be deployed in a carrier network as shown in Fig. 4, TPM can be deployed in Mobile
Network A - Domain 1 and Domain 2, while the CMIs interfaces are connected to SDN
controllers (in this case we refer to the PNC from the ACTN framework reference) [19].

For the current experiments, we employ a hybrid model, in which the SDN controller
imports the information of the underlay network through BGP-LS (BGP-Link State) [20]
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Fig. 4. Enhanced 5G transport network architecture in a multi-region cloud model [19]

via RestCONF APIs, and the traffic engineering (TE) information is collected and shared
to external components of the network. Therefore, a Traffic Engineering Database (TED)
is formed [21], which stores information about the TE information for dynamic Quality of
Service parameters regulation as in the case with MPLS and GMPLS networks [20]. This
way, the tenants can decide to instantiate an enhanced VPN+ at the network underlay,
while avoiding overlay application-layer overheads at scale.

Field Programmable Gate Arrays are used in clouds for various functions. A SoC
(Silicon on a Chip) architecture allows the FPGA to be programmable remotely and
without direct access. This combination usually is followed by an ARM architecture
device tightly integrated with the FPGA, which allows interfacing to the FPGA fabrics.
The FPGA can then be used for various applications that require specific and customized
computational properties and are task intensive for the general x86 architecture CPUs
[22, 23], which is programmed to perform cryptographic operations for AES-256 in the
VPN tunnel. The FPGA is programmed in Verilog to access the memory directly and
interact with the VPP kernel module, which opens a potential to scale the FPGA fabrics
into cluster of multiple FPGA SoC units. The cluster can then be served as a service to
the specific network slicing virtual functions that request it.

3 Methodology and Implementation

The Fig. 5 represents a 4G and 5G infrastructure deployed at the Oslo Metropolitan
University with three different slices: a 5G New-Radio, 4G standard LTE access and an
IoT network slice with IEEE 802.11 Wi-Fi access. The core networks have their own
SR-IOV endpoints and is considered a separate virtual cluster sharing the same cloud.
The experimentation methodology is based on network testing performed with the iperf
tool to measure traffic performance at scale. Before conducting the evaluation of the
throughput in the network, the Maximum Transmitted Unit (MTU) is adjusted to 9000
from the default 1500 value to minimize fragmentation incurred variance in the network
flows. This is because the traffic between the Centralized Unit and the 5G Core Network
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is encapsulated to support the transmission of GTP traffic in an extended IP header. With
aMTU value of 1500, the traffic between the UE (User Equipment) and the Internet will
experience packet drop, jitter and additive error, therefore it is adjusted accordingly on
all interfaces, including the SR-IOV physical functions, virtual functions, as well as the
container-plane network.
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Fig. 5. 4G and 5G hybrid infrastructure at the Oslo Metropolitan University

The compute nodes are Dell R620 servers running Linux Ubuntu server 18.04 oper-
ating with low-latency kernel version 14.18.0-25. The Core Network vNFs require a
stable environment to operate and thus any fluctuations incurred by the CPU on a hard-
ware level in terms of frequency, voltage, heat-related inconsistences and multitenancy
can cause unpredictable result. To minimize experimental error, CPU hyperthreading is
disabled as well as power states (C-states, P-states) and the unit overclocked to fixed
3.0 GHz. For testing the connectivity between the Centralized Unit and the Core Net-
works, network overlays are avoided to eliminate overhead and perform the control
experiments directly on the 10 Gbps optical network fabrics between the physical com-
pute nodes. This experimental data is stored and used to compare to the performance
impact virtualization can have on the nodes in terms of bandwidth and CPU resources
utilization combined. Further, we proceed with tests on the VPN+ tunneling in between
the compute nodes, which are followed by tests on the VPN+ endpoints on virtualization
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layer between the Centralized Unit containers and the Core Network containers. This
will shed light on the difference between the impact of hardware networking compared
to virtualization with SR-IOV and direct VPN tunneling compared to virtualization-layer
VPN+ tunneling.

As a final realignment, we change the generic Linux networking kernel modules
with Vector Packet Processing and compare these results to the previously obtained
data. That will represent the real status of the performance improvements that can be
expected from utilizing vector processing compared to scalar processing. Last but not
least, the FPGA SoC is introduced at the VPN+ server. Each test is performed in two
stages: single-stream network testing and multiple-stream tests in parallel. The latter
exaggerates the traffic conditions and simulates a realistic scenario where the transport
network is saturated with traffic.

3.1 Evaluation

The obtained data is classified as follows:

e Scenario A: Hardware-level testing of the compute nodes at the optical network fabrics

e Scenario B: Virtualization-plane tests via the corresponding SR-IOV virtual functions
translated in the containers that host the Centralized Unit and the Core Networks

e Scenario Al: VPN+ connectivity between the two compute nodes directly

e Scenario B1: Virtualization-plane tests of the VPN+ connectivity through the same
SR-IOV virtual functions

e Scenario A2: VPN+ connectivity between the two compute nodes directly, with Vector
Packet Processing Linux kernel module

e Scenario B2: Virtualization-plane tests of the VPN+ connectivity with Vector Packet
Processing Linux kernel module

e Scenario A3: VPN+ connectivity between the two compute nodes directly with Vector
Packet Processing Linux kernel module and FPGA SoC cryptographic offloading

e Scenario B3: Virtualization-plane tests of the VPN+ connectivity with Vector Packet
Processing Linux kernel module and FPGA SoC cryptographic offloading

The A and B scenarios are the experimental control group for comparison with the
further test scenarios. This will shed light on the performance detriment that is inflicted on
the link. For that purpose, the network flows are measured together with CPU utilization
and compared. Correspondingly, the A1 and B2 scenarios test the VPN+ connectivity
and the impact it has on the deployment compared to the default state from the A and
B scenarios. In the A2 and B2 scenarios, the VPP Linux kernel module is introduced,
which will represent the mean performance gain that is otherwise lost due to the packet
processing issues from the default scalar approach. Finally, the scenarios A3 and B3
implement an FPGA SoC for offloading the encryption from the CPU of the compute
node. These tests are performed only in multiple-stream examinations, in order to assess
the performance improvement at scale (in worst-case scenarios).

The traffic of the single-stream and multiple-stream tests is adjusted in such a man-
ner that respects a constant threshold under the total maximum capacity of the node’s
performance. The experiments do not examine latency-related issues.
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4 Results

The results from the experiments are obtained using the iPerf3 network testing tool
and the following arguments are passed. The time of execution is 5 min (300 s), with an
interval of transmission each 1 s. The TCP buffer size is set as a constant to 32 Megabytes
and the test runs as a client-server model with the server being executed at the 10.0.0.1
host, which is the Core Network and the 10.0.0.2 is the Centralized Unit host. Results are
summarized in Table 1 and Table 2, denoting CPU resource utilization and maximum
bandwidth, correspondingly.

To determine the impact of the VPN on the backhaul network, we establish causal
relationships between the hardware-level tests, virtualization layer tests and compare
the results with the improvement from utilizing the VPP module. Finally, the results are
also compared with the inclusion of the FPGA SoC offloading. For that purpose, the
multiple linear regression analysis is used.

The value of the correlation coefficient (“multiple R”) is 0.850086999, indicating
a good relationship between the CPU utilization, bandwidth, and the number of occur-
ring retransmissions. The significance F-test of the null-hypothesis is less than 0.05 (i.e.,
S-F=0.003116316). Figure 6 and Fig. 7 show the overall distribution of CPU utilization
compared to the speed per each scenario. During the hardware-level tests, the overall
utilization of the CPU in the node was 41.7224%, whereas during the SR-IOV parallel
stream tests, the total usage amounts for 27.36%. Nevertheless, there is an unavoidable
variation in the system processes at the different times of testing, for which if we cal-
culate the offset, we get 33.4466% during hardware-level tests and 22.9254% during
SR-IOV tests, results in Asg—_jovn) = 10.5212% . This value is subtracted from the
overall performance in order to isolate the effects of virtualization during the multiple
stream tests, that is 41.7224% during the hardware-level tests and 27.36% during the
SR-IOV tests. The difference of 14.3624% subtracts the system resources difference
by 10.5212%, obtaining 3.8412% impact on the virtualization plane during the SR-IOV
tests with multiple streams. The overhead increases when the traffic scales over the same
VNF (Fig. 8 and Fig. 9).

Without provisioning additional VNFs, it is likely that the impact would be more
than linear over a threshold of difference between the kernel’s scalar packet processing
capability and the absolute number of scaled VNF functions for the SR-IOV drivers,
accounting for the traffic generated also in the 5G network on top of the diverse network
slices. Furthermore, as the number of retransmissions increase, the level of computa-
tional resources required for retaining maximal bandwidth will increase, adding on the
bottleneck of the operating system’s kernel at the physical nodes and is represented
through the CPU underutilization. This is further amplified through an encrypted VPN
tunnel, accentuating the I-cache thrashing problem with the scalar packet processing.
The VPP allows the CPU to have time-series workloads allocated for submitting each
encrypted packet to the network interface, thereby increasing the bandwidth of the tunnel
and showing 100% CPU utilization. Additional rectification is achieved when the FPGA
fabric is introduced, further restoring the traffic performance (~8.87 Gbps).
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Table 2. Summary of the bandwidth tests at the sender and receiver side. The results include
the total retransmissions and duration of the tests in seconds. Each scenario is represented with
single-stream and multi-stream tests

Scenario Send duration | Sent data Send speed Retran. Rec. duration Rec. data Rec. speed
(s) (GB) (Gbps) (total) (s) (GB) (Gbps)
A/S-S 300.036 371.04267 9.89328 0 | 300.036 371.04249 9.89327
A/M-S 300.015 371.16965 9.89736 1 300.015 371.16546 9.89725
B/S-S 300.039 371.18716 9.89704 0 |300.039 371.18684 9.89703
B/M-S 300.021 371.17811 9.89739 22 300.021 371.17443 9.89729
Al/S-S 300.037 19.591886 | 0.522386 163311 300.037 19.591432 | 0.522374
A1/M-S 300.021 20.563469 0.54832 347139 300.021 20.559070 | 0.548203
B1/S-S 300.038 19.921978 0.531218 170510 | 300.038 19.922784 | 0.531207
BI/M-S 300.022 21.049824 | 0.561288 348553 300.022 21.045380 | 0.56117
A2/M-S 300.021 223.00132 5.347821 3 300.021 223.00412 5.347733
B2/M-S 300.023 219.34128 5.330129 2 300.023 219.34115 5.331604
A3/M-S 300.030 360.21275 8.928763 0 |300.030 360.21478 8.972871
B3/M-S 300.021 343.33713 8.873988 0 |300.021 343.33711 8.873569
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Fig. 6. Distribution of the multiple linear regression analysis of the correlation between relative
bandwidth (in Gbps) and CPU utilization in percentage (%) by scenario
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Fig. 9. Dependency between the number of retransmissions and total CPU utilization (system
namespace and user running the SGC core network and VPN)

5 Discussion

One of the main hindrances to performance loss in a software-defined 5G backhaul
networking is the utilization of legacy hardware in datacenters. The modern workloads
require improved hardware, especially CPU processing units and in general new archi-
tectures in order to run with higher efficiency. Datacenters are usually equipped with
specialized processing hardware for particular workloads, such as GPUs or FPGAs,
which at scale can have detrimental impact on the execution of required tasks. In the
case with VPN, the technique that combines Vector Packet Processing and FPGA offload-
ing can be scaled to accommodate bigger infrastructures and negate the requirement of
horizontally scaling the same.

Using FPGA SoC requires tedious implementation methodology and incurs latency
penalties on the network. Despite that this work is not focused on examining the latency
related impacts in the network, an external SoC managed FPGA forwards packets from
the SDN controller that directs the network flows through the FPGA and back to the CPU
of the compute nodes. A better performing FPGA layer combined with tight integration
with the SDN networking stack of the backhaul, can resolve the said issues.
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6 Conclusion

Utilizing a vNF passthrough, minimizes the impact of virtualization on the performance
of 5G backhaul transport networks at scale. A rather simpler approach that attains flat
infrastructure, easier to automate and self-organize, the virtualization layer can be sup-
plemented with vector packet processing to annul some ramifications that arise due to
inherent networking kernel limitations in Linux. This implication becomes intensified
when the transport network is tunneled via VPN, which can encrypt the communication
with various algorithms. The symmetric encryption needs to scramble every packet that
traverses the transport network endpoints, which is highly taxing for the CPU and the
available resources at the compute nodes in the cloud. The communication becomes
severely bottlenecked and the overall potential of the 5G transport network substan-
tially diminished. A prodigious and cost-efficient solution is to integrate FPGA fabrics
to handle the encryption of the tunneling and use vector packet processing to increase
the flow rates and minimize packet retransmissions, which can drastically improve the
performance.
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Abstract. In this paper, we consider the problem of minimizing simul-
taneously the total connectivity cost of a set of users to a set of facility
nodes and between facilities themselves. The problem arises as an exten-
sion of the p-Median problem, which is a classical combinatorial opti-
mization problem. We propose two mixed-integer quadratic program-
ming models which allow obtaining optimal solutions. Example applica-
tion domains where the proposed models can be utilized include mod-
eling and management of smart transportation and wireless networks,
to name a few. Our first model is derived as an extension of the clas-
sical p-Median formulation. Whereas the second one is an alternative
set-covering model. Finally, we linearize these models and strengthen
them by imposing additional linearized quadratic cuts. We solve hard
instances with up to 60 facility nodes and 350 users with the Gurobi
solver. Our preliminary numerical results indicate that the linear set-
covering formulation allows solving all tested instances to optimality in
significantly less computational effort, which is not possible to achieve
with the other proposed models.

Keywords: Mixed-integer quadratic and linear programming -
p-Median problem - Smart transportation and Wireless networks
applications

1 Introduction

The p-Median problem is a classical combinatorial optimization problem which
can be described as follows. First, we are given a set of facility nodes J and a
set of users (customers) Z with cardinalities n and m, respectively. Then, the
problem consists of finding an optimal subset of facility nodes P C J with
cardinality p that minimizes the total connectivity cost in such a way that each
user of 7 is assigned to a unique facility node in P. It is a discrete type location
problem with many real-life applications including the location of industrial
plants, warehouses, public facilities, and network design problems, to name a few
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[1,8]. In particular, for network design problems, it provides a useful modeling
framework as it allows forming backbone network structures [1,2,8,9].

In this paper, we consider the problem of minimizing simultaneously the total
connectivity cost of users to facilities, as in the classical p-Median problem, plus
the total connectivity cost between pairs of facilities. Notice that the latter cost
is not usually incorporated in the classical p-Median problem. We argue that
the motivation for doing so can be justified within many application domains.
For example, when moving patients from one hospital to another one under
pandemic situations like covid-19. Similarly, in a wireless network, it is highly
required that the facilities forming a backbone network structure are installed
as close as possible since this would allow more rapid transmission of the data
and at lower power consumption. Notice that even though the proposed mod-
els provide a generic modeling framework, they can be straightforwardly applied
and adapted to many optimization problems related to smart transportation and
wireless networks [1]. Also notice that in a graph layout configuration of a net-
work, the connectivity cost between two facilities can be computed as a function
of the shortest path distance between them [5]. We propose two mixed-integer
quadratic programming models. The first one is derived as an extension of the
classical p-Median formulation. Whereas the second one is formulated based
on an alternative set-covering formulation related to the p-Median problem [3].
Then, we apply the Fortet linearization method [6] and obtain two additional
mixed-integer linear programming (MIP) models. Finally, each linearized model
is further strengthened by imposing additional linearized quadratic cuts. In par-
ticular, we derive a cardinality cut that allows tightening the linear programming
relaxations significantly.

As far as we know, our proposed models are new to the literature. A similar
problem was studied in [10] where the author reports a new integer quadratic
formulation of a general hub-location problem. The author discusses a variety of
alternative solution strategies and proposes two heuristics for the task of siting 2,
3, or 4 hubs to serve interactions between sets of 10, 15, 20, and 25 cities. Other
related works, from the domain of wireless networks and urban planning, where
our proposed formulations can be applied, are reported in references [7,11]. In
particular, in [7], the author proposes a distribution location plan for multi-
sink nodes in a wireless sensor network based on the p-median problem. The
author also proposes a heuristic algorithm and shows that the proposed strategy
can effectively reduce the overall energy consumption, improve the efficiency of
the network service and extend the network lifetime. Analogously, in [11], the
authors incorporate big data in urban planning for better modeling of urban
dynamics and more efficiently allocating limited resources. The authors pro-
pose a high-performance computing-based algorithm based on random sampling
and spatial voting techniques to solve large-sized p-median problems. Numeri-
cal results show that their proposed algorithm provides high-quality solutions
and reduces computing time significantly. They also demonstrate the dynamic
scalability of their proposed algorithm.
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The paper is organized as follows. In Sect.2, we present and explain the
quadratic and linear mathematical formulations. Then, we explain how we derive
quadratic cuts, which allow tightening each of the linear programming (LP)
relaxations. Subsequently, in Sect. 3, we conduct preliminary numerical experi-
ments in order to compare all the proposed models. Finally, in Sect. 4, we present
our main conclusions and provide some insight for future research.

2 Mathematical Formulations and Quadratic Cuts

In this section, we first present and explain the proposed mixed-integer quadratic
and linear models. Then, we describe how we obtain the quadratic cuts, which
are added to the MIP models.

2.1 Proposed Mathematical Formulations
In order to write a first quadratic model, we define the following binary variables

| 1, if facility node j € J belongs to subset P.
Yi = 0, otherwise.

and

- J 1, ifuseri € T is assigned to facility node j € J.
Tij = 0, otherwise.

We also define the input matrices C' = (Cj;) for all i € 7 and j € J, and
D = (Dy;) for all 4,5 € J as the required distance matrices. Notice that each
entry in each of these input matrices represents the distance between elements 4
and j. Consequently, a first model can be written as follows

Qn : glyn} Z Z Cijxij + Z Z %Dijyiyj (1)

€T jeJ €T jET
(i#7)
s.t.: Z Tij = 1, Viel (2)
jeg
doyi=p (3)
jeg
wij<vy;, VieIl,jeJ (4)
z € {0,1}"",y € {0,1}" (5)

where the first and second terms in the objective function (1) represent the
connectivity costs between users and facilities, and between facilities themselves,
respectively. The constraints (2) ensure that each user i € 7 is connected to a
unique facility node j € J. Next, the constraint (3) is used to select p out of n
facilities from J. Subsequently, the constraints (4) ensure that each user i € 7 is
connected to a facility node j € J if and only if j is active. Finally, constraints
(5) are the domain constraints for the decision variables.
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In order to obtain an equivalent MIP formulation for @)1, we apply the Fortet
linearization method [6]. This method consists of replacing each quadratic term
in the objective function (1) with a new variable z;; = y;y; for all ¢, j € 7, (i < j)
while simultaneously adding linearization constraints. This leads to the following
equivalent MIP model

min Z Z Cijzij + Z Z Dijzij (6)

{Z7y,z}

i€ jeJ ISVANISVA
(i<3)
st (2) — (4)
szSyu vz>]€j7(7’<¢7) (7)
legij Vi,jGj,(i<j) (8)
Zzzyz‘i’y]*la V’L,jej,(l<]) (9)
z e {01y y € {0,1}", 2 € {0,1} "= (10)

where the objective function (6) is no longer a quadratic one, but a linear one.
The constraints (7)—(9) are the linearization constraints and ensure that variable
zi; = 1 if and only if both y; = y; = 1 for all 4,j € J, (i < j). Otherwise, if
either y; or y; equals zero, then z;; = 0. Notice that we do not use both variables
z;j and z;; in My as each connection link is considered only once.

In order to write an equivalent set-covering formulation, we first add an
artificial facility node to set 7. Denote this new set by J. Next, we define an
additional input matrix C' = (Cy;) for each i € Z and j € J. This new extended
matrix is constructed as follows. First, let C' be an empty matrix. Then, for
each ¢ € Z, we sort in ascending order the corresponding row vector of matrix
C = (Cyj), for all j € J and add the resulting sorted vector to the s, row
of matrix C. Finally, we add an extra zero column vector to the left of matrix
C. Similarly, we define the input symmetric matrix D = (ZA)”) for all i,j € J.
This matrix D is constructed by adding zero column and row vectors to the left
and at the top of matrix D, respectively. To terminate, we define the following
cumulative variables

1, if the distance cost of useri € 7 is at least C*ij, for allj € J
w;ij = no matter which median it is allocated to.
0, otherwise.

Thus, a quadratic p-Median formulation can now be written as

: m}g} Z Z Cij-1 ’LU”-F Z Z zjyzyj (11)

i€l jeg\{1} 16«7\{1}J€J\{1}
(i#7)

st Y w=p (12)

J€T\{1}
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wi+ Yy =1, VielkeJ\{1} (13)
jea\(1}
{Ci;<Cir}

w e {07 1}m(n+1)7y e {0’ 1}n+1 (14)

Analogously as for @1, we can obtain its linearized version as

min Z Z 'Lj - C i,j—1 wz] + Z Z ZJZij (15)

w2} 17 jed\{1} ieI\{1} jeT\{1}

(1<7)
st (12) — (13)
i <yj, Vije T\{1}, (i < j) (17)
2 >y — 1, Vije J\{1},(i <) (18)
w e {0,101y e {0,117, 2 € {0,1} T (19)
Notice that the Fortet linearization constraints (16)—(18) are now imposed in
M, for all 4,5 € J \ {1}.

2.2 Quadratic Cuts Used to Strengthen the MIP Models

In this subsection, we explain how we obtain quadratic cuts, which are then
linearized to further strengthen the LP relaxations of the MIP models. By doing
so, we intend to measure the impact of these cuts on the performance of the
branch and cut algorithm of the Gurobi solver [4] when solving M; and Ms.
We denote by M7 and MJS the strengthened versions of models M; and My,
respectively. The set of linearized quadratic cuts we add in M7 are

Y zi=pyi, VieJ (20)
jeTJ

S sy - 222D o)
,JET

(1<)

Yity; <1+z;, Vi jed,(i<j) (22)

The first cut (20) is obtained by multiplying constraint (3) by each y;, for all
1 € J. Whilst the cardinality cut (21) is obtained by multiplying constraint (3)
with each variable y; for all ¢ € J. Then, we take the sum over all the resulting
constraints and obtain the equality ZZ jeg YiYi = p?, which is equivalent to

> wiyi=pp-1)

1,J€T,(i#7)
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and

1,J€T,(i<j)

Subsequently, the cuts in (22) are obtained from the quadratic valid inequal-
ities (1 —y;)(1 —y;) > 0 for all ¢,j € J,(i < j). Observe that each term in
these inequalities is nonnegative since y; < 1 for each ¢ € 7. Finally, notice that
the cuts (20)—(22) can be straightforwardly adapted for M, while using the set
J\ {1} instead of J.

3 Numerical Experiments

In this section, we present preliminary numerical results for all the proposed
models. For this purpose, we implement a Python program using Gurobi solver
[4]. In particular, we solve each quadratic model while setting the Gurobi option
parameter Nonconvexr to a value of 2. This option allows one to solve a non-
convex quadratic problem with spatial branch and bound algorithms. We decided
to use this option as it proved to be the most effective one in terms of CPU time
required to solve the quadratic models. Whilst for the MIP and LP models,
we use the Gurobi solver with default options. This implies solving the linear
models with state-of-the-art branch and cut-based algorithms. The numerical
experiments have been carried out on an Intel(R) 64 bits core (TM) with 3 GHz
and 8G of RAM under Windows 10. So far, we generate eight instances with
dimensions of n = {50;60} and m = {200;250; 300; 350}, and each of them is
solved for values of P = {10; 20}. We mention that this range of parameter values
was arbitrarily chosen in order to ensure that hard instances were obtained. In a
larger version of this paper, a wider range of parameter values will be considered.
The input matrices C' = Cyj and D = D;; forallu € Z and 4, j € J are generated
by computing the distances between users and facilities and between facilities
themselves. Notice that matrix D is symmetric. The coordinates of each user
and facility node are randomly drawn from the interval (0;1).

In Table 1, we present preliminary numerical results obtained with models
Q1 and M;. More precisely, in columns 1-4 we present the instance number,
and the values of p, m, and n, respectively. Next, in columns 5-8 we report for
@1, the best objective function value obtained in at most 1h of CPU time, the
number of branch and bound nodes, CPU time in seconds required to solve the
model, and the MipGap parameter value of Gurobi solver, respectively. Gurobi
computes this parameter by subtracting from the best incumbent solution the
best lower bound obtained. Then, it divides this result by the incumbent solution
again. Notice that this value is reported as a percentage. Also notice that if the
Gurobi solver terminates with an optimal solution, then the MipGap parameter
should be equal to zero. Subsequently, in columns 9-15 we report for M, the best
objective function value obtained in at most 1 h, the number of branch and bound
nodes, CPU time in seconds, the optimal objective value of its LP relaxation,
and CPU time in seconds required to solve it, and the gap and MipGap values,

respectively. The gap is computed by [Z<=LE] 4 100.



Quadratic p-Median Formulations 105

Table 1. Numerical results obtained with Q1 and M;.

#|P | m n|Q1 My
Best |B&Bn|CPU(s) MipGap% Best |B&Bn|CPU(s)|LP |CPU(s)|Gap% | MipGap%

1 10|200(50| 45.76(59834 |2133.63|0 45.76/10494 |1015.9224.17(0.43  |47.18 |0

2| 250 53.59|45816 |2090.6 |0 53.59| 6398 [1156.28(31.15/0.58  [41.86 |0

3| [300] 60.54]36938 [1964.24[0 60.54| 4850 |1246.64|37.34]/0.61 [38.31 |0

4| |[350] 66.97|26966 |1824.55|0 66.97| 2456 |703.56 |43.96]0.83  |34.35 |0

5 |10(200(60| 45.5550480 |3600 |0.06 45.55/19046 |3229.7 |24.03|0.55  |47.24 |0

6| |[250] 53.35/46754 [3600 [0.05 53.35/11860 |3600 [31.04]0.72 [41.8 [0.03
7| [300] 60.39]41313 [3600 [0.05 60.39/11310 |3600 |37.26/0.81  [38.3 [0.03
8| [350]| 66.77|33585 3600 [0.05 66.77/10374 |3600 |43.92/0.96  [34.21 [0.02
1 20|200|50| 88.19| 2595 [962.54 |0 88.19| 233 |120.82 |18.4 |0.19  [79.13 |0

2| [250] 96.21| 5095 [2129.14[0 96.21| 521 |375.69 |23.47/0.36 |75.6 |0

3| [300| [104.17| 7559 [3600 |0.02 104.17| 1725 |1118.44[28.44/0.5 72.69 |0

4| [350 |110.67| 5372 [3600 |0.04 110.67| 1457 [1062.42(33.29/0.76  [69.91 |0

5 |20(200/60| 84.91| 4278 [3600 |0.06 84.91| 1153 |858.49 |17.81/0.29  [79.02 |0

6| 250 93.24| 3566 |3600 |0.09 93.24| 1140 |1473.24|22.83/0.55 |75.51 |0

7| [300| [101.44] 2066 [3600 |0.12 101.44| 1574 [3600 [27.7 0.67 |72.68 [0.02
8| [350| [108.47| 2771 [3600 [0.13 108.36| 1513 [3600 [32.49/0.9 70.01 [0.03

Table 2. Numerical results obtained with Q2 and Ma.
#|P|m |n |Q2 Mo
Best |B&Bn|CPU(s) MipGap%  Best |B&Bn|CPU(s)|LP |CPU(s)|Gap% | MipGap%

1 10|200(50| 45.76(5799 |1122.08|0 45.76| 188 91.7924.17(0.77  |47.18 |0

2| [250] 53.59(5963 [1499.08[0 53.59] 124 | 113.52[31.15]/1.20 [41.86 |0

3| [300] 60.54]2050 [767.52 |0 60.54| 1 45.86|37.34/1.52  [38.31 |0

4| |[350] 66.97[2101 [872.13 [0 66.97 1 37.7443.96/1.89  [34.35 |0

5 10(200(60| 45.55(9298 [3600 |0.04 45.55/1196 | 934.09 24.03|1.24  |47.24 |0

6| [250] 53.35|7716 |3600 |0.05 53.35| 791 | 767.94[31.04/1.79 [41.8 |0

7| [300]| 60.67|5756 [3600 [0.04 60.39| 312 | 424.37(37.26/2.44 [38.3 |0

8| [350] 66.77|4642 [3600 [0.02 66.77 1 | 145.03/43.92[2.81 [34.21 |0

1 |20|200|50| 88.19]1383 |727.43 |0 88.19| 17 44.02/18.4 [0.43  [79.13 |0

2| [250] 96.21[1795 [998.88 [0 96.21 145 73.65]23.47(0.58  |75.6 |0

3| [300] [104.17|3036 [1721.66|0 104.17| 61 84.32/28.44(0.81  [72.69 |0

4| [350] [110.67|4148 [2266.1 |0 110.67| 116 | 110.93[33.29]1.15  [69.91 |0

5 [20(200/60| 84.91|2962 [3600 |0.04 84.91| 43 | 164.47|17.81]0.62 [79.02 |0

6| |250] 93.24[2456 [3600 [0.06 93.24| 325 | 404.15/22.83[1.07 [75.51 |0

7| [300| [101.53[2701 [3600 |0.07 101.44| 635 [1118.62(27.7 [1.24 [72.68 |0

s | [350] |108.42(2229 (3600 |0.08 108.35| 816 [1909.16/32.49/1.71  [70.01 |0

In Table 2, we report numerical results for the models Q2 and Ms. The col-

umn information of Table 2 is analogous to Table 1. Finally, in Table 3 we report
preliminary numerical results for the linear models M7 and M3. Its legend is
analogous as for the linear models reported in Tables1 and 2 for M; and My,
respectively.

From Table 1, we first observe that both models @)1 and M; allow obtaining
the same objective function values except for the instance #8, for which we
obtain a slightly smaller value with M;. Regarding the number of branch and
bound nodes, we see that Gurobi reports a significantly less number of nodes
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Table 3. Numerical results obtained with M7 and M5.

#|[Pm [n Mg M3
Best | B&Bn | CPU(s) | LP | CPU(s) | Gap% | MipGap% | Best | B&Bn | CPU(s) | LP | CPU(s) | Gap% | MipGap%

1 10 | 200 | 50 45.76 7702 928.61 34.63 | 0.41 24.32 0 45.76 158 115.51 | 34.63 | 1.39 24.32 0
2 250 53.59 5063 1105.62 | 41.62 | 0.48 22.33 0 53.59 9 75.24 | 41.62 | 1.46 22.33 |0
3 300 60.54 3644 1008.27 | 48.26 | 0.71 20.27 |0 60.54 1 46.72 | 48.26 | 1.76 20.27 |0
4 H 66.97 4062 1107.03 | 54.79 | 0.88 18.18 0 66.97 1 42.38 | 54.79 | 1.98 18.18 | 0
5 | 10| 200 | 60| 45.55| 16213 |3600 |33.48 0.7 26.48 | 0.01 45.55 | 1062 869.88 | 33.48 | 2.03 26.48 |0
6 250 53.35 | 10270 | 3600 | 40.5 |0.65 24.08 | 0.03 53.35 | 1068 | 1454.03 | 40.5 | 2.09 24.08 |0
7 300 60.39 | 8741 [3600 |47.2 |0.83 21.85 | 0.04 60.39 | 257 520.99 | 47.2 | 2.6 21.85 |0
8 350 66.77 | 7240 |3600 | 53.77 | 0.99 19.45 | 0.02 66.77 1 146.25 | 53.77 | 2.98 19.45 |0
1 [20|200|50| 88.19| 876 |221.09 |71.690.35 187 |0 88.19 1 41.15 | 71.69 | 1.34 187 |0
2 250 | 96.21 | 1088 |368.09 | 76.93 | 0.39 20.03 |0 96.21 1 52.63 | 76.93 | 1.55 20.03 |0
3 300 | 104.17 | 1327 | 768.92 | 82.22 | 0.46 21.07 |0 104.17 1 77.44 | 82.22 | 2.0 21.07 |0
4 | 350 | 110.67 | 3674 | 2335.46 | 87.34 | 0.55 21.07 |0 110.67 | 55 88.82 | 87.34 | 2.33 21.07 |0
5 [20] 20060 84.91] 1156 |683.22 |66.370.46 21.83 |0 84.91 1 118.39 | 66.37 | 1.76 21.83 |0
6 250 93.24 2254 1905.38 | 71.68 | 0.59 23.12 0 93.24 1 175.0 71.68 | 2.4 23.12 0
7 300 101.44 | 2545 | 3600 | 76.92 | 0.73 24.17 | 0.02 101.44 | 223 482.71 | 76.92 | 2.9 24.17 |0
8 350 108.35 | 1903 | 3600 | 82.08 | 0.75 24.24 |0.03 108.35 | 488 866.76 | 82.08 | 3.31 2424 |0

for M;. The CPU times show that we can obtain the optimal solution of the
problem for a larger number of instances with M; in less than 1h. Next, we
observe that the MipGap values reported for both models are close to zero. The
latter indicates that the solutions reported are near-optimal. Notice that from
these values, we can obtain tight lower bounds for the problem as well. Finally,
we see that the LP relaxation of M; is not tight when compared to the best
objective function values and that the gaps obtained increase with p.

From Table2, we observe similar trends for Q2 and Ms. We notice that
M, significantly outperforms model Q2 in terms of the best objective function
and CPU time values obtained. Indeed, we obtain the optimal solution to the
problem with proven optimality for all tested instances. This cannot be achieved
by any of the other proposed models reported in Tables 1 and 2. This achievement
can also be observed by looking at the number of branch and bound nodes
obtained, which are significantly lower for Ms. Finally, we observe that the LP
relaxation of My is not tight either. Similarly, from Table 3 we observe that M,
outperforms M; in terms of all column information reported. In particular, we
confirm that M allows obtaining the optimal solution of the problem for all the
instances. Perhaps, one of the most interesting observations of Table3 is that
the LP bounds obtained with M5 are significantly higher than those reported in
Tables 1 and 2, respectively. Ultimately, we observe that the impact of adding
linearized quadratic cuts in Ms is not so strong in terms of CPU time values
obtained. However, we see that for most of the instances, the number of branch
and bound nodes decreases when these cuts are added to the models.

4 Conclusions

In this paper, we considered the problem of minimizing simultaneously the
total connectivity cost of a set of users to a set of facility nodes and among
facilities themselves. The problem is motivated by the potential develop-
ment of future smart transportation and wireless network applications where
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interacting facilities will be required to be connected and nearly reachable. We
proposed two mixed-integer quadratic programming models, which are further
linearized. The first one is obtained as an extension of the classical p-Median
formulation. Whereas the second one corresponds to an alternative set-covering
model. Finally, we strengthen the linear models by imposing additional linearized
quadratic cuts. So far, we solved hard instances with up to 60 facility nodes and
350 users. Our preliminary numerical results indicated that the linearized set-
covering formulation outperforms all the other proposed models as it allows
solving all the instances with proven optimality and in significantly less compu-
tational effort.

As future research, new models and algorithms should be investigated in
order to tackle this hard combinatorial optimization problem. Complementarily,
new cutting plane approaches should be proposed in conjunction with the new
models. This would allow a complete validation of the proposal. Ultimately, the
study problem in this paper should be adapted to more specific transportation
and telecommunication network problems as part of future work.
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FONDECYT No. 11180107 and FONDECYT No. 3190147.
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Abstract. The implementation of the game theory approach represented by Shap-
ley value is done through a design of network based on WLAN with three types
of applications, namely video streaming, file sharing, and Web Access equipped
with DB. Python is used to implement the Shapely value while OPNET is used to
simulate the proposed architecture. The comparison data shows that using game
theory approaches minimize data rate wasting and fair distribution of data rate
among each application, this is because game theory approach itself has a coali-
tion between users and allocates resources fairly between users, and the results of
simulation focusing on traffic sent and received are compared to verify this fact.
The performed comparison shows that the game theory results are performing
better than the normal one adopted by the WLAN which is Round Robin with
PCF.

Keywords: Game theory - Shapley value - Round robin - PCF

1 Introduction

Cloud computing is a concept that has been developing rapidly and has made enterprises
changing the way they used to deal with technology. Cloud computing is delivering
computing services over the internet from a remote location on-demand using other
computing resources other than owning computing resources. This concept caused many
enterprises to change their strategies toward using this technology. Enterprises do not
have to spend thousands of dollars on purchasing computing resources but they can
access the resources they require from cloud computing providers [1].

Cloud service providers can be classified into three categories: software as a service
(SaaS), platform as a service (PaaS), and infrastructure as a service (IaaS). In the SaaS
category, the service provider aims to provide application developer services to the client.
The client can use applications through web services or by using web browsers. The client
doesn’t need to know how the infrastructure works. It is the usage of applications over
the internet.

In the PaaS model, users can deploy complete applications on the cloud infrastructure,
without controlling it. In the model, the cloud service provides tools and libraries for
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users and developers to develop and deploy their services without having the required
environment on their own computers.

In the third model which is [aaS, computer resources, data storing and networking
and all other infrastructure related computing resources are provided as services. The
infrastructure is seen as a virtual infrastructure and clients can use the resources whenever
and wherever they require them [1].

Edge computing is a new paradigm that brings the service of the cloud provider in
the proximity of the users. Edge computing can be considered as an extended cloud
which is geographically located close to the users. The idea behind the introduction
of edge computing is mainly depending on the actual form of cloud computing. The
simplest term of cloud computing is storing and running data on the internet instead of
the local hard drive of the computer. Cloud computing uses the internet as a tool to access
storage. In other words, cloud computing refers to two main ideas that handle by cloud
computing. First one is, distributing workloads on the internet in the provider’s datacenter
remotely that is called as public cloud, for example: Amazon, Microsoft (Azur). And,
if more than one public cloud works remotely for the same purpose it is called as
multi-cloud. The second idea explains that how virtualized domain works when a user
requests resources through very advance automation, to gain network resources, storage,
or any other functionality on the cloud, to balance workload. As mentioned earlier, cloud
computing provides resources in different ways of service which is: IaaS, SaaS, and PaaS
which makes cloud computing an advance technology. All these services are sometimes
located geographically far from the users in case of a public-private deployment. As
a consequence, this may violate the Quality of Service of real-time applications that
require very low end-to-end latency. For instance, managing, processing, and analyzing
huge amounts of data will be one of the challenges of the cloud. Sending huge amounts
of data to the cloud provider through the current network architecture i.e., the backhaul,
will increase the probability of having congestion and decreasing the performance of
the network accordingly [2].

2 Literature Review

Collaborative resource allocation in mobile edge computing with using game theory
has challenges in involving different techniques. This is due to increasing require-
ments of mobile users on MEC, such as, cloud storage, decreasing latency, offloading.
Computation-intensive in MEC is worked in [3]. The study focused on resource alloca-
tion. Due to resource limitation in mobile terminals, they can not provide a good capacity
of computing for data processing which is one of the requirements for the computation-
intensive applications. In addition to the demand on cloud that increases each minute,
most of the computing tasks will proceed in the cloud in the close future. This will cause
an increase in transmission latency and decrease in Quality of service (QoS). To be able
to minimize this, MEC offers to address many issues such as latency, with using MEC
servers close to the base station, or mobile vehicles, or devices with idle resources.

In the study, it is worked on resource sharing in mobile edge cloud among multiple
service providers while each service provider has its own utility provider in [4]. Also, the
study defined limitations of resources in edge cloud that might not satisfy the application
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requests. Because each edge cloud provides service to edge computing where each edge
cloud located at the edge of the network which is different from the application. An
application runs in each mobile or in internet environment and while communicating
between applications an edge cloud forms. Also, application latency is decreased which
requires more resources.

Revenue sharing in the edge cloud computing worked in [5]. Computing service
providers in both cloud provider and edge provider as a hybrid system examined. Here,
edge provider represented IoT, while cloud provider provides computing services to
a client, and together they are called as edge-cloud system. The idea is to create a
mechanism to distribute tasks. It is compared with the revenue resources from the client
and build the revenue sharing to split service providers. And later service providers
compete among them to identify utilities to re-share resources fairly to the system.

Mobile edge computing worked in [6]. The bankruptcy game model for computa-
tional resource allocation in MEC was considered in the paper.

Data offloading in the multi-MD and multi-MEC-server scenario studied in [7].
Besides, a coalition based structure proposed in the paper. The proposed structure
incorporated with MD scheduling, MEC server selection, and offloading encouragement.

3 Game Theory and Shapley Value

Edge computing can take a different form of deployment, although they have the same
functionality represented by offloading cloud computing. In the following, the different
edge computing technologies are described justifying the motivation of using one of
them in the paper.

Mobile users’ demands for internet increases on daily basis and mobile hardware
in terms of heat, battery life and hardware is quite poor. One of the presented solutions
is could computing. However, wireless LAN is quite slow and delays interaction in
terms of user application in cloud computing. Also, the main solution for that is an
implementation of cloudlet, which adds closest small cloud to mobile users through
LAN. Moreover, cloudlet represents a cluster of computers that are connected to the
internet. They are located at the edge of the network and connected through LAN or
wireless [8].

Fog computing is an extension of cloud computing that creates closer links between
ground infrastructure and cloud. Fog comes from fogging which brings services to
ground infrastructure and network infrastructure [9].

The European Telecommunications Standards (ETSI) defines Mobile Edge Com-
puting (MEC) as the environment that provides IT services including cloud computing
at the very edge of the mobile network with Radio Access Network (RAN) within the
range of close nearness to the mobile subscribers [10]. Moreover, MEC provides appli-
cation builders, cloud computing services, and IT services at the edge of the network.
MEC provides capabilities for operators to open their RAN to the approved third parties
and allowing operators to deploy their applications rapidly to the enterprises and mobile
subscribers.
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3.1 Game Theory Concept

Game theory (GT) applied in many domains such as economics, politics and manage-
ment. Here, the applied mathematics for studying and analyzing different interactions
between different players involve punish and reward. Also, GT involves a collection of
analytic tools that makes the facility in the decision-making process for a specific case
in between economic and social situations that needs to have input from individuals
through having different favorites [11].

To improve the decision process in single objectives, the game theory covers different
decision strategies. For example, in economics and sociology, the focus is about creating
the good design of payment. But structural engineering will focus on design efficiency.
In wireless networks, each node represents a player, each player has its own strategy and
it should contribute its own value to gain. An example of a coalition game with network
components is given in Table 1.

Table 1. Coalition game in network [12]

Network component | Game theory network

Nodes Act as a player

Available adaptations | Action set

Performance metrics | Utility functions

GT has two main types, cooperative GT and non-cooperative GT. Cooperative GT
focuses on how all nodes are working together as a coalition which makes entity not only
depends on single nodes but depends on the strategy of other nodes. For this reason, the
cooperative GT is more collaborative. It elaborates especially in the case that represents
realistic ideas where nodes are attended in several coalitions that makes it more complex.
To simplify this complexity a principle should to be applied. In non- cooperative GT,
each player tries to achieve its own goal and reduce its own cost. One of the concepts
that is used for non-cooperative GT is Nash equilibrium. The main purpose of Nash
equilibrium is presenting a strong solution for none of the players. They alternate their
own actions or not try to change their own utility, which leads Nash equilibrium to predict
the result of the game [12].

3.2 Shapley Value

The game theory provides different models in decision making for any strategic situation
which involves mathematical thinking where more than one player participates. For
many kinds of problems, it needs different thinking and decision through cooperative
and or non-cooperative player’s participation to get the mathematical application of game
theory.

In general, the cost allocation increases in many different situations. One of them is
used when many participants are available to work together. For example, to increase
patient care quality with reducing cost allocation, healthcare suppliers who coordinate
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patient’s care, use same principle and methodology of game theory. Also, many different
ideas are suggested to manage fair cost allocation. But, some of them become a practical
solution [13].

3.3 Wireless Local Area Network (WLAN) and WLAN Medium Access Methods

WLAN is one of the quickest technologies that grows in the industry of telecommunica-
tions. It can be involved in many market solutions such as companies, hospitals, public
business solutions, airports and even in minimarkets. The technology of WLAN is used
to save cost and to avoid a crowd of cables. However, it’s the only solution to supply
the internet for very high speeds in the industries. In addition to this, there are many
technologies and non-technology standards that involve WLAN with throughput, power
consumption, coverage range, cost, and price.

802.11a standard: This standard is the first WLAN standard that was presented in
July 1997. It is used for wireless communication with the same protocol of Ethernet.
And, it supports two models which are 802.11a and 802.11b. Each of them has its own
specification and qualification, for instance, 802.11a reaches the speed of 54 Mbps and
uses Orthogonal Frequency division multiplexing (OFDM) technology. Moreover, it is
supported by the specification of Wired Equivalent Privacy (WEP) as it is implemented
by IEEE that provides authentication and encryption.

802.11b standard: This standard is the most common one in 802.11 standards and it
was presented in 1999. It depends on Direct Sequence Spread Spectrum (DSSS) 802.11
version. It uses 2.4 GHz. It is used more widely than 802.11a. Also, DSSS is simpler
than OFDM. 802.11b standard supports the capacity of 11Mbps and enabled WEP.

Furthermore, 80.2.11 has many other standards such as 802.11g that supports high
speed reach in 2.4 GHz. There are other models like 802.11e, 802.11f, 802.11i and
802.11h. Many criteria influence WLAN solutions in making better specifications in
terms of speed, power requirement, interference concerns, high-speed timing, capacity
requirement, etc. [14].

Distributed Coordination Function (DCF) depends on CSMA/CA (Carrier Sense
Multiple Access with Collision Avoidance) and the state of the medium is sensed by the
wireless station to send packets. Moreover, packets are transferred when the medium is
idle and the time interval is greater than DIFS (Distributed inter-frame space). On the
other hand, if packets are not sent then the medium remains idle and it is tracked by the
station. Additionally, when the medium is idle, it waits for DIFS and starts to reduce the
counter to gather packets from the station.

The Point Coordination Function (PCF) is a polling based scheme in IEEE 802.11.
The scheme includes either simplified round-robin technique or priority-based tips.
Additionally, this scheme possesses a super frame architecture that comprises both
contention-free period and contention period [15].

4 Collaborative Resource Allocation in MEC Using Shapley Value

A scenario is set up for presenting the operation of PCF and DCF. To achieve this
methodology, two terms are used with comparing their operations. These are, Constant
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Bit Rate (CBR) which uses UDP and File Transfer Protocole (FTP) which uses TCP.
Firstly, in the CBR case, the transmitting CBR starts in parallel with the starting of the
simulation and finishes with its ending. Additionally, 1 s is used for latency while CBR
stations sent 100 packets. And it is anticipated from server stations to receive 100 packets
where the size is 256 bytes. The results of this scenario showes that the packet ratio is
higher in PCF whereas it is lower in DCF.

On the other hand, the FTP scenario shows that the packet size is specified by the
simulator itself. Also, to get the PDR ratio, it is noticed that there should be many packets
sent and received by the client and server. Then, results shows that PDR rises in the PCF
round-robin scheme while it deducts in DCF because of ACK piggyback on the packet
[16, 17].

In the paper, the used method in resource allocation over MEC is detailed. This
starts with a description of the system model which is used as the basic scenario for
the whole work. Then, the Shapley value is used as a method of allocating data rate to
the different applications deployed in the cell. The main reason to use Shapley Value is
because Shapley value is one of the common concepts in cooperative game theory. It
assigns a unique distribution among all players, in total profit generated by coalition of
all players. Moreover, the Shapley value algorithm focuses on the coalition of players.
It cooperates and obtains a certain overall gain from the cooperation and depends on the
amount of contribution to the coalition. The resource allocation is carried out into two-
steps. First, the Shapley value is used. Then, a scheduling algorithm is used to schedule
the allocated resources to the different types of traffic to guarantee their QoS parameters
through using game theory approach.

The network architecture under consideration for the whole work in the paper is
partitioned into two parts, namely as the MEC network and the service requesters. The
radio access network is composed of Access Points (AP). They are equipped with a
WLAN interface which is based on IEEE 802.11g. The APs are collocated with MEC
servers that are connected in their turn via backhaul links to the Internet and then to the
network of the cloud provider. Generally, MEC servers work in standalone fashion or
they may collaborate with the storage in the network of the cloud provider to send a part
of the computation and caching process to the cloud itself (Fig. 1).

The main problem in a wireless network architecture where several MEC servers
are deployed and their access is regulated through the Access Points is the resource
allocation. Resource allocation is a matter of interest when there are several types of
applications offloaded to the MEC servers and each of which has different requirements in
terms of QoS parameters. In the paper, real-time and non-real-time applications are used.
Hence, they differ in their requirements in terms of delay, response-time throughput,
packet loss, etc.

In the paper, a joint resource allocation and scheduling algorithm is proposed in order
to efficiently use the network resources. The resource allocation is based on collaborative
game theory with using Shapley value.

In order to proceed, each service requesters (players) in the network should form
a coalition to cooperate with each other to obtain a gain from this cooperation. The
gain is represented by the total data rate offered by the AP. However, since some service
requestors are contributing more than others, the data rate should be divided among them
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Fig. 1. Network architecture.

in a fair way with taking their contribution into consideration. Each service requestor
should obtain the gain or the required data rate to guarantee its QoS by collaboration.
Once the resource is distributed fairly among the users, a scheduling algorithm should
be carried out in order to allocate the resources. This is the main task that is handled by
Shapley value. In the paper, a Round Robin scheduler is implemented in the AP in order
to allocate resources among different types of traffic.

In the paper, Shapley value is implemented with python and the results are gained
on OPNET simulator in order to determine the data rate distribution in the AP.

5 Simulation Methodology

The model for simulation methodology starts with identifying scenarios based on a
realistic case study through defining their nodes and attributes. Then, it continues with
deploying connections between nodes, and finding a suitable configuration for each node
and finally running the scenario. For proceeding in simulation, the Opnet simulator is
identified as a basis for creating all the scenarios.

Simulation is a regeneration of real-world networks through creating models in
simulation software. The main steps to create a simulation scenario consist of three-
phases; namely the planning phase which identifies the real problem to be simulated and
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selecting the data rate that is selected for each application to be used in Shapley value.
The second phase implements the scenario and node models to be used in the simulation
process. And the third phase is testing the defined scenario to validate the simulation
model and have numerical results.

Basically, there are two different techniques to evaluate the performance of the
network; modelling to provide accurate estimates of performance in large heterogeneous
internet works or simulation.

The network architecture used in the paper consists of several WLANS that are collo-
cated with MEC servers through Ethernet cables. Each WLAN device is connected to the
Access Point through IEEE 802.11g technology. All of them uses the service of MECs
for real-time and non-real-time applications. In their turn, the servers are connected
through backhaul link to the Internet then it is connected to the cloud computing service
and represented as Infrastructure as a Service. The OPNET network of this network
architecture includes node configuration, link setup, and traffic generation.

In the paper, simulation results are presented according to two scenarios; the first
one is based on a joint resource allocation using Shapley value with Round Robin and
PCF mechanism in WLAN, while the second is based on Round Robin with PCF only.

The first scenario will be based on the combination between Shapley value and the
RR scheduling algorithms deployed in the AP before configuring the AP according
to Shapley values. It is important to consider the MAC data rate values specified in
IEEE802.11g standard.

In the scenario, the 54 Mbps in the AP is used as a total data rate for all MEC
applications without any kind of resource allocation.

In this section, simulation results will be obtained for both scenarios explained previ-
ously. For each MEC application, some QoS parameters are studied to show the impact
of Shapley value on the resource distribution and allocation.
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Fig. 2. E2E delay
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End to end (E2E) delay for video streaming is represented by the delay from the UE
to the MEC server that is depicted in Fig. 2. The legends of the figure is represented by
without_Shapley_Value and with_Shapley_Value for both scenarios respectively. Since
delay is one of the most important QoS parameters for video application, this is why it
is compulsory to study it. It is shown that the packets travelling from UE to the MEC
are experienced higher delay in the case where Shapley value is not used. This is due
to the fact that, in the Shapley value resources are distributed and reserved for each
type of traffic and Round Robin scheduling algorithm is performed with this allocated
resource among only UEs which have the same type of application. Unless Shapley
values are used, the resources will not be distributed ahead and video traffic is treated
as the other application. RR algorithm will operate in the AP and it is well-known that
RR is violating the QoS of real-time applications as it has fair and equal treatment of
real-time and non-real-time applications.
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Fig. 3. Packet loss.

The second QoS parameter to be studied for the video streaming application is the
packet loss (PL) in Fig. 3. The PL determines the quality of image that is received by
the UEs and determines consequently its quality of services. While using the Shapley
value, the value of PL is close to zero. As the quality of image is preserved due to the
enough data rate allocated to each UE for sending its video. Since, all of the UEs share
their data rate with the others in the case of non-use of Shapley value, there will be no
priority for them. And as a consequence, PL occurs as the date rate of the cell and it will
not be enough to accommodate all of the requests of video traffic of all UEs.
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6 Conclusion

Mobile Edge Computing has rapidly developed after cloud computing which provides
different services in the network of the operator, like cloud services to the mobile
user. MEC is recognized with many characteristics like proximity, real-time access,
low latency and offloading. However, due to the fact that MEC servers are located in
the access network, because they consume the resources of the access network. Since
resources are limited in terms of the data rate, this may lead to a violation of the QoS
for MEC applications.

Allocating resources to each type of applications is a challenging issue. And, it
depends on how popular is the application and its requirements in terms of QoS. Since
MEC servers are collocated with the base stations, it is important to solve this issue by
using an appropriate resource allocation in the level of the base station. For providing
this, the paper tackled the collaborative game theory approach using Shapley value. The
comparisons show that the game theory results perform better than the normal ones
adopted by the WLAN which are Round Robin with PCF.
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Abstract. Accurate object detection (e.g., buildings, vehicles, road
signs and pedestrians) is essential to the success of the idea of
autonomous and self-driving cars. Various object detection techniques
have been proposed to enable Autonomous Vehicles (AVs) to achieve
reliable safe driving. Most of these techniques are adequate for normal
weather conditions, such as sunny or overcast days, but their effective-
ness drops when they are exposed to inclement weather conditions, such
as days with heavy snowfall or foggy days. In this paper, we propose
an object detection system over AVs that capitalizes on the You Only
Look Once (YOLO) emerging convolutional neural network (CNN) app-
roach, together with a Federated Learning (FL) framework with the aim
of improving the detection accuracy in adverse weather circumstances in
real-time. We validate our system on the Canadian Adverse Driving Con-
ditions (CADC) dataset. Experiments show that our solution achieves
better performance than traditional solutions (i.e. Gossip decentralized
model, and Centralized model).

Keywords: Autonomous Vehicles - Federated Learning - YOLO
CNN - Edge Computing + Object Detection

1 Introduction

Increased vehicular activity has triggered considerable traffic congestion, col-
lisions and pollution emissions. The World Health Organization (WHO) has
estimated that over a million people were killed on the World’s roads in 2016
according to their status report in Global Road Safety Insight of the yearbook
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2018 [10]. Thus, in average there are 3700 deaths per day on the World’s roads.
Over the past decade, significant investments have been put into automated vehi-
cles performance and safety enhancements. Specifically, Information Technology
(IT) has been seen as a means to revolutionize vehicle networks. Connecting
vehicles via vehicular networks [2,9,28] can be used for safety purposes, such as
collision alert and crash detection, as well as for supporting other applications,
such as vehicle-to-vehicle and vehicle-to-cloud communications.

On the other hand, deploying services at the edge of the network has attracted
increasing interest from both academia and industry to address the constraints
in terms of onboard computing, connectivity, storage, and energy, while mini-
mizing unnecessary latency in cloud computing scenarios. The next-generation
wireless networks are supposed to provide ultra-reliable and ultra-low latency
whenever/on-the-move. This will fully meet the current connectivity limitations
for the inevitable real-time development demands for automated vehicles. In
this respect, integrating machine learning capabilities into vehicles allows for
more informed and real-time driving decisions such as pedestrians and cyclists
detection.

While most of the current state-of-the-art object detection models are trained
and benchmarked on datasets with ideal weather conditions, the aim of this
paper is to improve the decision-making process of Autonomous Vehicles (AVs)
in snowy conditions. One of the main challenges in object detection in AVs
settings is the fact that the amount of labeled data is limited when each vehi-
cle is learning by itself without sharing data with other vehicles. Due to lim-
ited resources on each vehicle, any image to be included in the training process
requires considerable effort to collect and record. To address this challenge, we
employ in this work Federated Learning (FL) [22] with the You Only Look Once
(YOLO) method, a single Convolutional Neural Network (CNN) that simulta-
neously predicts multiple bounding boxes and class probabilities for those boxes.
The YOLO method has the advantage of being faster than the traditional CNN
approaches including faster R-CNN. However, it is less accurate, so by adding
the FL to the model, which adds more resource data from the vehicles and the
main edge server, we increase the YOLO prediction accuracy. The main advan-
tage of FL is that the vehicles do not share data, but rather train a single shared
machine learning model locally on their own data. YOLO has recently been used
to handle the object recognition models’ difficulties in real-time. It can run up to
155 frames per second and processes its 24 convolutional layers at a very fast
speed.

Another challenge of object detection in snowy weather environments is the
high communication cost and delay needed to transfer the data (e.g., road con-
ditions, traffic status, etc.) between vehicles, given the high number of data
instances that can be collected and the long-distance communications. This chal-
lenge is also addressed by the use of the FL paradigm which allows the devices
to perform mutually-distributed training of one large machine learning model
without having to share the data among the endpoints. FL includes two major
phases, namely, small-scaled local training and large-scale global training. At
the beginning of the local training, a parameter processor (e.g., an edge server)
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initiates the machine learning model and provides the initial parameters to the
end devices. Then, the edge server combines all the obtained updates in the local
computation process to build a global machine learning model. This method is
repeated until a certain degree of accuracy is achieved.

1.1 Contributions

The main contributions of the paper can be summarized as follows:

— We propose a FL-based object detection model that capitalizes on the edge
computing technology to enable AVs to meet the rapid-growing demands of
self-driving and object detection.

— We employ the YOLO CNN that simultaneously predicts multiple bounding
boxes and class probabilities for those boxes. This allows the vehicles to make
accurate predictions in real-time.

— We study the performance of the proposed solution experimentally on the
Canadian Adverse Driving Conditions Dataset (CADC)!. The experimental
results suggest that our solution achieves a better performance compared to
the traditional predicting approaches that could be used to execute FL for
objects detection.

1.2 Organization

The rest of the paper is organized as follows. In Sect. 2, we conduct a literature
review on the existing FL approaches in cloud and edge computing settings.
We also survey the main deep and convolutional neural network learning-based
image recognition approaches. In Sect. 3, we describe the details of the proposed
solution. In Sect. 4, we explain the experimental environment, evaluate the per-
formance of our solution, and present empirical analysis of our results compared
to other benchmarks. Section 5 concludes the paper.

2 Related Work

In this section, we first survey the main approaches that employ FL over edge
computing. Then, we study the approaches that study FL over autonomous
vehicles. Finally, we give an overview of the deep learning approaches that are
used for object detection over autonomous vehicles.

2.1 Federated Learning over Edge Computing

In [26], the authors propose an edge FL (EdgeFed) in which the outputs of the
mobile nodes are combined at the edge server to increase the learning perfor-
mance and decrease the global level of contact and communication frequency.

! https://cadcd.uwaterloo.ca.
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In [29], the authors suggest a FL architecture, called Fed MEC, that simultane-
ously combines partition techniques and differential privacy. By breaking a DNN
model into two sections, Fed MEC suggests to offload the complicated compu-
tations to the edge servers. In addition, the authors use a differential private
data perturbation approach to avoid the leakage of privacy from the local model
parameters where Laplace noise interferes with the updates from the local devices
to the edge server.

In [23], the authors propose a Mobile Edge Computing (MEC) architecture
that embeds a multi-layer, FL. protocol named HybridFL. HybridFL seeks to
enhance the performance and alleviate the unreliability of end-users by modu-
lating client choice regionally, leading to an appropriate amount of local cloud
updates. In [19], the authors use a Double Deep Q Learning (DDQN) to develop
a trust-based and energy-aware FL scheduling method for IoT environments.
The trust mechanism aims to detect the IoT devices that over-use or under-use
their resources during the local training. Then, the authors develop a DDQN
scheduling algorithm to take suitable scheduling decisions that take into consid-
eration the trust values and energy levels of the IoT devices. In [8], the authors
suggest a modern federated reinforcement learning architecture wherein each
agent independently uses a different device to exchange knowledge, and merges
individual models as well as learning parameters with the other agents to form
a more mature model. The authors employ the Actor-Critic Proximal Policy
Optimization algorithm for exchanging the gradients.

2.2 Federated Learning over Autonomous Vehicles

A selective model aggregation method is proposed in [25], where “fine” local
DNN models are chosen and submitted by local image quality assessment and
computer capabilities to their central server. The authors use two-Dimensional
contract theory as a distributed paradigm for overcoming knowledge asymmetry
to promote the connections between central servers and vehicle clients. In [15],
the authors examine a new form of vehicular network model, i.e., a Federated
Vehicle Network (FVN). This model can be regarded as a robust distributed
vehicular network for supporting high-database applications such as computer
distribution and FL. In order to enable the transfers and prevent the malicious
behaviour, authors capitalize on auxiliary Blockchain-dependent systems.

In [7], the authors suggest an aggregation model for a FL navigation frame-
work called FedLoc in the vehicular fog. They argued that their scheme effectively
defends model changes trained locally and facilitates participants’ fluency in a
flexible way. With regards to the idea of connected automobiles that use WiFi
Access Points (AP), the authors of [14] use a FL method to investigate the via-
bility of the automobiles. Via an in-depth mathematical study, the authors were
able to see how a network control FL algorithm can be better implemented with
respect to the existing WiFi specifications and TCP protocol.

In order to increase cache efficiency and preserve vehicle privacy, the authors
of [27] propose a modern mobility-aware proactive edge cache model for FL,
known as MPCF. MPCF employs a context-conscious Auto Encoder model
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to approximate the popularity of content and then positions common content
expected at the edge of vehicle networks to minimize latency. In addition, MPCF
incorporates a cache replacement mobility-aware policy that allows network
edges, in reaction to mobility patterns and vehicles’ preferences, to add and
evict contents.

2.3 Deep Learning for Object Detection over Autonomous Vehicles

In [16], the authors provide a new obstacle detection method that uses a new deep
learning approach. A newly developed completely convolutional network model
is presented to achieve a semantic pixel-wise marking i the following scenarios:
free-space, on-road unexpected barriers, and background. The geometric cues
are used with an advanced detection method that uses predictive model-based
experiments to determine whether or not there are any hazards in the stereo
input pictures. A real-time and lightweight traffic light detector for autonomous
vehicle platforms is proposed in [11]. This system identifies all potential traffic
lights in a heuristic manner and builds the training model on the GPU server
and feeds it with numerous public datasets. It then classifies the outcomes using
a lightweight CNN model.

In [6], the authors propose a solution that uses a multi-directional closed-
loop steering controller with CNN-based feedback to increase vehicles” handling
capabilities and performance in comparison to previous techniques that used
pure CNN. This study shows that DAVE-2SKY, a neural network that learns
how to steer vehicle lateral control using supervised pre-training and reinforce-
ment learning using images from a camera placed on the vehicle, can perform
inference steering wheel angles for self-driving vehicle. In order to achieve a bet-
ter trajectory prediction, the authors introduce a sequential model in [24], that
employs a neural network consisting of a CNN and a long short-term memory
network. To obtain valid trajectory data, they use a box-plot to identify and
exclude data from the vehicle’s trajectories that seem anomalous. Moreover, the
trajectories of nearby cars are predicted using CNN space expansion and LSTM
time expansion.

3 Owur Method

We propose to leverage FL for object detection in AVs environments. FL is an
efficient technique to enable distributed training of the YOLO CNN model by
involving AVs with edge cloud servers in a practical communication network.
This form of collaborative learning helps the vehicles achieve fast and high accu-
rate decisions in real-time.

3.1 FL Mechanism

Let V. = {v1,v9,...,0,} be a set of z AVs responsible for object detection. Let
D = {Dy,Ds,...,D,} be the set of datasets stored in the vehicles where each
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D; is the dataset stored in the vehicle v;. As shown in Fig. 3, edge cloud adopts
a FL structure comprised of the following core components:

— Edge Server: The edge server first trains a global YOLO CNN model on a
publicly available dataset and then sends the initial parameters to the set of
AVs. AVs use these parameters to perform local training on their own data.
The edge server then collects the wight of the local models wy, , for each
vehicle v at the next FL. communication round r 4+ 1 from the different AVs
and aggregates them using the FedSGD method [1] as follows:

V. d
Wr41 = §w£+1 (1)

v=1

where d,, is the volume of local data available at the v-th vehicle, i.e., d, =
|D,|.d, and d is the size of the whole data across the selected vehicles. The
edge server also notifies the AVs about the recent YOLO model updates,
resulting from global model aggregation. The objective of the learning model
is to minimize the global loss function, i.e.:

. 1 -
min L(w) = 7 > 7 Lu(w) (2)

where L,(-) is the loss function of each AV v on its own data. L, can be
further written as:

Ly(w) = di > titw) 3)

where ¢;(w) is the loss function on each single data sample.

— Autonomous Vehicles: As illustrated in Fig. 2, AVs include embedded sen-
sors, such as cameras, tachographs, GPS, lateral acceleration sensors, and are
often prepared to host computational and connectivity tools such as CPU,
memory, and data communication [27]. Data communication is the process of
using computing and communication technologies to transfer data from one
place to another, or between participating parties. Images captured using
built-in sensors are used to train the local models to predict objects. AVs
connect to the edge server to obtain the initial and aggregate model parame-
ters, and each one trains its own YOLO CNN model using its own collected
image data and hence derives an updated set of the parameters. AVs upload
new local versions to the edge server (using Eq.4) where they are compiled
by the edge server into a new one.

w1 =w, —yVLy(w) (4)

where v is the fixed learning rate, and V(-) denotes the gradient operation.
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Fig. 1. Communication process of AVs federated learning in edge cloud

3.2 YOLO CNN

The latest state-of-the-art CNNs object detections have been trained and bench-
marked in ideal weather datasets, suchas the KITTI dataset [5]. However, those
datasets do not show how effectively these CNNs function in real-world driving
scenarios in which the weather conditions are complicated and changing over
time. To address this shortcoming, we use in our work the CADC dataset, which
contains annotated Light Detection and Ranging (LiDAR) and camera data in
adverse weather conditions, including snow [12]. The CADC dataset can expand
the CNN models to more adverse and critical weather conditions (Fig. 1).

A single CNN simultaneously predicts multiple bounding boxes and class
probabilities for those boxes. YOLO is one of the most promising state-of- the-
art, real time object detection systems [17]. YOLO utilizes features from the
whole picture in order to identify and classify each bounding box as well as
the classes to which they belong. Like humans, YOLO is capable of quickly
recognizing both what items are inside a picture as well as where within the
picture those items are located. Our model will first use an input picture, which
is divided into a N x N grid. Each grid cell predicts B bounding boxes and a
confidence score 3 for each box, where our model used N = 13 and B = 5. This
confidence score estimates the probability that the item belongs to a given class,



128 G. Rjoub et al.

which is successfully detected. This is formally defined as per Eq. 5:
B = Pr(Object) x IOUL " (5)

pred

where T OU;:Z&h is intersection over the union between the predicted box and
the ground truth.

The following five predictions are included in each bounding box: cx, cy, m, h,
and 3. The box’s centroid in reference to the grid cell’s bounds is represented
by the (cx, cy) coordinates, while m and h are the relative width and height.
FEach grid cell predicts ¢ conditional class probabilities, which are expressed
mathematically as follows:

¢ = Pr(Class;|Object) (6)

Finally, we compute the bounding boxes weight by their actual probabilities
of containing that object. We compute these weights by multiplying the condi-
tional class probabilities and the individual box confidence predictions [30] as
follows:

Pr(Class;|Object) x Pr(Object) x IOU, t:%h = Pr(Class;) x IOUT " (7)

pred
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Fig. 2. Overhead view of the vehicle for sensors and cameras (from [13])

4 Implementation and Experiments

4.1 Experimental Setup

We carry out our experiments using the CADC dataset [13], which was pro-
duced using the Lincoln MKZ, modified with the Autonomoose AV platform.
This autonomous driving dataset, compiled throughout the winter in the region
of Waterloo, Canada, is the first dataset to examine and address several types
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of bad driving circumstances such as low visibility, fog, excessive precipita-
tion snow, etc. It contains 7,000 frames of annotated data from 8 cameras
(Ximea MQO013CG-E2), LiDAR (VLP-32C), and a GNSS + INS system (Nova-
tel OEM638), collected through a variety of winter weather conditions. We train
a YOLO CNN model on the dataset to determine our algorithm’s efficiency
and effectiveness. The YOLO model is made up of 24 convolutional layers one
after the other and 2 fully connected layers at the end. For pre-training, we
use the first 20 convolutional layers followed by an average-pooling layer and a
fully connected layer. Keras and TensorFlow (TF) are used to implement the
model. Keras is a Python-based neural network API that supports TF. TF,
an open-source software framework for dataflow programming created by the
Google Brain team, is widely used for a variety of purposes. The FL model is
trained on AVs using the Stochastic Gradient Descent (SGD) algorithm, and the
training dataset was distributed over 1000 AVs as a Non-1ID setting where each
AV sampled images randomly but from different subsets of the training data,
standing for a more challenging but realistic setting. We varied the number of
the selected AVs from 25 to 500 randomly (if its available within the coverage
of the edge server) to train the local model. We evaluate the performance of
the proposed solution against 1) The decentralized gossip model which does not
require an aggregation server or any central component; and 2) The centralized
model, the most prevalent strategy, in which a huge quantity of training data is
acquired centrally and used to train models across a set of AVs.

4.2 Experimental Results

In Fig. 3, we provide experimental comparisons in terms of training and test
accuracy. We run the experiments over 1000 iterations. We observe from this
figure that our proposed solution achieves the highest training and test accuracy
level compared to the traditional CNN approach and exhibits a better scalability
and a faster convergence. This can be justified by the fact that our solution uses
YOLO that is designed to be fast and includes a FL. component to compensate
the lack of data from which some edge servers might suffer and recover this lack
by training the model on each AV’s local data.

Different from Fig.3, where we compare the training and test accuracy of
our solution against the traditional CNN model, we compare in Fig.4 the test
accuracy of our solution against the centralized and gossip machine learning
approaches. We provide experimental comparisons in terms of average test accu-
racy. The test accuracy quantifies the accuracy obtained by each AV after using
the global model trained in a federated fashion to make predictions on its own
data. We ran the experiments over 1000 iterations. We observe from this figure
that the test accuracy obtained by our model is much higher than those obtained
by the gossip and centralized approaches. In particular, the average test accuracy
obtained by our model, gossip, and centralized approaches are 90.4% — 95.2%,
82.4% — 88.1%, and 71.4% — 76.16%, respectively. This mean that our model
approach enables the AVs to better learn and predict objects in bad weather
conditions.
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Fig. 3. Comparison of accuracy of final global model

In Fig. 5, we measure the learning time of the different studied approaches,
while varying the number of AVs from 25 to 500. The main observation that
can be drawn from this figure is that increasing the number of AVs leads to a
modest increase in the learning time in the different studied solutions. The figure
also reveals that our proposed model achieves the lowest learning time. This is
justified by the fact that it distributes the training over the different AVs and
aggregates the global model on the edge server, while the gossip model directly
exchanges and aggregates models locally at the level of the AVs, which only
have a limited resource capabilities. On the other hand, the centralized model
needs to gather the training data and train the model on one of the AVs before
distributing it across a set of AVs.

In Fig. 6, we measure the accuracy of the different studied approaches, while
varying the number of AVs from 10 to 100 and varying also the size of the data
available on each AV from 50 to 400. We notice from this figure that increasing
the number of AVs leads to a modest increase in the accuracy in the different
studied solutions. In fact, the less the data are on AVs, the less the features that
can be capitalized on to improve the prediction accuracy would be.
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5 Conclusion

In this work, we proposed a FL-powered YOLO-based approach to improve
the real-time object detection predictions over AVs in bad weather conditions.
Experiments conducted on the Canadian Adverse Driving Conditions (CADC)
dataset reveal that our solution assures the best trade-off between speed and
detection accuracy compared to three existing approaches. In the future, we
plan to extend this work by investigating a scheduling approach that capitalizes
on Deep reinforcement learning [20,21] and trust modeling [3,4,18] to further
reduce the training time by avoiding unnecessary computations on untrusted
AVs.
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Abstract. Can WhatsApp be used as an educational computer system? This ques-
tion had not been answered conclusively by current research and was a global
imperative for the computers and education research and practice communities
given that over a quarter of the entire world’s population used WhatsApp. To
advance the field, educational theory and practice and to give meaning to What-
SApp in education, empirical quantitative evidence was gathered with a question-
naire to measure mobile collaborative learning on WhatsApp. The results indicated
that increased collaboration on WhatsApp improved academic achievement and
improving other key aspects such as active learning, trust, support, formality, inter-
action and interdependence enhanced collaboration and, in turn, improved aca-
demic achievement. The study advanced educational computer theory and mobile
collaborative learning theory and provided evidence-based learning design guide-
lines for incorporating WhatsApp into learning programs for improved academic
achievement.

Keywords: Cooperative/collaborative learning - Mobile learning -
Post-secondary education - Social Media - 21st century abilities

1 Introduction

The study asked the question, can WhatsApp be used as an educational computer system?
This question was significant and relevant to educators and domain researchers globally,
since there were about two billion active WhatsApp users globally as at October 2020,
which made WhatsApp most widespread social media application behind Facebook
and YouTube [1] and accounted for over a quarter of the entire world’s population.
This included students throughout the global tertiary education community and offered
educators worldwide a free-to-use computer system with a large student user base that
was already familiar with the application.

To this end, theory development by the research community is necessary to inform
educational practice about the design, not specifically WhatsApp software design but
educational program and activity design on WhatsApp, and use decisions required for
realizing an effective WhatsApp educational computer system.

Recent research has begun to develop such theory, but to date it remains ambivalent,
asis evidentin contrasting research reporting that WhatsApp may improve learning [2—4]
and WhatsApp may not [5-7]. Thus, conducting scientific research on and developing
theory relating to WhatsApp and academic achievement was essential for advancing
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the field of computers and education and its sub-fields of social media and academic
achievement, mobile collaborative learning (MCL) and mobile learning (m-learning).
Furthermore, the study builds requisite meaning among the international research and
education communities, where evidence-based knowledge is produced on the relation-
ships between technological progress and educational goals. Following a positivistic
epistemology, the study develops original knowledge to answer the research question by
gathering quantitative data using a questionnaire from relevant students.

The study advances current research. It addresses questions about the role of social
media in supporting academic goals and responds to the requests for new research on
the use of social media applications and their impact on academic achievement [8], it
explores situated social media practices contextualized within a specific social media
platform [9], it sets out to test whether generalized findings about social media and
academic performance hold for WhatsApp [10] and it investigates MCL using WhatsApp
[11,12].

This section stated the study’s problem, question and objective and explained its sig-
nificance and contribution to the research field, educational practice and theory advance-
ment. Following is the rigorous instrument development process and initial structural
model. Section Three details the rigorous empirical method for answering the research
question and provides guidance for replication studies. Section Four presents the study’s
results and explores their implications. Section Five clarifies the study’s contribution to
theory progression, exposes the study’s limitations and offers opportunities for further
advancement of the field.

2 Theoretical Framework

Without there being any prior research on the specific constructs and their interrelation-
ships, theoretical framework, involved in MCL on WhatsApp and academic achievement,
the study proceeded to review and evaluate instruments in the literature that measured
collaboration from various fields and perspectives. Those that had high reliability, appli-
cability and construct validity were retained and input into the instrument development
process, which was guided by the MacKenzie et al. [13] scale development frame-
work. The process resulted in a theoretical framework of ten constructs applicable to
the research problem with six measurement items per construct and an initial struc-
tural model (see Fig. 1) [14]. The ten constructs were Active Learning (AL), Support
(S), Interdependence (ID), Interaction (IA), Formality (F), Sense of Community (SC),
Trust (T), Information Exchange (IE), Collaboration (C) and self-reported Academic
Achievement (AA).

The study defined each of the constructs as follows. Support (S) is the level of
learning-related assistance and help that is provided to a student by other students on
WhatsApp. Interaction (IA) is the level of learning-related engagement and recipro-
cal action, such as sharing, discussing, meeting and chatting, between two or more
students on WhatsApp. Sense of Community (SC) is the level of belonging to a What-
sApp learning-related group having common goals, needs and interests. Information
Exchange (IE) is the level of learning-related information exchanged during learning
on WhatsApp. Interdependence (ID) is the level of condition or contingency on other
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students for learning on WhatsApp. Active Learning (AL) is the level of WhatsApp
learning activities involving meaningful and applied learning activities and is contrasted
with passive learning. Formality (F) is the level of serious and academically correct
learning-related engagement on WhatsApp between students by virtue of their language
in contrast to relaxed and casual engagement. Trust (T) is the level of confidence that
a student has in other students when learning on WhatsApp. Collaboration (C) is the
level of contributing and working jointly on WhatsApp to attain shared learning goals.
Academic Achievement (AA) is typically measured by actual student grades obtained
from writing a test or examination [15]. However, the study could not obtain access to
actual grade information for each of the respondents and therefore defined Academic
Achievement (AA) as the level of a student’s self-reported academic achievement.
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Since there was no knowledge or theoretical framework available in the literature that
specified how these constructs interrelated and it was clear from the literature evaluation
that these were key constructs involved in collaboration and collaboration on WhatsApp,
the study, at this point, hypothesized that Collaboration (C) influences self-reported
Academic Achievement (AA) and the other eight constructs influence Collaboration
(C). These hypotheses are described in the study’s initial structural model (see Fig. 1).

3 Method

3.1 Strategy and Sampling

The study followed a rigorous positivistic research pattern where primary empirical
quantitative data was collected using a questionnaire [16]. The data was gathered from
students in two English medium tertiary education institutions located in the Free State
province in South Africa. Judgement/purposive sampling was used to select respondents
that matched the profile required to address the research problem [17]. The respondents
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included undergraduate (first- to third-year level) and honours (fourth-year level) stu-
dents. The sampled students provided relevant data from both academic and vocational
qualifications and many different qualification types for breadth of student characteristics
and representativeness.

Before any data was collected, written permission was obtained from each of the
institutions, ethical clearance was obtained from the researchers’ university and each
respondent was required to acknowledge informed consent before submitting their
questionnaire responses.

Data collection for the main study began in late April 2020 and ended in mid-
October 2020 with 393 completed and usable responses from the anonymous Google
Forms online questionnaire. 393 responses were considered adequate to address the
research problem using structural equation modelling (SEM) since at least two-hundred
responses is generally considered enough for effective SEM analysis [18].

4 Results and Discussion

4.1 Reliability

To test the questionnaire’s reliability, a pilot study was conducted in early April 2020 with
data from sixteen representative students. The data was analyzed with JASP’s single-
test reliability analysis. JASP was a free multi-platform open-source statistics package
implemented in R and a series of R packages and developed and continually updated
by researchers at the University of Amsterdam [19]. Subsequently, questionnaire items
were amended and/or dropped, which resulted in improved Cronbach’s alpha values and
acceptable reliability of the final set of questionnaire items [20]. Thereafter, the main
study was conducted and the Cronbach’s alpha values for each construct based on the
main study data are provided in Table 1.

Table 1. Cronbach’s alpha reliability analysis — main study.

Construct Cronbach alpha
(AA) Academic Achievement | 0.946
(S) Support 0.927

(IE) Information Exchange 0.925
(SC) Sense of Community 0.923

(C) Collaboration 0914
(AL) Active Learning 0.899
(T) Trust 0.888
(IA) Interaction 0.884
(F) Formality 0.862

(ID) Interdependence 0.821
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4.2 Data Handling

Once the main study data had been collected, data cleaning was performed to identify and
address any errors or inconsistencies due to corrupted data or inaccurate data entry. The
only changes that were made to the data were in the respondent characteristics section
of the questionnaire. These changes included correcting misspelled home languages,
modifying the spelling and descriptions of qualifications, and similar. All changes main-
tained the original meaning of the data. Once cleaned, the data was imported into JASP
for all subsequent statistical analyses.

4.3 Respondent Characteristics

Almost two-thirds of the students were female, most students were between the ages of
19 and 24 years old, most of the respondents spoke Sesotho and isiZulu, over eighty
percent were registered for bachelor’s degrees with a comparatively even distribution
across first to fourth year course levels and over a third spent from one to five hours
per week on WhatsApp learning with other students. In addition, most students used
smartphones at home to learn on WhatsApp and the most frequent barriers to learning
on WhatsApp were the cost of data, places with no signal for internet connectivity,
places without electrical plug points for charging their devices and places without freely
available Wi-Fi hotspots.

4.4 Exploratory Factor Analysis (EFA)

Exploratory factor analysis (EFA) is a statistical technique for exploring the underlying
factor structure in a data set and was used to demonstrate whether the items in the
questionnaire loaded onto the research model constructs [21] and to assess construct,
convergent, discriminant and face validity [22].

Prior to conducting the EFA, a Kaiser-Meyer-Olkin (KMO) test was performed to
assess the data set’s suitability for EFA. The overall KMO value calculated was 0.95,
which demonstrated strong correlation among the items and justified proceeding with
the EFA.

Initially, Principal Component Analysis (PCA) was run with varimax rotation, since
it is a widely used variable-reduction technique that results in a concise number of
principal components with eigenvalues above one [23] and that represent the majority
of the variance within the data set [21]. The outcome was nine principal components
(see Table 2).

The PCA indicated that only nine principal components accounted for most of the
variance in the data, instead of the expected ten per the initial measurement and structural
model. In addition, the PCA calculated the loadings of each questionnaire item onto the
nine principal components. A factor loading of above 0.4 is generally regarded as a good
loading [24], so loadings less than or equal to 0.4 were excluded from the analysis. Based
on the PCA, it was decided to drop the construct Sense of Community (SC) as it was
evident that all four items relating to SC loaded onto both components PC1 and PC4.
However, PC1 also had all four items relating to the construct Support (S) loaded onto it,
but with higher loadings than any of the SC items and PC4 also had all four items relating
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Table 2. Principal component characteristics.

No. |Eigenvalue |Proportion | Cumulative
var.
PC1 |18.037 0.451 0.451
PC2 |2.619 0.065 0.516
PC3 |2.107 0.053 0.569
PC4 | 1.772 0.044 0.613
PC5 |1.538 0.038 0.652
PC6 |1.351 0.034 0.686
PC7 |1.270 0.032 0.717
PC8 | 1.064 0.027 0.744
PC9 |1.016 0.025 0.769

to the construct Active Learning (AL) loaded onto it, but with higher loadings than any
of the SC items. This indicated that the SC items and SC construct could be removed
since they did not load uniquely and had weaker loadings than the other construct items
that loaded onto PC1 and PC4. The construct Sense of Community (SC) was removed
from the initial measurement and structural model and all data relating to the four Sense
of Community (SC) items were excluded from further analyses [24].

Thereafter, the often preferred EFA method called Principal Axis Factoring (PAF)
[21] with varimax rotation and loadings above 0.4 was conducted based on nine factors
indicated during PCA. The PAF demonstrated that each construct’s set of four ques-
tionnaire items loaded onto a separate factor, which provided support for using the
nine-construct model for the subsequent analyses.

4.5 Analysis of Variance (ANOVA)

4.5.1 Objectives and Requirements

To determine if there were any significant systematic variances present in any of the
respondent characteristics, such as age or course level, ANOVA was run [25]. Significant
systematic variances can provide valuable insights and potentially inform educators
about how to structure their teaching with WhatsApp.

Homogeneity of variance is an important assumption of ANOVA, which was deter-
mined with Levene’s tests. If the p-value for this test was greater than or equal to 0.05 (p
> 0.05), there was no violation of the homogeneity of variance assumption. However,
where p < 0.05, there was a violation, and ANOVA was not conducted because any
interpretation could be misleading.

In addition, ANOVA is an omnibus test that simultaneously tests all possible compar-
isons to assess whether a statistically significant difference exists amongst any groups,
but it cannot specify which groups differ. Specifying the groups that are significantly
different required the Tukey’s post hoc test, which necessitates a greater difference to
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establish significance since it controls for Type I errors or a true null hypothesis being
rejected.

4.5.2 Gender, Age Range, Home Language, Qualification, Course Level and Hours
on WhatsApp every week Learning

Focusing on the gender of the respondents, the Levene’s test indicated that ANOVA could
proceed for constructs IA, S, ID, T, AL, IE, C and AA (p > 0.05). However, the ANOVA
produced no significant differences on any construct for gender (p > 0.05). Notably,
since the respondents entered either male or female only for gender, an independent
samples t-test could have been conducted for each construct to determine any significant
differences. This was done for completeness, and the t-tests confirmed no significant
differences for gender (p > 0.05).

Regarding the age range of the respondents, the Levene’s test indicated that ANOVA
could proceed for constructs IA, S, ID, T, AL, F, IE C and AA (p > 0.05) and the ANOVA
indicated that there were significant differences (p < 0.05) on the constructs IA, T, AL,
IE and C only.

For construct IA, T and AL, Tukey’s test showed that there were significant differ-
ences (p < 0.05) between the groups 19 to 24 years old and 35 to 39 years old and
between the groups 25 to 29 years old and 35 to 39 years old, which suggests that the
35 to 39 years old age group interacted, trusted and actively learned less on WhatsApp
than the younger groups as was evident by their lower mean score for these constructs.

For construct IE, Tukey’s test showed a significant difference (p < 0.05) between the
groups 25 to 29 years old and 35 to 39 years old, which suggests that the 35 to 39 years
old age group exchanged less information on WhatsApp than the younger group as was
evident by their lower mean score for the IE construct.

However, for construct C, Tukey’s test showed no significant differences between
any of the groups (p > 0.05). Overall, the ANOVA suggests that the 35 to 39 years old
age group, who represented less than 1% of the respondents, may have trusted less on
WhatsApp and interacted, actively learnt and exchanged less information than some of
the younger groups. Notably, this age group could be at any course level, from first year
to fourth year, so these results are independent of the course level findings.

For the home language of the respondents, the Levene’s test indicated that ANOVA
could proceed for constructs IA, S, T, AL, F, IE, C and AA (p > 0.05). Subsequently,
the ANOVA indicated that there was a significant difference (p < 0.05) on the construct
AA only and Tukey’s test showed a significant difference between the language groups
Sesotho sa Leboa and Setswana only for this construct (p < 0.05). While it was not clear
why there was a significant difference on academic achievement specifically between
these two languages and none of the other languages, the descriptive statistics showed
that Sesotho sa Leboa had a mean of 10.82 and a standard deviation of 4.81 and Setswana
had a mean of 18.10 and a standard deviation of 2.38. Nevertheless, these two languages
accounted for only 5.3% of the respondents and further studies with much larger samples
of these specific language speakers would be required to investigate whether this finding
was valid across their broad populations.

In terms of the qualifications, the Levene’s test indicated that ANOVA could proceed
for constructs IE, C and AA (p > 0.05). However, the ANOVA indicated that there were
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significant differences (p < 0.05) on the constructs IE and AA only and Tukey’s test
showed significant differences for the construct IE only (p < 0.05).

Tukey’s test showed significant differences for the construct IE between each of
the qualifications Bachelor of Science (BSc), Bachelor of Education (BEd), Bachelor of
Social Sciences (BSocSci), Bachelor of Arts (BA), Postgraduate Certificate in Education
(FET) (PGCE) and the group Various other bachelor’s and honours degrees, diplomas
and certificates (VoDDC). This may be suggestive of information volume differences
between the more traditional bachelor’s degrees and the various other bachelor’s and
honours degrees, diplomas and certificates, since the VoDDC group had a lower mean
score on information exchange.

With reference to course level, the Levene’s test indicated that ANOVA could proceed
for constructs IA, S, ID, AL, IE and C (p > 0.05). The ANOVA indicated that there were
significant differences (p < 0.05) on the constructs IA, S, IE and C only and Tukey’s
test agreed on those four constructs (p < 0.05).

For the IA and IE constructs, Tukey’s test showed a significant difference between
first-year level and third-year level, with third-year level having a higher mean construct
score. For the S construct Tukey’s test showed significant differences first-year level and
third-year level and between third-year level and fourth-year level, with third-year level
having the highest mean construct score.

For the C construct Tukey’s test showed significant differences between first-year
level and third-year level, between first-year level and fourth-year level and between
second-year level and third-year level, with third-year level having the highest mean
construct score followed by the second-year level then the fourth-year level and finally
the first-year level. These results suggest that the more advanced third-year students, who
represented almost a third of the respondents, made more use of WhatsApp to interact,
support, exchange information and collaborate.

In relation to the hours spent on WhatsApp every week learning, the Levene’s test
indicated that ANOVA could proceed for constructs IA, ID, F, IE, C and AA (p > 0.05).
ANOVA indicated that there were significant differences (p < 0.05) on the constructs
IA, ID, F, IE and C only and Tukey’s test agreed (p < 0.05).

Tukey’s test showed significant differences for the constructs IA and ID between
group 0 — <1 h and group 10 — <20 h and between group 0 — <1 h and group 40+ hours,
with the group 0 — <1 h having the highest mean construct score.

For the construct F, Tukey’s test showed significant differences between group 0
— <1 h and group 20 — <40 h and between group 0 — <1 h and group 40+ hours, with
the group 0 — <1 h having the highest mean construct score.

For the construct IE, Tukey’s test showed significant differences between group 0
— <1 h and each of groups 1 — <5h,5—<10h, 10 — <20 h, 20 — <40 h and 40+ hours,
with the group 0 — <1 h having the highest mean construct score.

In addition, for the construct C, Tukey’s test showed significant differences between
group 0 — <1 h and each of groups 5 — <10 h, 10 — <20 h, 20 — <40 h and 40+ hours,
with the group 0 — <1 h having the highest mean construct score.

These results suggest that the students who spend between 0 — <1 h on What-
sApp every week learning, experience the most interaction, information exchange,
collaboration, formality and interdependence.
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4.6 Structural Equation Modeling (SEM)
4.6.1 Objectives and Software

To test and evaluate the research model hypotheses, measure the relationships amongst
the constructs and answer the research question, SEM was conducted. The SEM was
processed in JASP, whose SEM module was based on the lavaan package in R [26, 27],
which was a free open-source commercial-quality statistical package for latent variable
modeling.

4.6.2 Initial SEM Structural Model Specification

The initial SEM structural model was specified using the following hypothesized inter-
relationships and processed using the maximum likelihood (ML) method: Trust (T),
Interaction (IA), Interdependence (ID), Support (S), Information Exchange (IE), For-
mality (F) and Active Learning (AL) influences Collaboration (C) and Collaboration (C)
influences Academic Achievement (AA).

However, the x2 (absolute/predictive fit Chi-square), RMSEA (root mean square
error of approximation) and TLI (Tucker-Lewis index) or NNFI (non-normed fit index)
model fit indices (MFIs) were not at acceptable levels and MFIs are necessary to support
claims that the theoretical and structural relations adequately agree with the observed
data [28]. Thus, the SEM structural model required re-specification.

4.6.3 Re-specified SEM Structural Model

Re-specification of the SEM structural model was done to achieve acceptable MFIs
and to ensure that the interrelationships between Active Learning (AL), Formality (F),
Interaction (IA), Support (S), Information Exchange (IE), Trust (T) and Interdependence
(ID) were measured.

The re-specification was guided by the modification indices calculated in JASP.
Modification indices indicate whether changes such as adding paths to the SEM structural
model would result in improvements and is the Chi-square (¥ ) value by which the model
fit would improve if the changes were made [29]. Table 3 provides the model fit indices
for the re-specified SEM structural model.

Given the many significant relationships in the re-specified SEM structural model,
it is split into two diagrams also for visual ease, namely Diagram One and Diagram
Two. Diagram One is presented in Fig. 2 and shows how the other constructs influence
Collaboration (C) and how Collaboration (C) influences Academic Achievement (AA).
Figure 2 excludes the interrelationships among the constructs Active Learning (AL),
Formality (F), Interaction (IA), Support (S), Information Exchange (IE), Trust (T) and
Interdependence (ID). Diagram One suggests that Collaboration (C) had a strong posi-
tive influence on Academic Achievement (AA), Active Learning (AL) had a moderate
positive influence on Collaboration (C) and the other constructs with solid lines had
weak positive influences on Collaboration (C).

Diagram Two is presented in Fig. 3 and shows the influences amongst the con-
structs Active Learning (AL), Formality (F), Interaction (IA), Support (S), Information
Exchange (IE), Trust (T) and Interdependence (ID). Diagram Two highlights that For-
mality (F) and especially Trust (T) were antecedent constructs that positively influenced
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Table 3. Re-specified SEM structural model - MFIs.

MFI Recommended limit Calculated value Acceptable fit?
x2 (absolute/predictive | <3.0 2.905 Yes
fit Chi-square)
SRMR (standardized <0.8 0.045 Yes
root mean square
residual)
RMSEA (root mean <0.06 to 0.08 with 0.070 (90% confidence | Yes
square error of confidence interval interval = 0.045-0.095)
approximation)
CFI (comparative fit >0.95 0.984 Yes
index)
TLI (Tucker-Lewis >0.95 can be 0 > TLI > | 0.961 Yes
index) or NNFI 1 for acceptance
(non-normed fit index)
0.101, p<0.05
Exchange (IE)
Collaboration (C)
j\ 0.656, p<0.05

0.082, p<O o5

Interdeper\den(_e

0.168, p<0 05

Active Learning
(AL)

0.319, p<0.05

0.150, p<0.05

Academic
Achievement (AA)

Fig. 2. Re-specified SEM structural model — Diagram One.

the other constructs, while not influencing each other. This could be due to Trust (T)
and Formality (F) being constructs relating to necessary mental dispositions, in contrast
to Active Learning (AL), Interaction (IA), Support (S) and Information Exchange (IE)
that relate to subsequent actions. Diagram Two suggests that Trust (T) had a moderate to
strong positive influence on Active Learning (AL), Interaction (IA), Support (S), Infor-
mation Exchange (IE) and Interdependence (ID) while Formality (F) had a weak positive
influence on Active Learning (AL) and Interdependence (ID). Thus, Trust (T) appeared
to be an important requirement for all the constructs, while increased Formality (F) may
be required for Active Learning (AL) and Interdependence (ID).
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Support (S) did not influence any other constructs but was moderately positively
influenced by Trust (T), Information Exchange (IE) and Interaction (IA), and weakly
positively influenced by Active Learning (AL).

Active Learning (AL) had weak relationships with all the other constructs, except
Trust (T), and was either influenced by or influencing them. Interaction (IA) had weak
positive influences on Active Learning (AL), Support (S) and Information Exchange
(IE), Information Exchange (IE) had a weak positive influence on Support (S) and
Interdependence (ID) had a weak positive influence on Active Learning (AL).

Diagram Two supports the study’s literature analysis and synthesis which indicated
that these constructs were associated with collaboration. While the interrelationships
exposed by the re-specified SEM structural model appear complex, they were theoreti-
cally justifiable both at face value and in terms of the literature and construct definitions.
The SEM provided evidence of the important constructs and their interrelationships

when learning with WhatsApp.
0.319, p<0.05
0.549, p<0.05,
Trust (T)

0.221, p<0.05 0.234, p<0.05

0.204, p<0.05

Interaction (IA)

p<0.05

Information
Exchange (IE)

0.276, p<0.05

L2

Interdependence
an) 0.161, p<0.05

0.110, p<0.05

0.189, p<0.05

0.138, p<0.05 ®
(AL)
0.224, p<0.05

1

Formality (F)

Fig. 3. Re-specified SEM structural model — Diagram Two.

SEM provided an efficient method for specifying and analyzing the interrelationships
among the constructs and tested the hypothesized relationships. In particular, it was
evident that collaboration had a strong positive influence on self-reported academic
achievement, active learning a moderate positive influence on collaboration and trust a
moderate to strong influence on all associated aspects including active learning.

5 Conclusion

The study provided empirical evidence that WhatsApp can be used as an educational
computer system, which answers an important global question and advances theory
and educational practice, especially given the size of the WhatsApp user base and its
availability worldwide in educational institutions.
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The evidence that collaboration on WhatsApp improves academic achievement pro-
gresses and corroborates recent studies reporting that WhatsApp may improve learning
[2—-4]. Furthermore, in light of contrasting studies that Whats App may not improve learn-
ing [5-7], the study exposes a replicable, measurable and quantifiable epistemology for
knowing key constructs and their interrelationships, the theory, involved in learning on
WhatsApp. In addition, the study furthers understanding about how to design learning
with WhatsApp for improved learning.

The study moves forward current research, theory and practice by responding to
the request for new research on the use of social media applications and their impact
on academic achievement [8], explored situated social media practices contextualized
within a specific social media platform, namely WhatsApp [9], tested whether gener-
alized findings about social media and academic performance hold for WhatsApp [10]
and investigated MCL using WhatsApp [11, 12].

For teaching practice, the findings extend our comprehension of the key elements
involved in learning on WhatsApp and provide insights into how these elements should
be designed to produce an educational computer system and improve academic achieve-
ment. It would be important to design learning activities for a high level of collaboration
on WhatsApp since there is a positive relationship between collaboration and academic
achievement. Then, the design should consider the development and maintenance of
trust and formality during learning activities on WhatsApp as these aspects are indicated
as essential for improving active learning, support, interaction and interdependence, all
of which influence collaboration. In addition, learning design should include specific
activities that require students to actively learn, support one another, interact and foster
interdependence as these would enhance collaboration and, in turn, improve academic
achievement. Furthermore, educators should design learning activities differently for dif-
ferent course levels so that first- and second-year level students are encouraged more to
interact, support, exchange information and collaborate during their learning activities,
as third year students appear to require less encouragement. Also, it may be necessary
to provide additional support to older students in the 35 to 39 years old age group, who
may not trust learning activities on WhatsApp and interact, actively learn and exchanged
less information than the younger groups. Interestingly, learning programs making use of
WhatsApp should design for short periods on WhatsApp only, such as an hour per week,
as these time periods appear to be the most constructive with high levels of interaction,
information exchange, formality, interdependence and collaboration.

The study did have limitations, which expose new research opportunities. A limita-
tion relates to the study’s sampling method which, while rigorous, relevant and efficient,
may constrain generalizability. Future studies could test and advance the theory devel-
oped in the study in and across different country, cultural, language and urban contexts.
In addition, the study’s data was gathered from respondents at one point in time, a cross-
sectional study, and studying these phenomena on a longitudinal basis could expose
new knowledge about the interactions amongst the research constructs and discover new
patterns of student learning behavior.
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Abstract. Expiry dates are general information that every product has. It repre-
sents the recommended period to use a product. However, it is hard to keep track of
the expiry date when there are many products to keep. In this work, we aim to solve
the problem using the transfer learning technique in deep learning. We trained a
Convolutional Neural Network (CNN) - Inception ResNet V2 with a synthetic
data set that contains images of near-reality expiry dates. The Inception ResNet
V2 has achieved an accuracy of 0.9964 using synthetic images and an accuracy of
0.9612 using real noisy images. Training and deploying the Inception ResNet v2
into the mobile application we built help users record and track expiry dates fast
and efficiently. The usability test we conducted gave a score of 85.7 based on the
System Usability Scale (SUS). The score shows that users had a good experience
using the mobile application.

Keywords: Expiry date - Transfer learning - Inception ResNet V2 - Mobile
application

1 Introduction

Food, beverage, medicine, and many other products must have a durable life date — the
expiry date. Unfortunately, people nowadays are too busy to care about the expiry date
of every product in their home. From the statistics shown by Malaysian Food Waste [1],
food waste took up 44.5% of Malaysia’s waste composition, followed by plastics waste
which is 13.2%. Most of the food waste comes from households, from the expired food
and groceries thrown away. A recent news report showed that a substantial amount of
food waste could be avoided [2].

Consumers may not remember the expiry date of each product. It is also inconve-
nient for consumers to record down every product’s expiry date manually for reminding
purpose. Even if the consumers are willing to do so, they may easily lose track of the
expiry dates.

The proposed Expiry Reminder application in this project aims to provide consumers
with a way of managing the expiry dates of the products they purchased. The mobile
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J. Bentahar et al. (Eds.): MobiWIS 2021, LNCS 12814, pp. 149-160, 2021.
https://doi.org/10.1007/978-3-030-83164-6_12


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-83164-6_12&domain=pdf
https://doi.org/10.1007/978-3-030-83164-6_12

150 W.-Y. Ong et al.

application makes managing expiry dates easy and helps to reduce household waste.
The mobile application uses a deep learning model - Inception ResNet V2, to recognise
expiry dates with a camera.

The remaining of the paper is as organised as follows. Section 2 provides a review
of the existing mobile applications, mobile application development frameworks and
various deep learning models. Section 3 describes the system architecture for the mobile
application and the methodology for building the deep learning model. The results of
training and testing the model shall be discussed in Sect. 4. Finally, we conclude this
project in Sect. 5.

2 Technologies Review

2.1 Overview of Existing Mobile Applications

Five existing Expiry Reminder mobile application are studied: Expiry Wiz [3],
Aladdinpro-expiry reminders [4], Expired — Grocery Reminder & Alerts App [5], Before
Expiry [6] and Expiry Reminder [7]. Three of them are on the Android platform, while
the rest are on the iOS platform. These products have product management features
and push notifications to notify users that a product is about to expire. Most applica-
tions provide a product categorise feature for customers to monitor their products and
a reminder feature to remind users of the product’s expiry date. Furthermore, the appli-
cations include search by barcode features, enabling users to find a product by simply
scanning a barcode.

However, as a product expires, most applications do not handle it properly. The
product will either appear in the product list as expired or chosen to be deleted by the
consumers. The application can be improved by adding the expired product to an in-app
shopping list so that consumers can be reminded to restock the product again.

Apart from that, existing applications only allow users to enter a product detail man-
ually. As a result, the key-in operation becomes very tedious and inefficient, and con-
sumers may lose interest in the application. Expiry date recognition can be implemented
to speed up adding expiry dates, which sometimes are tiny and unreadable.

2.2 Mobile Application Development Frameworks

There are several different frameworks available in the industry to allow developers to
create a hybrid app effortlessly. Xamarin [8], Flutter [9], and React Native [10] are the
famous frameworks used by many developers.

Xamarin

Xamarin is a commercial cross-platform development tool owned by Microsoft. It is
built based on the.Net framework and uses C# to create hybrid or cross-platform mobile
applications. Xamarin [8] is known for creating applications that have almost native-
like performance levels. Plus, Xamarin allows developers to use Xamarin, iOS [11], and
Android [12] to customise the applications if needed manually.
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Flutter

Flutter is an open-source, cross-platform mobile app development framework created by
Google. Dart [13] is the programming language used by Flutter and is a modern language
developed by Google in 2011, stated by Thomas [14]. Flutter framework is supported
by Android Studio and Visual Studio Code, and it includes a Software Development Kit
(SDK) that assists developers in compiling code into native machine code, as well as a
platform that contains a collection of reusable Ul elements such as buttons, text inputs,
sliders, and many more that enable developers to build visually appealing applications.
Flutter also enables developers to configure the Ul feature and enhance the application’s
UL

React Native

React Native is an open-source programming tool for Facebook’s cross-platform smart-
phone software. Its programming language is JavaScript, which is well-known by pro-
fessional web application developers. React Native includes many native Ul elements
for both the i0OS and Android platforms, giving the application a native feel. The React
Native framework can also access native functions such as a camera. Besides, React
Native has a hot reload feature, which enables users to make changes to the app in
real-time.

2.3 Convolutional Neural Network (CNN)

CNN is a type of feed-forward neural networks based on Artificial Neural Network
(ANN) [15-17]. CNN differs from ANN in its hidden layers. Yu et al. [18] stated that
CNN’s hidden layer comprises three layers: convolutional layer, sub-sampling layer or
pooling layer, and fully connected layer.

The convolutional layer uses filters to perform feature extraction. Each filter contains
a bias and the activation function, i.e., Rectified Linear Unit (ReLU). A pooling layer
is used to down-sampling and reduce the dimension of the feature map. A max-pooling
layer can take the highest value and assist in extracting low-level features such as edges,
while an average pooling layer is good in extracting smooth features by taking the average
value. After performing several rounds of features extracting and down-sampling, a fully
connected layer is used to flatten the features into a one-dimensional layer. Lastly, the
features are classified at the output layer by using Softmax as the activation function.

Each CNN layer (Convolutional layers+Pooling layers) learns different concepts in
each layer. Basic feature detection filters, such as edges, are learned in the first few
layers. In the middle layers, feature detection filters such as object parts are learned. The
feature detection filters in the final layers learn and identify the entire object in various
shapes and positions.

Many pre-trained models, including ResNet [19], GoogleNet [20], EfficientNet [21],
uses CNN as their architecture, and these pre-trained networks are performing well in
classifying images. According to Kranthi Kumar et al. [22], CNN is used in image
classification, feature extraction and recognition. Its simple architecture allows us to
create an efficient neural network with high recognition accuracy. It can also be combined
with other neural networks to become a modular type for conducting more complex
recognition tasks.
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3 Methodology

3.1 System Architecture

The development framework for the mobile application is Flutter. Flutter has many
libraries and packages that make it easy to integrate with Firebase Backend Services and
the tflite deep learning model. Furthermore, Flutter has a collection of UI widgets that
can rapidly and easily build an appealing and interactive UI.

7 Firebase Backend Services
AAd @twiio || |

Nodemailer

Email & SMS API

Cloud Messaging Cloud Functions

«

S,
User Device

‘. Services Cloud Frestore
View
. Model
Dart

MVC Architecture

Authentication

Fig. 1. The system architecture for the mobile application.

The system architecture design used for the mobile application is Model View Con-
troller (MVC) architecture and microservices. The model contains the application’s data
structure from the database and directly manages the data. The view is any representation
of information that accepts user input and display output. The Controller shall process
the user input before passing back to the model or manipulate data before passing it to
view. On the other hand, cloud microservices are also used to automate backend ser-
vices. Both architectures are used together to provide a good user experience and, at
the same time, ensure easy modification of the code in the future. The overall system
architecture design is as shown in Fig. 1. Figure 2 shows the sample screenshots of the
mobile application.

3.2 Features of the Mobile Application

The Expiry Reminder application includes:

Managing products

Managing category of the product

Manage the in-app shopping list

Automated added product into the in-app shopping list when the product is expired
or out-of-stock

5. Use Inception ResNet V2 to recognise expiry date

Sl e
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Expiry Reminder
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Fig. 2. Sample screenshots of the mobile application.

*

Use a barcode to search a product and retrieve product details
7. Provide multiple Push Notification Alerts, SMS Notification Alerts, and Email
Notification Alerts to remind users about the expiry date of the product

Although the mobile application contains the functionalities mentioned above, this
paper focuses mainly on the fifth feature — to use Inception ResNet V2 to recognise expiry
date. A description shall be given starting from data set creation to model evaluation.

3.3 Transfer Learning Inception ResNet V2

We trained the pre-trained model - Inception ResNet V2 and used it in this mobile
application to recognise a product packaging’s expiry dates.

Dataset Generation

We generated a close to reality image data set to train the deep learning model. A python
script was written to generate the data set automatically with various customisations.
The script started by generating dates starting from the defined start date to the end date.
Then, date strings with different formats were generated for each date. The dates were
stored in a text file and used by the TRDG [23] library to generate images. A folder was
created according to the class index, and the TRDG library generates the images into the
folder. There were three classes generated for each date and one special class generated
for each month. Table 1 shows the date format generated for each date, and Fig. 3 shows
the samples of the synthetic dates.

Hyperparameter Tuning

Hyperparameter tuning is critical to train a deep learning model for performance. There
are two methods for tuning hyperparameters. The first is to tune the hyperparameter
manually, and the second is to computerise the tuning process to find the best hyper-
parameter. At the start of the experiment, hyperparameters were manually tuned to see
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Table 1. Various date formats for training the deep learning model.

Date format | Format included | Example
ddMMyy ddMMyy 011221
dd MM yy 011221
dd MM yy 011221
dd-MM-yy 01-12-21
dd-MM-yy 01-12-21
dd/MMlyy 01/12/21
dd/MMl/yy 01/12/21
dd.MM.yy 01.12.21
dd. MM. yy 01. 12.21
ddMMyyyy | ddMMyyyy 01122021
dd MM yyyy 01 12 2021
dd MM yyyy 0112 2021
dd-MM-yyyy 01-12-2021
dd - MM - yyyy | 01 - 12 - 2021
dd/MM/yyyy 01/12/2021
dd/MM/yyyy 01/12/2021
dd.MM.yyyy 01.12.2021
dd. MM. yyyy | 01. 12.2021
yyyyMMdd | yyyyMMdd 20211201
yyyy MM dd 2021 1201
yyyy MM dd 2021 12 01
yyyy-MM-dd 2021-12-01
yyyy - MM - dd | 2021 - 12 - 01
yyyy/MM/dd 2021/12/01
yyyy/MM/dd 2021/12/01
yyyy.MM.dd 2021.12.01
yyyy. MM.dd | 2021. 12. 01
MMyyyy MMyyyy Dec2021

01/03/21 AA/03/0} qanae

Fig. 3. Samples of synthetic data generated.
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how each parameter interacts with the model. A set of suitable hyperparameters were
then generated for later tuning with Grid Search.

The hyperparameters to tune are the batch size, the learning rate and the dropout
rate. Batch size is the number of training example fed to the model in an iteration.
The larger the batch size, the more data fed in one iteration. Thus, more computing
resources shall be needed. On the other hand, the learning rate determines how much
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a model can adjust to the expected error each time its weights are changed. The model
learns more as its learning rate increases and vice versa. However, a high learning rate
may result in overfitting, while a low learning rate may prolong the training process or
cause the model to stuck at the same accuracy. Dropout is the method used to regularise
the model for minimising overfitting and enhancing model generalisation by dropping
nodes. The dropout rate represents the probability of nodes being dropped. A dropout
rate of 1.0 indicates that no dropout occurred between the layers, while a dropout rate
of 0.0 indicates that no output is transmitted to the next layers.

The deep learning models were trained on a laptop equipped with Intel Core i5-
9300H@2.40 GHz CPU, 20 GB RAM, and NVIDIA GeForce GTX 1650 (4 GB) GPU.
Due to computational constraints, manual hyperparameter tuning was used to figure out
each parameter’s common range. Testing parameters one by one using solely grid search
took much time, and it is computationally infeasible. Based on the manual hyperparam-
eter tuning finding, the common range for learning rate, batch size, and dropout rate
were 0.01 to 0.0001, 64 to 128, and 0.2 to 0.4, respectively. After getting the common
range of each hyperparameter, the best combination of hyperparameters was obtained
using Grid Search.

Data Augmentation

Data augmentation is a commonly used approach for training deep learning models in
image recognition. Data augmentation aims to extend the original data set’s diversity
by generating synthetic data from a training set. Many data augmentation strategies are
available, such as random rotation, random contrast, random translation, random zoom,
and random brightness. The expiry date of a product may be taken at various angles and
contrast levels in real life. Hence, random rotation and random contrast were used for
augmenting the data in this project.

Regularisation

Regularisation is the process of preventing overfitting in deep learning. Inception ResNet
V2 is a complex deep neural network with hidden layers to capture features. The model
is easily overfitted when training data is not large enough. A large number of images for
each class is needed to prevent overfitting. The training data has many features, and a
complex model is needed to identify the image correctly.

Further, the dropout strategy is used to avoid overfitting. The model complexity can
be minimised by randomly removing nodes at each iteration. The strategy ensures that
the network is not over trained to pick up noises rather than features from the images
and causes a high variance of the deep learning model.

Apart from the above strategies, early stopping is also used to avoid overfitting.
When the deep learning algorithm learns all of the features of each image class, it will
begin to overfit by capturing unwanted noise as features. Early stopping is used to track
the validation loss at each epoch and stop the model training if the validation loss begins
to rise, indicating overfitting.

Training, Validation and Testing
The data set contains 5359 image classes, and each class has 130 images. In total, there
are 696,670 images in the data set. We divided the data set into three parts: the training set,
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the validation set, and the testing set. They are in the following proportions: 70:15:15. The
training set contains 487,669 training instances, while the validation and testing set each
contains 104,500 instances. We used the training set to train the deep learning model by
learning the features of each image class and the validation data to evaluate the model
performance at each epoch. After the training, the model was evaluated on the testing
set (unknown new data) using validation accuracy. The formula we used to calculate the
accuracy is as shown in Eq. 1.

A Number of correct prediction )
ccuracy =
Y Total number of prediction

Since the project was a multi-class classifier problem, Sparse Categorical Cross
Entropy was used to calculate the validation loss, as shown in Eq. 2, where w, N, y; and
ﬁi denote to the model’s weight, number of instances, true classes, and predicted classes,
respectively.

J(w) = ——Z vilog(3:) )

4 Results and Discussion

4.1 Recognition of Expiry Dates

We performed a grid search to obtain the optimal hyperparameters when training the
model for better accuracy. A smaller subset from the training set is taken to perform
the grid search hyperparameter tuning. The same training loop was run repetitively
with different combinations of hyperparameters. Due to the constraint of computing
resources, each hyperparameter combination ran only 1 epoch. The validation loss and
validation accuracy were used to determine which hyperparameter performs the best.

The tuning result is shown in Table 2. The result shows that training the deep learning
model with 64 batch size, 0.0001 learning rate, and 0.4 dropout gave the best validation
accuracy and validation loss.

We plotted the model’s learning curve to see how it fits through epochs. Figure 4
shows the learning curve for the model. We then evaluated the model using the testing set
taken from the synthetic date images data set generated earlier. Besides, the model was
also evaluated using 102 real-world images. Using the mobile application, we developed
and installed in smartphones, we captured real-world images on different household
products under normal household lighting. Then, the captured images were cropped to
show only the expiry dates. The instructions for capturing the images are stated in the
mobile application when users first use the function. The performance of the Inception
ResNet V2 is as shown in Table 3.

There are 104,500 images in the test set, and the model gave 99.64% accuracy
recognising them. The model has a loss of 0.0157, which is close to zero. On the other
hand, the model achieved 96.12% accuracy and 0.1440 loss recognising the real-world
images. Even though the results are not as good as recognising the synthetic test set, the
model can still predict most of the date images correctly.
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Epoch | Batchsize |Learningrate | Dropout | Validation accuracy | Validation loss
1 64 0.01 0.2 0.000000 76.891197
0.3 0.000150 59.240292
0.4 0.000000 45.036331
0.001 0.2 0.002604 11.707423
0.3 0.000000 10.809799
0.4 0.002604 10.709365
0.0001 0.2 0.000000 9.620681
0.3 0.000000 9.950025
0.4 0.002604 9.582140
128 0.01 0.2 0.000000 78.836098
0.3 0.000000 67.211235
0.4 0.000000 49.153797
0.001 0.2 0.000000 11.416241
0.3 0.000000 11.015180
0.4 0.000000 10.570828
0.0001 0.2 0.000000 9.700305
0.3 0.000000 9.664173
0.4 0.000000 9.551310
vo___ Training and vaidation Accuracy
4 0.

—— Taining Accuracy
Validation Accuracy

00 05

10

Training and Validation Loss

15 20 25 30

— Taining Loss
Validation Loss
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epoch

Fig. 4. The learning curve of the inception ResNet V2 model
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Table 3. The performance of inception ResNet V2 in both testing set and real-world images

Accuracy | Loss
Synthetic test set | 0.9964 0.0157
Real-world images | 0.9612 0.1440

4.2 Usability Test

A System Usability Scale (SUS) developed by Brooke [24] was used to evaluate the appli-
cation’s usability. The respondents gave a scale from 1 (strongly disagree) to 5 (strongly
agree) for 10 SUS questions. The table below shows the usability test scores from seven
respondents [25]. The average SUS score is 85.71, indicating that the respondents had
a good experience of using the application (Table 4).

Table 4. The SUS scores of the mobile application

Respondent Usability score for each question Total Total (100%)
1 |2 |3 |4 |5 |6 |7 8 |9 |10
Respondent 1 3 /3 |4 /2 |3 |3 |3 |3 |3 |3 30 75
Respondent 2 3 /3 |3 |3 |4 |3 |2 |3 |3 |3 30 75
Respondent 3 3 /3 |3 |1 |3 |3 |3 |4 |2 |2 27 67.5
Respondent 4 4 |4 |4 |4 |4 |4 4 |4 4 |4 40 100
Respondent 5 4 |4 4 |4 4 |4 |3 |4 |4 |3 38 95
Respondent 6 4 |4 |4 |4 |4 |4 4 |4 4 |4 40 100
Respondent 7 4 |3 14 |3 3 |4 |3 |4 |4 |3 35 87.5
Average SUS score 85.71

5 Conclusion

In this work, a mobile application for expiry reminder has been developed. Besides
incorporating the standard features any expiry reminder application has, our mobile
application can recognise expiry date using a deep learning model - Inception ResNet
V2. Such a feature is not found on other existing mobile applications in the market.
We generated a synthetic data set and collected real-world images to train and eval-
uate the Inception ResNet V2 in recognising various expiry date formats. The search
of optimal hyperparameters was conducted to determine the optimal parameters for the
model. The optimal hyperparameters obtained were 64 batch size, 0.0001 learning rate,
and 0.4 dropout rate. The model was then trained using the fine-tuned parameters and
evaluated using both synthetic testing set and real-world images. The mobile application
is outstanding in recognising the expiry dates. On the synthetic data, the deep learning
model achieved an accuracy of 0.9964 and a loss of 0.0157. On the real-world images,
the model achieved an accuracy of 0.9612 and a loss of 0.1440. The mobile application
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also performed well in the usability testing, receiving a SUS score of 85.71 from the
respondents.

However, there is a limitation in our mobile application. Due to the computational
resources’ constraint, the number of expiry date formats learnt by the deep learning
model is still limited (refer to Table 1). In the future, we shall extend our work by
incorporating more formats into the deep learning model.
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Abstract. Privacy challenges are a growing point of research in both political
science and computer science as the pervasive nature of [oT devices turns Orwell’s
dystopic state into a potential reality. This research maps out potential scenarios
for IoT privacy challenges in the interdisciplinary effort to understand what it
means to have privacy in world of internet-enabled sensors.
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1 Introduction

One of the greatest challenges facing both technology and politics in the 21st Century
is coming together in spearhead, and that spearhead is IoT and ubiquitous computing.
Privacy is not a new challenge to either paradigm. This is a research area that started
centuries ago. Neither is it a research area that is likely to be solved anytime soon.
Yet the pervasive nature of IoT is demanding that the ‘balance of privacy’ craves an
interdisciplinary effort as the two paradigms collide. This research will map out the road
leading up to this intersection, as well as visualise the challenges of IoT privacy in both
technological and political disciplines.

IoT’s boom in recent years has seen it commonplace for internet-enabled devices in
homes, transports, and streets around the world. Already, are there almost as many sen-
sors as humans, and soon sensors will be numbered in trillions [1]. As Weiser predicted,
these sensors are “so ubiquitous that no one will notice their presence” [2]. Each and
every heartbeat and breath taken can be recorded and the data sent into the cloud and
out of the control of the individual. Their footsteps, geolocation, smile, and speech are
amongst the various things that can be tracked through these ubiquitous sensors placed
in our watches, mobiles, fridges and even our ski boots [3]. Whilst the technology is still
in its infancy, it is not ridiculous to perceive that one day a sensor in human brains will
be able to send bio signal data to into the hands of others. Literally reading our thoughts.
Regardless of the current unfeasibility of brain-computer interaction, advancements in
Al means that with the data presently available we can already create models to predict
what humans may do next. Before they have thought of it themselves.

© Springer Nature Switzerland AG 2021
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1.1 Privacy Versus Confidentiality

As anewcomer to privacy in data protect and IoT, it seems as if the researchers from polit-
ical paradigms like cybersecurity policy and international politics, and the researchers
from human-computer interaction and technology, are sitting in the same room with their
backs to each other and demand that they talk face to face, yet neither turns. A common
way to start a dialogue is to begin with the same language. For that, definitions on key
terms need to be established. Privacy is the first definition to agree upon. For a system to
protect user privacy, one needs to know what privacy is. The OED definition of privacy
is:

“The state or condition of being alone, undisturbed, or free from public attention,
as a matter of choice or right; seclusion; freedom from interference or intrusion” [4].
The European Union’s legal interpretation is in the form of General Data Protection
Regulation (GDPR) which came into force in 2018. The law, whilst only European,
applies to all European citizens wherever they are in the world. GDPR “asks you to
make a good faith effort to give people the means to control how their data is used
and who has access to it” [5]. It is important to note that this is already a break from
the common definition of privacy, as it does not necessarily imply one is free from
interference or intrusion. An IoT device is GDPR compliant when ensuring that it is
transparent with the user about their data and the purpose for keeping it, as well as
facilitating a simple way for the user to control where their data is, the IoT device is
GDPR compliant. This does not necessarily corelate to privacy. It may be closer to the
interpretation of confidentiality. Nor does GDPR protect users for unfaithful actors or
define how to implement the law in a technological sense. Neither, does it calm qualms
for users with inherent distrust of the law and state.

1.2 Privacy in Philosophy Mirrored in IoT

A debate on the morality of the state will not dominate this research, but it is important
to acknowledge the ambiguity and subjective nature of the IoT privacy actors. The
discussion on privacy can be traced back to the 18th Century, if not further. Jeremy
Bentham, a British political philosopher, devised the Panopticon as a way in for prison
guards to easily see all prisoners from one spot, without moving [6]. His argument was
that a prisoner, never quite knowing if the guard was watching, would behave and this
was to their own benefit. We can draw strong lines between this prison architecture and
IoT’s ubiquity. The user is never easily aware of when sensors are present [7]. In this
sense, individuals are prisoners, captive to the IoT device prison guards.

A century later the French philosopher, Michel Foucault, highlighted the cruel soci-
etal ramifications of the Panopticon state. Whilst the thought that an omniscient govern-
ment might have benefits of both deterring and catching those who act outside the law,
regardless of whether the omniscience is presumed or genuine, this leads to dynamic
normalization [8]. IoT devices have already appeared in the media as heroes in criminal
cases, such as home assistant devices keeping evidence of premeditated murder [9]. In a
tyranny this directly facilitates the eradication of freewill, for example the persecutions
of minorities or other groups seen as a threat to the survival of the tyrannic state. Even in
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a democracy, Foucault argues, can also have fundamental consequences on independent
thinking and creativity. Thus, leading to the erosion of democracy [8].

If one needs any more elaboration on the dystopic nature that could be entailed with
IoT, one only needs to draw upon George Orwell’s 1984 [10]. The difference between
his fictious writing and present day is that the technology is far more ubiquitous than
Orwell’s imagination allowed. IoT is the technology that turns his fiction into theoretical
possibility. It is very important to note that at no point is the morality of privacy invasion
assessed. This research give an objective overview of privacy invasion regardless of the
justifications.

1.3 Privacy Versus Security

Cybersecurity is a large research area. It can often take priority over privacy research. It
is necessary to distinguish the difference between security and privacy. Alwarafy et al.
cover the security and privacy threats to Edge [oT but do not distinguish between the
two, nor do they look at what these threats to mean outside boundaries of IoT [11]. The
dystopian trajectories illuded about above do not make an obvious case for a threat to
security. A scenario where society ends up like Orwell’s 1984 is often not considered in
cybersecurity. Privacy violations are precursory to security violations and their security
implications may not be directly obvious. The privacy violation of the US citizens’
Facebook data by Cambridge Analytica was not a threat to security on an individual
scale, nor was it a threat to national security until it allowed a small elite to effectively
control the outcome of a supposedly democratic election. Cybersecurity research will
cover data theft, but research into privacy needs to consider when this data is given either
lawfully or with consent. There is an intrinsic link between security and privacy, yet the
consequences of [oT privacy breaches warrant their own research in a setting where they
are considered a precursor to security threats at both national and personal levels.

2 Methodology

The brief overview of the political and philosophical discussion on privacy makes it
evident that Orwellian invasions of privacy can be mirrored and played out through
IoT research. This paper follows design science methodology by presenting a map of
scenario variables in IoT privacy threats and placing existing research on IoT privacy
solutions within this map. The interdisciplinary nature of the subject means research
from both political science and technology will be applied. It is important to note that
in political science paradigms, the theories of realism, liberalism and critical theory are
continuing to throw differing results and predictions. The political science paradigms
are used to back up the privacy implications but the theories will not be used to assess
the technological nature of the article.

What follows is a literature review of an assortment of different research articles that
tackle the challenges in IoT privacy from different perspectives. The backgrounds of the
researchers in these articles span across nations (from the US, UK and to China) and
research area (legal, political, and computer science).

Following this, we will present the map of IoT privacy scenario variables and ensue
in a discussion on the prior literature in relation to produced artefact.
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3 Literature Review

3.1 Who’s Afraid of the Big Bad Smart Fridge?

Tanczer et al. [12] amply set the scene to a world in which IoT security and privacy threats
are left unchecked. Their “future and foresight methodologies allow for the exploration
of plausible futures and their desirability.” They were able to categorise these areas in
4 common themes: (1) Physical safety, (2) Crime and exploitation, (3) Loss of control,
(4) Social norms and structures [12]. By identifying and discussing potential dystopian
scenarios, the hope is for IoT researchers to better strategize and tackle issues of IoT
privacy and security. An example provided is “The seamless tracking of car users through
companies that build and operate such smart cars may also lead to further erosions
of privacy and individual’s autonomy and sense of autonomy” [12]. Their work very
much highlights the trajectory of IoT left unchecked. In a world in which “we give up
freedom for convenience”, they conclude on two opposing possible outcomes. The first
is that mass hysteria and public outcry will force the individuals to shun IoT technology
regardless of whether the benefits of their use outweigh the perceived privacy threats.
The second is a scenario in which society is complacent, passive and apathetic to privacy
invasions. Tanczer et al.’s [12] research also shows that IoT researchers are currently
pessimistic that proposed frameworks to govern IoT privacy and security will result in
compliance and enforcement measures from the manufacturers of IoT devices. Neither is
“keeping out an unauthorised actor through access controls and erecting barriers such as
firewalls, is unlikely to remain effective” [12]. Finally, Tanczer et al. [12] articulate that
privacy issues in societal discussion are continuously ongoing, IoT entering this debate
will only complicate the issues further. Their article presents a depressing trajectory for
IoT which allows researchers to focus on important points to address in future research.
Left out is the discussion of ‘good’ and ‘bad’ privacy invasion, and the mapping of actors
causing the privacy invasion.

3.2 The Cloud, the Private Sector and the State

Pre-GDPR, Macropoulos et al.’s [13] IEEE opinion article explores the dangers to an
individual’s privacy where the state is the main threat. “The private sector has a pivotal
role to play in balancing the privacy needs of the individual and the security demands
of the state” [13]. Their article illustrates the role that the private sector places in an
individual’s right to privacy. Not only for the benefit of the individual, but in a scenario
where “customers believe their privacy is under threat, their choice of provide will
be heavily biased by trust considerations” [13], and the company itself is in jeopardy.
Whilst not focusing directly on IoT, but instead at general cloud computing prior to
the widespread adoption of edge comping and the implementation of GDPR, the article
raises contributions about the location and control of data. A combination of “political,
legal and technological approaches” is needed to address the issue. Macropoulos et al.,
echoing Tanczer et al., state that “information technology is merely the newest arena
within which societies are seeking to balance the needs of the state with the expectations
individuals” [13]. The contribution this article plays is the perspective of there being
more than one actor portrayed as the victim of privacy invasion and more than one actor
portrayed as the perpetrator.
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3.3 GDPR Compliant User-Centric Privacy Frameworks

GDPR is considered the most far reaching and powerful laws made on data protection
in world history. “GDPR aims to give control of personal data back to the user” [14].
Kounoudes et al. propose GDPR-compliant framework for IoT devices. Rather than
looking at privacy as a challenge to overcome, they look at providing privacy protocols
in a user-centric way “without blocking the evolution of IoT” [14]. They map existing
frameworks to GDPR characteristics and look at solutions. Their three main contributions
to IoT privacy mechanisms are as follows:

- Machine Learning techniques have been thoroughly used to provide user privacy
protection.

- Using policy languages to specify user privacy preferences and to express complicated
policies. - Optimising the trade-off between privacy and utility [14].

3.4 Privacy by Design

“Privacy must be addressed not just in terms of static regulatory requirements but also
in terms of developing best practices for IoT industry” [15]. As a neglected aspect in
the design of IoT, “an understanding of data movement is focal to ensure accurate and
complete threat location, system analysis and compliance assessment” [15]. Thorburn
et al. look at the methodologies and guidelines needed to ensure [oT privacy compliance.
These they categorise into six points:

Data flow

IoT Privacy Taxonomy
Privacy-by-Design Focus

Audit

Implementation

Compliance and risk driven [15]

The significance of the privacy-by-design frameworks are covered in the discussion
below.

3.5 Conceptual Privacy Frameworks

Chow creates a conceptual privacy stack framework for a IoT user-centric privacy pro-
tectionism [7]. This privacy stack builds on ensuring the control of data is in the hands
of the user and enabling the user to customise data flow based on their own preferences.
The unique and ubiquitous nature of IoT calls for a more attentive approach to data
protection. Visualised in Fig. 1, IoT designs should consider the awareness, inference,
preferences and notification that users have when it comes to their data. “A basic privacy
principle is that personal data collection should happen only with appropriate notice and
choice” [7]. The aim is to build a channel of communication between the IoT provider
and the user for preserving the individual’s privacy.
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3.6 Privacy Mediators

To fulfil demands for user data control, Davies et al. [16] present cloudlets. Cloudlets, a
privacy mediator, act as a secure and independent gateway between the IoT device — be
it a chip or a system of IoT devices, and the cloud provider or company. The user is in
complete control over what information is sent. This is “a scalable and secure solution
on the edge of the cloud” [16]. Data is kept local and close to the device rather than
being streamed through a vast distributed system. Not only does this protect the user
from the technology provider, but also from outside cyber-attacks as the data’s surface
area is now reduced.

Fig. 1. The privacy stack framework bridges from today’s Internet of Things (IoT) systems to
users [7].

This architectural framework provides the user with a “rich set of privacy controls”
[16]. Mediators can be placed at varying degree of granular.ity and provided by 3rd party
providers, much like anti-virus software today, and can be controlled in context-aware
setting. Davies et al. also play close attention to detail on video data processing, memory
storage location and privacy control settings. The data would be “logically within the
trust domain of the end user” [16], state, situating the cloudlets at the edge of the cloud.

3.7 Local Differential Privacy in Edge Computing

Unlike the previous articles shared that have explored giving the control to user’s about
where their data ends up, Bi et al. [17] propose a more cautious solution that takes into
consideration the dishonest and the ‘honest-but-curious’ third parties that may delib-
erately or inadvertently leak private data. The authors of the paper focus purely on
location data. Bi et al. [17] remark on the similarities between blockchain and edge
computing decentralised technology as beneficiary to protecting user’s privacy. How-
ever, blockchain is still too burdening for processing at the edge to be widely used in IoT.
Bi et al. [17] use local differential privacy as method for prevent data collection centres
from ever getting users’ accurate location data. Local Differential Policy “transfer the
privacy process of data to each user, enabling users to individually process and protect
personal sensitive information” [17].
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3.8 Federated Learning

A similar model for ensuring as little data as possible strays far from the user is proposed
by McMahan et al. at Google [18]. Their model also promotes lower latency and energy
consumption. Using a miniature version of TensorFlow, machine learning algorithms
can process data and create outputs without the input data being sent to the central
cloud. Only the aggregated data is ever sent back to the cloud. This technology is just
one example of how designers are pushing more and more of the architecture to the edge
of the cloud, and closer to the user [18].

4 Discussion

To understand the challenges for IoT in terms of privacy threats, we need to map out all
the surface area. Figure 2 shows the variables that can be in play without depicting the
relationship between each group. This is not necessarily a comprehensive summary of the
different variable elements, but the point is to demonstrate that in order to discuss privacy
in IoT, we cannot have a one size-fits-all solution. It is often assumed that the victim
of IoT privacy invasion is an individual that either has access to the IoT device itself or
access to privacy settings through their mobile device. But there is little consideration
that the victim might be an individual that has no knowledge or access to the IoT device
or privacy settings. The victim may also be a group of people or a state, which would
involve the use of aggregated data rather than specific raw data.

The aggressor, the one inflicting the invasion of privacy, can also be categorised into
different groups. The finger is often pointed towards “honest-but-curious third parties”
[17] as the violators of privacy. However, a more nuanced approach into the flow of data
and why the data is needed. There is also no value in looking at one of the end nodes of
the map in Fig. 2 in isolation, we must build a scenario in which the end nodes are used
in combination. Figure 3 shows all the possible ways in which Bob can have his privacy
violated: either an indirect threat (the violation of his privacy through aggregated data)
or a direct threat (where the violation of Bob’s privacy can be traced directly back to
him). It is important to illustrate the different relationships between the victim and the
aggressor as these will indicate at what point the privacy is invaded.

The scenarios illustrated above are not imagined, we can find examples of these
expressed in the media. Recent concerns were raised about employee privacy when Ama-
zon vans installed video cameras to make their drivers take rest breaks if the technology
determines the driver is tired [19].

Affective computing means emotions are no longer private from Orwellian surveil-
lance. Scenario 2 and 3 demonstrate this in Fig. 3. Carlo, highlights that the “constant
monitoring of employees creates an oppressive, distrustful and disempowering work
environment that completely undermines workers’ rights” [19].

By mapping the threats to Bob’s privacy, we can begin to look at where the gaps are
in research to address privacy issues in [oT. Tanczer et al. [12] take a similar approach,
by calling upon leading IoT experts to express their trajectories of IoT left unchecked.
Many of the violations to Bob’s privacy at an aggregated level are mentioned in Tanczer
et al.’s research [12]. Scenarios marked in green in Fig. 3 show scenarios where privacy
could be violated from aggregated data. “We give up freedom for convenience” [12].
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Frameworks allow a breakdown of concepts and making it easier to think through
concepts when designing and assessing risk. The research for GDPR compliant frame-
works in Kounoudes et al. maps their identified challenges to GDPR characteristics,
as shown in Fig. 4. Similar to the research from Chow, (private by design) and Davies
et al. [16], the privacy preserving mechanisms are reliant on the user being able to make
informed decisions about the usage of their data. They both make effort to ensure that
services “explicitly provide basic inferences” [7]. There is a considerable amount of
privacy preferences research not mentioned in this research that look into enabling users
to make empowered privacy preference choices. Tanczer et al.’s research lay challenge
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to this as one trajectory for [oT privacy challenges is apathy. “Individuals would conse-
quently lack suitable alternatives that provide them with the opportunity to freely give
consent and remain in control over how their data is being collected and processed” [12].
No number of choices or power over their own data is sufficient when the user does not
care what happens with their data.

Mapping of GDPR characteristics to challenges

Characteristic CH1 CH2 CH3 CH4
CR1 Prevent inference v
CR2 Provide data transformation v v
CR3 Provide user awareness on data collection v
CR4 Provide control of personal data to users v v
CR5 Provide monitoring and control of devices that collect data v
CR6 Provide tools for data management to users v v v
CR7 Provide ability for data erasure v
CR8 Provide transparency v v
CR9 Provide balance of privacy between users and third parties v

CR10  Provide enforcement of user privacy preferences

CR11 Provide privacy by design or privacy by default

CR12 Provide ability to users to make informed consent choices
CR13 Estimate privacy risks of data collection/inference to users
CR14 Communicate risks of data collection/inference to users
CR15  Provide ability to users to specify their privacy preferences
CR16  Prevent excessive data collection

LLLNLNLKK

/= subject addressed; (blank) = not addressed

Fig. 4. Mapping of GDPR characteristics to challenges [16]

Bi et al. [17] take the more cautious route by assuming all data centers are untrust-
worthy. Whilst not explicitly referred to, McMahan et al. [18] also provides the same
solution. Data leaving the edge nodes is aggregated and the user’s individual privacy
is left undisturbed. Figure 5 from Bi et al. [17] shows how the raw location data never
leaves the client’s devices. These solutions also allow for the value of the data being
sent back to the central cloud not to be weakened. Federated Learning sends the trained
dataset back to the shared model [18].

Edge computing has become a popular architectural structure for IoT devices due to
its lower latency and keeping the user’s data closer to the edge of the network. Addition-
ally, research often uses self-built and self-controlled IoT hubs to sync and manage the
interoperability of numerous devices. Consumers opt for commercial IoT hubs such as
Google Nest or Amazon Echo which ultimately allow the devices manufacture access
to all data flowing through these devices. Understanding that the lawful passing of data
as illustrated in scenarios marked in green are central to the concerns raised by Tanczer
etal. [12].

Finally, neither current privacy control preferences nor privacy preserving mecha-
nisms within IoT gateways and even GDPR compliant frameworks can protect Bob’s
privacy from an abusive individual with legal access to IoT devices that monitor his
movements. Figure 3 shows this in scenario 1. This is a scenario that Tanczer and Parkin
et al. [20] research. The surface area for privacy threat from a domestic abuser is all
encompassing as visualised in Fig. 6. Their research is still in the infancy to be able to
provide contributable solutions, but they indicate fair usability is an essential part of the
design stage in IoT devices. This is something that the research in the literature reviews
that create privacy-by-design frameworks for IoT devices does not cover.
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5 Limitations

There are several limitations in the contributed map and table to lay out the challenges
that face IoT privacy. Firstly, and most significantly, the mapping ought to be applied to
all major IoT privacy research. There is also a need for stronger research into the privacy
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violations using aggregated data. This is mentioned in Tanczer et al. [12]’s research on
the trajectories of IoT privacy challenges but there is a need to look at it from a purely
technical perspective. Whilst this research distinguishes the privacy violation scenario
differences from corporation, third party and government aggressors, there requires more
attention to the differences of these actors. This is would be similar to the work of [13]
yet calls for research specific to IoT devices in a GDPR world. The scenarios listed also
only focus on individuals as a victim and it would be useful to look at the scenarios where
businesses and states are the victim. Finally, there this is a need for more refined policy
on privacy challenges when the data is obtained with informed consent, permission and
on an aggregated level.

6 Conclusion

In order for IoT privacy challenge research to thoroughly address weaknesses and under-
stand the potential threats to individual and grouped privacy, we need to begin with a
map of the scenarios possible. This calls for an interdisciplinary effort from both polit-
ical science and computer science researchers. Tanczer et al.’s [12] research shows a
promising start to the collaborative work required.

As laid out in the introduction, privacy has been researched for centuries. [oT merely
moves this into a new paradigm and complicates the matter further [13]. By acknowledg-
ing the unfinished and contentious nature of privacy in philosophical spheres, it prevents
naivety of IoT technology researchers to preclude that a simple privacy mediator or
mechanism may suffice.

To reiterate, this research does not attempt to label any scenario of privacy violation as
justified or not. The first step is to recognise where the privacy is invaded, and then leave
it to philosophers and policy makers to decide on the rational. Following this, technology
researchers can then implement the desired frameworks for enabling Private-by-design
IoT devices. Frameworks covered in the literature review do make a start on privacy-
by-design, but the map produced in Fig. 4 shows that not all the scenarios have been
designed for. Edge Computing has facilitated more privacy for the end user, but it still
leaves many scenarios unchecked.

If not anything, the mapping of the multitude of threats, victims and scenarios in IoT
privacy challenges shows that this is truly a game of Fog and mirrors.
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Abstract. On a global scale, the environmental footprint of digital tech-
nology represents a continent two to three times the size of France and
five times the size of the French car fleet. In order to limit the negative
impact of this overabundance and to optimize the emerging computing
potential of our environment, we propose an architecture model and its
implementation in order to allow the mutualization of the components
embedded in our connected devices.
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1 Introduction

We are at the beginning of a new computing era which is manifested by a trend to
integrate computing into the physical objects of everyday life [2,21,24]. While
providing a lot of benefits, this technological advance brings with it a set of
environmental issues [3,4].

According to the European Union [6], in 2020, there were 30 critical raw
materials (against 14 in 2011) and among them, many elements are directly
linked to new technologies: Cobalt (lithium-ion batteries); Germanium (optical
fibers); Hafnium (processor); Indium (touch screen); Tantalum (liquid crystal
displays, dynamic random access memory (DRAM) chips), or Lithium (battery).
These elements were generally related to the manufacture of computers, printers
and other common digital objects. But since 2015, we notice that a shift has
taken place [3]:

— Televisions represented 5 to 15% of the impacts in 2010 against 9% to 26%
by 2025;

— Smartphones represented 2 to 6% of the impacts in 2010 against 4 to 16% by
2025;

— Connected objects represented 1% of the impacts in 2010 against 18% to 23%
by 2025.

Based on these statistics, we can see that the depletion of our global reserves
is fast approaching. We therefore need a new vision of eco-design that focuses
not only on the energy impact, but on a direct safeguard of our raw materials.
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To do this, we believe it is necessary to see in our connected objects more
than their initial functionalities. These hidden and currently unexploited func-
tionalities, which we will call dispositions, represent the core of our approach. We
propose, through an architecture model, to reveal them and to mutualize them
virtually in order to allow the emergence of new services without systematically
adding new physical connected objects. This model has been implemented within
an Android framework named Agent Framework For Omnipresent Real Device
(AFFORD).

Before highlighting the technical solutions that are used to make this mutu-
alization of dispositions, we will illustrate our concept in order to demonstrate
its advantages.

1.1 Example of a Mutualisation of Components: A Monitoring
Agent

In this example; we will consider a monitoring agent A which has the objective
£2 of alerting in case of a fall. This objective can be divided into three required
objectives w which are:

— wy: to detect a fall
— wo: to alert the user by a sound
— ws: alert the user with a flashing light

In our case, the agent has access to a set of connected devices including: a light
bulb, a computer, and an accelerometer. So, we can describe the Obj objects of
the environment through the n dispositions they present:

— Obj': The accelerometer
e 17 detect a fall
— Obj?: The computer
e 15 produce sound
e ng3 display a picture
— Obj3: The connected light bulb
e ny make light

In a usual context, the service would be managed by a single entity, whereas
in our case, it is possible to dissociate the monitoring service, the capture of
information and the response of the system. When the system is started, agent A
seeks to accomplish the {2 objective. Because of the presence of the accelerometer
Obj! in its environment and its disposition n; to detect a fall, the objective w;
is made permanently active. If a fall is detected, the agent reacts and its wo
and w3 objectives become active. In an optimal case, where the light bulb Obj3
and the computer Objs are accessible, the agent has the possibility to activate
the behaviours ws and ws3. In this way, attention is focused on the problem of
falling. In the same way, it is interesting to note that this same light bulb Obj?
and this same computer Objy can be used as an alert source for other types
of monitoring (such as intrusion, temperature, or hydrometry monitoring). This
vision of our environment thus allows us to reduce redundancies within a system
by privileging a more intelligent and reasoned use of the objects that surround
us.
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2 An Ecological Challenge, but Also a Technical
Challenge

To make this vision real and to start this change of habit, three points must be
taken into account:

From a conceptual point of view, we believe that it is necessary to propose a
high-level solution, which would allow a quick deployment on a maximum of
existing devices.

From a technological point of view, considering the ubiquitous aspect, the solu-
tion must be light enough to allow its deployment on devices with low computing
capacity.

From a human point of view, its use must be as natural as possible. To achieve
this, we will emphasize the presence of autonomous entities that can decide
individually on the provisions they wish to share.

2.1 Current Technological Possibilities

Before presenting our solution, we will examine the existing technical possibilities
that can be used to try to solve our problem. In order to do this, we will look at
three different levels of abstraction: middleware, agents, and artifact concept.

Middleware. In ubiquitous systems, the middleware is generally considered as
a generic layer which provides basic functions [1,12]. This approach is commonly
used [11,16], however a limit to the use of middleware comes with the fact that,
usually, a system has as many middlewares as there are communication problems
[14,18]. Consequently, the more heterogeneous entities are involved in a system,
the more it may contain a large number of middleware in order to hide the
communication problems.

Even if some authors propose the implementation of a “middleware of mid-
dlewares” in order to provide a unique interface to the applications [23], the
system will be unable to adapt as new technologies appear.

Agents. In an ambient intelligence context, an option to overcome the hetero-
geneity of the environment is the use of agents ([9,13,22,25]). However, if we
want to scale up, it is inconceivable to put the responsibility of describing all
the connected objects and their possibilities on the level of the agents in charge
of the services. Based on this observation, some proposals try to overcome the
problems of making connected objects available by linking them to specialized
“agent-objects” [15,17,20]. Unfortunately, this option is confronted with a con-
ceptual problem. Indeed, it is not advisable to model an object using the agent
concept, because it does not have its characteristics [5,7,13,25].
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Artifacts. The A&A (Agent & Artifact) meta-model is characterized by three
main abstractions [19]:

— Agents: proactive components of systems, encapsulating the execution of
activities in a given environment;

— Artifacts: passive components of systems, such as resources and media,
intended to be used by agents to support their behaviour;

— Workspaces: conceptual containers of agents and artefacts, useful for defining
the topologies of the environment and notions of the locality.

The concept of artefact, due to its abstract nature and not being conceived
for a specific purpose, unfortunately does not directly solve the problem of the
mutualisation of the dispositions of objects present in our environment. However,
its coherence in terms of agent/object modelling and its polymorphic nature
make it an interesting theoretical tool for our model proposal.

3 Concept Description

From the constraints and elements raised above, we can deduce that the current
solutions do not meet the requirements of our proposal. From this observation,
we propose to modify our vision of the environment by proposing a virtual
decomposition of our objects [10] in the form of a dispositional artifact that we
will define as follows:

Definition 1 (Decomposition into dispositional artifacts.). Fach object
Obj, can be represented by a set of artifacts Art according to the usage such as:

Obj— > {Art,}

with Obj a connected object, Art a virtual artifact, n the disposition of the
object encapsulated by the artifact.

From this decomposition, it is then possible for the agent to perceive new
possibilities within its environment that we will call dispositional opportunities.

Definition 2 (Emergence of dispositional opportunities.). Let W (an
agent-object system) = (A,0bj) and Wp(an agent-artifact system) =
(A, Artp) composed of an artifact Art with a disposition p. A dispositional oppor-
tunity exists if and only if there exists an opportunity T, such that :

1. W = (A, Obj) does not possess T

2. W, = (A, Art,,) possess T
and Art, € Obj
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Fig. 1. Mutualisation of components within a workspace

Based on these definitions, we propose an architecture model that involves
three types of entities based on the A&A concept: agent, workspace and artifact.

Within this model, the layouts are encapsulated in artifacts that will be used
as virtual media to make the dispositions of connected objects accessible to an
agent (Fig.1).

Because the roles of the agent and the workspace are globally unchanged, we
will directly focus on the conceptual additions related to the decomposition of
the objects into a dispositional artifact tree.

3.1 Architecture Model

We will therefore focus on the seven main artifact classes: Artifact, Compos-
ite Artifact, Main Artifact, Final Artifact, Sensor Artifact, Actuator Artifact,
Service Artifact.

— Artifact
This class is the primary component of the layout decomposition. Globally, it
defines all the primitives useful for programming the observable behaviours of
artefacts in accordance with the frameworks or implementation environments.
This first class allows the establishment of the dependency link between arte-
facts, as well as its observable state within workspaces.

— Composite Artifact
The CompositeArtifact class is mainly an artifact container. Its role is to keep
a trace of the structure of the original connected object. It is also possible
that it is itself under the management of an artifact if it is also a component
element.

— Main Artifact
The Main Artifact class virtually represents the object and contains infor-
mation about it (nature, state, mac address, etc.). It is also responsible for
accessing the artifacts and only this class is directly linked to the workspaces.

— Final Artifact
The elements of this class represent the artifacts that are directly accessible
in the workspace. All classes that inherit from it (Sensor Artifact, Actuator
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Artifact, Service Artifact) can be seen as the leaves of the decomposition tree
of the original object and therefore cannot have artifacts that compose them.

3.2 Properties

Thanks to the artifact classes seen previously, it becomes possible to virtually
describe the dispositions of an object in the form of a tree. Within this descrip-
tion, the leaves represent the object’s dispositions and the internal nodes, the
structure of its decomposition.

The Fig. 2 illustrates a virtual decomposition of a smartphone into a tree
where the root represents the original object (Main Artifact), the intermediate
nodes the structure of the decomposition (Composite Artifact) and the leaves
the dispositions that can be made accessible (Final Artifact).

Main Artifact Composite Artifact  Final Artifact
~ s Rl r a Rl

Service

Smartphone Effector

Sensor

SRIIRHE]}

Fig. 2. Example of decomposition

As a result, the object is no more represented in a monolithic way, but is
decomposed into a set of dispositional artifacts. It then becomes possible to
mutualize them within workspaces in order to propose services that fully use
the possibilities of our connected environment. From a conceptual point of view,
unlike the use of agents, mutualization is based on a coherent paradigm, and their
uniformity and high level of abstraction avoid the overabundance of middleware.
The use of artifacts also has the advantage of solving two key problems related to
the Publish/Subscribe concept, which is generally used to define the modalities
of transmission of sensor information. First, the problem of efficiently linking an
event with many subscribers on one type of event can be solved by “relocating”
the associated Sensor object to another device. The connected object will only
have to manage one Subscriber per sensor. Broadcasting to interested entities
will be done through the Sensor artifacts. Second, the problem of efficient mul-
ticasting of events within a network of event providers is solved by having the
agent connected directly to the desired sensor. Thus, interested entities will only
have access to information that is relevant to them.
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4 Android Implementation
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Services

Type null Type null Type android.sensor.geomagnetic_rotation_vectc
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Fig. 3. An application on the Android platform

An implementation of this model, named Agent Framework For Omnipresent
Real Device (AFFORD), has been developed on Android through a framework
in order to show the feasibility of the model. AFFORD is based on the “Software
Kit for Ubiquitous Agent Development” (SKUAD) platform, which is a platform
for creating ambient agents, being able to manage sensors and effectors, whose
performances and design allow an embedded use [8]. The application we made,
in APK format (9.13MB), can detect all sensors embedded in an Android device
and currently offers seven effectors and two services (Fig. 3).

At runtime, if a component is available and the authorizations allow it, the
system proceeds to the creation of artifacts as an instance of the associated
class. The user can then choose, via the user interface, which artifacts to make
available and which agents to activate within the workspace.

During the test phases, AFFORD was tested on different Android devices
(smartphone and tablet) in order to highlight the presence of provisions. This
first step confirmed that many possibilities were hidden in our smartphones. In
addition to the effectors and services that can be implemented (e.g. ringtone,
voice recognition, buzzer.), we can see in the table (Fig.4) that natively they
were able to propose at least twenty artifacts.
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Brands Samsung | Motorola | Samsung| Samsung Xiaomi
Model Galaxy s8|One zoom|SM-T870|SM-N960F|Redmi Note 8T
RAM (Go) 4 4 8 6 4
SensorArtifact 26 44 20 27 22

Fig. 4. Some examples of tested smartphones

4.1 Example in Real Environment

A real-world example of this implementation has been proposed through a falling
detector. The devices used in this test are: a Samsung Galaxy S8 smartphone,
a Samsung Tab A (2016) tablet and an Acer TravelMate P257 laptop. At the
end of the layout analysis step, the smartphone offers twenty-six Sensors and the
tablet offers five.

To perform this test, we used the artifact encapsulating the accelerometer,
present in any smartphone and usually used to determine the orientation of the
screen or to stabilize photographs, as a shock sensor. It should be known that
a smartphone accelerometer can generally detect movement in the micrometer
range. Moreover, in order to show that the possibilities are not limited to the
components of the device, we have created an artifact encapsulating synthesis
and voice recognition to perform a simple dialogue with a user.

Thus, the intelligent entity, in this implementation a SKUAD agent, becomes
able, by adjusting the sensitivity parameters, to discriminate different types of
shocks (fall, heights, direction, presence of a final shock). In case of shock, the
agent will try to attract the user’s attention via the flash or the vibrator of
Android devices or by making the computer screen blink. If the agent does not
get a response, he can then use voice synthesis and voice recognition to talk to a
user. In this case, the agent asks a series of closed questions giving the choice to
the user to answer among a set of predefined answers. Each answer pronounced
by the user will be transformed into text and then analyzed by the agent in order
to make a report of the situation.

4.2 Encouraging Results

Through the previous example, however simple, we find ourselves virtually and
schematically in a system with 3 processors, 3 batteries, 12 GB of Ram and 580
GB of storage. This power is much higher than the one required in a current
use. This particularity shows us that the sensing and broadcasting entities can
be externalized without the necessity of adding components with a processing
capacity. We have also shown that the current dynamics seeking to make the
environment intelligent could pass, not by a systematic integration of computing
power within each object, but rather by a more reasoned and mutualized use
of the possibilities of our devices. Moreover, due to the fact that processing
can be done at the peripheral level, this solution offers an alternative to cloud
computing. It also allows to reduce the energy footprint, since it does not require
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the internet network or the datacenter, while limiting the leakage of personal
data.

5 Conclusion

The current trend is to systematically integrate computing capabilities into each
object. However, an alternative would be to propose a more reasoned and mutu-
alised use of the possibilities of our devices. Thanks to an architecture model
inspired by the concept of artefact, we propose to virtually put forward the dis-
positions of our connected devices in order to reduce the redundancies within an
environment. We implemented the model on Android which allowed us to high-
light the multitude of unused opportunities present in our environments. From
the results, we found that a single smartphone or tablet could power many ser-
vices. This collective power allows us to reduce the number of batteries, screens
and computer components (RAM, processor, storage) and thus contribute to a
step towards more eco-responsible computing.
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Abstract. Internet of Things is a concept that many physical devices can con-
nect and share information. IoT development in mobile apps aimed to control
connected devices. This paper describes the form of an application-led project by
building a smart application system using the Lego Mindstorm kit. It decides on
and simulates scenarios for the IoT solutions and the design and develop a proof-
of-concept mobile and IoT application with emphasis on the technical implemen-
tations, architectural considerations, and interoperability. It demonstrates through
graphical programming environment the configuring, implement and evaluation
of distance sensor technologies in a mobile application.

Keywords: Internet of Things - Mobile computing - Lego Mindstorm

1 Introduction

At present, smart network sensors open new opportunities for designing control sys-
tems. Automotive and industrial automation systems, sensors are connected to field
busses for distributed control. Mobile application systems such as robots and smart
vehicles take spontaneously exploit sensor information provided by an instrumented
environment is becoming increasingly powerful [1]. The IoT is a network that connects
uniquely identifiable “things” to the Internet. The things have sensing/actuation and
potential programmability capabilities. Through the exploitation of unique identifica-
tion and sensing, information about the thing can be collected. It can change the state of
the thing from anywhere, anytime, by anything. There is consensus that the IoT is one
of the most important revolutions in technology in decades at present. It has attracted a
lot of attention from both industry and academia [2].

Moreover, the integration between the IoT with the cloud (IoT-Cloud or sensor-
cloud) has received significant interest from academia and industry. Based on mobile
user location tracking, the IoT cloud plays a role as a controller, which makes schedules
for physical sensor networks on-demand [3]. The IoT has many benefits that should be
considered. It is expected that by 2025, the IoT nodes will connect most of the objects,
and many of them are essential in our day to day life. Many people in the world have a
smart mobile at present. Most of the people will be interconnected with the internet and
they will be online all the time in the future. The main purpose of the [oT is to uniquely
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identify, signify and access things of our day to day life anytime and anywhere through
the internet, and allow them to be controlled as far as possible [4].

This paper describes the form of an application-led project by building a smart
application system using the Lego Mindstorm kit. The background is described in Sect. 2.
The detail of the design and implementation includes prototype architecture and three
different scenarios with state machines describes in Sect. 3. Section 4 is a result of
design and implementation. Section 5 is a discussion about the overall research. Plus, a
conclusion in Sect. 6. Moreover, Appendix on the latest of the paper presents the mobile
dashboard with the distance sensor information of all three scenarios.

2 Background

Lego Mindstorms kit is a simple robot with a programming environment for constructing
an autonomous robot like block composition [5]. There are many applications of robots,
which are useful in industrial, medical, and domestic environment [6]. It is very widely
to use the Lego in academic scenarios for mobile robot platforms with sensors for vision
and color recognition. Its use to teach programming languages, robotics, and embedded
systems. Also, its use in teaching is a good way to motivate engineering students, which
is fundamental to successful teaching [7, 8]. It makes a very convenient framework for
course projects that integrate mobile application systems for color recognition, line-
following, obstacle detection, and vehicle interaction, among the most common cause
[9].

Even though the Lego Mindstorms kit was initially designed as a toy for children
over 12 years of age, its use in university courses is increasing yearly. It gets the attention
of people working in many areas. These are including artificial intelligence, embedded
systems, control systems, robotics, and operating systems. The Lego Mindstorms kit is
inexpensive, easily reconfigurable, reprogrammable, versatile, and robust. Therefore, it is
well suited for use in teaching in education scenarios [10]. The Lego modularity makes
the rapid prototyping of different robot configurations easier. This easiness presents
itself as extra motivation for the persons who take their first steps in the world of mobile
robotics [11].

It will be able to build the robot from the Lego Mindstorm kit. Then, download
the Lego Mindstorms kit coding application that can run both mobile or tablet. Lego
Mindstorms kit makes it possible to build embedded systems without any prerequi-
site knowledge of programming language. It can solve real problems with constraints
such as sensors. This application allows the programming scenario to make programs.
It runs programs that control the robot’s behavior, for example, moving, picking up,
throwing, and seeing. It can program the robot by using the Mindstorms application via
block graphical programming. It easy to scratch programming environment using blocks,
which will connect blocks and the program flow from top to bottom. The application
connects Lego robots via Bluetooth, which has sensors to control the robot.

Lego Mindstorms kit has four medium motors. It has two sensors that are distance
sensor and color sensor. It can also touch, sound, ultrasound, and light.
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3 Design and Development

Figure 1 presents the prototype architecture that application on smartphone or tablet
connects hub via Bluetooth. Hub has two different sensors. The first sensor is a distance
sensor that the robot can move at different distances. Another sensor is a color sensor
that can distinguish colors. It will control the robot, for example, throwing a ball when
a color is green.

Application
Bluetooth
Hub Color sensor
Capable of
Distance sensor distinguishing
colors
Movement Robot

Fig. 1. Prototype architecture

Figure 2 explains the detail of the Lego robot that its name Tricky. It has two different
sensors, which color sensor and a distance sensor. It has three motors that are A, B, and C,
which can behave as actuators. Motor A and B control movement. Motor C controls two
arms. It is a two-wheeled robot that can move forward, backward, turn right and turn left.
It can pick up the object, for example, a ball or something in scenario A. Furthermore,
it can play bowling in scenario B as the same components of Lego in this picture.
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Motor C B Turn on/off Bluetooth

" Turn on/ofT Robot

Fig. 2. Components of bowling Lego robot

The ways are long 90 cm in two different directions ways which are straight road
and swing road. Each distance moves 10% and 100% of speed as the states Speed 10%
and Speed 100%. That means it has four different cases in this scenario which, speed
10% at the straight road, speed 10% at the swing road, speed 100% at the straight road,
and speed 100% at the swing road. Each case will try ten times. The result will calculate
in percent of the robot that can lift and hold the object in the air.

Figure 3 presents the scenario that the robot can move and play bowling using the
distance sensor. The component of the robot is the same in scenario A. It starts at the
Idle state that is the beginning of the state when the application connects to the robot
as the robot will pick the object up. Also, the states, which Hub off, Hub on, Bluetooth
on, and Wait 3 s are the same. The motor controls the robot’s arm. The robot throws the
ball on pins. It will stop moving forwards, reducing its movement, and then stop and
exit the program. The robot will play bowling at two different distances between the
robot and all pins, which are 10 cm and 20 cm. Each distance moves 50% and 100%
of speed. That means it has four various cases in this scenario, speed 50% at distance
10 cm, speed 50% at distance 20 cm, speed 100% at distance 10 cm, and speed 100% at
distance 20 cm. Each case will try ten times. The result will calculate in percent of the
robot that can knock down each pin.
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Fig. 3. State machine diagram of robot playing bowling

Figure 4 explains the detail of the Lego robot that is almost the same Fig. 2. However,
the distance sensor is in front of it, and the color sensor is in the back.

It has three motors as same Fig. 2 and the motor C controls two lang arms, which can
score a slam dunk in the basketball. When it can throw the ball in the correct position,
the two targets will come out. Figure 5 presents the scenario that the robot can move and
play basketball using the distance sensor. It starts at the Idle state that is the beginning of
the state when the application connects to the robot as the robot will pick up the object.
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Turn on/off Robot

Fig. 4. Components of basketball slam dunk Lego robot
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Fig. 5. State machine diagram of the robot in basketball slam dunk
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4 Results

Figure 6 explains that the robot could pick up the object at speeding 10% better than
100%. It was better at straight road than swing road. Furthermore, it was the best when
the robot moved slowly at the straight road. Therefore, speeding 10% at the straight road
is the best case in this scenario.

100%
80%
60%
40%
20%

0%
Speed 10%  Speed 10%  Speed 100% Speed 100%
Straight road Swingroad Straightroad Swing road

Fig. 6. Percent of the robot could pick up the object

Figure 7 explains that the robot played bowling and could knock down the pins at
speeding 100% better than 50%. It was better when the robot was near to the pin 10 cm
than 20 cm. Furthermore, it was best when the robot moved fast and near the pins.
Therefore, speeding 100% in the distance of 10 cm is the best case in this scenario.

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%
0%
Speed 50% Speed 50% Speed 100% Speed 100%
Distance 10 cm. Distance 20 cm. Distance 10 cm. Distance 20 cm.

Fig. 7. Percent of the robot could knock down the pins
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90%
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50%

Speed 50% Speed 50% Speed 100% Speed 100%
Distance 50 cm. Distance 100 cm. Distance 50 cm. Distance 100 cm.

Fig. 8. Percent of the robot got to score a slam dunk

Figure 8 explains that the robot got to score a slam dunk in basketball at speeding of
50% and distance from the ball 50 cm is the best score. In contrast, 100% speeding and
distance from the ball 100 cm is the worst score.

5 Discussion

We designed the IoT application scenarios, build the Lego Mindstorm kit system, and
implement a block-based visual programming language. As the result of scenario A. It
programmed the robot to move, pick up, hold the objects in the air at different speeds,
and directions way. Speeding affected how the robot picked up the object. The distance
sensor is used to control the robot’s arms motor when picking up. Moving slower could
pick up better. Swing road made it moved in the wrong direction. Both speeding and
swing road can affect it. Sometimes it moved very fast as maximum speed. It moved
not straight and stopped the incorrect position as it should be. Therefore, it could not
pick up the object. It is always a good idea to reduce the speed for motors that require
precision. If it moves too fast, it cannot pick up the objects effectively. In the real world,
it is the same when driving vehicles. When driving is so fast at swing the road, maybe
they can move out of the road and out of control.

In scenario B, the robot played bowling and could knock down the pins. The distance
sensor in front of it controlled itself to moved forward. The distance between it and the
pins was near 10 cm and a maximum speed of 100% was the best result. It could knock
down the pins very well. In contradiction, the result was not so good when speeding
slower and far from the pins. Sometimes it could not knock down any pins because it
moved slowly at 50% of speed. The ball moved not straight, stopped in the incorrect
position as it should be. Therefore, the ball was far away from the pins. Slowing speed
was not knock down all the pins occasionally because it did not have enough energy.
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There is a particular floor or slide that is the same in the real world when playing bowling.
It is easier to knock down the pins when throwing the ball very fast with energy and
close them.

In scenario C, the robot got to score a slam dunk. The color sensor in front of it
controlled itself to score a slam dunk when the robot could see green color on the floor
in front of the basket. The best score for this experiment was speed 50% and moved
forward 50 cm as backward. The robot moved both forward and backward slowly in
the correct direction way. It could pick up the ball and come back to the basket correct
position at the green color in front of the basket. Therefore, it could get more score than
another case. In opposite, when speeding 100% and moved forward 100 cm was the
worst case. The robot moved too fast and could not come back to the correct position.
Sometimes it moved not straight and stopped in the wrong position. Also, it was not
enough energy to make the two targets jumped out from the basket. Therefore, it could
not score or only one score a slam dunk. It is the same when persons throw a ball in a
basket or something a target. They should stand at the appropriate position and throw a
ball with suitable energy. Thus, they will get a score. Speed and distance that control by
distance sensor is significant in this experiment.

Moreover, we think about the real-world in a self-driving smart car. It can operate
its own by measuring the distance of various objects beside roadsides and with other
vehicles running on roads [12]. However, there are many difficulties in a self-driving
field because of the dynamic environment and the fast and complex movement. Different
tasks are needed in a self-driving field such as vehicle distance measurement, vehicle
detection, and obstacle detection [13]. Sensor controls cars, which can drive on asphalt,
sand, or another. Plus, the robots in all three scenarios in this paper moved on the tree
floor. It is smoother than asphalt on the real road. Additionally, the robot’s wheels are
smooth plastics. Therefore, many variables make robots move in different as to need.

6 Conclusion

In this paper, we presented an analysis of a distance sensor in the Lego Mindstorm Kkit.
In all three scenarios, the distance sensor controlled the robot’s movement. The distance
and speeding affect how the robots picked up the object, played bowling, and scored
a slam dunk in basketball. Moving slower could pick up the object better. Swing road
made the robot moved in the wrong direction. However, when the robot played bowling,
it could knock down the pins better when closed to them. In the scenario of scored a
slam dunk in basketball, it lowered speeding and closed the basket to help it get more
score. That means both distance and speeding could affect the robot’s movement.
Additionally, in these three scenarios, blocking path encoding or the next function
controls the robots about moving, action, and doing something. It identified the problem
as step by step for the robots to reach its destination. It is the same as real-world program-
ming that programmers must change their algorithms to control the robot’s behavior and
situations. It plans to write the coding of what happens before, present, and future. Some-
times it should use a condition, for example, if-else, switch-case. It is essential to design
sequence, speed, distance that the robots can move slower or faster. We have learned
the thought process behind creating a program, programming functions, and how we
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cloud to control the robots’ actions or events. It used block coding programming in the
mobile application. There are many different possibilities to design, build on scenarios,
and code using the Lego Mindstorm kit. Therefore, this paper described and helped to
understand and approaches by which mobile computing, sensors, and Internet of things.

In the future research targets mobile computing, sensors, and Internet of things.
It would analyze more different types of roads. It is important where robots drive.
Additionally, it can explain cases scenario with more specific detail. The result may
be different.
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